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Abstract

Atomchips serve as versatile quantum optics devices to manipulate ultracold atoms. Having
a superconducting (SC) atomchip not only provides us with a long coherence time for future
hybrid quantum systems, but also gives the opportunity to investigate properties of SC
materials. In this work, the niobium Z-structure of an atomchip is magnetized by an external
magnetic field pulse. The hysteresis behaviour of the type-II SC structure is then used to
trap the atoms without applying a chip current and the influence of this magnetization on the
trapping the atoms is probed. More characteristics of the field-induced remnant magnetization
trap are checked, like trap-stability and the distance of the atom cloud to the trapping wire
for different bias fields.

Zusammmmenfassung

Atomchips sind nützliche Werkzeuge in der Quantenoptik um ultrakalte Atome zu ma-
nipulieren. Ein supraleitender Atomchip sorgt nicht nur für lange Kohärenzzeiten wie
sie für zukünftige hybride Quantum systeme benötigt werden, sondern eröffnet auch die
Möglichkeit Eigenschaften des Supraleiters zu untersuchen. In dieser Arbeit, die Niobium
Z-Struktur unseres Atomchips wird durch einen externen Magnetfeldpuls magnetisiert. Das
hysteretische Verhalten dieses Typ-II Supraleiters wird dann verwendet, um Atomwolken
ohne Anlegen eines Stromes an den Atomchip zu fangen. Weitere Details der feldinduzierten
remanenten Magnetisierung, wie die Stabilität der Falle oder der Abstand der Falle von der
Chipoberfläche in Abhängigkeit des äußeren Fallenfeldes werden untersucht.
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Part I

Preliminaries





Chapter 1

Introduction

Ultracold atom physics paves the way for investigation of new aspects of the fascinating
world of quantum physics. The behavior of an ultracold system can be determined solely
by the quantum statistical nature of the gas particles and their interaction. Since the late
1980s physicists used laser to cool and collect small clouds of atoms to temperature below
milli Kelvin. Thank to ultracold atom processes, a new state of matters was finally observed,
applying cooling methods like laser- and evaporative cooling coming along with trapping of
atoms. It was more than 70 years after the theoretical prediction of this state by A. Einstein
and S. Bose, that a temperature drop below the critical temperature for Bose- Einstein
condensate (BEC) could be achieved. Some of the first pioneers of the realization of BEC
were awarded the Nobel prize in 1997 [1].

Ultracold atoms can be manipulated, trapped or cooled either by light and, or magnetic
fields. One possibility to have versatile robust magnetic traps is to use an "atomchip". These
micro devices mounted on surfaces provide us with miniaturized electric and magnetic
potentials and guides for atoms at a scale of less than one micrometer [2]. Atomchips enable
controlled quantum manipulation of ultracold atoms. With lithography and other processes,
complex surface structures can be fabricated to provide various tight trapping potentials
for cold atoms in the proximity of the microchip surface. Atomchips consist of normal
conducting as well as superconducting current-carrying wires.

Superconductivity is a distinctive property of special materials that exhibits zero resistance
and expel magnetic flux from their interior below a certain critical temperature for specific
external magnetic fields. The zero-resistivity implies zero heat dissipation for a transport
current. This property makes the superconductors an appealing candidate for the experiments
sensitive to thermal noise to provide the possibility of reduction of the Johnson-Nyquist
noise. As the fluctuations of electromagnetic fields originated from metallic surfaces can
lead to loss and decoherence of trapped atoms which limits the performance of the atomchip,
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superconducting atomchips were implemented in recent years. Superconducting atomchips
have been shown to reduce both the near field noise and technical noise compared to their
normal conducting counterparts [3]. The spin-flip lifetime and coherence of the trapped
atoms improves accordingly.

The primarily goal of this experiment has been the creation of a hybrid quantum systems,
where an ensemble of ultracold atoms is strongly coupled to the near field of a supercon-
ducting waveguide coplanar resonator. In [4] it has been shown that one can achieve strong
coupling with currently available technology of circuit cavity quantum electrodynamics and
ultracold atomic ensembles on an atomchip. The strong coupling between a single microwave
photon in the waveguide resonator and a collective hyperfine qubit state in the ensemble can
be used to study and control atomic motion or to cool the resonator field via the atoms.

Studying the behavior of type-II superconductor traps has been another target of this
experiment. The particular interest in this work is investigating the effect of field magne-
tization of a type-II superconducting atomchip on trapping the atoms. A special type of
trap has been experimentally demonstrated without applying any transport current. The
superconducting Nb Z- structure is magnetized by an external magnetic pulse perpendicular
to the chip surface. The so called remnant magnetization trap is here purely field-induced. In
contrast, the current-induced magnetization hysteresis defines a different type of atom trap
which is discussed comprehensively in [5]. For high temperature superconducting atomchip
consisting of YBCO, the field- and current induced magnetization traps are investigated and
discussed in [6–8]. One characteristic of the mixed state of a type II superconductor is the
presence of vortices. The vortices affect the trapping potentials generated by magnetized
superconducting structures in the mixed state. The properties of these vortex-based traps
depend directly on the vortex distribution. This also implies that sufficiently cold atoms could
be used as a sensitive probe of the distribution and dynamics of vortices in superconductors,
as discussed for a YBCO atomchip in [6]. In this process the near-field noise is significantly
reduced and technical noise decreases as the transport current is absent. Thus, the main goal
of this thesis is to investigate the remnant magnetization trapping abilities of niobium for
potential atom trapping without the need of external connection for hybrid quantum devices.

This thesis is organized as follows. After this chapter, a brief theory of ultracold rubidium
atoms and superconductors is included in chapter 2. Chapters 3 and 4 contain the setup and
the operation of the experiment. The following chapter shows the endeavors on the way of
achieving BEC on a superconducting atomchip. In the last chapter, a detailed discussion is
provided about observation of remnant magnetization trap and its properties. The stability of
the trap has been checked during very long scans and the result of all distance measurements
are summarized at the end.



Chapter 2

A brief theory of ultracold rubidium
atoms and superconductors

2.1 Ultracold Rubidium atoms

Rubidium, the element in the fifth row of alkali metals with atomic number 37 is one of the
favorite species to work with in quantum optics and ultracold physics with dilute gases. It has
32 isotopes and can be found in the nature as 72 % of 85Rb with 48 neutrons and 28% 87Rb
with 50 neutrons. Despite the higher abundance of 85Rb, these experiments are preferably
done with 87Rb due to the positive scattering length1. The availability of cheap laser diodes
at the correct wavelength, typically used in CD-ROM drives, is another advantage of 87Rb.

From the different transitions in 87Rb, the "D2" line ( 52S1/2 → 52P3/2 pictured in fig.
3.1), is the most commonly used one. The "D2" line has a cycling transition which can be
used for cooling and trapping of 87Rb atoms [10].

In order to understand the basics of magnetic field interaction with a neutral atom, the
quantum structure of the atoms will be reminded briefly in the following.

In quantum mechanics, the fine structure appears as a coupling between the orbital
angular momentum L of the outer electron and its spin angular momentum S. The total
electron angular momentum is then given by

J = L+S,

1 positive scattering length means the atoms behave mutually repulsive at low temperatures. This prevents a
collapse of them to a small condensate. 87Rb is also easy to evaporatively cool, with a consistent strong mutual
scattering. The half-life of 87Rb is 4.921010 years [9].
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and the magnitude of J can take the values

|L−S| ≤ J ≤ L+S.

For the ground state of 87Rb L = 0 and S = 1/2, so J = 1/2. This state is denoted by
52S1/2 where 5 is the principal number of outer electron, the superscript is 2S+1, the letter
(S) indicates the orbital name for the angular momentum L = 1 and the superscript is J. The
first excited state concerns L = 2 and consists of 52P1/2 and 52P3/2.

The hyperfine structure on the other hand, is the consequence of the coupling of J with
the total nuclear angular momentum I. The total atomic angular momentum F is then given
by

F = J+ I,

and the magnitude of F can take the values

|J− I| ≤ F ≤ J+ I.

Now the interaction of neutral atoms with an external magnetic field can be described upon
these structures as:

HB =
µB

h̄
(gsS+gLL+gII) ·Bext ,

where g refers to the different g-factors and µB = eh̄/2me is the Bohr magneton. If J and
F are good quantum numbers with the meaning that the energy splitting is small compared
to fine and hyperfine splitting, the interaction becomes:

HB = µB gF Fz Bz. (2.1)

Here the magnetic field is considered to be along the z-direction (i.e., along the atomic
quantization axis) and gF refers to the hyperfine Landé g-factor.

2.1.1 Laser cooling, Doppler limit and beyond

Laser cooling relies on the force the light can exert on atoms. The optical force has two
components, the dipole force which can be used for trapping, and the radiative force, also
called scattering force [11] for cooling of atoms. The frequency difference δ between a
laser beam and the atomic transition is called detuning. It is negative when the laser is red
detuned or positive for blue detuned light. The absorption cross section of an atom depends
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on the detuning, it will be maximum at zero detuning. Due to the well known Doppler effect
[12], the resonance frequency of atoms moving towards a laser beam is shifted to lower
frequencies, while atoms moving away have an apparent higher resonance frequency. When
shinning a red detuned laser beam in a dilute atomic gas, the atoms moving towards the
beam are closer to resonance than the atoms moving away from the beam. Therefore, the
absorption becomes velocity dependent: atoms moving towards the beam are more likely
to absorb a photon. The subsequent re-emission of photons happens in a random direction.
Over many scattering events, the emissions average to a net momentum of zero, while the
absorption of photons from the laser beam slows the atoms down [13]. The re-emitted
photons have a slightly higher frequency (and energy) than the absorbed ones. This energy
difference is removing the kinetic energy and thus cooling the gas. This describes how atoms
get slowed down in one direction. In order to actually cool a gas, 6 counterpropagating beams
in all three perpendicular directions are required. This cooling process is called Doppler
cooling which plays an essential role in laser cooling [1]. Doppler cooling has a limit which
comes from the fact that in this process the atoms get heated as well due to the random nature
of spontaneous emission [14]. The competing laser cooling and diffusion heating processes
reach an optimum when δ = Γ/2, where Γ is the decay rate. The temperature limit is the
Doppler temperature:

TD =
h̄Γ

2kB
,

where kB is the Boltzmann constant. For rubidium atoms with a decay rate of around 18 MHz
the Doppler temperature is approximately 144 µK.

However temperatures much lower than TD were measured while laser cooling an atomic
sample. To explain this sub-Doppler cooling, polarization of the beam should be considered.
Two configurations can provide the polarization gradient for this cooling:

I ) lin ⊥ lin configuration

In this configuration two counter propagating beams are applied with linear polarization
perpendicular to each other. Their interference results in a standing wave with polarizations
σ+, linear and σ− in a half wave length as fig. 2.1a shows. This causes a sinusoidal light shift
in the ground state. The light shifts of the different sublevels change with polarization which
comes from the different Clebsch-Gordan coefficients showing the strength of atom-light
field coupling, as discussed in [13, 14]. So the polarization and therefor the sublevels of the
atom is position dependent. Optical pumping causes a larger population in the state where
the light shift is larger. When the light field is σ+, the (negative) light shift of mg = 1/2 is
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three times than the light shift of the sublevel mg =−1/2. Due to this reason where the light
field is σ+, optical pumping brings the atoms to the sublevel of mg = 1/2 ground state from
mg =−1/2 and σ− brings them to the ground state with sublevel mg =−1/2. Sinusoidal
variation of the ground-state sublevels is depicted in fig. 2.1b, showing where each mg has
maximum or minimum of the energy.
As the atom moves, it climbs the potential hill of the specific mg state, but as it nears the top
of the hill the polarization of the light changes and an optical pumping occurs. The atom is
now again at the bottom of a hill, and it again must climb, losing kinetic energy, as it moves.
In summary, by climbing of potential hill kinetic energy changes to potential energy and
optical pumping (discussed in sec. 2.1.2) leads to spontaneous emission and some energy is
radiated away as spontaneous emission happens at higher frequency than the absorption. The
two procedures of (distinctive) light shift and optical pumping play the crucial roles in this
cooling process. The nonadiabatic motion of climbing of the potential hills and the following
optical pumping which brings the atomic population on the lowest energy level reminds the
Greek myth of Sisyphus. Therefrom, the procedure is called Sisyphus cooling.

Fig. 2.1 The Spatial configuration of a lin ⊥ lin polarization gradient. a) Shows the polariza-
tion gradient used for cooling. b) The ground state sublevels of J = 1/2 ⇔ 3/2 transition
are shifted differently in the light field. Continuous arrows show optical pumping which
bring atoms to the lowest energy level. The absorbed light in the optical pumping has a lower
frequency than the emitted one, therefor energy dissipates to the radiation field. Picture taken
from [13].
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II ) σ+ – σ− configuration

In contrast to the previous configuration, two counter propagating σ+ and σ− polarized
beams result in a standing wave with linear polarization whose direction rotates in position.
The atoms at rest can absorb from two beams with the same probability and there is no
net force on them. These atoms occupy mainly the mF = 0 substate. Their quantization
axis follows the local polarization and the absorption from two beams is the same since a
linear polarization can be considered as half σ+ - and half σ− polarization. The atoms even
with a very low velocity have an orientation with respect to the local polarization. Their
quantization axis can not follow the local polarization direction adiabatically. So they can
not stay at mF = 0 substate. In [14] it is shown, that atoms moving towards the laser beam
with σ+ (σ−) polarization are preferentially occupying the mF = +1 (mF = −1) substate.
Atoms with mF ̸= 0 have a preference towards σ+ or σ− absorption due to Clebsch–Gordan
coefficients. The preferential absorption and scattering of the opposing laser beam leads to a
radiation pressure which can effectively cool the atoms.

Both configurations lead to a net frictional force and slow down the atoms. The slowing
force is velocity dependent as if atoms moves in a thick and sticky medium so the cooling
method beyond Doppler limit is called optical molasses.

The limit for these cooling techniques is the recoil generated by the emission of a single
photon. The temperature limit becomes TR = h̄2k2

2MkB
, which is for rubidium atoms around

0.7 µK.

The configuration used in this work for cooling in the molasses is the σ+ – σ− configura-
tion. As we will see in the following section, this configuration is also required for the MOT.
The difference between MOT and molasses is then the detuning.

2.1.2 Magneto Optical Trapping

The radiation pressure can be used to cool the atoms to very low temperatures but is not
enough to trap the atoms. We still need a restoring force to keep them in the trap region.
The most common trap for neutral atoms utilizes both magnetic and optical fields producing
a magneto-optical trap (MOT). The MOT is based on an inhomogeneous magnetic field
achievable with simple coils and the radiation pressure created by six counterpropagating
laser beams in three orthogonal directions. The coils generate a magnetic quadrupole field,
with zero magnetic field in the trap center. The magnetic field causes a position dependent
splitting of the Zeeman sublevels. In the fig. 2.2 the center (z=0) corresponds to B=0. Away
from the center, the field increases linearly with distance. On positive side of the z-axis,
Zeeman splitting shifts the sublevel +1 up- and the −1 level downwards and the opposite
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holds for these levels on the negative side of the axis. Two opposing laser beams are used
with the same intensity and frequency, with some red detuning . Their polarization is circular
and clockwise with respect to the direction of propagation. The two beams are equally
absorbed from the atoms in the center and there is no net radiation force on the atoms there.
The atoms on the right (left) side with mF =−1 (mF =+1) however, are closer to resonance
with the σ− (σ+) beam coming from right (left) and can absorb photons from this beam
more likely than from the σ+ (σ−) beam. Therefore atoms experience a net force towards
the center. We now have position dependent force towards the trap center.

Fig. 2.2 Spatial configuration of MOT. a) Energy levels of a hypothetical atom with ground
state J = 0 and excited state J = 1. The Zeeman splitting of the excited state is denoted with
Me =−1,0,+1 here. The dashed line shows the frequency of two laser beams. The σ− beam
coming from right couples the ground state Mg = 0 with the Me =+1. Due to the Zeeman
splitting of the levels and with the detuning δ , atoms at z = z′ are closer to resonance with
the σ− beam. b) Trapping scheme in three dimensions.

Repumping and Optical pumping

Although the 87Rb has an almost closed cooling cycle of |F = 2⟩ → |F ′ = 3⟩ which is used
for cooling and imaging, some of the atoms can decay to the ground state |F = 1⟩ and fall
out of the cooling cycle. A repumper laser resonant with |F = 1⟩ → |F ′ = 2⟩ brings these
atoms back and lets the cooling proceed.

In Sec. 2.1.1 we discussed how optical pumping is used in the (Sisyphus) cooling.
Optical pumping induce a transition from F = 2 to F ′ = 2. It is typically done with the aid
of a σ+ beam from the substate mF in F = 2 to the substate mF ′+1 in F ′ = 2. Consequently
the atoms will go up the mF ladder, ending in mF =+2 substate.



2.1 Ultracold Rubidium atoms 11

2.1.3 Magnetic trapping

There is an interaction between the magnetic moment of the atom µ⃗ = gF µBF⃗ and an
inhomogeneous magnetic field,

F⃗mag = ∇⃗(⃗µ . B⃗) . (2.2)

This interaction can be used to trap neutral atoms magnetically. The corresponding potential
can be written as,

Vmag =− µ⃗ . B⃗ . (2.3)

As this interaction depends on the angle between the magnetic field direction and the moment
of the atoms, the orientation of µ⃗ in the field should be preserved. It means only with the the
adiabatic following condition where Larmor precession rate ωz = µB/h̄ is much larger than
the changes of the field orientation in time, this interaction can be described as above. In this
case µ⃗ follows the direction of B⃗ and mF is the constant of the motion.

The atoms with magnetic moments parallel to the field direction have according to
eq. (2.3), Vmag < 0. These atoms are high-field seeking since the minimum of the potential
is at the maximum of the field. However the maximum of the field is forbidden where no
source exists for the field, according to Maxwell’s equations. The low-field seeking atoms
(with magnetic moment in the opposite direction of the magnetic field) for which Vmag > 0
and therefore, gF mF > 0 are needed for magnetic trapping. The minimum of the magnetic
field corresponds to the potential minimum and since Maxwell’s equations and therefore
Earnshaw’s theorem allows the minimum of the field, atoms can be trapped where their
potential gets minimum. From the F = 2 ground state of 87Rb with gF = 1/2, the substate
|F = 2 , mF = 2⟩ can be used for magnetic trapping. It fulfills the gF mF > 0 condition and
has also the maximum of the mF which is necessary to keep the atoms tightly trapped.

2.1.4 Diverse types of magnetic traps

Quadrupole magnetic trap

One of the simplest possible magnetic traps is the quadrupole magnetic trap (QMT). Two
coils carrying opposite currents (anti-Helmholtz configuration) construct this trap. This
configuration cause a linear trapping potential and builds a single trap where the minimum of
the field is zero. Quadrupole traps can be used to transport atom clouds. The transport can be
done in two different ways.

• Moving coils
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• Transfer from coil to coil

The latter one is used in this experiment. More discussion is in sec. (3.2) and in [15].

Majorana loss: All magnetostatic traps can only trap atoms in their low field seeking
states. One of the limitations of the QMT is the Majorana loss. Atoms crossing the zero field
region in the trap center experience a sudden change in quantization axis and cannot follow
that change adiabatically. This causes a spin flip to an untrapped state and the atoms fall out
of the trap.
There are different ways to overcome this limitation like using a plugged QMT where a
blue detuned laser beam is applied or a hybrid QMT with an optical dipole trap. The Ioffe-
Pritchard type magnetic trap used in this experiment, is one of the proper magnetic trap for
this aim.

Ioffe-Pritchard trap

An Ioffe-Pritchard trap (or just Ioffe trap) can be used where a non vanishing minimum of
the magnetic field is required. This type of trap prepares a harmonic potential with magnetic
field offset and hence it reduces Majorana losses. Many different coils-configurations can
lead to a Ioffe trap. Some special configurations of the Ioffe trap are named below;

• cloverleaf configuration which has the advantage of a good optical access.

• baseball configuration having the benefit of less heat dissipation.

• two-dimensional quadrupole field: a trap consisting of four straight currents which
form a linear quadrupole field and two end coils. The coils are used for the Longitudinal
confinement and have Helmholtz configuration.

• quadrupole-Ioffe trap (QUIC)

QUIC trap

This trap consists of two identical quadrupole coils and one typically smaller Ioffe coil. The
Ioffe coil is mounted between the two quadrupole coils and perpendicular to them. Currents
flowing through the quadrupole coils or the Ioffe coil can be adjusted independently to build
a quadrupole- or a QUIC trap. There is no need of extra compensation coils for this trap.
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Atomchips

An elaborate quantum optics device to manipulate cold atom is the “atomchip”. There are
micro-structures miniaturized and mounted on a chip which integrates matter wave optics
[2]. Atomchip equips us with more robust and much smaller facilities for a magnetic trap.
They also provide much easier heat dissipation which allow higher current density to be
sent through the wires. Common substrates used in atomchips with good heat conduction
are Si, GaAS and Sapphire. The distinguishable characteristic of the atomchips is the
possible magnetic field GRADIENT. With strong bias fields, atomchips allow for tighter
confinement of atoms in the traps. The magnetic field of a long current carrying wire is
given by B(r) = µ0I

2πr . So the field gradient changes with the square of the distance as can be
deduced from the derivative: dB(r)

dr = µ0I
2πr2 . Wires with length of mms and thickness of µms

are designed for an atomchip in the way that they build simple guides for the cold atoms and
then the trapping potential is closed with bending the current-carrying wire. The two main
kinds of traps built by the miniaturized wires are:

• U-traps: the magnetic field vanishes completely at the trap minimum.

• Z-traps: a vanishing magnetic field can be avoided by bending the wire ends to form
a“Z”. This configuration creates an Ioffe type trap. See fig. 2.3.

Fig. 2.3 Trap schemes including a current carrying wire. a) A simple trap consisting of a
magnetic quadrupole field plus a constant bias field to trap atoms in low field seeking states
and the corresponding potentials. b) and c) bent-wire traps: U- and Z-traps. Pictures from[2].
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2.1.5 Phase space density

Laser cooling not only leads to low temperature samples of atoms but also can increases
the density of the sample. The phase space density (PSD), denoted by D(⃗r, p⃗, t) is the
probability of finding the particle at a particular position and time with the momentum p⃗.
For a gas of cold atoms, it is defined as D = nλdB

3, where λdB is the deBroglie wavelength:

λdB = h√
2πmkBT . In a QMT, the density of the gas (n) is: n = N

4π

(
µα

kBT

)3
, where α,µ depend

on the magnetic trap and atoms inside. Hence, the PSD for a magnetic trap becomes:

D ∝
N
T 3 .

The PSD can not be increased on and on. The increase of the PSD reaches its limit when
increasing the density induces an increase in collision rate and so it causes an enhanced loss
of cold atoms. Reaching higher PSD is of great importance since high enough PSD origins a
phase transition. For the specific value of PSD, D ∼= 2.612, a cold gas of atoms undergoes
a phase transition called Bose-Einstein Condensate (BEC). The prediction of this phase
transition stated first Bose and Einstein in 1920s. A BEC starts to form when all bosonic
particles of an ultra cold gas accommodate in their (lowest possible) ground state. In this
state, the thermal de-Broglie wavelength becomes comparable with the interatomic distance
and the individual wavefunctions start to overlap. W. Ketterle, E. Cornell and C. Wieman
produced the first gaseous condensate in 1995.

2.1.6 Evaporative cooling

In the last step of cooling and trapping atoms, where optical and magnetic fields can not cool
the atoms further, “evaporative cooling” comes in.

By this procedure, high-energy trapped atoms are removed continuously from the trap.
The evaporated atoms carry away more than average energy and the remaining atoms
rethermalize. These processes result in a considerable reduction of the temperature of
the residual cloud. Evaporative cooling can be performed by a radio-frequency (RF) or a
microwave (mw). The radiation flips the atomic state so that the atoms are not in low seeking
states and can not be trapped. This method is energy selective, atoms with specific energy
can be addressed. Other atoms rethermalize. In this way there is no need to change the
trapping potential to lower the depth.



2.1 Ultracold Rubidium atoms 15

Fig. 2.4 Evaporative cooling in a magnetic trap. The hotter atoms can be addressed by this
cooling method in the way that their mF states change to untrapped states and they can fall
off the trap. In consequence the temperature of remaining atoms decrease. Figure is taken
from [16].
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2.2 Superconductors

The first traces of superconductivity were observed by Kamerlingh Onnes in 1911, when
he saw zero electrical resistance while cooling mercury to very low temperatures [17]. He
was the first one who could liquefy helium and reach such low temperature that he was able
to observe the sudden drop of mercury’s resistance at 4.2 K [18]. Before the discovery of
Onnes, the behavior of the resistance at very low temperatures was unknown [18]. A brief
history of superconductivity will be presented here, following the refs. [19, 20].

In 1933 W. Meissner and R. Ochsenfeld observed expulsion of magnetic flux occurring
in certain materials when cooling the sample below the characteristic critical temperature
Tc. This behavior is called the Meissner effect. The investigation on superconductivity was
then followed by London two-fluid model and the prediction of the penetration depth λ .
The two fluid refer to normal electrons with density nn moving like the free electrons in a
normal metal where there get hindered by impurities and thermal vibrations of the ion lattice,
and second fluid consisting of superconducting electrons with ns density moving without
scattering which gives rise to the zero resistivity. Scattering of the normal electrons leads
to a constant current in a constant electric field, whereas the absence of scattering of the
electrons in a superconductor means that the current density would increase steadily in a
constant electric field and to have a constant current density, the field should be zero so all
the currents need to be carried by superconducting electrons. On the other hand, with no
electric field within the superconductor, there will be no potential difference across it, and so
it has zero resistance [21].

A new behavior of superconductors was observed in the presence of magnetic fields in
1937 by Shubnikov, later called type II superconductors. In order to describe superconduc-
tivity, Fritz and Heinz London presented the first phenomenological theory in 1935 which
was able to explain the Meissner effect[22]. As the London theory does not take into account
quantum effects, the Ginzburg-Landau (GL) theory was introduced in 1950 [23]. The GL
theory is based on Landau’s theory of second order transitions and describes the differences
between type I and type II superconductors. The second order phase transition refers to a
transition at which the state of the system is changing continuously, but its symmetry changes
abruptly [24].

A microscopic theory of superconductivity was presented in 1957 by Bardeen, Cooper and
Schrieffer (BCS theory) which was the first fully quantum mechanical theory to completely
describe the microscopic mechanism involved in superconductivity of low-Tc superconductors
[18]. Their theory is based on electron-lattice-electron interaction mediated by the phonons
[25].
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Fig. 2.5 Two specifications of the superconductors: zero electrical resistivity and vanishing
magnetic flux. a) the historic graph of dropping the electrical resistivity for Hg around 4.2 K
taken from[18]. b) Type II Superconductors. In the Meissner state and for T < Tc, magnetic
flux can not penetrate into the superconductor. a) taken from [18] and b) from [26] .)

London equations

The first equation of London denotes the fact that current-transport occurs loss-free in a
superconductor, with no damping. The equation can be driven from the Ohm’s law:

js = σsE =

(
nse2τ

m

)
E. (2.4)

By taking the curl of both sides and using ∇× E =−∂B
∂ t we get:

∇× js =−e2ns

mc
B, (2.5)

where js = nsev is the superconducting current density, e the elementary charge and ns

the density and m the mass of superconducting charge carriers.

With the Maxwell’s equation ∇×B = µ0 J and ∇. B⃗ = 0 , one can easily calculate the
second Landon equation,

∇
2B =

1
λ 2

L
B, (2.6)
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with the one dimensional solution B(x) = B0 e−x/λL , where λL =
√

m
µ0nse2 is the London

penetration depth. According to the second equation of London, the magnetic field decays
within a depth of λL from the surface of a superconductor which conforms the Meissner
effect.

BCS theory

BCS Theory modeled by John Bardeen, Leon Cooper, and Robert Schrieffer, describes the
behaviors of type I superconductors. In this theory an electron in the lattice causes a slight
increase of the positive charge around it. This increase in positive charge will, in turn, attract
another electron. These two electrons are known as a Cooper pair. Consequently an attractive
interaction between electrons mediated by phonons can lead to a ground state separated from
excited states by an energy gap. The theory describes superconductivity as a microscopic
effect caused by a condensation of Cooper pairs into a boson-like state. The current in
superconductors is made up of these Cooper pairs, rather than individual electrons. If the
energy required to bind these electrons together is less than the energy from the thermal
vibrations of the lattice, attempting to break them apart, the pair will remain together. Hence,
the thermal vibration of the lattice must be small enough to allow the forming of Cooper
pairs.

Ginzburg-Landau theory

Ginzburg and Landau extended the theory of superconductivity by their phenomenological
theory via introducing a free energy and a complex order parameter, ψ that defines the state
of order of the superconductor.

The order parameter ψ is 0 in the normal state and finite in the superconducting state.
The free energy F reads:

F = Fnc +α|ψ|2 +β |ψ|4 + 1
2m

|(−iℏ+2eA∇)ψ|2 + B2

2µ0
(2.7)

Minimization with respect to the vector potential A and ψ gives the well-known Ginzburg-
Landau (GL) equations [23], i.e.,

µ0 J =
ieℏ
2m

(ψ∇ψ
∗−ψ

∗
∇ψ)+

2e2

m
|ψ|2A, (2.8)

0 = αψ +βψ
3 +

1
2m

(−iℏ+2eA∇)2
ψ. (2.9)
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If we now set the external field or rather the vector potential A zero and normalize the

order parameter ψ =

[(
|α|
β

)1/2
f
]

we can deduce from the first GL eq.2.7 the following

differential equation,

ℏ2

2m|a|
d2 f
dx2 + f (1− f 2) = 0. (2.10)

The parameter ξGL = ℏ2

2m|a| that appears above in Equ. 2.10 emerges from the normaliza-
tion of the GL equations. It is known as the coherence length and plays a very important role
in the characterization of superconductors and we can finally clarify the meaning of the GL
parameter κ . The connection between the London penetration depth λL, the GL parameter κ

and the GL coherence length ξGL and the critical magnetic fields are given in the following

κ = λL
ξGL

(2.11)

Bc1 = Φ0 lnκ

4πλL(T )2 (2.12)

Bc2 = Φ0
2πξGL(T )2 (2.13)

Values of κ < 1/
√

2 and κ > 1/
√

2 thus clearly distinguish between the type I and type
II superconductors, respectively.

Type I superconductors

A type I superconductor, by definition, is a material that exhibits perfect flux expulsion in its
interior. Physically, the Meissner effect arises because resistance-less currents flow on the
surface of the superconductor to exactly cancel B throughout the volume of the specimen.
Thus, if the applied field H is increased, the surface shielding current will also increase
to keep B = 0 inside the specimen. There is, however, an upper limit to the magnitude of
surface (within a distance of λL) shielding currents that a type I superconductor may sustain.
The limiting magnetic field is known as the critical magnetic field Hc and the corresponding
current density is known as the critical current density Jc [18].

Type II superconductors

Type II superconductors are those superconductors which lose their superconductivity grad-
ually when placed in external magnetic fields. For a type II superconductor, there is a
lower critical Hc1 and a upper critical field Hc2 If (H ≤ Hc1) the superconductor is a perfect
diamagnet exhibiting the Meissner effect, except for the magnetic penetration depth at the
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surface, and quantized vortices are excluded from the bulk. If (Hc1 ≤ H ≤ Hc2), the magnetic
field penetrates the superconductor via vortices. If (H ≥ Hc2) the superconductor goes into
the normal state.



Part II

Experimental Realization





Chapter 3

Experimental setup

The experiment runs on a massive setup of divers devices. The setup can be explained as three
distinguished parts, the lower chamber in which MOT can be produced, the upper chamber
where cryogenic environment is provided for the superconducting parts and a magnetic
transport belt which connects these two chambers [15]. Each of these three will be discussed
briefly in the following. Overview foto, from fritz

3.1 The lower chamber and lasers

The experiment begins in the lower chamber which is an octagon steel ultra-high vacuum
(UHV) chamber. Six windows at perpendicular axis provide optical access for the laser
beams. A turbo pump and a pressure gauge connected to the chamber bring the pressure
to about 5×10−11 mbar and an ion pump keeps the pressure by constantly evacuating the
chamber. Rubidium atoms are provided by six dispensers. The lower chamber is equipped
with a pair of MOT coils and several bias coils [26, 27]. Three lasers are involved in creating
the MOT for 87Rb atoms and imaging, their frequencies is illustrated in the right part of the
fig. 3.1. An isolated wooden box surrounds them to provide frequency stabilization after
they are properly locked. The first one is used as a reference laser. A self built external
cavity diode laser is frequency modulated and locked to the transition F = 2 to CO F ′ = 1,3
which is the cross-over peak of the first and third levels of the D2 transition of the 87Rb
atoms. This transition is used as an exact reference frequency. The main laser referred as
the cooler laser is a tapered amplified (TA) diode laser [28]. It is frequency-locked to the
reference laser which causes a beat signal. These combined locked lasers, built in the group,
provide cold atom experiments with a fine tunable source while the power remains high.
The TA laser is also used for optical pumping and imaging [29]. The TA laser is used for
the main cooling transition, for optical pumping and imaging. From this laser six cooler
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Fig. 3.1 The left part shows a spectroscopy of the hyperfine states in the 5P3/2 of 87Rb. The
right part shows the laser beam frequencies used in this experiment and the corresponding
transitions of 87Rb from the D2 transition of 87Rb, where F is taken as the ground state and
F ′ the excited state. For example the Mot beam is red detuned by 19 MHz from the transition
F = 2 to F ′ = 3.

beams with the proper polarization are prepared for the MOT. A picture of the optical table
arrangement and the details of the beam preparation is presented in [26]. The third laser,
called repumper is a distributed feedback where the grating is formed in the gain region,
which can be frequency-shifted by varying the injection current. The repumper is locked to
the transition F = 2 to CO F ′ = 1,2. Some more information about the lasers can be found
in [28, 29]. The repumper is responsible for bringing back the atoms which decay to the
ground state (F=1) and get lost from the cooling cycle.

Imaging in the MOT is by a finger camera. The fluorescence of the MOT which is also
visible by naked eye is taken as a screen-shot by this life camera. An UHV gate valve separate
the MOT from rest of the experiment providing the possibility to upgrade the experimental
stage including the chip without losing the MOT [27].
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3.2 Magnetic transport of the atoms

The ultracold atom cloud prepared in the lower chamber needs to be transferred to the
vicinity of the atomchip in the upper chamber without losing the confinements needed to
maintain the atom cloud, therefore the role of an efficient transport is in this experiment
crucial. Different ways of transport between the lower and upper chamber has been tried.
First method used was the electron beam [30] and then it has come to the conveyor magnetic
belt which resulted in a successful transport of the atoms. More details about the efficiency
of the transport can be found in [31]. The transport starts in a tube of 7mm diameter which is
connected directly to the MOT chamber. The tube gets narrower in the middle to maintain
the pressure gradient which also results in losing a fraction of the transported atoms. A
pressure gradient of about two orders of magnitude is made by two differential pumping
stage [27]. The transport is based on a procedure which addresses arrays of coils. By sending
the current to the proper array of coils, the anti-Helmholtz configuration can be reached.
Atom cloud can be subsequently moved from left to right till it reaches the corner and then
upwards to the vicinity of the atomchip inside the upper chamber (see the setup in 3.3). The
controlled movement of the magnetic minimum through the path makes this possible. The
magnetic transport starting by the massive push coils, has two main parts of horizontal and
vertical transport [26]. Several normal- and superconducting coils construct the magnetic
conveyor belt for the atoms. For the horizontal transport four pairs of coils, H1- H4 stand in
anti-Helmholtz configuration in an overlapped form 3.2. The part of vertical transport out
of the cryostat results from five normal-conducting coils of V1-V5 which can be controlled
independently. In the cryostat the superconducting coils V6-V9 are responsible for the final
part of the vertical transport. Dividing the transport in two parts and having a corner in the
middle of the transport path has this benefit that the final stage of upper chamber can be kept
dark from the beams in the lower chamber. More details of the transport can be found in
[15, 26, 27].

3.3 Cryostat and the experimental stage

As this experiment utilizes superconducting components considering the last four transport
coils and chip wires, cryogenic environment with temperature around 4 K is required. The
cryostat here is a Gifford-McMahon with a closed cycle Helium compressor cryo-cooler.

Several different shields cover the upper chamber (see figure 3.3). The outermost shield
is at room temperature. Inside it there is an aluminum cylinder to have a high thermal
conductivity between its upper and lower part. The cylinder is covered with layers of plastic
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Fig. 3.2 ( A CAD rendering of the Magnetic transport taken from [26] which shows the
length of each part of the transport path. The massive push coil is needed to initiate the
transport. By varying the currents in the coil-pair array, magnetic minimum and hence the
atom cloud is moved through the path.

net as a spacer and layers of mylar to protect inner parts from thermal radiations, resulting in
a high temperature difference between outside and inside of the shield.The inner part reaches
50 K.

The innermost shield is a PLA 1 -in the institute 3D printed- cylinder and much smaller
than the aluminum shield covering the coil cage. The coil cage or experimental stage 3.3 B),
contains the last four transport coils V6 - V9, the chip mounting, the Ioffe- and several bias
coils. The vertical bias coils are parallel to transport coils. Perpendicular to the mentioned
coils are the bias coils in Ioffe direction and bias coils in the main imaging direction. The
bias coils are all superconducting. An extra Ioffe coil is added in order to convert the final
superconducting quadruple trap into a superconducting quadrupole-Ioffe trap [27].

The superconducting atomchip designed and built for this experiment has a niobium
Z-structure. The 500 nm thick Z-wire has a width of 200 µm and a length of 2 mm. In
comparison with the normal atomchips which are gold wires on silicon substrates, for this
superconducting chip niobium wire is deposited on a sapphire substrate. The chip is mounted
on a quartz base which has a zero electrical conductance and high thermal conduction at
cryogenic temperatures. The Z-structure has at its to ends niobium pads which are connected
to HTc YBCO wires via several Aluminum bonds.

1polylactic acid
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The material for the wire is chosen to be niobium for its high critical temperature among
the superconductors. The critical temperature measured for this chip is 9.1 K. In order to
supply current to the atomchip, several Aluminum bonds (up to forty) are used from the
niobium contact pads towards a commercial HTc YBCO wire [26]
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Fig. 3.3 Sketch of the experimental setup. A) overall view taken form [15] including lower
chamber from the left in the beginning, magnetic conveyor belt including horizontal transport
coils and vertical transport part consisting of normal conducting and superconductor coils.
The most upper part of A shows the three shields surrounding the upper chamber. B) CAD
rendering of the upper chamber showing all the relevant coils and coil pairs. The quadrupole-
Ioffe trap (QUIC) is formed by coils V8 (top blue coil), V9 (bottom blue coil) and Ioffe
(red coil). The coil pair BV8 and BV9 (gray coils) can be switched either in Helmholtz or
anti-Helmholtz configuration using solid state relays [26]. C) The niobium atomchip on a
sapphire substrate with the coordinate axis used here.



3.4 Imaging 29

3.4 Imaging

The atom cloud needs to be tracked at the different stages of the experiment. Each cycles
ends with an imaging. How the imaging is done is through a picture we take from the shadow
of the atoms. In the method called absorption imaging, a parallel light beam provided by
a fiber carrying (almost) the resonant light with the desired atomic transition ( |F = 2⟩ to
|F = 3⟩ ) is shined on the atom cloud after a specific TOF (time-of-flight). TOF determines
the time interval between the moment the trap is turned off and the first picture which can be
adjusted with an accuracy of a ms. The atom cloud absorbs some of this light and reemits it
in all directions and the remaining part (showing the shadow of the cloud) reaches the camera
on the other side of the imaging system. This is when the first picture of absorption imaging
is taken which gives us the Iatoms. A high performance CCD camera placed on this side of
the imaging system is used for acquisition. The second picture provides a a full image of the
beam and is taken when the atoms vanishes from their initial position, giving us the Ilight .
The third picture is taken without shining any light which shows the background noise (Idark).
l be divided by the background and finally by subtracting the (yielded) picture missing the
atom cloud from the one including the cloud the image will be extracted. As the mean value
for the optical density (OD) can be measured from [32]

ODmean = ln (
Ilight − Idark

Iatoms − Idark
),

hence the noise should be subtracted from the first and second picture. Dividing the result
then gives us the final picture.

The resolution limit of an imaging system is defined as aperture 1.22 ·λ / 2 NA for a
circular aperture. The numerical aperture (NA) is a characteristic value of how much light a
system can collect. It is defined as n · sin(α), where α shows the angle between the optical
axis and the outermost ray that still reaches the camera.

3.4.1 Imaging in the MOT chamber

In our setup we use three different imaging systems. First one allows to make images from
the atoms in the MOT chamber. This is very necessary for characterization of the MOT-
and molasses performance. Another important use of the lower imaging system is when we
optimize the magnetic transport, where we transport the atoms a certain distance and bring
them back to the MOT chamber to evaluate losses along the transport.
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3.4.2 Imaging in the cryostat

Imaging in the cryostat can be done in two perpendicular directions simultaneously. The
transverse direction is called the main imaging axis and the longitudinal direction named as
the Ioffe axis.

Main axis

The axis of the main imaging is oriented perpendicular to the axis of the Ioffe coil, as shown
in fig. 3.4 left with a white dashed line. It provides a side view of the elongated atom cloud
in the QUIC and the chip trap. The imaging system in the main axis is rather simple. It
consists of two convex lenses selected in a way that the atom cloud will be in focal length of
the objective ( f1 = 150 mm), and the camera in the focal length of the second lens ( f2 = 300
mm). according to the definition of NA, the less light can be gathered from the emitting
source, the worse is the result, so, the highest possible numerical aperture is desired, more
explanation can be found in [33].To increase the NA it is essential not to lose rays which
managed to come out of the experimental stage in the cryostat. This means to get the first
lens as near as possible to the window of the cryostat. The magnification can be calculated
from the ratio of both focal length, M = f2/ f1 = 2. The numerical aperture of the main
cryo imaging is about 0.26, resulting in a diffraction limited resolution of 1,83µm. With
the magnification of 2 and as a pixel of the Pixelfly camera is 6,45 × 6,45 µm, we expect
therefore a resolution of about 3.2 µm.

Reflection imaging

The imaging beam can also be tilted such that it reflects off the chip surface as depicted in
fig. 3.4 left with a red arrow. With this configuration, we get two images of the cloud, from
which the exact distance between the chip surface and the atom cloud can be calculated. As
displayed in fig. 3.4 right, the imaging beam hits the chip with the angle (θ ) and two images
are formed. One of them is formed by the (first) part of the beam which gets first reflected
and then goes through the cloud. The second part of the beam going through the cloud before
hitting the chip and getting reflected makes the second image. The observed images have
twice of the distance of the atom cloud to the chip surface 2.

2Refer to [34] for the details.
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Ioffe axis

The third imaging system is oriented along the axis of the Ioffe coil. The Ioffe direction
imaging is very useful to get the position of the atom cloud with respect to the chip wire and
to track the cloud through the "swing-by" maneuver, the sequence to transfer the atoms from
the QUIC trap to the chip trap. This imaging system integrates along the long axis of the
atom cloud, therefore the images are very dense and even very small clouds can be seen. In
this setup we use a 50 mm objective lens with 50 mm diameter mounted on the 4 K shield.
Using a large lens and mounting it on the 4 K shield to be as close as possible to the atom
cloud is to gather the most possible of the parallel rays coming from the cloud. The second
lens with the focal length of 50 mm has the half diameter of the objective lens as sketched
in fig.3.5. The camera is a DMK 21BU04 USB. As the CCD sensor of this camera is much
smaller than the pixelfly we use for the main imaging, we are not able to see the whole range
of positions of the cloud as it moves from the QUIC to the chip trap throughout the reloading
process. If we want to image the entire sequence without realigning the camera, we use a
demagnification system.

Demagnification system

As the imaged object is within the vacuum chamber and the imaging system is on the outside,
the minimum distance between atom cloud and the first lens is 87 mm. it became clear that
two objective lenses are necessary to circumvent the limited space due to the coils. With
one objective lens every setup would lead either to bad aberration behavior or to the need to
put the lens there where it is prevented by the coils. A solution was found by setting a lens
between window and coils and putting a second lens behind the coils. NA = D/2 f D the
aperture diameter To calculate the magnifications of the finished imaging setup, a Zemax
simulation of the imaging setup has been done. Magnification of 2.7× and demagnification
0.82× has been calculated for the set up sketched in fig. 3.5 and 3.6.



32 Experimental setup

Fig. 3.4 Imaging system in the cryostat. The two imaging axis are denoted with arrows. The
right illustration is taken from [34].

Fig. 3.5 The Imaging system in the Ioffe direction. In this direction the magnification is equal
to 2.7.
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Fig. 3.6 The demagnification imaging system new designed with Zemax. The demagnification
is equal to 0.82.





Chapter 4

Operation of the experiment

The complex setup of this experiment described in the previous chapter involves many
different devices, like:

• 6 dispensers,

• 4 laser diodes,

• locking electronics,

• several AOMs and shutters,

• 3 cameras,

• 6 mot bias coils,

• 6 bias coils in cryo chamber,

• 16 normalconducting coils and

• 11 superconducting coils.

Most of these devices have to be supplied with defined signals in exact time intervals and
these parameters need to be programmed. The experiment is done in cycles. Each cycle
starts with the initial trapping of atoms and ends usually with imaging of the atom cloud at
some position. Many of the devices listed above need to be controlled precisely during an
experimental cycle. This is done with analog and digital voltage signals1 provided by an

1manually controlled on this experiment are only very few components like the main valve (UHV gate valve
between the MOT chamber and cryostat), the water valve (for cooling the coils) and locking (unlocking) the
lasers.
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industrial real-time control system2. The system we use has 32 analog- and 64 digital outputs,
offering microsecond precision. The software of ADwin runs on a program provided by
the company. A MATLAB graphical user interface (GUI) allows the user to program the
experimental cycles efficiently. The new experimental code wrote by Q. Liang and optimized
by T. Weigner to be used instead of ADwin in this experiment is described in details in [31]
in subsection (3.8.2).

4.1 Predefined experimental cycles

As mentioned above, the experiment is operated in cycles. The complexity of the setup
requires several different types of experimental cycles to optimize the different components.
Every cycle starts with cooling and trapping atoms in the MOT chamber and ends with an
absorption imaging. Roughly written, depending on what is measured on the experiment, the
cycles fulfill one or some of these aims; capturing atoms in the MOT and (or) the molasses
(MOT/MOL), transporting them from the MOT till a specif position on the way to the cryostat
(Transport forward and return) or into the cryostat up to the vicinity of the atomchip (cryo,
cooling in cryo, etc). These need to be specifically programmed and revised depending on
the optimization. The cycle can be selected from several GUIs:

• MOT/molasse (M-GUI)

• Transport back and forth (R-GUI)

• into the Cryo (C-GUI).

Each of them are named after the end point of the cycle and will be described briefly in
the following3.

4.1.1 MOT cycle

The M-GUI includes only the MOT, the molasses and the initial magnetic trap, no magnetic
transport. All experimental cycles start with a standard MOT. During this phase, the MOT-
and MOT bias-coils provide the atoms with the magnetic field, the cooler and repumper
beams ensure the required optical field. Directly after MOT, the coils are switched off briefly,
and the atoms are further cooled in the molasses caused by the cooler-beam with a shift in its
detuning. Followed by an optical pumping, the atoms are brought to |2,2⟩. Without optical

2ADwin
3Quenching the atom chip and the Q-GUI programs for this purpose is discussed comprehensively in [29].
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Fig. 4.1 Transport efficiency in the vertical- and the horizontal transport. Left: the green
region shows the part inside the cryostat. Right: The red shaded part shows the narrow region
of the vacuum tube.

pumping, the atom-number would decrease considerably. Afterwards the cold cloud will be
prepared for the transport by bringing atoms in a tighter magnetic field. The cooling and
trapping processes rely on many different experimental parameters that can be conveniently
optimized using the M-GUI. The optimal settings for the different detunings, etc. can then
easily be transferred to the other GUIs.

4.1.2 Transport and return cycle

After cooling and trapping in the MOT chamber, the atoms are moved to their final position by
moving the magnetic field minimum they are trapped in. This moving minimum is achieved
by a applying the right sequence of currents to the transport coils. This complex sequence,
although calculated carefully, still needs some optimization.

In the R-GUI (where R stands for return), we are able to move the atoms up to a defined
end-point and bring them back to the MOT chamber where they can be imaged. This process
shows how efficient the transport in different parts of the transport path is. For example
the fact that the transport-tube gets narrower in around 40 till 120 mm of the transport path
causes an obvious drop in the atom-number and transport-efficiency in this region, see fig.4.1.

Typical results of this part are from about 1.2×109 atoms in the MOT, around 5.5×108

atoms can be observed in the MOT chamber after transporting them till the corner and then
back to the chamber.

4.1.3 Buffer trap and QUIC trap

At the end of the magnetic transport section, the atoms are held by the last two transport coils
V8 and V9, both supplied independently by two power supplies. A pure quadrupole trap is
not desirable for further cooling as the Majorana spin flip losses would become dominant.
We therefore want to transform the trap into a QUIC trap. As explained in chapter 2, this is
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Fig. 4.2 Current sequence for the vertical transport, the buffer trap, the quic trap and the chip
trap. Note that the first transport currents here are in normalconducting coils (dashed lines),
they therefore refer to the left y axis with much higher currents. The QUIC trap is kept on
usually much longer, for precooling before loading into the chip trap. Taken from [5]

achieved using an additional coil oriented perpendicular to the transport axis, the so called
Ioffe coil. To avoid vibrations of the trapping potential due to electronic noise in the power
supplies, it is good practice to switch the power supplies for the three QUIC coils in series.
Current noise on the coils will then cause only mild heating.

In order to switch the coils V8 and V9 in series, the atom cloud needs to be stored in
another trap. For this purpose we have a temporary quadrupole trap called buffer trap. The
Buffer trap is created by two coils (BV8 and BV9) close to V8 and V9 and is turned on while
the last two coils of transport are switched to a series circuit with the Ioffe coil.

The third standard experimental sequence is called the C-GUI, where C stands for cryo.
In this sequence, the atoms are transported into the cryostat, then stored in the buffer trap and
finally transferred to the QUIC trap.

4.1.4 Loading the atoms into the chip trap

The field lines in the atom chip trap and the QUIC trap are rotated 45 degrees with respect
to each other [26]. Our loading sequence accounts for this by using a so called swing by
manoeuvre. By applying a negative bias field we move the atoms still in the QUIC trap
sideways. With bring the close to the chip with a vertical field Bvert and then ramp the
horizontal bias field to the desired positive value while ramping down the currents generating
the QUIC trap. The entire chip transfer sequence is also part of the C-GUI.
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Fig. 4.3 The currents- and fields sequence to transfer from QUIC trap to the chip trap. The
swing-by manoeuvre explained in the text can be identified by the chip bias field (green
dashed line), which is changing polarity while the QUIC trap currents (blue and red) are
ramping down. The vertical bias field is only needed to make sure enough atoms "fall" into
the trap.





Part III

Measurements and results





Chapter 5

Towards a Bose-Einstein Condensate on
the Superconducting atomchip

In the previous chapter the cycle of the atomchip trap has been discussed. To achieve the
BEC in this experiment, an optimized chip trap is required. This chapter contains the required
steps to achieve a BEC on the superconducting atomchip.

5.1 Measurements and optimization of atomchip trap

Magnetic traps for the neutral atoms have properties in common on which I will concentrate
here. The optimization of the chip trap1 is done by changing these properties including trap
bottom, trapping frequencies and the life time of the trap. Since these optimization are not
enough to see a BEC, several stage of evaporative cooling need to be done to increase the
phase space density.

5.1.1 Trap bottom

One of the trap characteristics is the magnetic field in the center of the trap where trap has
its minimum potential. In other words, the minimum of the field magnitude is called trap
bottom. A magnetic trap with vanishing trap bottom can lose atoms due to spin flip. Atoms
in this trap are subjected to Majorana spin-flip losses where their spins are so sensitive to
field changes (e.g. due to the movements of the atoms) that they can not follow the field’s
direction adiabatically and get lost of the trap [35]. A quadrupole trap has a zero trap bottom
and usually not popular for ultra-cold atom trapping due to these losses at the centre [36].

1The measurements discussed in this work relates merely to the atomchip trap. For the properties measured
and optimized for the QUIC trap in this experiment refer to [29] and [27].
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A magnetic field even as small as some milli-Gauss, causes a large enough Larmor
frequency for the atoms and will prevent them from spin-flip to untrapped states.

To measure the frequency of the trap bottom, the frequency of the RF signal is changed in
a large domain with small steps while the number of the trapped atoms is checked. Starting
from larger frequencies, the atom-number decreases slowly till the bottom of the trap is
reached with a minimum of the atom-number, where the trap loses the majority of the atoms.
It is denoted in fig. 5.1 with a green line. Following the trap bottom spectroscopy from lower
frequencies, the sudden drop in the atom-number shows the trap bottom. This is due to the
trapped atoms being blind to the radio frequencies below the trap bottom frequency so that
these RFs can not affect the atom number in the trap.

Fig. 5.1 Trap-bottom spectroscopy for the chip trap. Atom-number is scanned for different
induced radio frequencies. The sudden drop in the Atom-number marked with the green line
shows the Trap-bottom.

The dependence of the trap bottom on the Ioffe field is presented in details in fig. 5.2.
The figure shows for higher magnitudes of the Ioffe field, trap bottom has higher frequencies.
The right part of the fig. 5.2 shows two samples of several trap bottom spectroscopies with
different Ioffe fields. All of these spectroscopies are gathered in fig. 5.2.

The trap bottom spectroscopies for varying Ioffe fields also help us to apply an appro-
priate Ioffe field which brings the trap bottom frequency higher than the background noise
frequencies and leads to more stable chip-trap.

5.1.2 Trapping frequencies

The oscillations of the center of mass in a thermal cloud in a magnetic trap happen at
frequencies called trapping frequency [37]. Applying a field pulse on the trapped atoms
excites oscillations in the trap and make them oscillate in the harmonic potential like balls
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Fig. 5.2 Left: trap bottom spectroscopies for two magnitudes of the Ioffe field, 0 and 1.1 G.
Right: trap bottom frequency versus Ioffe field corresponds the written linear fit. Other trap
bottom frequencies can be calculated from the Ioffe filed according to this fit.

rolling in a basin. In other words, a field pulse ( or equivalently a current spike on the chip
current) acts like a "kick" on the atoms, changing their distance to the chip-wire. Since the
atoms are trapped in the magnetic trap, they start to oscillate around the minimum of the
potential.

For measuring these frequencies, the time after the spike (displayed in right part of the
fig. 5.7) is changed and the oscillations of the trap position are measured. One of these
measurements constitutes the left part of the fig. 5.7. For a bias field of 10 G, we measured
the trapping transversal frequency of 166 Hz which will increase to 400 Hz for a bias field of
20 G.

For the longitudinal trapping frequencies, we need to apply a spike on the current feeding
the Ioffe coil. The longitudinal trapping frequency has been measured around 16 Hz for the
Ioffe field of 25.44 G.

5.1.3 Lifetime of the trap

Lifetime can be determined by the τ in:

N = N0 e−t/τ ,

where N0 is the initial atom-number in the chip-trap. To measure the lifetime of the trap,
the atoms are held for a time thold in the chip trap before moving away for the absorption
imaging. Then the atom-number will be measured after the a long TOF, where it reaches
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Fig. 5.3 (a): Trapping frequency measurements, a schematic of the filed pulse and chip
current to excite oscillation in the trap. (b): The vertical displacement of the chip-tarp over
time after the field spike. A Fourier transform of (b) gives the trapping frequency of roughly
166 Hz. The chip current of and bias field will comes here::::

around 1/3 of its initial value. This long TOF, taken as t f will be used for the measurements.
In these measurements TOF starts from t f and decreases in steps till 0 where in each step
atom-number is recorded by absorption imaging. For the result a double exponential fit will
be used.

The double exponential fit has been proven to be a suitable method for the superconduct-
ing atomchip lifetime where the Johnson noise is absent [38]. In this method atom number is
fit to function of holding time as

N(thold) = A1 exp{(−thold/τ1)}+A2 exp{−thold/τ2},

where the longer of two decay times, τ2 is considered to be trap lifetime and τ1 corresponds
to the fast decay due to rethermalization because of surface evaporation.

Fig. 5.4 shows the lifetime measurements performed for the chiptrap. As measurements
show, the Lifetime of the chiptrap is rather long, from 60 to more than 90 s depending on the
applied Bias fields and the distance of the trap to the chip-surface.

5.2 Multiple RF ramps sequences and phase space density
enhancement

The last step to reach the BEC is the forced evaporation cooling where the final goal is to
increase the PSD. We employed the same method as describes in details in [39]. Evaporative
cooling has to be done with a "RF knife" which can be produced by the current sent to
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Fig. 5.4 Lifetime for different Ioffe fields in the chiptrap differs between 10 to 90 Seconds.
Longer lifetime can also relates to the state where the chiptrap is less sensitive to the noise.

superconducting coils located close to the chip to be able to influence the atoms in the
trap. The initial frequency of the knife corresponds to the energy of the hottest atoms in
the trap. The RF magnetic field induces Zeeman transition for the hot atoms which are in
resonance with the field. The frequency of the knife ramps down so that it corresponds to the
temperature decrease.

The RF ramp is made of several linear parts. For each part, three parameters need to be
chosen optimally, initial and final frequencies and the duration of the each part. In the first
linear part, the initial and final frequency of the ramp can be found out from a spectroscopy
like the one performed for the trap bottom, fig. 5.1. Following the atom-number in this figure
from higher frequencies, we should set the initial frequency of the first RF-ramp, equal to
the frequency where the atom-number (just) starts to decrease, i.e. 16 MHz in fig. 5.1 and
25 MHz in fig. 5.5. The final frequency of this ramp, as discussed in [39], can be chosen as
the half width of the frequency distribution, 9 MHz in fig. 5.1. With these choices for the
initial and final frequencies, the ramp would release about half of the hottest atoms from
the trap, as the atom-number decreases to the half. In this figure can be seen that the fields
with frequencies lower than 1.3 and higher than 16 MHz are not resonant with the trapped
atoms and no atomic losses are observed. The next parameter to choose is the duration. To
optimize the duration, the remaining atom-number (N) and the temperature of the cloud (T)
after thet ramps with different duration are applied, should be measured . Calculating N/T 3
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which is proportional to the PSD, we then choose the duration in a way that N/T 3 becomes
maximum.

Here are some points to be consider in the cooling procedure:

1. When evaporative cooling is applied on a tight trap where elastic collision rate is
high, the cooling will speed up. Moreover in a tighter trap the (Zeeman) transition
frequencies to untrapped states increases and so the background noise effective in
lower frequencies will be minimized, although the confinement of the cloud would
then be less.

2. To avoid collision of the cloud with chip surface, the chip gets compressed adiabatically
by changing bias fields, before switching off all the magnetic fields.

3. The cooling time needs to be appropriately controlled according to the trapping fre-
quencies: stronger confinement potential needs required shorter cooling time [40].

Fig. 5.5 (a): Zeeman spectroscopy of the trapped atoms showing the remaining atom-number
over RF field frequencies. The gray part shows the frequencies used for the first ramp. (b):
Left part shows the RF knife time evolution. The ramps consist of seven linear parts. Right:
The increase of the PSD of in each segment is displayed by the ratio N/T 3 . Overall increase
of the PSD is seven orders of magnitude. Both taken from [39].

The evaporation cooling we performed on the chip trap, by two RF-generators applying
two linear ramps, caused the phase space density to increase five orders of magnitude. The
final temperature reached 280 nK.
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Fig. 5.6 The Zeeman spectroscopy presents an estimation of the energy distribution. It
suggests the green area for the first ramp from 16 MHz, where no atom loss is still in the trap
to 8 MHz which is the half of the frequency distribution. An RF knife with these start- and
end-frequency would cut a significant part of the trapped atoms with the highest frequencies.
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Fig. 5.7 Changes in N/T 3 as a measure of the phase space density over the end-frequencies
of RF field. The Increase in the PSD is from 1019 to 1024 .



Chapter 6

Realizing field-induced remnant
magnetization traps for atoms on a
niobium structure

Having a superconductor atomchip in this experiment, we are able to examine noble features
like utilizing the field-induced remnant magnetization of the atomchip to trap atoms with
zero transport current. Some properties of this trap, like its stability and the distance to the
chip surface, for different bias field, will be used to understand more about the behaviors of
the Nb wire as a type II superconductor in its mixed state.

In the previous chapter, the chip trap is discussed with details. As explained there, in the
end of the experimental cycle, a transport current is applied on the chip wire to create the chip
trap. In this chapter, we will magnetize the chip externally and then load the chip trap. The
absence of the transport current will be compensate by the remnant magnetization induced in
the chip, so that the finally created trap, will be remnant magnetization trap induced by an
external magnetic field.

In this chapter, we will first provide a short explanation about the formation of field-
induced remnant magnetization in type II superconductors, thus, a summary of two types of
superconductors. We will concentrate on the type II properties and its description with the
aid of critical state model.

The following part is the experimental procedure starting by the magnetization, loading
the trap and finally the stability scans collected in details in a table. These long scans show
the behaviour of the trap over many hours of measuring scans. Afterwards the scans are
investigated in different plots and the influence of magnetization filed applied externally is
compared to the net magnet field created on the chip place due to the experimental cycle
itself.
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6.1 From Meissner effect to creation of remnant magneti-
zation in type II superconductors

A superconductor is characterized with its zero electrical resistance and zero magnetic
field. It means a superconducting sample cooled down below the critical temperature, Tc,
is completely repellent to magnetic flux. This is due to the supercurrents induced on the
surface which cause a magnetic field opposing the applied external field B = µ0(H +M) so
that M =−H [19].

However superconductors are categorized in two main types depending on their behaviour
in an external magnetic field when the temperature is blow the critical temperature. The
properties of these two types and the differences between them is summarized below.

6.1.1 Type I superconductors

Abrupt transition at thermodynamic critical field BCth (or summarized as Bc), where the
superconductivity breaks is one of the distinctions of a type I superconductor from type II,
see fig. 6.1b. In other words, type I superconductors always expel the field totally for 1

T < Tc i f H < Hc.

The thermodynamic critical field according to Ginzburg-Landau theory is

Hc =
Φ0√

8πξ (T )λ (T )
.

For instance, for a superconducting wire with a diameter d, there is a current which
generates the critical field at the surface, given by Ic = d/µ0 Hc

Type I superconductors can be found in metallic elements, with exception of some like
niobium, tantalum and vanadium which are type II superconductors.

6.1.2 Type II superconductors

Type II superconductors show a different and more complex behaviour to the external
magnetic field Ba. As shown in fig. 6.1a, this behaviour can be summarized in three phases:
Ba < Bc1 Meissner state

1 speaking about applied field, we can take the Magnetic field H and the magnetic flux B here, equal since
the magnetization is zero out of the sample, unless it is mentioned explicitly.
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Bc1 < Ba < Bc2 a mixed state, Shubnikov phase
Bc2 < B normal state where

Bc1(T ) =
Φ0

4πλ (T )
andBc2(T ) =

Φ0

2πξ (T )
.

Only for an applied magnetic field of Ba < Bc1, magnetic flux is expelled entirely form
the interior of the bulk.

Fig. 6.1 The behaviour of superconductor type I and II in external magnetic field. a) Three
characteristic phases for superconductor type II in magnetic field B with respect to Bc1 and
Bc2, and for type I with respect to BCth which is the border of two phases for them. b)
Magnetization vs. applied field, correspondence between Hc1 , Hc2 and Hcth. The difference
between type I and type II superconductor is hatched with green [41].

Critical state model of Bean

The critical state model (CSM) describes how shielding and trapping of magnetic flux occurs
through flux penetration for the mixed state of a type II superconductor.

What CSM is based on is that there is a critical current density Jc, vortices produce which
can flow in a depth on the surface of the superconductor and any force no matter how small
will induce this full current to flow. The depth the current flows is just enough to reduce the
internal field to zero, d = H

µ0Jc
. If the applied magnetic field goes above the first critical field

(Bc1), magnetic flux starts to penetrate in the superconducting bulk.
The flux penetration in the mixed state happens via vortices. Superconducting vortices

are normal conducting cores surrounded by circular supercurrents. Each vortex carries a
magnetic flux of

Φ0 =
h
2e

= 2.068×10−15Wb
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Fig. 6.2 Vortices in a type II superconductor from different sides. a) vortex current creates
magnetic flux of Φ0 in each single vortex [42]. b) Penetration of vortices up to a depth of d,
leads to a diamagnetic super-current which keeps the field inside the bulk zero.

and the magnetic field caused will be B = nφ0 which is a "quantization of flux". As the
applied field Ha increases, vortices start penetrating from the edges of the superconductor up
to a certain depth. In the areas where vortices have penetrated, the distribution of vortices
causes a field gradient, the field inside decreases linearly with distance as a consequence of
Ampere’s law,

∇×B = µ0J . (6.1)

The external applied field interacts with vortices via the Lorentz force, FL = n
c (Jext ×Φ0),

causing them to move in the lattice and an energy dissipation [43–45].
The term Jext refers to the transport current directly or to the current induced by the applied
magnetic field Ha, when no current flows through the superconductor.

In the presence of natural defects (or doped impurities) in the superconductor, the vortices
may be attached to these defects, which is called pinning effect. The force of the vortex-defect
interaction or pinning force can be written in the form

FP =
1
c
(Jc ×Φ0).

Based on the mutual repulsion of vortices, the pinning force, FP depends on vortices density
and on the field. The Lorentz force conquers with the pinning force and a resistive state
(where there is a dissipation due to the movement of vortices and resistance does not vanish)
in a Type-II superconductor occurs if FL > FP(T,B).

When the applied field reaches the critical field Hc2, the number of vortices reaches a
max of nmax = µ0Hc2A/Φ0, where A is the area. From this point, the superconductor will be
back into the normal conducting state.
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When the external field is switched off, vortices are expelled out of the sample so that the
magnetic field on the surface becomes zero in the way that the reversed slope in the magnetic
field is equivalent to a macroscopic current density of opposite direction. The current density
remaining after removing all external fields gives rise to the remnant magnetization of a type
II superconductor [6, 46].

6.1.3 Induced supercurrent distribution

Another way of studying the vortex field is through the supercurrent distribution. Due to the
memory effect of the superconductor, supercurrents remain in the strip even after the external
field is completely removed [6, 47]. The current distribution discussed here is for the external
field Bc1 < Ba < Bc2, applied normal to the strip-surface and zero transport current flowing
through the strip. In this case, the magnetic flux enters from the edges. In the penetrated
regions, the current density reaches the critical value of Jc. As the thickness of the Nb-strip is
much smaller than its width, 2w, the current density can be taken constant in the z−direction
2. For simulating the supercurrent density, a sheet current density can be considered in the
form of J(y) = j(y) d where j(y) is the local current density and d is the thickness.

J(y,Ba,Jc) =


2Jc
π

arctan
( y

w

√
w2−b2

b2−y2

)
, |y| ≤ b

Jc
y
|y| , b ≤ |y| ≤ w

(6.2)

where b = w/cosh(Ba/Bc) refers to the half width of the central flux-free region and
Bc = µ0Jc/π indicates the thermodynamic critical field.

When Ba decreases to its final value, B0 and −Ba < B0 < Ba, the current density becomes:

J(y, B0, Jc) = J(y, Ba, Jc)− J(y, Ba −B0, 2Jc). (6.3)

Fig.6.3 shows the sheet current density distribution for the applied field Ba = 2.4Bc. The
blue dot-dashed line shows the current density as Ba increases from 0 to 2.4Bc, computed
from Eq. 6.2. When Ba decreases to zero, ativortices penetrate from the edges which can be
described by −J(y,0,2Jc) and the red dashed line in the mentioned figure. The minus sign is
there to oppose the density in the previous part created by increasing the applied field from
zero. The final current density comes from adding these two curves and yields from Eq. 6.3
which is the black solid line in Fig.6.3. The anti-symmetric form of the curves in this figure
coincide with the fact that the net current in the entire strip is zero.

2 see Fig. 6.5a for the axis taken here.
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Fig. 6.3 Distribution of the sheet current density is displayed for Ba = 0 → 2.4Bc with the
blue dot-dashed line and for Ba = 2.4Bc → 0 with the red dashed line. The black curve shows
the final distribution. The figure is taken from [6].

6.1.4 Formation of the remnant trap, in connection of the theory and
experiment

Simulations illustrated in fig. 6.4 show the formation of the remnant magnetization trap [7].
When the superconductor is brought under the critical temperature and the applied field Bz is
smaller than the critical field, the chip is in its Meissner state where it expels every field line,
as illustrated in fig. 6.4a. For the applied magnetic field which exceeds the critical field, field
lines start to penetrate to the sample via vortices. The vortices remain trapped in the chip
after the applied field is off which lead to the remnant field. The distribution of vortices is not
isotropic, creating an inhomogeneous field. This field, in combination with a bias field Bx,
parallel to the chip surface can trap ultra-cold atoms under the chip and in a radial position as
fig. 6.4c shows. In our setup, as can be seen in fig. 6.5a, the superconducting Nb structure
can be considered as a rectangular thin film infinite long in the x-direction and 2w wide in
y-direction. The imprinting magnetic field 3 is applied in the z-direction. The remnant trap
is observed at an angle of θ with respect to the perpendicular axis to the chip, more details
about it is in section 6.2.3.

In fig.6.5b, formation of multiple traps depending on the induced field-pulse is illustrated.
Different directions and time sequences of the applied pulses lead to different geometries of
vortices and antivortices and consequently makes the superconductive chip programmable
for various remnant traps [8].

3 This field induces magnetization currents in the x-direction that vary throughout the cross-section, y-
direction, see the current distribution in 6.1.3.
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Fig. 6.4 The Potential landscape and field lines simulation showing the construction of the
field-induced remnant trap. a) The applied field is smaller than the critical field, field lines
are expelled from the chip. b) Magnetic field is penetrated partially in the sample. c) The
bias filed Bx in combination with Bz forms the minimum-potential points where the trap can
be seen. In all three parts, black lines indicate the field line and colored lines shadow regions
indicate the potential, taken from [7].

Before going to the experimental procedure, here are some properties of a niobium
sample we should take into account for this work. The first critical field (Hc1) is around 140
mT, the second critical field (Hc2) 300 mT and the current density ( jc) is 5 MA/cm2, more
details can be found in [48]. The Nb-structure is a Z-wire which is 500 nm thick and 200 µm
wide, considered as 2w in the y-direction and a Z-length of 2.2 mm which can be taken as
infinite long. The critical temperature has been measured as 9.2 K.
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Fig. 6.5 a) The basic schematic resembling our chip-setup showing the Nb-structure and
the two substantial magnetic fields responsible for the construction of the field-induced
trap, displayed by a red circle. b) upper part: The applied field-pulse in z direction leads to
vortices showed by green region. Lower part: a second pulse applied in the opposite direction
imprints antivortices showed by pink regions in the YBCO structure. Adding a bias field Bx
causes then the formation of two separated traps. b) is from [8].

6.2 Experimental procedure of the remnant trap

The experimental cycle induces a magnetization pattern on the atomchip which should be
considered before starting with the magnetization of the chip externally. The magnetic field
history includes the fields applied in vertical part of the magnetic transport and the Ioffe
and quadrupole field for the QUIC trap. The perpendicular component of net magnetic field
on the place of the chip in the center of the Z-wire has been calculated and plotted over
time in fig. 6.6. The fields are calculated from the current sequence in the cycle discussed
in fig. 4.2. Magnetic fields parallel to the chip surface do not induce a magnetization as
the approximation of thin film can be applied for the niobium structure. Thus, only the
perpendicular component of the magnetic field is responsible for the magnetic history of the
niobium structure.

6.2.1 Magnetization of the atomchip

The chip needs to be prepared with the vortices remnant field, before starting with this part
of experiment. The Nb structure should be magnetized properly . This has been done out
of the experimental cycle. The last two magnetic coils used for transport-cycle, V8 and V9
are connected in series and 1.5 A is applied to the them. The external field applied on the
chip-wire becomes, 1.5 A × 898 G/A = 1374 G. The field will be perpendicular to the chip
surface, only fields perpendicular to the film induces a remnant magnetization.
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Fig. 6.6 Magnetic field history, perpendicular to the film experienced by the atomchip at the
middle of the Z structure. The niobium film experience a magnetic field of almost 50 mT
from the magnetic transport. A complete cycle for loading the chip-trap can induce up to 100
mT net magnetic field on the atomchip.

The important point is to be careful about the field strength, so that the final field sensed
in the place of chip including the magnetic field from the experimental cycle should be less
than Hc2 or for niobium less than 3000 G or 300 mT. (In higher fields Nb becomes a normal
conductor and the imprinted pattern from applied field would be gone.)

6.2.2 Current programming for the pure remnant magnetization trap

After magnetizing the chip, a proper current programming is required to load the remnant
trap. As for the field induced remnant trap no transport current is used, calculation and many
attempts had to be done to find the trap. The attempts have been done changing the bias
fields and perform TOF scans from the end of the QUIC time to follow the trap. The field
line simulation e.g. the one in fig. 6.4 has been used to program the loading sequence.

As fig. 6.7 shows, loading into the remnant trap utilizes also the same procedure discussed
for the chip trap and represented in fig. 4.3, till the chip current ramps up. The difference
is displayed in the magnified part in fig. 6.7. The zoomed area in this figure shows that
right before the QUIC-series current is ramped down, two fields of (negative) chip bias and
vertical field are applied. The latter plays the role of moving sideways in y- direction and
also close to the chip respectively. Afterwards, applying the chip bias field opposite side,
positive By and meanwhile ramping down the QUIC-series and the Ioffe current would built
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Fig. 6.7 Current sequence for loading into the remnant magnetization remnant trap. The inset
shows currents and fields at the end of the cycle, which make the difference between the chip
trap and the remnant trap.

the remnant trap. (while applying the first two fields mentioned, the Ioffe current needs to
increase first to create a field in the x- or Ioffe direction.)

6.2.3 Field- Induced vs current- Induced remnant magnetization trap

Fig. 6.8 presents the field- and current-induced remnant magnetization traps. As indicated in
[5], one of the evidence of the remnant trap is the position of the trap relative to the wire center.
The different symmetry of the current- and field-induced magnetization is the origin of this
evidence. Field-induced magnetization is asymmetric whereas current-induced is symmetric.
This means the trap formed by a current-induced magnetization moves symmetrically straight
towards the center of the wire-width as the bias field increases.

The other dissimilarity between two types of remnant magnetization trap is how the
distance of the atomcloud to the chip surface changes with different applied bias fields. This
will be discussed in following section and displayed in fig. 6.11.
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Fig. 6.8 Absorption images of the remnant trap, a) in the transversal direction and reflecting
mode, b) and c) in the longitudinal direction. b) shows the field-induced remnant trap and c)
is the current- induced remnant trap. The trajectories of the atomcloud toward the chip are
displayed for increasing bias field. The yellow line shows the cross section of the niobium
wire. Remnant traps in b) and c) are for bias field of 10 G and 30 G.

6.2.4 Stability measurements

After observing the remnant magnetization trap, the question is how stable this trap is during
long measurements. To see this, we carried out a group of measurements on the stability of
the trap. For this aim, the distance of the trap to the chip has been checked at the end of each
experimental cycle. The measurement has been done like all other distance measurements
with our setup in the reflection mode. In this mode, the imaging beam hits the chip with an
angle so that two images are constructed. In one of them, the beam goes through the trap
before hitting the chip, gets reflected and the absorbed image will be gathered after it gets
reflected. The other image will be built by the beam which gets first reflected and then goes
through the trap. This method gives the distance of the trap to the chip within an accuracy of
micrometers, more details can be found in [34].

The measurements are in 4 series, as demonstrated in table 6.9. For each series, the
atomchip has been quenched. This was done with the specific laser adjusted for this aim,
discussed comprehensively in [29], to hit the superconductor part of the chip (middle of the
Z) and quench it by heating it up above the critical temperature locally so that Nb-structure
returns to its virgin state, erasing its magnetic memory.

First series starts after the quench, with a magnetization of 1.5 A of the coil current which
is equivalent to a coil field of 1374 G. Here the distance scans start after some TOF scans
which have been done for optimization the remnant trap.
The next series starts with a very weak magnetization field of about 450 G and the distance
is measured for bias fields of 3, 5, 9 and 11 G, the second row in the table 6.9. Third row
contains the longest measurements. The magnetization is like in the first series, 1.5 A so that
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Fig. 6.9 Measurements performed with the Field- induced remnant magnetization trap. Each
raw of scans begins with a magnetization which is done after the chip has been quenched.
Number of shots indicates the numbers of successfully loaded cycles with an image of the
trap at the end which shows how many distance-measurement is included in that scan. As
each cycle takes around 60 seconds, a scan with 200 shots takes more than 3 hours. Scans 22,
27 and 31 are fresh measurements after the quench which have more than (at least) 80 shots.

the influence of being freshly quenched (or existing many scans before) can be seen in the
distance. This different history leads to an increase of the distance. For the bias field of 3
G, the distance in scan 11 is on average 6 µm more than the distance in scan 27 which has
its average around 212 µm, see fig. 6.12a. This is due to fact that the magnetic field sensed
on the chip place because of loading cycles (as fig. 6.6 shows), acts like an imprinting field
and changes the magnetic history of the chip. The longest scan has been done with 440
shots. "Number of shots" indicates how many cycles have been run successively till end and
imaging has been done at the end.

The longest scan performed with the remnant trap can be seen in fig. 6.10. With 440
cycles of 60 second duration, this scan makes it possible to observe the stability of the
trap within long time measurements. The influence of running cycles on our measurement
perturbs the distance of the trap to the chip up to some microns over several hours. Each one
of the cycles can produce a perpendicular magnetic field between 500 to 1000 G and can take
58 seconds plus about 2 seconds needed to start the next cycle. In this scan the trap distance
to the chip increases from 165 µm in the first shots to 180 µm in the last shots. It shows that
the net magnetic field caused by loading field can have a considerable roll as an imprinting
field for a measurement taking more than 7 hours.

The last series has the highest magnetization field of 1.8 A and measurement has done
for two bias fields of 3 and 5 G. In figs. 6.12a and 6.12b, these measurements are displayed
separately for two different bias fields. In these figures each point indicates the average
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Fig. 6.10 Influence of the loading cycle on the distance of the trap to the chip-surface over a
very long measurement. The distance-measurements have been done for more than 440 times
running the experimental cycle, each taking around 60 seconds. All loading-parameters are
kept constant during the scan. An increase of about 15 µm can be seen in the raw results.
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Fig. 6.11 Distance of the remnant trap to the chip surface versus bias field averaged over
the many cycles included in one scan. The trap is purely field-induced, the variation of the
distance for different magnetization and during these long scans is minor compared to the
differences of distances for various bias fields.

distance over all the shots of the scan with the standard deviation from these values. Fig. 6.11
shows the distance measurements over bias field including different magnetization fields.
This is to compare with the results of fig. 7.11 of [26]. The point here is the zero transport
current. What is responsible for this trap is the bias fields in combination of the magnetic
field, the remained vortices induced which leads to stable remnant trap as can be seen from
trap-chip distance.
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(a)

(b)

Fig. 6.12 Distance of the remnant trap to the chip surface for different Magnetization fields.
Each point shows the average distance in all of the cycles taken in that scan and the standard
deviation of it. Less than5 µm variation in a distance of around 200 µm in (a) and around
170 µm in (b) shows a stable remnant trap whose distance does not vary significantly in time
(scans-duration), nor with magnetization fields of theses scales. In (a), the numbers (1-4)
show the series the scans belong to ( shown in the table 6.9). The difference between 1 and 3
here is the different magnetic histories of these two scans.
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6.2.5 More discussions on the remnant trap measurements

Fig. 6.12, includes the overall average over the results of all cycles in a specific scan and the
standard deviation of it. For some measurements, this kind of averaging does not include the
local changes, e.g. when there is a drift in the measured parameters which is obvious in 6.10.
In these cases, an appropriate domain needs to be determined for averaging and the deviation
is then calculated from this local mean value.

To see the difference of two averaging methods in detail, I start with the definition of the
standard variance. The standard variance is defined as

s2 =
1

N −1

N

∑
i=1

(yi − y)2

where yi is the i-th of M measured parameters and y is the average of this parameter. The
standard variance is usually expressed as its square root, the standard deviation, s. It is not
recommended as a measure of stability because it is non- convergent for some types of noise
commonly found in some sources, like frequency [49, 50] or when a measurement shows
a drift after a specif number of sampling. The problem can be solved by instead using the
Allan deviation.

Allan deviation

Allan deviation, originally used for making atomic clock better, is the most common time do-
main measure of frequency stability [49]. If a specific clock drifts, then it’s not recommended
to average over a large number of data points. The Allan deviation gives the minimum or
maximum sample size we can average to get the lowest possible standard deviation such that
we don’t account for the drifts in a considerably long measurement.

The Allan deviation is intended to estimate stability due to noise processes and not that of
systematic errors or imperfections in frequency-domain measures, or time-domain measures
[51]. More exactly, the non-overlapped Allan, or the 2-sample deviation, is used as the
standard time domain measure of frequency stability [52, 53]. The Allan deviation is the
square root of Allan variance which is defined as:

σ
2
y (τ) =

1
2(M−1)

M−1

∑
i=1

[
yi+1 − yi

]2

where yi is the i-th of M measured values averaged over the sampling interval τ .
Fig. 6.13 shows a 200-shots scan of the remnant trap distance to the chip and its Allan

deviation. The way Allan deviation is used here is that, as figs. 6.13 and 6.14 show, the
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calculated Allan deviation in the lower part of these figures has a minimum of deviation
at a specific point which is taken as the "window". The window is then used in the upper
plot as the number of samples (shots) over which the mean value and the standard deviation
of the distance are calculated. In figs. 6.13 and 6.14 two completely different behaviour
of the Allan deviation can be seen. In fig. 6.13, the Allan deviation will be smaller when
measurements number increases and it has its minimum when the window is 83. In other
words, averaging over a larger number of samples gives a small deviation which indicates
that this scan shows stability during all included cycles in a time interval of over 3 hours
(200 shots, each 60 s).
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Fig. 6.13 The distance of the trap to the chip and the Allan deviation of the distance for a
scan with 200 shots. The Allan deviation of the chip distance has a minimum at 82. This
minimum is taken as the window in the upper part. The fact that the number taken as widow
is large shows the stability of the remnant trap in times range of more than 3 hours.
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Fig. 6.14 One example of seeing drift in the measurement. This can be deduced from the
Allan deviation plot, as the windows here is very small (20) in comparison to the shot number
(440).

Dependence of the distance-drifts on the time-order of measurements

In the beginning of this section, the drifts in the distance in long measurement is mentioned
where Allan deviation is employed to have a better averaging of the results. Here the drifts
are investigated carefully. We want to find out if the order of the measurements after quench
affects the result.

looking into all the distance scans collected in table 6.9, we see that regardless of the
bias field applied, there is a similar trend in the scanned distance depending on how long the
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cycle has been running after the quench. The quench in the beginning of each series acts
as a complete reset of the remnant magnetization history. In the measurements carried out
freshly after the quench and demonstrated in fig. 6.15, the distance reduces gradually in the
Consecutive shots of a scan. The order of this reduce is in order of 3 to 5 percent of the
distance, see fig. 6.15.

After this reduction, the average 4 of the distance stays constant. This stable behaviour
can be seen in scan 12, fig. 6.13.

If we continue measurements without quenching the chip, the distance will be increased.
This tendency happens after around 400 cycles (6.6 hours) from the quench and can be seen
in scans 26 and scan 28. Noticeable about scan 28 is that as it contains more than 400 cycles,
both trends of being stable and increasing distance can be observed, see fig. 6.14. This shows
that these trends do not depend on the bias field. The distance-drift depends on the numbers
of running cycles before, in other words, on the remnant magnetization history of the chip.

To explain this behaviour, we recall fig. 6.6 which shows the magnetic field the Z-
structure experiences due to one experimental cycle, Bcycle = 50 up to 100 mT . Assuming
the critical field for niobium to be 140mT , each cycle acts like an external field of around
Bc/4 on the Z-wire. The distribution of current density when an external field is applied,
is discussed in sec. 6.1.3. As can be seen with more details in figure 7.3 of [26], a field
magnetized wire can be considered as two wires with a certain space, carrying opposing
currents. Hence by running the cycles after the magnetic history is erased (quench), the
magnetization accumulates. The Meissner effect reduces the distance and causes the first
trend in the scans right after the quench. After that there is a point where the magnetization
gets saturated and this is the point where averaged distance stays constant.

4It should be noted that the average used here is the average with respect to Allan deviation and not the
common standard average.
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Fig. 6.15 The distance of atoms to the chip reduces in the long measurements right after the
quench. a) in the first 80 scans, the distance stays constant, then it starts to decrease from
shot 80 till 150 so that the average distance changes from 220 to 216 microns. b) distance
reduction happens in the first 80 cycles from 217 to 212 microns then stays constant. c) in
180 shots decreases the distance from 216 to 209.5 microns. d) the average distances falls
from 216 to 121 microns. In the following scan (not pictured here), which is the continue of
scan 31, the distance starts from 218 and decreases to 214 microns.





Chapter 7

Conclusion and outlook

During the time of performing this work, a great opportunity was to learn how to deal with
ultracold atoms and superconducting techniques. Many attempts has been done to get a BEC
on this superconducting atom chip. These attempts had the result of an optimized trap and
increasing the phase space density up to five orders of magnitude with final temperature of
280 nK. With seven orders of magnitude increase in the phase space density the BEC has
been observed in [39].

One of the promising prospects of this experiment is to use the properties of supercon-
ductors to create novel magnetic traps. Regarding this prospect, a remnant magnetization
trap purely field induced has been observed with the Nb Z-structure of the atomchip. Many
similarities to a YBCO remnant magnetization trap [6, 7] has been observed like the effects
of the vortex distribution on the formation of this trap and the stability of the trap. The
measurements performed with this trap include several long scans where the magnetization
field has been changed several times to see the influence of the imprinting field on the trap,
and its stability over time. The distance measurements for this trap refer to a stable trap over
time scales of hours which does not response to the higher magnetizing fields. What is to
deduce from the long scans is that if an imprinting field like the magnetic field obtained
from the experimental cycle which is applied in numerous times can lead to more penetrated
vortices and result in more intense remnant magnetization in comparison to the case of
applying higher imprinting field at once. In the long run, with a number of repetition of
lengthy distance measurements we came to conclusions that after a specific time of scanning,
the magnetization get saturated so that the remnant trap stays for a time order longer than
needed for our measurements (at least 100 cycles) so stable that the distance to the chip can
be estimated with accuracy of 1 micrometer.
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On the way to the ultimate goal of having a hybrid quantum system on this setup, the
possibility to integrate an atom trapping method that doesn’t require an external connection
to the outside world shines promising.
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