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A new mathematical procedure is suggested for relative orientation of aerial photographs. The procedure is theoretically interesting, provides a simple geometric meaning of residuals, it is effective in execution, and suits advantageously the subsequent processes of model connection and strip homogenization.

A process of strip homogenization is proposed to be solved simultaneously for each strip following the relative orientation of photographs and preliminary model connection. The process is mathematically simple, and provides advantages similar to those of a triplet triangulation.

The concept of "geometric weights" is introduced into the theory of adjustment computations. This concept facilitates greatly the geometric understanding of adjustments. It is very important in network planning, and in processes of blunder detection.

With the help of the geometric weight concept, the interrelation of different technics of blunder detection is treated (Baarda, Kraus, Stefanovic). In this, relationships of eminent theoretical and practical importance have been introduced.

The results of theoretical investigations are realized in the system of two programs PHOTO and MODEL. These programs are the most current stage in a process of 14 years of research, program development, and of production application.
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## INTRODUCTION

Programs for relative orientation and model connection (strip formation) are basic pieces of application software in analytical photogrammetry. They should be systematically updated. This is not always done because present day computational costs are low while the creation of new software is expensive. The result is a tendency toward technical conservatism which is manifested in the use of far outdated programs by many photogrammetric organizations.

Requirements for more universal programs follow from the application of the same aerial triangulation software for diverse purposes in diverse areas spread over continents. This occurs by international firms or in the case of software purchase.

Blunder detection is one of the main tasks of applying differentiated processes of analytical aerial triangulation as a preparatory stage to a final simultaneous adjustment. This is important in both technical and economical respects. The task of preliminary blunder detection and elimination in the processes of relative orientation and strip formation can now be solved satisfactorily by applying the newest developments in least squares techniques, and by refining the differentiated analytical processes themselves, so to be able to cope with "small blunders" effectively.

At the same time, refined differentiated processes yield better preliminary coordinates for the following simultaneous adjustment. When applying a block adjustment of "independent models" following these refined analytical processes, one can replace strip sections for single models. As practice indicates, no noticable accuracy decrease occurs when using sections of two models, and accuracy decreases just slightly when using sections of three models. Adjustment of sections rather than single models can be performed with computation times drastically decreased /20/.

There is an increasing interest in analytical plotters these years. A wider spread of this technique in photogrammetric production will mean strong demand in improved software.

All these points make the old, out of fashion subject of analytical relative orientation and strip formation a current issue. Considering it is divided in this work into two interrelated parts. The first one
with theoretical and practical questions of mainly photogrammetrical character, and the second one belonging more to the realm of adjustment computations and featuring questions of blunder detection and elimination.

The theoretical and practical points treated in this report are realized in a system of the two programs PHOTO and MODEL. These programs are the most current stage in a long process of research, program development, and of production application (3 independent ALGOL versions in Hungary, 1965-72; completely new FORTRAN programs in the U.S., in two versions, 1975-77; and the current, completely re-written and nearly doubled in size FORTRAN programs running on the CDC Cyber 74 of the Technical University of Vienna, Austria). PHOTO and MODEL match the requirements of mass production in analytical aerial triangulation.

## 1. PHOTOGRAMMETRIC ASPECTS

1.1 General description of the major processes in the programs ${ }^{+}$)
1.1.1 Data registered on stereo or monocomparators are preprocessed by program PHOTO. The aims of the processes involved are:

- formal checking,
- determining image coordinates corrected for systematic influences (film deformation, refraction, and optical distorsion),
- preliminary checking of data sufficiency.

Notes on and formulas of taking into account systematic image coordinate errors are given in Appendix I. Appendix II. contains an example of a REPORT file.

Photographs may be read in any arbitrary position (positive or negative, emulsion up or down, arbitrary kappa-orientation). All these cases are universally converted into some common case determined by the elements of interior orientation of the camera (focal length, $x$ and $y$ displacements of the projection center, calibrated fiducial coordinates and distortion

[^0]coefficients). The choice of the coordinate system for interior orientation influences the sign of the elements of relative orientation and of model (strip) coordinates yielded by the procedure.

Working with stereocomparators, the photograph read in right side position for one model is read again in left side position for the next model. These readings are combined by taking the fiducial readings in the right side position as basis, and transforming the readings in the left side position by the formulas applied later on for fiducial transformation. This process of "left-to-right position transformation" offers a safe way of blunder detection in fiducial readings. The combined readings are then transformed applying the calibrated coordinates of fiducials or some replacement for them. Statistics of these "fiducial transformations" yield characteristics of film deformation of photographs within each strip.
1.1.2 Program MODEL performs the following major processes:

- relative orientation of photographs,
- model connection (strip formation),
- post-processing of each strip to refine homogeneity,
- printing tables of statistics.

Details on these processes are to be found in the next chapters.

### 1.2 Relative orientation of photographs

### 1.2.1 Review

From a purely mathematical point of view it is certainly impossible to show decisive advantages of one properly applied way of relative orientation over another. There are, however, other respects influencing a choice. In this sense the following advantages are inherent to the method described below:

- photogrammetric obviousness of the geometry and of residuals,
- easy of strip formation,
- geometry consistent with the post-processing stage,
- simplicity and effectivness of the linearized correction equation.

Changing the spatial position of the right projection center is the main geometric peculiarity of this method. In this way a new right side photograph is constructed which forms a normal stereogram with the left photograph. The position of the preceding (left side) photograph is not changed within the process of relative orientation (this last moment being common with the widely spread method of Shut /1/).

Such geometry of relative orientation has a rich past in the Russian photogrammetry. Thechnologies presupposing the presence of a highly developed optical industry were not acceptable to Russian photogrammetrists in the early 1930-s. The solution is due to Drobishew who constructed the famous stereometer. Stereometers are portable photogrammetric instruments, theoretically based upon analytical relative orientation and solving the corresponding equations for $x$-coordinates by correction mechanisms. The mechanisms have to be set to the elements of relative orientation. And this is the point: such elements were determined by computation, based upon stereocomparator measurements. The corresponding simplified theory and procedure were created by Zhukow. This solution resulted in a mass production in analytical photogrammetry as early as the middle 1930-s /2/. Numerous refinements of the Zhukow procedure have been published later in the Russian photogrammetric literature.

Unlike these methods the relative orientation procedure described here is thought to be applied in modern computer programs, and therefore it does not contain any neglections.

As to a classification of methods of relative orientation one could suggest to differentiate between those methods determining the spatial position and orientation of the original bundles of rays (class 1 ), and those constructing normal stereograms (class 2). In both cases it is possible to fix the origin and orientation of the model coordinate system to the base, as done by Lobanoff for the first class of methods /5/, and by Urmajew for the second /10/; or to fix the origin and orientation of the model coordinate system to the left photograph, as done, for the first class of methods, by Shut /1/ and Jerie /3/, and by the method described in this work for the second class. This last case involves the computational creation of a third bundle of rays.

### 1.2.2 Deduction of equations for relative orientation

The derivation of needed formulas is divided here into two major steps, both of which are common and simple. The first step takes care of the angular elements of relative orientation $\omega$, $\phi$ and $k$, all of them related to the right side photograph. Having performed the corresponding transformation, we arrive at the situation shown in Fig. 1 by the photograph with projection center at $S^{\prime \prime}$ whose axes $x_{t}^{\prime \prime} y_{t}^{\prime \prime} z_{t}^{\prime \prime}$ are parallel to those of the left photograph. The second step considers then the base elements $B_{y}$ and $B_{z}$.

### 1.2.2.1 Rotational elements of the right side photograph

In order not to lose the geometric image which photogrammetrists are accustomed to, a trigonometric solution is applied. In particular, one in which the rotation around the $Y$ axis ( $\phi$ ) is considered as secondary. The corresponding formulas:

$$
\begin{equation*}
X_{t}^{\prime \prime}=A x \prime \tag{1.1}
\end{equation*}
$$

where

$$
X_{t}^{\prime \prime}=\left[\begin{array}{c}
X_{t}^{\prime \prime} \\
Y_{1}^{\prime \prime} \\
t \\
Z_{t}^{\prime \prime}
\end{array}\right] \quad \text { with } Z_{t}^{\prime \prime} \neq-c
$$

$$
X^{\prime \prime}=\left[\begin{array}{l}
\mathrm{X}^{\prime \prime} \\
\mathrm{Y}^{\prime \prime} \\
\mathrm{Z}^{\prime \prime}
\end{array}\right] \quad \text { with } \mathrm{Z}^{\prime \prime}=-c
$$

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

```
a.11}=\operatorname{cos}\phi\operatorname{cosk
a}\mp@subsup{a}{21}{}=\operatorname{cos}\omega\operatorname{sin}k+\operatorname{sin}\omega\operatorname{sin}\phi\operatorname{cos}
a31 = sin\omega sink - cos\omega \operatorname{sin}\phi\operatorname{cos}k
a12 = - cos\phi sink
a}22=\operatorname{cos}\omega\operatorname{cosk}-\operatorname{sin}\omega\operatorname{sin}\phi\operatorname{sin}
a}32=\operatorname{sin}\omega\operatorname{cosk}+\operatorname{cos}\omega\operatorname{sin}\phi\operatorname{sin}
```

(1.1) expresses a mathematical transformation. In photogrammetry the word transformation means more than that. We must determine the intersection of the rotated (by the mathematical transformation) bundle of rays with the plane of the new photograph to be constructed. This is solved by the formula
$x_{t}^{\prime \prime}=-\frac{c}{z_{t}^{\prime \prime}} x_{t}^{\prime \prime} \quad$ where $x_{t}^{\prime \prime}=\left[\begin{array}{c}x_{t}^{\prime \prime} \\ y_{t}^{\prime \prime} \\ z_{t}^{\prime \prime}\end{array}\right]$ with $\quad z_{t}^{\prime \prime}=-c \quad$ (1.2)


Fig.1: $S^{\prime}$ is the projection center of the left photograph. The axes of the photo coordinate system of it $\left(x^{\prime} y^{\prime} z^{\prime}\right)$ are taken as coordinate system of the model to be created. The right side photograph with projection center $S^{\prime \prime}$ has been transformed into a position parallel to the xy-plane of the left photograph. (Axes xiy ${ }^{\prime \prime}{ }^{\prime \prime} t$ are parallel to $x^{\prime} y^{\prime} z^{\prime \prime}$ ). S S ${ }_{0}^{\prime \prime}$ is the projection center of the new might side photograph to be created analytically in the process of relative orientation. The plane $S^{\prime \prime} S_{T}^{\prime \prime} S_{S}^{\prime \prime}$ is perpendicular to the plane $S^{\prime} S_{T}^{\prime \prime} S_{O}^{\prime \prime}$, and $S_{\tau}^{\prime \prime}$ is the orthogonal projection of $S^{\prime \prime}$ onto this last plane. $M$ is an arbitrary point of the terrain.

### 1.2.2.2 Projection center movements (base elements)

The expressions which take care of the projection center movements or, in other words, of the base elements, can be derived using Fig. 1.

In final expressions, instead of speaking in terms of the linear movements of $B_{y}$ and $B_{z}$, we use correspondingly, $v$ and $\tau$. In exact terms,

$$
\begin{equation*}
\tan \tau=\frac{B_{z}}{B_{x}} \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \nu=\frac{\mathrm{B}_{\mathrm{y}}}{\mathrm{~B}_{\mathrm{x}}} \tag{1.4}
\end{equation*}
$$

Expressions have to be derived expressing $y_{o}^{\prime \prime}$ and $x_{0}^{\prime \prime}$ of the right photograph of the normal stereogram. It is important to note that this is a new photograph to be numerically constructed, as opposed to a changed position of the original right photograph attained by transformation. This point will become obvious later.
1.2.2.2.1 Expression for $y_{0}^{\prime \prime}=f\left(x^{\prime}, y^{\prime}, x_{t}^{\prime \prime} y_{t}^{\prime \prime}, \tau, \underline{\nu}\right)$

The determinants written below are equal to 0 because of the coplanarity of the participating vectors: of some base vector $\overline{S^{\prime} S^{\prime \prime}}$ connecting two projection centers, and of two other vectors pointing from these projection centers to the corresponding images of the terrain point $M$. To shorten the description such cases will be referred to just by (S'S"M), always applying the corresponding projection centers. Notations correspond to fig.1. The index $t$ refers to photographs transformed by $\omega, \phi$ and $k$. (S'S"M):

$$
\left|\begin{array}{lll}
B_{x} & B_{y} & B_{z} \\
x^{\prime} & y^{\prime} & -c \\
x_{t}^{\prime \prime} & y_{t}^{\prime \prime} & -c
\end{array}\right|=0
$$

Taking into consideration (1.3) and (1.4), and rearranging the expression:

$$
\begin{equation*}
\frac{x^{\prime} y_{t}^{\prime \prime}-x_{t}^{\prime \prime} y^{\prime}}{c} \tan \tau+\left(x^{\prime}-x_{t}^{\prime \prime}\right) \operatorname{tar} v-\left(y^{\prime}-y_{t}^{\prime \prime}\right)=0 \tag{1.5}
\end{equation*}
$$

(S'SSOM):

$$
\left|\begin{array}{ccc}
B x & 0 & 0 \\
x^{\prime} & y^{\prime} & -c \\
x_{0}^{\prime \prime} & y_{0}^{\prime \prime} & -c
\end{array}\right|=0
$$

This determinant is the photogrammetric co-planarity condition in our case of relative orientation, and expresses the equality of corresponding y photo coordinates in normal stereograms:

$$
y^{\prime}=y_{0}^{\prime \prime}
$$

(1.5) and (1.6) yield the sought expression for $y_{0}^{\prime \prime}$ :

$$
\begin{equation*}
y_{o}^{\prime \prime}=y_{t}^{\prime \prime}+\frac{x^{\prime} y_{t}^{\prime \prime}-x_{t}^{\prime \prime} y^{\prime}}{c} \tan \tau+\left(x^{\prime}-x_{t}^{\prime \prime}\right) \tan v \tag{1.7}
\end{equation*}
$$

Because of errors of different origin, summarized as observation errors, remainder vertical parallaxes are always present, and therefore (1.6) has to be rewritten as

$$
\begin{equation*}
y^{\prime}-y_{0}^{\prime \prime}=p_{y o}=-v \tag{1.8}
\end{equation*}
$$

where $\mathrm{P}_{\mathrm{yo}} \simeq 0$ is the vertical parallax in the constructed normal stereogram, or, in other words, the remainder vertical parallax. Comparing expressions (1.5) to (1.8) the corresponding observation equation can be written:

$$
\begin{equation*}
\frac{x^{\prime} y_{t}^{\prime \prime}-x_{t}^{\prime \prime} y^{\prime}}{f} \tan \tau+\left(x^{\prime}-x_{t}^{\prime \prime}\right) \tan \nu-\left(y^{\prime}-y_{t}^{\prime \prime}\right)=v \tag{1.9}
\end{equation*}
$$

As tan $\tau$ and tanv are taken directly as unknowns in this process, (1.9) is linear (with regard to $\tan \tau$ and $\operatorname{tan\nu }$ ).

### 1.2.2.2.2 Expression for $x_{0}^{\prime \prime}=f\left(x^{\prime}, y^{\prime}, x_{t}^{\prime \prime}, y_{t}^{\prime \prime}, \tau, \nu\right)$

The expression for $x_{0}^{\prime \prime}$ plays an important role in computing model coordinates. This way it conveys the inaccuracy of relative orientation to these coordinates. Therefore care should be taken in deriving the expression for $x_{o}^{\prime \prime}$ : some ways of derivation yield formulas which may enlarge the influence of the inaccuracies mentioned.
$\left(S_{\tau}^{\prime \prime} S_{0}^{\prime \prime M}\right):$

$$
\left|\begin{array}{lll}
0 & 0 & B_{z} \\
x_{\tau}^{\prime \prime} & y_{\tau}^{\prime \prime} & -c \\
x_{0}^{\prime \prime} & y_{0}^{\prime \prime} & -c
\end{array}\right|=0
$$

which yields

$$
\begin{equation*}
x_{0}^{\prime \prime}=\frac{y_{0}^{\prime \prime}}{y_{\tau}^{\prime \prime}} x_{\tau}^{\prime \prime} \tag{1.10}
\end{equation*}
$$

( $S^{\prime \prime} S_{\tau}^{\prime \prime M}$ ):

$$
\left|\begin{array}{lll}
0 & B_{y} & 0 \\
x_{t}^{\prime \prime} & y_{t}^{\prime \prime} & -c \\
x_{\tau}^{\prime \prime} & y_{\tau}^{\prime \prime} & -c
\end{array}\right|=0
$$

and therefore

$$
\begin{equation*}
x_{\tau}^{\prime \prime}=x_{t}^{\prime \prime} \tag{1.11}
\end{equation*}
$$

(1.11) expresses the fact known from terrestrial photogrammetry that $B_{y}$ ( $B_{z}$ in terrestrial notation) does not influence the $x$ coordinates. This is why height differences of camera stations can be neglected in the "normal" case of terrestrial photogrammetry.
( $S^{\prime} S_{\tau}^{\prime \prime M}$ ):

$$
\left|\begin{array}{ccc}
B_{x} & 0 & B_{z} \\
x^{\prime} & y^{\prime} & -c \\
x_{\tau}^{\prime \prime} & y_{\tau}^{\prime \prime} & -c
\end{array}\right|=0
$$

which yields, after some elementary steps:

$$
\begin{equation*}
y_{\tau}^{\prime \prime}=\frac{c+x_{t}^{\prime \prime} \tan \tau}{c+x^{\prime} \tan \tau} y^{\prime} \tag{1.12}
\end{equation*}
$$

(1.10) to (1.12) combined:

$$
\begin{equation*}
x_{0}^{\prime \prime}=x_{t}^{\prime \prime} \frac{y_{0}^{\prime \prime}}{y^{\prime}} \frac{c+x^{\prime} \tan \tau}{c+x_{t}^{\prime \prime} \tan \tau} \tag{1.13}
\end{equation*}
$$

The number of this formula, 13 , indicates probably the danger connected with it: the factor $y_{o}^{\prime \prime} / y^{\prime}$ must be taken for 1 . This may be done if no rude errors are present. Blunder detection and elimination are solved satisfactorily (part 2), and therefore (1.13) can be replaced by

$$
\begin{equation*}
x_{0}^{\prime \prime}=x_{t}^{\prime \prime} \frac{c+x^{\prime} \tan \tau}{c+x_{t}^{\prime \prime} \tan \tau} \tag{1.14}
\end{equation*}
$$

Another way of deduction yields the following unsatisfactory expression for $x_{0}^{\prime \prime}$ :

$$
x_{0}^{\prime \prime}=x_{t}^{\prime \prime} \frac{y^{\prime}-x^{\prime} \tan \nu}{y_{t}^{\prime \prime}-x_{t}^{\prime \prime} \tan v}
$$

A still further dangerous expression is:

$$
x_{0}^{\prime \prime}=x_{t}^{\prime \prime} \frac{c \tan \nu-y_{0}^{\prime \prime} \tan \tau}{c \tan \nu-y_{t}^{\prime \prime} \tan \tau}
$$

### 1.2.2.2.3 The geometric meaning of the recursivity

Formulas (1.7), (1.9), and (1.14) are recursive because of using $x_{t}^{\prime \prime}$ and $y_{t}^{\prime \prime}$ on the "right side". These values become precise only in the final iteration steps.

This recursivity cannot be eliminated and it has a very certain photogrammetric meaning: a photograph "taken" from an arbitrary "third" point can only be constructed if the model of the terrain has already been reconstructed. In other words, the change of the spatial position of a projection center is a stereophotogrammetric task. Were this not so, we could construct a second photograph of the terrain using just one photo, and then count the terrain heights using the old and the constructed photographs as a pair.

One solves recursive expressions by iterations. The same is needed by using least squares techniques for non-linear equations anyway. Therefore, the above recursivity does not mean further complication to the process in this respect.

### 1.2.2.3 The iterative process

The process of iterations takes into consideration the geometric fact that transforming a single photograph by expression (1.2), using any arbitrary values for $\omega$, $\phi$ and $k$ is a rigorous process. This means that the erroneousness of the elements will not distort the corresponding bundle of rays. Using the not quite precise elements $\delta \omega, \delta \phi$, and $\delta k$ of the last iteration, applying expressions (1.2) to the right side photograph, one gets a geometrically new situation which can be handled as if no iterations had been completed before. The final values for $\omega, \phi$ and $k$ will mean, in this case, the sum of the values $\delta \omega$, $\delta \phi$ and $\delta k$ gained in the course of consecutive iterations.

Because of the geometrical circumstance in connection with the recursivity of expression (1.9) we cannot apply the same approach to the base elements $\tau$ and $\nu$. The coefficients of (1.9) are updated after each iteration. Using these updated observation equations the entire values of $\operatorname{tant}$ and tanv are determined again and again.

Taking the above into consideration, the linearization of (1.9) can be reduced to the linearization of the corresponding row in (1.2). (1.2) and (1.9) yield:

$$
\begin{equation*}
\left(c+\frac{y_{t}^{\prime \prime 2}}{c}\right) \delta \omega-\frac{x_{t}^{\prime \prime} y_{t}^{\prime \prime}}{c} \delta \phi+x_{t}^{\prime \prime} \delta \kappa+\frac{x^{\prime} y_{t}^{\prime \prime}-x_{t}^{\prime \prime} y^{\prime}}{c} \tan \tau+\left(x^{\prime}-x_{t}^{\prime \prime}\right) \tan \nu-\left(y^{\prime}-y_{t}^{\prime \prime}\right)=v \tag{1.21}
\end{equation*}
$$

where $x_{t}^{\prime \prime}, y_{t}^{\prime \prime}$ are coordinates of the right side photo, transformed by (1.2) due to $\omega, \phi$, and $k$ of the $(n-1)$ th iteration; in the 0 -th iteration $\omega, \phi$, and $\kappa$ of the previous model will be used, or - as an option of program MODEL - given first approximations;


```
\tau=\operatorname{arctan}(\operatorname{tan}\tau), and v= arctan (tan\nu)
```

(1.21) appears as if it would not contain any non-linear terms. This is partly due to the updating of $x_{t}^{\prime \prime}$ and $y_{t}^{\prime \prime}$ coordinates in each iteration, which makes the process rigorous in the sence of Pope's notes /4/; and partly due to the use of ( $\tan \tau$ ) and (tanv ) directly as unknowns.

The described mathematical model needs a relatively small amount of computations for each iteration, and the convergence of the process is no worse or better than that of the widely applied relative orientation procedures /1,5/.

### 1.2.2.4 A second system of formulas

It is interesting in some theoretical, pedagogical and historical respects that the formulas derived in this chapter 1.2 .2 can be transverted into expressions written as functions of just photo coordinates of the normal stereogram to be constructed. The expressions gained can be useful when applied, for instance, in mechanical analogue constructions similar to Stereometers mentioned earlier.

The corresponding derivations are given in Appendix IV, and yield a second system of formulas.

### 1.2.2.5 Computing model coordinates

Having performed the relative orientation in the described way, one can use very simple formulas for computing the model coordinates - because a normal stereogram has been constructed:

$$
\begin{equation*}
X_{\text {mod }}=\frac{B_{x}}{P_{x 0}} x \tag{1.22}
\end{equation*}
$$

where

$$
X_{\text {mod }}=\left[\begin{array}{c}
X_{\bmod } \\
Y_{\text {mod }} \\
Z_{\text {mod }}
\end{array}\right] \quad \text { and } x=\left[\begin{array}{c}
x^{\prime} \\
y^{\prime}+y_{o}^{\prime \prime} \\
\hline 2 \\
-c
\end{array}\right]
$$

and

$$
P_{x 0}=x^{\prime}-x_{0}^{\prime \prime}
$$

In program MODEL $B_{x}$ is taken equal to the mean value of $p_{x}$ of the first model of the strip. This results in model coordinates approximately in photo scale. The mean value of $\mathrm{P}_{\mathrm{x}}$ is equal to some $.90 \mathrm{~mm}-\mathrm{s}$ in the very typical case of a $23 \times 23 \mathrm{~cm}^{2}$ format and $60 \%$ overlapping. If this value is between 80 an $100 \mathrm{~mm}-\mathrm{s}$, $\mathrm{B}_{\mathrm{x}}$ of the first model of a strip is taken to be equal to $100 \mathrm{~mm}-\mathrm{s}$. This is advantageous in finding points on the basis of their X strip coordinates (an X strip coordinate equal, for instance, to 550 mm , will mean roughly that the corresponding point is to be found in the area of the 6 -th model).

### 1.2.2.5 Strip formation by scaling and shifting the model coordinate systems

The $x, y$ and $z$ axes of the first photograph of the strip are accepted as $X, Y$ and $Z$ axes of the strip. The model coordinate system of the first model is automatically this system. The angular elements of relative orientation of the first two photos $\omega$, $\phi$ and $k$ determine the orientation of the second photograph in the coordinate system of the strip. Therefore, transforming the second photograph - using expressions (1.2) - by these elements the plane of this photo becomes parallel to the XY plane of the strip system. The reader will understand at this point that it is possible to perform the transformation of the second photo by (1.2) but the task of moving the second projection center to a new position, shifting it by $B_{y}$ and $B_{z}$ of the previous model, is not solvable for the part of this photo which belongs to the second model: the second model has not yet been reconstructed. Performing a relative orientation by the described method after this transformation, the model coordinate system of the second model will be parallel to the strip coordinate system - but its origin displaced by $B_{x}, B_{y}$ and $B_{z}$ of the first model. One could count and use these values to shift the two systems together, but instead gravity center coordinates of passpoints have been applied for this purpose, more advantageous in a stochastical sense.

In general terms the described way of model connection can be represented as

$$
\begin{equation*}
X^{\prime}=X_{0}^{\prime \prime}+m I X^{\prime \prime} \tag{1.23.a}
\end{equation*}
$$

where $X^{\prime}$ contains the strip coordinates, $X_{o}^{\prime \prime}$ the shifts of the model coordinate system (determined independently and indirectly by shifting together the gravity centers of passpoints), m denotes the scale factor,
and $X^{\prime \prime}$ the model coordinates. In the transformation (1.23.a) the unit matrix I replaces the rotation matrix.

The scale of the model to be connected can be determined in this geometry simply as a relation of the corresponding $Y^{\prime}$ and $Y^{\prime \prime}$ model coordinates related to the corresponding gravity centers $G^{\prime}$ and $G^{\prime \prime}$ of passpoints. This is because, as shown below, no $X$ model coordinate discrepancies occur, and because of the narrowness of the triple overlap zone. A normal equation with one unknown: m - the scale factor, is used for this purpose:

$$
\begin{equation*}
m=\frac{\left[\left(Y^{\prime \prime}-G_{y}^{\prime \prime}\right)\left(Y^{\prime}-G_{y}^{\prime}\right)\right]}{\left[\left(Y^{\prime \prime}-G_{y}^{\prime \prime}\right)^{2}\right]} \tag{1.23.b}
\end{equation*}
$$

### 1.3 Strip homogenization

One cannot overemphasize the importance of the fact that the use of
two-photo simply per . ${ }^{+)}$This is a result
of basically two circumstances. First, that in such cases measurements are improperly checked (see part 2). Second, as a result of insufficient accuracy of relative orientation, model distorsions occur that are larger than generally expected. Both these interrelated problems can be essentially solved without increasing the data amount, by not neglecting the information contained in passpoints.

Triplet triangulation is the best known and most widely spread solution /8/. In this case three bundles of rays are solved each time in one system, and the "double models" gained this way joined then by spatial linear transformation.

A simple and not less adequate solution is introduced in this chapter: the homogenization of the strip gained by sequential two-photo orientations. Such postprocessing method is identical in its principle with strip homogenization in numerical analogue triangulation /11/.

The postprocessing method has to remain simple otherwise the sense of applying a differentiated way of aerial triangulation could be lost. This same is

[^1]needed to arrive at well conditioned systems of equations. Therefore we are considering only the linearized expressions, and thus restricting the procedure to the "nearly vertical case" of analytical aerial triangulation.

To gain the functions needed for strip homogenization systematic discrepancies in model coordinates of passpoints of adjacent models have to be analyzed as functions of errors of the relative orientation. For this, fig. 2 will be used.


Fig. 2 izlustrating that $\delta x^{\prime}$, $\delta x^{\prime \prime}$, or $\delta x^{\prime \prime \prime}$ image coordinate errors (all in $x$-direction) do not cause any $\Delta X$ model coordinate discrepancies in model connection.

Program PHOTO, when applied to stereocomparator readings, converts them to photo coordinates as if read in a monocomparator. This way point transfer errors distorting $x^{\prime \prime}$ are checked and averaged (or rejected) as reading errors in the middle photograph. As a result, no model coordinate discrepancies occur in $X$. A derivation is given in Appendix $V$ proving the validity of this statement in a general case. Appendix III provides the empirical proof.

Neither constant nor linear parts occur in $Y$-discrepancies as a result of shifting and scaling by (1.23). The rest of $Y$-discrepancies, $\Delta Y_{a}$, is a function of $\mathrm{Y}^{2}$ (the derivation is given in Appendix VI). This part is apparent as an assymmetrical error in $Y$ :

$$
\Delta Y_{a}=-Y^{2}\left(\frac{1}{Z} \frac{\Delta \omega^{\prime}+\Delta \omega^{\prime \prime}}{2}+\frac{1}{B_{X}}\left(\Delta \kappa^{\prime \prime}-\Delta \kappa^{\prime}\right)\right) \quad\left(V I .4^{\prime}\right)=(1.24)
$$

with $\Delta \omega^{\prime}, \Delta \kappa^{\prime}, \Delta \omega^{\prime \prime}$ and $\Delta \kappa^{\prime \prime}$ indicating errors in the corresponding elements of relative orientation of two adjacent models.

Point transfer in $y$ can be solved very precisely with point transfer devices marking, at the very least, the point on the middle photograph. Therefore (1.24) contains valuable information.

Errors of relative orientation cause very noticable discrepancies in $Z$ that can be divided into a shift and a part which is a linear function in (Y). The shift contains the influence of errors in $\phi$ and $\tau$, and disappears in the process of model connection by (1.23). The second part can be expressed, as shown in Appendix VII, as:

$$
\Delta Z=Y Z\left(\frac{1}{Z}\left(\Delta \omega^{\prime}+\Delta \omega^{\prime \prime}\right)+\frac{1}{B}\left(\Delta \kappa^{\prime \prime}-\Delta \kappa^{\prime}\right)\right) \quad\left(V I I .2^{\prime}\right)=(1.25)
$$

(1.24) and (1.25), applied as correction equations, form the most complex way of the proposed strip homogenization.

Care schould be taken as to degrees of freedom and data distribution. Clearly, the first model has to be kept unchanged. Even though (1.24) and (1.25), when applied to a strip of just 2 models, yield a singular system. Geometrically this means that we cannot separate the influence of $k$ errors, resulting in a minor rotation of the model around the $X$-axis, from the influence of $\omega$ errors, resulting in a torsion of the model surface. Therefore, the relative orientation of the first and last models of each strip should remain unchanged in the homogenizing process.

Good passpoint distribution yields well conditioned systems. However, if this is not the case (or there is ground for suspicion in this respect), one has to sacrifice a certain degree of flexibility, and to involve in the $v^{T} W v=m i n ~ c o n d i t i o n ~ t h e ~ u n k n o w n s ~ t h e m s e l v e s ~(w i t h ~ a ~ s u i t a b l e ~ w e i g h t, ~$ naturally). This way, undesired effects of "overcorrection" can be avoided.

In cases where only the heights have to be determined with high accuracy, the process can be considerably simplified. If the point transfer in $y$ is not solved adequately, (1.24) has not to be applied. The surface of each model, as long as heights are concerned, becomes a hyperbolic paraboloid
as a result of errors in relative orientation /6/. We cannot correct for the paraboloid. Therefore the homogenization can be set up with unknowns that are parameters of the individual hyperboloids $\mathrm{a}^{\prime-} \mathrm{b}^{\prime \prime}$ :

$$
\begin{equation*}
a^{\prime} Y+b^{\prime} X Y-\left(a^{\prime \prime} Y+b^{\prime \prime X Y}\right)=\Delta Z \tag{1.26}
\end{equation*}
$$

(1.26) means noneglections when compared with (1.25). A further simplification can be considered, that of replacing hyperboloids by planes. In this case:

$$
\begin{equation*}
a^{\prime} Y-a^{\prime \prime} Y=\Delta Z \tag{1.27}
\end{equation*}
$$

Although (1.27) means neglections, it has a very important advantage: it yields safe, well-conditioned systems even for relatively weak passpoint configurations. The planes replacing the hyperboloids are symmetrically oriented, and this way the neglection is somewhat compensated: its rest hardly exceeds the noise level of $Z$-transfer errors.

Naturally, whether applying (1.26) or (1.27), the notices on degrees of freedom and data distribution given before remain valid.

Strip homogenization with (1.27) has been applied in the practice of production since 1975 by Berger Associates, Columbus, Ohio. Experience indicates that results are, at least in $Z$, not only of equal quality but, as a tendency, identical to the results of triplet triangulation /12/.

## 2. BLUNDER PROCESSING

As major tasks, blunder processing involves data amount and distribution checking, blunder searching (blunder detection and location), and the connected task of tolerance determination. All these can be considered on a general leve], and on the level of some application - in our case that of self checking photogrammetric relative orientation and strip formation, as introduced in part 1. This second being our subject, general discussion will be kept here to a minimum with the exception of introducing the concept of geometric weights which seems to us inevitable. Otherwise three major sources of the related special literature will be cited: the pioneering work of Baarda /15/, the article of Kraus concerning practice /16/, and the recent complex study by Stefanovic /17/. Concentrating on the tasks of blunder processing in analytical relative orientation and strip formation we limit all discussions to the case of "indirect observations". Naturally, the concepts involved can be extended, without much difficulty, to other cases of least squares techniques.

### 2.1 Introducing the concept of geometric weight coefficient matrix

Let us consider the system of $n$ correction equations

$$
\begin{equation*}
A x=l+v \tag{2.1}
\end{equation*}
$$

where $A$ is the coefficient matrix of unknowns,
$x$ is the vector of $u$ unknowns,
$l$ is the vector of observations, and
$v$ is the vector of residuals.
$r=n-u$ denotes theredundancy of this system, and $r / n$ is termed as relative redundancy. When $r=0$ the vector of residuals $v$ becomes 0 , meaning that in such case the solution absorbes the observational errors. In an opposite extreme with all observations repeated infinite times ( $r=\infty$ ) no error absorption occurs, and the vector of residuals will correspond to the vector of observational errors $\varepsilon$. As shown in /17/, residuals and observational errors are connected by the relationship

$$
\begin{equation*}
v=-Q_{v v} W \varepsilon \tag{2.2}
\end{equation*}
$$

where $Q_{v v}$ is the cofactor matrix of residuals, and $W=Q_{l l}^{-1}$ is the weight matrix of observed quantities. $W$ is an a-priori matrix and its elements do
not change in the process of adjustment. Therefore the a-posteriori matrix $Q_{v v}$ contains the coefficients describing the error absorption in the process of adjustment.

Hungarian geodesists-practitioners apply the expression "geometric weight", and in the U.S. I have heard the expression "geometric constraint", both in the following sense: when a measured quantity has a large geometric weight it will have large influence on the unknowns to be determined, and the corresponding residual after the adjustment is expected to be small even if some rude error is distorting theat measurement. This weight or constraint is felt to be depending on data distribution and mathematical model.

Considering (2.2) it is easy to notice that the error absorbing capacity of the process and the "geometric weights" express reciprocal tendencies. They are the proper interpretation of the cofactor matrix of residuals $Q_{V V}$, which therefore could be given the name "geometric weight coefficient matrix". This would mean, naturally, the introduction of another - a-posteriori weight concept, being contraversial because of the danger of simplistic understanding. So the reader has to judge whether the advantages of this principle outweigh the dangers of misinterpretation.

## *

The reader will remember that the variance-covariance matrix of residuals $\sum_{\mathrm{vv}}$ can be written, by definition, as

$$
\Sigma_{v v}=E\left[\left(v-\mu_{v}\right)\left(v-\mu_{v}\right)^{T}\right]=E\left[v v^{T}\right]-\mu_{v} \mu_{v}^{T}=E\left[v v^{T}\right]
$$

with $\mu_{v}$ the first moment (expectation of the mean) of residuals which is equal to 0 in an unbiased adjustment, and

$$
\begin{equation*}
Q_{v v}=\sigma_{o}^{-2} \Sigma_{v v}=\sigma_{o}^{-2} E\left[\mathrm{vv}^{T}\right] \tag{2.3}
\end{equation*}
$$

where $\sigma_{0}^{-2}$ denotes the reference variance. Appendix VIII contains a derivation of $Q_{v v}$.

In the case of some ideal adjustment the expectation of variance of each "homogenized" residual should be equal to the variance of the observational errors. For an adjustment free of bias the reference variance $\sigma_{o}^{2}$ is the least squares' estimate of the variance of observational errors with the a-priori weight unity. With regard to (2.3) this means that $Q_{v v}$ should be
equal to the unit matrix $I$. This is the extreme case mentioned above with $r=\infty$. In the other extreme case with $r=0$ diagonal elements in $Q_{v v}$ become 0 . For all intermediate cases - where all practice belongs - these geometric weight coefficients are intermediate values, indicating the measure of error absorption in the area of each point /15/. Given this measure, residuals can be "scaled":

$$
\begin{equation*}
\overline{\mathrm{v}}:=\overline{\mathrm{Q}}_{\mathrm{vv}}^{-\frac{1}{2}} \mathrm{v} \tag{2.4}
\end{equation*}
$$

where $\bar{Q}_{v v}$ denotes (diag $Q_{v v}$ ).

The expression "scaling of residuals" in connection with (2.4) is misleading when understood literally. Random errors in all the observations mean random tensions to the mathematical model (2.1), and therefore individual "scaled" residuals $\overline{\mathrm{v}}_{\mathrm{i}}$, being tensions introduced to the model, are in no linear relationship with observational errors. In other terms: (2.4) is not a direct consequence of (2.2). These questions will be explicitely dealt with in chapter 2.2 .
x

An often applied way of handling a-priori weights is the homogenization of the system of observational equations so to arrive at an uncorrelated equal weight situation. As a result of homogenization a-priori weights become implicit. On the other hand, "geometric weights" always have to be considered as implicitely present in the starting equations. When so understood, the "scaling of residuals" in form of (2.4) becomes natural as takint into account these weights

The application of (2.4) yields equally accurate residuals $\bar{v}$. With them, as proven in Appendix IX, the reference variance can be counted as

$$
\begin{equation*}
\sigma_{0}^{2}=\frac{1}{n} v^{T} \bar{Q}_{v v}^{-\frac{1}{2}} Q_{l l}^{-1} \bar{Q}_{v v}^{-\frac{1}{2}} v=\frac{1}{n} \bar{v} w \bar{v} \tag{2.5}
\end{equation*}
$$

The denominator in (2.5) is the number $n$ of observation equations because the influence of error absorption has been taken into account by (2.4) This a-posteriori homegenization is understandable with regard to (2.2), as well.

It appears very obvious to interpret the role played by $Q_{v v}$ as geometric weight coefficient matrix in counting influences of partial data elimination (a matter extensively treated in Stefanovic /17/).

Let us denote the residual on a point having participated in the adjustment by $\mathrm{v}^{+}$, and the corresponding residual when the point has been removed from the adjustment by $\mathrm{v}^{-}$(not to be mistaken for $\overline{\mathrm{v}}$ : the scaled residual in (2.4)). It is easy to comprehend the geometric meaning of processes and formulas when keeping in mind some point, loosely speaking, "of large geometric weight" and correspondingly with small diagonal geometric weight coefficient $q_{i i}$. E.g. in case of relative orientation of photographs some remote point standing alone in the corner of the model (2.2.3.1.1). $\mathrm{v}^{+}$in this point is to be expected small according to formula (2.2). The "scaled" residual $\overline{\mathrm{v}}$ can be determined by applying (2.4) and expresses the tension introduced by this point into the adjustment. Removing the point from the adjustment means removing this tension. The geometric weight of the point exercises a reverse effect in this case and therefore $\mathrm{v}^{-}$can be determined as

$$
\begin{equation*}
v^{-}=\left(Q^{+}\right)^{-\frac{1}{2}} \bar{v} \tag{2.6}
\end{equation*}
$$

where $Q^{+}$denotes the corresponding submatrix (the corresponding diagonal element) of $Q_{v v}$ counted with the elements of the adjustment with the point participating. (2.6) is valid for groups of points, as well. For this, $\bar{v}$ also has to be counted with the corresponding submatrix of $Q_{V v} / 17 /$.

Submatrices of $Q_{v v}$ include off-diagonal elements. Off-diagonal elements in $Q_{v v}$ express the functional dependence of residuals. As a result of the functional dependence of residuals, $Q_{V v}$ is singular (of rank $r$ ). In addition it is idempotent. Therefore all submatrices which are of greater size than $r \times r$ are singular. In this form the fact is expressed that the equation system cannot be solved when less than $u$ observations are present. This means that when removing more than $r$ points from the adjustment (2.6), looses its sense /17/.

To determine the cofactor submatrix in (2.6) as a function of elements of the new adjustment with the point(s) removed, one has to apply to (2.1) as to a function the rules of propagation of variances and covariances. The corresponding elementary deduction yields

$$
\begin{equation*}
Q_{f f}^{-}=Q_{v^{-} v^{-}}=I+A_{i} Q_{x x}^{-} A_{i}^{T} \tag{2.7}
\end{equation*}
$$

where $A_{i}$ is the corresponding row in the coefficient matrix of unknowns, and $Q_{X x}^{-}$is the cofactor matrix of unknowns determined in the adjustment with the point(s) removed. Comparing (2.6) and (2.7), the following equality should exist when $Q_{11}=I$ (weighting is inapplicable to $Q_{f f}$ ):

$$
\begin{equation*}
\left(Q^{+}\right)^{-1}=Q_{f f}^{-} \tag{2.8}
\end{equation*}
$$

or, with more details:

$$
\begin{equation*}
\left(I-A_{i} Q_{x x}^{+} A_{i}^{T}\right)^{-1}=I+A_{i} Q_{x x}^{-} A_{i}^{T} \tag{2.9}
\end{equation*}
$$

This relationship, speaking for the concept of geometric weights, is proven in Appendix $X$.
x

Elements of $Q_{v v}$ express the "strength of the figure" to be adjusted /15/. As $Q_{v v}$ is counted without the vector $l$ of observed quantities, it is possible to estimate its elements in advance at the stage of network planning. Diagonal elements in $Q_{v v}$ should dominate, and be close to each other in value. High mutual dependence of any two residuals has to be avoided in order to assure adequate blunder location (this involves checking the corresponding $2 \times 2$ submatrices of $Q_{v v}$ on singularity). All this can be achieved by changing data amount and/or data distribution. In Baarda's words observations of a network planned this way become "equivalent": of equal unknown determining strength, and equally well checked (see later). - In this very prominent application $Q_{v v}$ appears explicitely as "geometric weight coefficient matrix", yielding numerical characteristics of the geometric quality ("strength") of the network.

Further extremely important relationships containing $Q_{v v}$ are given by Stefanovic /17/. All of them can be interestingly interpreted in the light of our concept. Still further examples of such interpretation will occur in the course of this work.
2.2 Blunder detection ${ }^{\mathrm{x} /}$

### 2.2.1 General

Let us exclude a point (or a group of points) from the set of data, and perform the adjustment with the rest of data. If this new set yields a well conditioned system, and contains just "random" errors (as opposed to blunders), we expect $\mathrm{v}^{-}$of the excluded point to be equal to the observational error(s) $\varepsilon$;

$$
\begin{equation*}
E\left[v_{\nabla}^{-}\right]=\varepsilon \tag{2.10}
\end{equation*}
$$

where the index $\nabla$ indicates the point excluded. The accuracy of this equality can be assessed with the help of the cofactor matrices on any side of (2.8):

$$
\begin{equation*}
E\left[v^{-T} v^{-}\right]=\sigma_{0}^{2} Q_{f f}^{-}=\sigma_{o}^{2}\left(Q^{+}\right)^{-1} \tag{2.11}
\end{equation*}
$$

Correspondingly, in comparisons of the absolute value of $\mathrm{v}^{-}$with some tolerance $\delta$, this tolerance has to vary with the location of the removed point:

$$
\begin{equation*}
\left|v^{-}\right| \leq \delta\left(Q^{+}\right)^{-\frac{1}{2}} \tag{2.12}
\end{equation*}
$$

With regard to (2.6) this can be rewritten as

$$
\begin{equation*}
|\bar{v}| \leq \delta \tag{2.13}
\end{equation*}
$$

(2.13) is of central importance in blunder detection. It shows that scaled residuals are "equally well checked" /15/ all over the network, and therefore the maximal absolute scaled residual indicates the worse point with high probability. In ill conditioned systems and in systems with low relative redundancy symmetricities occur which result in high functional dependence among residuals. In such systems, especially with additional blunders present, such indication becomes uncertain or even singular /17/.

The geometric essence of the application of (2.13) remains as described by
$x /$ As treated in this section, blunder detection involves both the "detection" and the "location" of blunders, as defined by Stefanovic /17/.
(2.10) and (2.12) ${ }^{\mathrm{x} /}$ Therefore the sensitivity of blunder detection by this method is dependent on the geometric weight coefficient of the point in question. Considering (2.11) and (2.12) the tolerance can be based on some a-priori estimate $\sigma^{2}$ of the reference variance $\sigma_{0}^{2}$, and on some multiplyer to it defining bounds of "random" errors (as opposed to blunders) in the particular distribution, generally taken for 3 . In such case the minimal undetectable blunder $\nabla_{\text {min }}$ can be written as

$$
\begin{equation*}
\left|\nabla_{\min }\right| \leq 3 \sigma\left(Q^{+}\right)^{-\frac{1}{2}} \tag{2.14}
\end{equation*}
$$

meaning, as compared with (2.10) and (2.11), that within these limits the blunder $\nabla$ can be compensated by random influences. (2.14) shows another time that points of networks planned so to yield nearly equal (and dominating within $\mathrm{Q}_{\mathrm{Vv}}$ ) geometric weight coefficients will be checked equally well.

### 2.2.2 Review of methods

First of all one should differentiate between methods of blunder detection aiming at individual differences as test values and those aiming at quadratic forms. Quadratic forms, especially when corresponding to large groups of points, are apt to hide small blunders. They are usually compared with tolerances determined with the help of the $\chi^{2}$ or of the F-distribution. Stefanovic describes a better, partially empirical way of determining tolerances for quadratic forms which yields tighter values /17/. This improvement hardly can solve the problem for large groups of points, however.
x

As it has been shown in the previous section, the right way of checking
x/ This means that applying (2.13) for blunder detection corresponds to first, excluding temporarily the most suspicious point out of the adjustment as indicated by the maximal absolute scaled residual $|\overline{\mathrm{v}}|$, and second, repeating the adjustment, and comparing $\left|\mathrm{v}^{-}\right|$of the temporarily excluded point with a tolerance depending upon geometric weight in accordance with (2.12). This direct way may be of advantage in computer programs especially when original error equations are not linear. So it is realized in program MODEL for checking relative orientation, as well.
individual differences is concerned with "scaled" residuals, as expressed by (2.13). One can imagine two other ideas, in certain sense symmetric to this way. The first has been intensively applied in the practice of least squares, and aimes just at the individual residuals themselves.

$$
\begin{equation*}
\left|v_{i}\right| \leqslant \delta \tag{2.15}
\end{equation*}
$$

The second can be expressed as

$$
\begin{equation*}
\left|v_{i}^{-}\right| \leqslant \delta \tag{2.16}
\end{equation*}
$$

Taking into consideration the circumstance that a blunder distorts the entire adjustment, blunder processing is in most cases concerned the maximal in its absolute value difference. In the light of this (2.16) corresponds to the checking of the maximal in its absolute value observational error (in the sense of (2.10)), determined by solving the equation system $n$ times, each time with $n-1$ observations involved, and always removing another point (!).

The exact way of setting tolerances in (2.15) has to proceed in correspondence with (2.4), and for (2.16) in accordance with (2.12). In such way, as far as tolerances are concerned, (2.15) and (2.16) go over in (2.13). When, however, $\delta$ is set to a fixed value independent of the location of the point (of the corresponding geometric weight coefficient), blunder detection with (2.15) or (2.16) becomes less sensitive, especially in cases with low relative redundancy.

Apart from problems of sensitivity, the application of (2.15) and (2.16) for finding the worse observation is theoretically inadequate, as shown in connection with (2.13). The connected danger is rising with the relative redundancy growing smaller.

X

The theoretically most comprihensive strategy of blunder searching has been described by Stefanovic /17/. Its essence is the following: one supposes the presence of $k$ blunders, taking $k$ first for 1 , and then, if necessary, each timeraising it by 1 and entering the process again. For $k=1$ the process corresponds to a checking according to (2.13). In addition, the quadratic form corresponding to the rest of observations ( $\bar{q}^{2}$ ) is com-
pared with a suitable tolerance. When $k>1$, groups of observations containing $k$ points each are checked and opposed to the rest of $n-k$ points. All possible combinations without repetition are checked. (2.6) in form of

$$
\begin{equation*}
\Delta=\mathrm{v}_{\mathrm{k}}^{\mathrm{T}}\left(\mathrm{Q}_{\mathrm{kk}}^{+}\right)^{-1} \mathrm{v}_{\mathrm{k}} \tag{2.17}
\end{equation*}
$$

is applied. Both groups yield quadratic forms ( $\Delta$ and $\bar{q}^{2}$ ) which are compared with suitable tolerances. "All observations are blunders in those test groups of the smallest size for which $\Delta$ exceeds the tolerance and $\bar{q}^{2}$ does not"/17/.

The weakness of this method lies in the lacking sensitivity of checking the quadratic form $\bar{q}^{2}$. As a result, it works for $k>1$ only for large blunders.

## X

A more sensitive solution can be constructed by applying just (2.13), and retaining the "error and trial" way of blunder processing which generally has been applied for the last decades. This technique means always excluding just the largest blunder, and repeating the adjustment with the rest of data. Finally, all excluded observations are checked by the last solution, and if needed, some of them taken back for a closing blunderfree adjustment. What is very important: when adjusting linear models (not just linearized ones), all the repeated adjustments may be constructed on the basis of a single first adjustment with all the data included. For this, the needed expressions are given in Stefanovic /17/.

The method proposed by Kraus /16/ is a special case which can be derived from the theory given by Baarda /15/. Kraus's coefficient $\mathrm{k}_{\mathrm{i}}$ equivalent to ${ }^{-}$, and therefore his method is ic ${ }^{\text {ascr }}$ previous paragraph. aspects by work are: the formulas which connect adjustments with and without the blunders (Stefanovic), the relationships proven in Appendices IX and X, and a considerably better geometrical understanding of the processes (contributions to the variance by groups of points by Stefanovic, the geometric weight concept, and to some extent the interpretations grouped around formulas (2.10) - (2.14) and (2.16)).

### 2.2.3 Blunder detection as applied to analytical relative orientation and strip formation

Table 2.1 provides a review of technologies of analytical aerial triangulation as applied in our days. Processes are divided into three stages, referred to as first, second, and final. Data amount and applied degrees of freedom grow drastically from one stage to the next. The same can be stated about the costs of performing them.

Ideally, all stages had to contain processes of blunder detection. Technical and economical considerations put limits to this. These limits are the more prohibitive the more complex and the more expensive the process. In order to provide guaranties against the widely spread phenomenon of (to put it bluntly) "rough garbage in - smooth garbage out", sophisticated blunder detection has to be applied at least in all preliminary stages.

The essential logic of basing blunder detection on the starting "differentiated" stages is that of sequential elimination. So, the exclusion of points with erroneous vertical parallaxes in the process of relative orientation is inevitable for a successful blunder detection in model connection. Blunder elimination in the process of model connection is of extreme importance for strip homogenization. A "differentiated" (sequential) block adjustment, whether polynomial or "of independent models", copes greatly safer with blunders, when blunders in creating the models (or sections), and in passpoints within each strip have been previously eliminated; and so on. In

Table 2.1
Stages in computational technologies of analytical aerial triangulation

our opinion and experience, such sequential ways of blunder elimination are highly satisfactory and economical. In this respect we do not agree with Förstner /19/.

### 2.2.3.1 Numerical examples regarding aspects of blunder detection in analytical relative orientation

### 2.2.3.1.1 Point distribution; examples of $Q_{V v}$

$Q_{V V}$ is a symmetric $n \times n$ matrix of rank $r<n$. Off-line elements in $Q_{v v}$ express the functional dependence of residuals. The following expressions are valic /17/:

$$
\begin{align*}
& q_{i i}={ }_{k}^{n} \underline{E}_{1} q_{i k}^{2}  \tag{2.18}\\
& q_{i j}={ }_{k}^{n} \underline{E}_{1} q_{i k} q_{j k}  \tag{2.1}\\
& 0 \leq\left|q_{i j}\right| \leq q_{i i} q_{j j}  \tag{2.20}\\
& n \\
& i=1 q_{i i}=r \tag{2.21}
\end{align*}
$$

As a consequence of (2.21), the average diagonal element of $Q_{v v}$ is equal to $\mathrm{r} / \mathrm{n}$.
A. Example with $\mathrm{n}=6$

In this case $r=n-u=1$, and therefore all rows and columns of $Q_{v v}$ are linear combinations of each other (they are proportional among themselves). This is an expression of the total uncertainty of blunder detection when $r$ = 1: at the very best, the presence of some blunder can be indicated but the blunder cannot be located.

| N | Qvv | Scheme |
| :---: | :---: | :---: |
| IU1U | -_. $\quad .13$. $06-.09 \quad .16-.07$ |  |
| 1030 | . 25-. 13 . $17-.33$. 14 | 101 |
| 1050 | . $06-.08$. $16-.07$ |  |
| 2010 | . $11-22$. 10 | 103 |
| 2030 | . $43-.19$ |  |
| 2050 | symmetric $.08$ | 105 |

B. Example with $\mathrm{n}=15$

Scheme of point distribution


Scheme of distribution of $\sqrt{q_{i i}}$



This example illustrates the important fact that an even point distribution does not result in an even distribution of geometric weights.
C. Example with $\mathrm{n}=10$ evenly distributed points (minimal advicable set /11/)

Scheme of point distribution


D. Second example with $\mathrm{n}=10$ : less variance along the main diagonal, but with singular submatrix 1030-2030

Scheme of point distribution

E. Case with $n=8$ (minimal acceptable set)

F. Two cases with $n=7$ (both unacceptable for checking)



Scheme of point distribution


Scheme of point distribution


### 2.2.3.1.2 Error absorption

Tables 2.2-2.5 provide examples of error absorption in the process of analytical relative orientation. In all cases, vertical parallaxes in all points have been perturbed with random errors of $\sigma= \pm 0.01$ ( mm ), and in each case one of the vertical parallaxes distorted with a blunder $\nabla=0.05$ (mm). When comparing "geometric weight coefficient matrices" $Q_{v v}$ as given in 2.2.3.1.1, one can see that the last ones govern the extent of error absorption. The aim of tables 2.2-2.4 is to illustrate how the blunder $\nabla=5 \sigma$ virtually disappears as a result of error absorption, and nevertheless
is rightly indicated by applying (2.13) - with the natural exception of case 2.3 with $\mathrm{r}=1$. Table 2.5 indicates that a point with a relatively large "geometric weight coefficient" resists error absorption.

In all tables, $\sigma_{0}$ is computed. An $F$-distribution test at significance level of 0.05 failes only in two of these cases. This indicates another time that testing the reference variance $\sigma_{0}$ is unsatisfactory for blunder detection purposes /17/.

Table 2.2

Point distribution: "E" in 2.2.3.1.1 or in table 2.6 Right side y of point 2010 distorted by 0.05 mm

| N | v | $\sqrt{q_{i i}}$ | $\overline{\mathrm{v}}$ |
| :---: | :---: | :---: | :---: |
| 1010 | .004 | .49 | .009 |
| 1030 | .004 | .56 | .007 |
| 1050 | .001 | .50 | .001 |
| 1011 | -.013 | .82 | -.016 |
| 1051 | -.005 | .82 | -.006 |
| 2010 | .008 | .50 | $.017<--\max$ abs |
| 2030 | -.004 | .59 | -.007 |
| 2050 | . .005 | .51 | .009 |

Table 2.3

Right side y of point 1010 distorted by 0.05 mm


Point distribution: "B" in 2.2.3.1.1 or in table 2.6 Right side $y$ of point 1010 distorted by 0.05 mm

|  | N | v | $\sqrt{q_{i i}}$ | $\overline{\mathrm{v}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| xxx | 1010 | . 027 | . 619 | . 043 | <-- abs max |
|  | 1020 | -. 022 | . 831 | -. 026 |  |
|  | 1030 | . 002 | . 848 | . 003 |  |
|  | 1040 | . 005 | . 849 | . 005 |  |
|  | 1050 | -. 003 | . 631 | -. 005 |  |
|  | 1011 | -. 025 | . 842 | -. 030 |  |
|  | 1021 | -. 003 | . 948 | -. 004 |  |
|  | 1031 | . 001 | . 924 | . 001 |  |
|  | 1041 | . 014 | . 942 | . 015 |  |
|  | 1051 | -. 002 | . 841 | -. 002 |  |
|  | 2010 | . 003 | . 643 | . 005 |  |
|  | 2020 | . 013 | . 876 | . 015 |  |
|  | 2030 | . 003 | . 834 | . 003 |  |
|  | 2040 | -. 006 | . 857 | -. 007 |  |
|  | 2050 | -. 004 | . 647 | -. 006 |  |
|  |  | $\pm .015$ |  |  |  |
|  |  | $\sigma^{2}>F$ | 12, ${ }^{\circ}$ | > 1.8 |  |

Table 2.5

Point distribution: "E" in 2.2.3.1.1 or in table 2.6 Right side y of point 1051 distorted by 0.05 mm

| N | v | $\sqrt{\mathrm{q}_{\mathrm{ii}}}$ | $\overline{\mathrm{v}}$ |
| :---: | :---: | :---: | :---: |
| 1010 | -.001 | .494 | -.002 |
| 1030 | -.006 | .561 | -.011 |
| 1050 | -.012 | .498 | -.025 |
| 1011 | .008 | .816 | .010 |
| 1051 | .031 | .817 | $.038<--\mathrm{abs} \max$ |
| 2010 | -.007 | .500 | -.014 |
| 2030 | . .006 | .591 | .010 |
| 2050 | -.019 | .511 | -.037 |
|  | $\sigma_{0}= \pm .023$ |  |  |
|  | $\sigma_{0}^{2} / \sigma^{2}>\mathrm{F} .05,3, \infty(5.3>2.6)$ |  |  |

2.2.3.1.3 Comparative effectiveness of different ways of blunder detection

A series of numerical relative orientation examples has been computed with simulated data. Table 2.6 summarizes the results of 400 of them. There have been chosen 5 different characteristic point distributions (columns 1 and 6 ). Within each distribution, "rounds" of experiments have been computed, each round with a different value of a blunder (column 2). In table 2.6, each round is represented by one row. Within each round, $n$ relative orientations have been performed (with $n$ the number of points in the corresponding point distribution), and each time distorting the right side $y^{\prime \prime}$ of another point by the corresponding blunder. Other points have been distorted by normally distributed $\delta y^{\prime \prime}$ errors with a standard of $\pm 0.01 \mathrm{~mm}$. After the closing iteration, the points with $\max |\overline{\mathrm{v}}|, \max \left|\mathrm{v}^{-}\right|$, and with max $|\mathrm{v}|$ have been found, and mistakes in indications of the blunder counted. Columns 3 - 5 of table 2.6 contain the results.

While the indicator max $|\bar{v}|$ shows no mistakes above a corresponding blunder level even in the case with $n=8$ points (column 3 ), the indicators in columns 4 and 5 need 15 points for the same safety in blunder location.

Table 2.7 contains detailed results in one of the experiments participating in table 2.6 ( $n=10$, even distribution of points). Point 1010 in the corner of the model has been distorted. But because points in the corner possess very large "geometric weight", they influence the adjustment strongly, and past the adjustment show small residuals. In the case considered, the maximal $|v|$ occurs in point 1020. - Similar situations occur in all experiments within this point distribution pattern, when distorting one of the corner points.

Checking max $\left|\mathrm{v}^{-}\right|$causes still more troubles because residual dependence plays an important role in this case, as well.

No problems are accounted when checking max $|\overline{\mathrm{v}}|$.

Table 2.8 contains detailed results for the experiment within point distribution "D", where the indicator max $|\bar{v}|$ failed in locating a blunder of $4 \sigma$ (table 2.6). This is an example illustrating the danger of high dependence of two residuals. The corresponding submatrix of $Q_{v v}$ is singular (2.2.3.1.1, "D"):

$$
D_{1030-2030}=\left|\begin{array}{rr}
0.38 & -0.40 \\
-0.40 & 0.42
\end{array}\right| \simeq 0
$$

Table 2.6

| $\begin{gathered} n \\ === \\ \sqrt[3]{q_{i i_{m i n}}} \end{gathered}$ |  | M i s t akes |  |  | Scheme of point distribution |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\max \|\overline{\mathrm{v}}\|$ | $\max \left\|\mathrm{v}^{-}\right\|$ | $\max \|\mathrm{v}\|$ |  |
| 1 | 2 | 3 | 4 | 5 | 6 |
| $\begin{gathered} 15 \\ === \\ 0.63 \end{gathered}$ | $\begin{aligned} 3 & \sigma \\ 4 & \sigma \\ 5 & \sigma \\ 6 & \sigma \\ 7 & \sigma \\ 8 & \sigma \\ 9 & \sigma \\ 10 & \sigma \end{aligned}$ | 2 13 $\%$ <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   | 4 27 $\%$ <br> 2 13 $\%$ <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   | $\begin{array}{lrl} 3 & 20 & \% \\ 2 & 13 & \% \\ 1 & 7 & \% \\ 1 & 7 & \% \\ 0 & & \\ 0 & & \\ 0 & & \\ 0 & & \end{array}$ |  |
| $\begin{gathered} 10 \\ === \\ 0.50 \end{gathered}$ | $\begin{aligned} 3 & \sigma \\ 4 & \sigma \\ 5 & \sigma \\ 6 & \sigma \\ 7 & \sigma \\ 8 & \sigma \\ 9 & \sigma \\ 10 & \sigma \end{aligned}$ | $\begin{array}{lll} 3 & 30 & \% \\ 0 & \\ 0 & \\ 0 & \\ 0 & \\ 0 & \\ 0 & \\ 0 & & \end{array}$ | $\begin{array}{lll}7 & 70 & \% \\ 5 & 50 & \% \\ 5 & 50 & \% \\ 5 & 50 & \% \\ 5 & 50 & \% \\ 5 & 50 & \% \\ 5 & 50 & \% \\ 5 & 50 & \%\end{array}$ | 4 40 $\%$ <br> 4 40 $\%$ <br> 4 40 $\%$ <br> 4 40 $\%$ <br> 4 40 $\%$ <br> 4 40 $\%$ <br> 4 40 $\%$ <br> 4 40 $\%$ |  |
| $\begin{gathered} 10 \\ ==== \\ 0.63 \end{gathered}$ | $\begin{aligned} 3 & \sigma \\ 4 & \sigma \\ 5 & \sigma \\ 6 & \sigma \\ 7 & \sigma \\ 8 & \sigma \\ 9 & \sigma \\ 10 & \sigma\end{aligned}$ | 2 20 $\%$ <br> 1 10 $\%$ <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   <br> 0   | $\begin{array}{lll}1 & 10 & \% \\ 1 & 10 & \% \\ 1 & 10 & \% \\ 1 & 10 & \% \\ 1 & 10 & \% \\ 1 & 10 & \% \\ 1 & 10 & \% \\ 1 & 10 & \%\end{array}$ | 2 20 $\%$ <br> 1 10 $\%$ <br> 1 10 $\%$ <br> 1 10 $\%$ <br> 1 10 $\%$ <br> 1 10 $\%$ <br> 1 10 $\%$ <br> 1 10 $\%$ |  |
| $\begin{gathered} 8 \\ == \\ 0.50 \end{gathered}$ | $\begin{aligned} 3 & \sigma \\ 4 & \sigma \\ 5 & \sigma \\ 6 & \sigma \\ 7 & \sigma \\ 8 & \sigma \\ 9 & \sigma \\ 10 & \sigma \end{aligned}$ | 6 75 $\%$ <br> 4 50 $\%$ <br> 2 25 $\%$ <br> 1 12 $\%$ <br> 1 12 $\%$ <br> 0   <br> 0   <br> 0   | $\begin{array}{lll}6 & 75 & \% \\ 5 & 62 & \% \\ 4 & 50 & \% \\ 3 & 38 & \% \\ 3 & 38 & \% \\ 3 & 38 & \% \\ 3 & 38 & \% \\ 3 & 38 & \%\end{array}$ | 5 62 $\%$ <br> 5 62 $\%$ <br> 5 62 $\%$ <br> 5 62 $\%$ <br> 5 62 $\%$ <br> 5 62 $\%$ <br> 5 62 $\%$ <br> 5 62 $\%$ |  |
| $\begin{gathered} 7 \\ === \\ 0.28 \end{gathered}$ | $\begin{aligned} 3 & \sigma \\ 4 & \sigma \\ 5 & \sigma \\ 6 & \sigma \\ 7 & \sigma \\ 8 & \sigma \\ 9 & \sigma \\ 10 & \sigma\end{aligned}$ | $\begin{array}{lll}3 & 43 & \% \\ 3 & 43 & \% \\ 3 & 43 & \% \\ 2 & 28 & \% \\ 2 & 28 & \% \\ 2 & 28 & \% \\ 3 & 43 & \% \\ 3 & 43 \%\end{array}$ | $\begin{array}{lll}6 & 86 & \% \\ 6 & 86 & \% \\ 6 & 86 & \% \\ 6 & 86 & \% \\ 6 & 86 & \% \\ 6 & 86 & \% \\ 6 & 86 & \% \\ 6 & 86 & \%\end{array}$ | 5 71 $\%$ <br> 5 71 $\%$ <br> 5 71 $\%$ <br> 5 71 $\%$ <br> 5 71 $\%$ <br> 5 71 $\%$ <br> 5 71 $\%$ <br> 5 71 $\%$ |  |

Right side $y$ of point 1010 distorted by 0.10 mm

| N | v | $\sqrt{q_{i i}}$ | $\overline{\mathrm{v}}$ |
| :---: | :---: | :---: | :---: |
| xxx |  | .010 | .029 |
| 1020 | -.041 | .481 | $.061<--\mathrm{abs} \max$ |
| 1030 | -.000 | .807 | -.051 |
| 1040 | .009 | .816 | -.000 |
| 1050 | .003 | .504 | .012 |
| 2010 | -.016 | .523 | -.006 |
| 2020 | .007 | .850 | .008 |
| 2030 | .015 | .784 | .019 |
| 2040 | .015 | .825 | .018 |
| 2050 | -.021 | .526 | -.040 |

Table 2.8

|  | le y | $\text { nt } 20$ | $\sqrt[r t e d]{\sqrt{q_{i}}}$ | $\mathrm{O} \frac{\mathrm{~mm}}{\mathrm{v}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1010 | . 007 | . 723 | . 009 |  |
|  | 1020 | . 000 | . 723 | . 000 |  |
|  | 1030 | -. 014 | . 615 | -. 023 | <-- abs max |
|  | 1040 | . 008 | . 725 | . 011 |  |
|  | 1050 | -. 002 | . 725 | -. 002 |  |
|  | 2010 | -. 010 | . 725 | -. 014 |  |
|  | 2020 | . 003 | . 725 | . 004 |  |
| xxx | 2030 | . 014 | . 647 | . 022 |  |
|  | 2040 | . 005 | . 727 | . 007 |  |
|  | 2050 | -. 014 | . 727 | -. 019 |  |

### 2.2.3.2.1 General processes of blunder detection in programs PHOTO and MODEL

Formal errors in recorded data, differences of repeated readings, and film deformation are checked in program PHOTO. This program contains a preliminary checking of data amount (for relative orientation and model connection), as well. All further checking is performed in program MODEL.

Blunder detection in relative orientation is performed in two connected processes: one of data amount and distribution checking, and second of applying (2.13) to (1.21). Each time, when a point has to be excluded, the first process is repeated before continuing the adjustment.

After the adjustment, vertical parallaxes in all "other" points (not having participated in the adjustment) are compared with a fixed tolerance inde-
pendent of the point's location.

Model connection is checked in a theoretically similar way. Beside passpoint distribution and discrepancies in passpoints, parallelity of the corresponding axes of model coordinate systems is checked. This last checking results in warning messages.
(2.13) is not applied in strip homogenization as blunders have been excluded in the processes of sequential model connections. Discrepancies in passpoints past strip homogenization are compared with tolerances independent of the points' location. Rejected points do not appear in the output file of strip coordinates.

Angular corrections determined in the process of strip homogenization are compared with suitable tolerances, as well. This checking results in warning messages.

## $x$

"Intermediate" and "final" tolerances are applied. Intermediate tolerances are relevant to processes such as preliminary model connection by shifting and scaling, while final tolerances apply to the final coordinates past strip homogenization. Naturally, intermediate tolerances have to be somewhat looser.

Final tolerances in PHOTO and MODEL are a uniform system based upon a single accuracy characteristic $t$ of photogrammetric measurements (upon the standard accuracy of measuring vertical parallaxes, as specified in input data). Some options of the programs make interference with this system of tolerances possible.

The whole system of tolerances is in the first line empirical, and evolved in the process of some 12 years of application in widely varying circumstances. The following notes can be given on the most important elements of this system:
a/ in the practice, $t$ is chosen between 0.010 and $0.015 \mathrm{~mm}-\mathrm{s}$; when working exclusively with signalized points, $t$ can be chosen smaller;
b/ deviations of repeated readings of image coordinates (or of readings transverted to such coordinates) from their mean are kept within $\pm t$;
c/ $\delta$ in (2.13) for relative orientation is taken for $3 t$;
d/ the "final" tolerance $\mu_{X Y}$ for checking $Y$ model coordinate discrepancies in passpoints is determined as follows:

In recent decades aerial photography for mapping purposes became highly standardized with regard to applying image format $23 \times 23 \mathrm{~cm}^{2}$, and a camera constant of 152 mm . This explaines the general belief according to which the accuracy of determining horizontal coordinates of terrain points, when expressed in the scale of the photographs, yields a measure of photogrammetric performance suitable for comparisons. However this is not the case, it provides good starting for most purposes.

Experience indicates that $\mu_{X Y}$, expressed in the scale of the photographs, is depending upon the image scale $M$ (fig. 2.1). This has many reasons of quite different nature, nevertheless it has to be taken into account. Therefore the tolerance for checking $Y$ model coordinate differences is determined in correspondence with $\mu_{X Y}$ in fig. 2.1:

$$
\begin{array}{r}
\mu_{X Y}=3 t(1+(M-3000) / 15000) \\
\ldots(2.18)
\end{array}
$$

where $M$ is the denominator of the photo scale; if $M<3000$, it is taken for 3000.
e/ model coordinate discrepancies in Z are compared with a"final" tolerance $\mu_{Z}$ determined as


$$
\begin{equation*}
\mu_{Z}=5 \frac{c}{p} t \tag{2,19}
\end{equation*}
$$

where p is some typical value of the horizontal parallax.

In special cases, $\mu_{X Y}$ and $\mu_{Z}$ have to be determined manually.

My most sincere thanks are due to Dr. Kraus, and to H. Kager, both of the Institute of Photogrammetry of the Technical University of Vienna. They have always been ready to discuss ideas, to criticize manuscripts, and to offer advices. I am much obliged to Dr. Schmid of the T.U. Vienna for his reviewing the manuscript.

## I. 1 Film deformation

In case of side fiducials, a linear affine transformation takes care of the task.

Corner fiducials control better the entity of the photograph, allowing a more complex way of handling film deformation without the dangers of extrapolation. The hyperbolic affine transformation described in /9/ has been applied:

$$
\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{I.1}\\
a_{21} & a_{22} & a_{23}
\end{array}\right]\left[\begin{array}{l}
x_{i}-x_{1} \\
y_{i}-y_{1} \\
\left(x_{i}-x_{1}\right)\left(y_{i}-Y_{1}\right)
\end{array}\right]=\left[\begin{array}{l}
x_{i}-x_{1} \\
Y_{i}-Y_{1}
\end{array}\right]
$$

where $x_{i}, y_{i}$ denote the measured image coordinates,
$X_{i}, Y_{i}$ the corrected image coordinates, and
$a_{11}-a_{23}$ the coefficients of the hyperbolic transformation.
It has to be emphasized that this transformation corresponds to a linear interpolation of film deformation along straight lines (!).

Index 1 refers to the first fiducial. $a_{11}-a_{23}$ are determined by solving two systems of linear equations with 3 unknowns, based upon (I.1) written for fiducials 2-4 separately in $x$ and $y$, and substituting calibrated (laboratory) coordinates for $X_{i}$ and $Y_{i}$. All other points are transformed then by (I.1) applied in two stages: first determining the approximate values of corrected image coordinates $X_{i}^{O}, Y_{i}^{O}$ by using just $a_{11}-a_{22}$, and then counting the hyperbolic corrections (in program messages: the "torsion") $\delta X_{t}$ and $\delta Y_{t}$ as

$$
\begin{align*}
& \delta X_{t i}=a_{13}\left(X_{i}^{O}-X_{1}\right)\left(Y_{i}^{O}-Y_{1}\right)  \tag{I.2}\\
& \delta Y_{t i}=a_{23}\left(X_{i}^{O}-X_{1}\right)\left(Y_{i}^{O}-Y_{1}\right)
\end{align*}
$$

Program PHOTO provides statistics of film deformation for each strip in terms of "affine deformation" and the "torsion" mentioned before (see Appendix II). Denoting by $S$ the side length of a photograph, these deformation characteristics are determined as

$$
\begin{align*}
& \text { affine deformation }=\left(\sqrt{\frac{a_{11}^{2}+a_{12}^{2}}{a_{21}^{2}+a_{22}^{2}}}-1\right) s  \tag{I.3}\\
& \text { torsion in } X=a_{13} s^{2} \\
& \text { torsion in } Y=a_{23} s^{2} \tag{I.4}
\end{align*}
$$

For each strip, systematic, random standard, and maximal random statistics of the above deformation characteristics are determined. Both these statistics, and the individual values of deformation characteristics, are compared with suitable tolerances. Special attention is due to the values of systematic torsion in $X$ and $Y$ providing fine indication of the mechanical stability of the camera itself. Oscillations in individual torsion values indicate, generally, fiducial reading errors. Affine deformation is relatively susceptible to changes in circumstances and therefore less reliable for checking purposes.
(I.1) is applied in the process of joining readings of one and the same photographs in two positions in stereocomparators, as well ("left-to-right position transformations"). Statistics of these transformations provide an extremely reliable mean of checking fiducial readings of all intermediate photographs of a strip.

## I. 2 Optical distorsion

Only radial distorsion is handled. The corresponding formulas /13,14/:

$$
\begin{align*}
r & =\sqrt{x^{2}+y^{2}} \\
r_{c} & =r+\delta r \\
\delta r & =r\left(c_{1}+c_{3} r^{2}+c_{5} r^{4}+c_{7} r^{6}+r(a \cdot \sin \alpha+b \cdot \cos \alpha)\right)  \tag{I.5}\\
& =r\left(c_{1}+c_{3} r^{2}+c_{5} r^{4}+c_{7} r^{6}+a \cdot y+b \cdot x\right)
\end{align*}
$$

where $x, y$ denote image coordinates, coefficients $a, b, c_{1}-c_{7}$ describe optical distorsion, and index c stands for "corrected"; $\alpha$ is the direction angle of the vector pointing to the point.
I. 3 Atmospheric refraction is corrected as described in /9/:

$$
\begin{align*}
& K=-\frac{2410 H}{H^{2}-6 H+250}-\frac{2410 h}{h^{2}-6 h+250}-10^{-6} \\
& r_{c}=K\left(1+\frac{r^{2}}{c^{2}}\right) \tag{1.6}
\end{align*}
$$

where $H$ denotes the flying height, and $h$ the terrain height, both measured in kilometers above the sea level.
I. 4 "Earth curvature" is no systematic error of image coordinates (as it often is treated) but a basic difference of the photogrammetric and of the geodetic coordinate systems. Therefore "Earth curvature" is not relevant to the processes of relative orientation and of strip formation.

APPENDIX II

Example of a REPORT file of programs PHOTO and MODEI

REPORT is an output file containing messages and statistics.
/see the next pages/



## stris 1

TOLERANCES .0


```
RELATIVE ORIENTATION 61 - 62
pelative oqientation 62-63
Relative orientation 63 - 64
```



## APPENDIX III

Abstract of a REPORT file as written by program MODEL. Data are simulated so to illustrate effects of large errors in $x$. Messages for models $4-13$ have been omitted here because they refraine those for the first models. (Past the "fatal error" message the program runs further in a checking mode of operation). The column of "RMS of d.py" (RMSE values of remainder vertical parallaxes) indicates that the normally distributed errors of a standard of $\pm 0.1 \mathrm{~mm}$, introduced into the x image coordinates, did not influence the accuracy of the relative orientation (y image coordinates have been perturbed with normally distributed errors of a standard of $\pm 0.007 \mathrm{~mm}$ ). However, processes of model connection indicate these errors both in $Y$ and $Z$. The errors totally disappear in $X$ model connection discrepancies (see Appendix V).
/see the next page/

##  SIFID

TG：TFATCES－－
FIJO OEMAI．JUER V－pamallaxes：．u30 MM


## ELATIVE ORIENTATIJN 1 －

## elative orientatidn 2 － 3

 fhatos 1－3： $2 \div 10$ FFROP IN TRAHSFEF


> 1.'s?61, EXCLUNF

－－－GuEcK EVEDY FII．IT OH FHOTO ． 2 ：！．－．－

TASUFFICIENT FOR MOOFL CONHECTION
CIS：OPEPGICIIES IN MA BEFORE THE CORRECTION PPOCESS
if $3 x$ Or पZ

－－Check evear point on phcto ． 3 ：！！－－－
＊＊＊STHTO 1：fatal FKROR＊＊＊

## RELATIVE ORIFNTATION－ 5

－بCTOS $\because-5$ ：NUNECD CF UNEXCLIJTEC PASSOOIHTS
thasufficlent for monfl Connection
MOCEL CJHEECTICN $3-51$
OISODEPAICLES IN MH EEFORE THE COFRECTIUN PROCESS
n $\mathrm{N}_{\mathrm{x}} \mathrm{OH}$

|  |  |  |
| :---: | :---: | :---: |
| $4(1)$ | ． 30 | －．びこの |
| 4020 | －－ugu | －023 |
| 4030 | － 001 | －． 39 |
| 464 ？ | － 00.0 | －．ju4 |

02.949

4030 － 001 －．U3 39 －．828 $8=-$ CHECK TRANSFER

－－．GHECK EVERY POIHT ON FHOTO 4 ：I：－－．

## PESULIS ANR STATIGIICS



MODFL CUNNECTION


| － | ก | 35 | 246 | u．0．5uu | 1 | $0)$ | 2．cucis | 1 | ［1 |  | こと |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| － 4 | 1 | 2 ？ | 138 | C．jicus | 1 | （1） | こ．いいい | ＇ | i） |  |  |
| 3－5 | 0 | 10 | 106 | ¢．3．E＂c | 1 | a） | 「．ういいく | 1 | $\cdots$ |  | － |
| $4-6$ | 1 | 36 | い」 | c．busior | ＇ | $n$ | －．0しごい | 1 | $\cdots$ |  |  |
| $5-7$ | 0 | 37 | 505 | ט．0ううi | 1 | 01 | vocress | 1 | $\cdots$ |  |  |
| $6-8$ | 0 | 109 | $36_{4}$ | Gutiono | 1 | $n$ | O．Cuitn | ， | $\therefore$ |  | 「「 |
| $7-9$ | 0 | 2 | 3. | U．OU－3 | 1 | c） | arouncs | ＇ | ［ |  |  |
| 8 － 18 | 0 | ？ 9 | 112 | uojuuste | 1 | a） | C．OCDHE | （ | © 1 | － | －4F： |
| $9-11$ | 1 | 217 | 473 | 0．30usu | ＇ | $\stackrel{1}{1}$ | いoulcus | 1 | $\therefore 1$ |  | CuF「K |
| 10－12 | 0 | $\partial^{2}$ | 183 | 0．JiJうn | ＇ | 「 | J－utiou | （ | J |  | いくご |
| $11-13$ | 1 | 502 | 572 |  |  |  |  |  |  |  | いと |

## SECOND SYSTEM OF FORMULAS

The expressions derived in chapter 1.2.2.2 can be transverted into functions of the right side photograph of the normal stereogram to be constructed. Considering (S"S"M) in fig. 1 provides a key to this transversion:

$$
\begin{array}{lll}
0 & B_{y} & B_{z} \\
x_{t}^{\prime \prime} & y_{t}^{\prime \prime} & -c \\
x_{0}^{\prime \prime} & y_{0}^{\prime \prime} & -c
\end{array}
$$

or

$$
\begin{equation*}
\left(x_{t}^{\prime \prime} y_{0}^{\prime \prime}-x_{0}^{\prime \prime} y_{t}^{\prime \prime}\right) \tan \tau+\left(x_{t}^{\prime \prime}-x_{0}^{\prime \prime}\right) \tan \nu=0 \tag{IV.15}
\end{equation*}
$$

Adding (IV.15) to (1.5):

$$
\begin{equation*}
\frac{y_{t}^{\prime \prime} \mathrm{p}_{x 0}-\mathrm{x}_{\mathrm{t}}^{\prime \prime} \mathrm{p}_{\mathrm{yo}}}{\mathrm{c}} \tan \tau+\mathrm{p}_{\mathrm{xo}} \tan \nu-\mathrm{p}_{\mathrm{y}}=0 \tag{IV.16}
\end{equation*}
$$

where

$$
\begin{aligned}
& P_{x o}=x^{\prime}-x_{0}^{\prime \prime} \\
& P_{y o}=y^{\prime}-y_{o}^{\prime \prime} \simeq 0 \\
& P_{y}=y^{\prime}-y_{t}^{\prime \prime}
\end{aligned}
$$

(1.7),(1.9), and (1.14) after some elementary steps can be rewritten as

$$
\begin{align*}
& y_{o}^{\prime \prime}=y_{t}^{\prime \prime}+\frac{y_{t}^{\prime \prime} p_{x o}-x_{t}^{\prime \prime} p_{y o}}{c} \tan \tau+p_{x o} \tan \nu  \tag{IV.17}\\
& \frac{y_{t}^{\prime \prime} p_{x o}-x_{t}^{\prime \prime} p_{y o}}{c} \tan \tau+p_{x o} \tan \nu-p_{y}=v  \tag{IV.18}\\
& x_{o}^{\prime \prime}=x_{t}^{\prime \prime}\left(1+\frac{p_{x o}}{c} \tan \tau\right) \tag{IV.19}
\end{align*}
$$

where $\mathrm{P}_{\mathrm{xo}}$ can be computed as

$$
\begin{equation*}
P_{x 0}=\frac{x^{\prime}-x_{t}^{\prime \prime}}{1+\frac{x_{t}^{\prime \prime}}{c} \tan \tau} \tag{IV.20}
\end{equation*}
$$

(1.2) and (IV.18) yield the correction equation. The linearized form of it is:
$\left(c+\frac{y_{t}^{\prime \prime 2}}{c}\right) \delta \omega-\frac{x_{t}^{\prime \prime} y_{t}^{\prime \prime}}{c} \delta \phi+x_{t}^{\prime \prime} \delta k+\frac{y_{t}^{\prime \prime} p_{x 0}-x_{t}^{\prime \prime} p_{y o}}{c} \tan \tau+p_{x o} \tan \nu-\left(y^{\prime}-y_{t}^{\prime \prime}\right)=v$ ... (IV.21)

The coefficients in (IV.21) contain $x_{t}^{\prime \prime}, y_{t}^{\prime \prime}, P_{x o}$, and $p_{y o}$, the precise value of which becomes known only in the last iterations ((IV.21) is a recursive expression).

For the x-direction - for purposes of further analysis - the following expression can be written, analogous to (IV.21):

$$
\begin{equation*}
-\frac{x^{\prime \prime} y^{\prime \prime}}{c} \omega+\left(c+\frac{x^{\prime \prime}}{c}\right) \phi+y^{\prime \prime} \kappa+\frac{x^{\prime \prime} p_{x O}}{c} \tan \tau+R=\delta p_{x} \tag{IV.22}
\end{equation*}
$$

where $R$ is the sum of non-linear terms in the expansion of (1.2), and

$$
\delta p_{x}=p_{x O}-p_{x}=-\delta x^{\prime \prime}=x^{\prime \prime}-x_{0}^{\prime \prime}
$$

## APPENDIX V

## X-discrepancies in passpoints

Differentiating the first row of (1.24) for the model $S^{\prime} S^{\prime \prime}:$

$$
\begin{equation*}
d\left(X^{\prime}\right)=d\left(\frac{{ }_{x}}{x_{t}^{\prime}-x_{0}^{\prime \prime}} x_{t}^{\prime}\right)=\frac{{ }_{x}}{p_{x o}^{2}}\left(x_{t}^{\prime} d x_{0}^{\prime \prime}-x_{0}^{\prime \prime} d x_{t}^{\prime}\right) \tag{V,1}
\end{equation*}
$$

Repeating the same for the model $S^{\prime \prime} S^{\prime \prime}$ ':

$$
\begin{equation*}
d\left(x^{\prime \prime}\right)=d\left(\frac{B_{x}}{x_{t}^{\prime \prime}-x_{0}^{\prime \prime \prime}} x_{t}^{\prime \prime}\right)=\frac{B_{x}}{p_{x 0}^{2}}\left(x_{t}^{\prime \prime} d x_{0}^{\prime \prime \prime}-x_{o}^{\prime \prime \prime} d x_{t}^{\prime \prime}\right) \tag{V.2}
\end{equation*}
$$

The difference of (V.1) and (V.2) expresses the discrepancies in X model coordinates when substituting corresponding values for photo coordinates. Using the notation $p$ for some typical value of the horizontal parallax, the following can be written for passpoints common to the above models:

$$
\begin{align*}
& x_{t}^{\prime} \simeq p \\
& x_{0}^{\prime \prime} \simeq x_{t}^{\prime \prime} \simeq 0  \tag{V.3}\\
& x_{0}^{\prime \prime} \simeq-p
\end{align*}
$$

With these, (V.1) and (V.2) become equal to each other:

$$
\begin{equation*}
d\left(x^{\prime}\right) \simeq \frac{B^{\prime}}{P} d x_{t}^{\prime \prime} \simeq d\left(x^{\prime \prime}\right) \tag{V.4}
\end{equation*}
$$

meaning that their difference is equal to O. For normal stereograms this can be seen geometrically in fig.1.2. The above deduction proves that this peculiarity remains in strength for a general case, as well. For grid points this is the exact truth. In practical cases this is a strong tendency (assumptions (V.3) are not exact in practical cases).

Appendix III contains a REPORT file of MODEL, illustrating the above described peculiarities.

It is quite interesting to note that discrepancies in x disappear not only in the process of relative orientation but in the process of model connection, as well. Such errors influence, however, the values of $Y$ and $Z$ via distorting the horizontal parallax. This can be seen in the second and third rows of (1.22), and very apparently, in Appendix III.

The conclusions of this appendix are meaningful for the theory of block adjustment of independent models. When (V.4) is valid, observation equations written for the block adjustment in $X$ have to be given a high weight. In other words, (V.4) justifies a weighting in favour of strip continuity. (V.4) is valid when measurements of points belonging to one and the same photograph are checked and averaged before entering the process of relative orientation. This requirement is fulfilled in program PHOTO.

## APPENDIX VI

## Y-discrepancies in passpoints

Differentiating the second row of (1.24):

$$
\begin{equation*}
d Y \simeq \frac{B_{x}}{P_{x 0}}\left(\frac{1}{2}\left(d y_{t}^{\prime}+d y_{0}^{\prime \prime}\right)-\frac{y}{P_{x 0}}\left(d x_{t}^{\prime}-d x_{0}^{\prime \prime}\right)\right) \tag{VI.1}
\end{equation*}
$$

where

$$
y=\frac{y_{t}^{\prime}+y_{o}^{\prime \prime}}{2}
$$

(1.2), (1.21), and (IV.22) yield expressions for $d x_{t}^{\prime}, d y_{t}^{\prime}, d x_{o}^{\prime \prime}$, and dy"

$$
\left.\begin{array}{l}
d x_{t}^{\prime}=\frac{x^{\prime} y^{\prime}}{c} d \omega^{\prime}-\left(c+\frac{x^{\prime}}{c}\right) d \phi^{\prime}-y^{\prime} d k^{\prime} \\
d y_{t}^{\prime}=\left(c+\frac{y^{\prime}}{c}\right) d \omega^{\prime}-\frac{x^{\prime} y^{\prime}}{c} d \phi^{\prime}+x^{\prime} d k^{\prime} \\
d x_{o}^{\prime \prime}=\frac{x^{\prime \prime} y^{\prime \prime}}{c} d \omega^{\prime \prime}-\left(c+\frac{x^{\prime \prime}}{c}\right) d \phi^{\prime \prime}-y^{\prime \prime} d k^{\prime \prime}-\frac{x^{\prime \prime} p_{x o}}{c} d \tau^{\prime \prime}  \tag{VI.2}\\
d y_{o}^{\prime \prime}=\left(c+\frac{y^{\prime \prime}}{c}\right) d \omega^{\prime \prime}-\frac{x^{\prime \prime} y^{\prime \prime}}{c} d \phi^{\prime \prime}+x^{\prime \prime} d k^{\prime \prime}+\frac{p_{x o} y^{\prime \prime}}{c} d \tau^{\prime \prime}+p_{x o} d \nu^{\prime \prime}
\end{array}\right\}
$$

For the triple overlap zone in fig, 1.2 we can assume:

$$
\begin{equation*}
x^{\prime} \simeq p ; \quad x^{\prime \prime} \simeq 0 ; \quad x^{\prime \prime} \simeq-p \tag{VI.3}
\end{equation*}
$$

where p corresponds to some typical value of the horizontal parallax. With (VI.3) one can wright expressions for the right side of model S'S" and for the left side of model $S^{\prime \prime} S^{\prime \prime}$ '. The difference of these is the full expression for discrepancies $\Delta Y$ in passpoints. It contains, however, parts which become absorbed in connecting the models by (1.23). Excluding these constant and linear terms, we gain:

$$
\begin{equation*}
\Delta Y_{a}=-Y^{2}\left(\frac{1}{Z} \frac{d \omega^{\prime \prime} \prime-d \omega^{\prime}}{2}+\frac{1}{B}\left(d k^{\prime \prime}-2 d k^{\prime \prime}+d k^{\prime}\right)\right) \tag{VI.4}
\end{equation*}
$$

where the index "a" stands for "asymmetric". Taking into account that

$$
d \omega^{\prime \prime} '-d \omega^{\prime}=\left(d \omega^{\prime \prime} '-d \omega^{\prime \prime}\right)+\left(d \omega^{\prime \prime}-d \omega^{\prime}\right)=\Delta \omega^{\prime}+\Delta \omega^{\prime \prime}
$$

and

$$
\begin{equation*}
d k^{\prime \prime \prime}-2 d k^{\prime \prime}+d k^{\prime}=\left(d k^{\prime \prime \prime}-d k^{\prime \prime}\right)-\left(d k^{\prime \prime}-d k^{\prime}\right)=\Delta k^{\prime \prime}-\Delta k^{\prime} \tag{VI.5}
\end{equation*}
$$

(VI.4) can be re-written in another form:

$$
\begin{equation*}
Y_{a}=-Y^{2}\left(\frac{1}{Z} \frac{\Delta \omega^{\prime}+\Delta \omega^{\prime \prime}}{2}+\frac{1}{B}\left(\Delta k^{\prime \prime}-\Delta k^{\prime}\right)\right) \tag{VI.4'}
\end{equation*}
$$

## $\underline{\text { Z-discrepancies in passpoints }}$

Differentiating the third row in (1.24):

$$
\begin{equation*}
\mathrm{dz}=\frac{\mathrm{B}_{\mathrm{x}} \mathrm{c}}{\mathrm{p}_{\mathrm{xo}}^{2}}\left(\mathrm{dx}_{\mathrm{t}}^{\prime}-\mathrm{dx}_{0}^{\prime \prime}\right) \tag{VII.1}
\end{equation*}
$$

(VII.1) is an expression of the well known hyperbolic paraboloid. With
(VI.2) and (VI.3), and excluding constant and linear terms, an expression for $\Delta Z$ discrepancies in passpoints can be written:

$$
\begin{equation*}
\Delta Z=Y Z\left(\frac{1}{Z}\left(d \omega^{\prime \prime} \prime-d \omega^{\prime}\right)+\frac{1}{B}\left(d \kappa^{\prime \prime} '-2 d \kappa^{\prime \prime}+d \kappa^{\prime}\right)\right) \tag{VII.2}
\end{equation*}
$$

Taking into account (VI.5):

$$
\Delta Z=Y Z\left(\frac{1}{Z}\left(\Delta \omega^{\prime}+\Delta \omega^{\prime \prime}\right)+\frac{1}{B}\left(\Delta \kappa^{\prime \prime}-\Delta \kappa^{\prime}\right)\right)
$$

APPENDIX VIII

Derivation of $Q_{v v}$ for the case of indirect observations

$$
\begin{align*}
& A x=1+v=\check{1}  \tag{VIII.1}\\
& v=\check{1}-1=A x-1
\end{align*}
$$

The solution of the corresponding normal equation system:

$$
x=\left(A^{T} Q_{l l}^{-1} A\right)^{-1} A^{T} Q_{l l}^{-1} l
$$

$$
v=\left(A\left(A^{T} Q_{l l}^{-1} A\right)^{-1} A^{T} Q_{l l}^{-1}-I\right) l
$$

$$
Q_{v v}=\left(A\left(A^{T} Q_{11}^{-1} A\right)^{-1} A^{T} Q_{11}^{-1}-I\right) Q_{11}\left(A\left(A^{T} Q_{11}^{-1} A\right)^{-1} A^{T} Q_{11}^{-1}-I\right)^{T}
$$

$$
\begin{equation*}
=Q_{11}-A Q_{x x} A^{T} \tag{VIII.2}
\end{equation*}
$$

Taking into account (VIII.1):

$$
Q_{1 \check{11}}=A Q_{x x} A^{T}
$$

$$
\begin{equation*}
Q_{v v}=Q_{11}-Q_{1 v}^{v i} \tag{VIII.3}
\end{equation*}
$$

Proving that $\sigma_{o}^{2}=\frac{1}{n} \bar{v}^{T} W \bar{v}$

$$
\text { Notations: } \begin{aligned}
\bar{Q} & =\operatorname{diag} Q_{v v} \\
\bar{W} & =\bar{Q}^{-1}
\end{aligned}
$$

$$
=x^{T} A^{T} \bar{W} A x-2\left(I^{T}+v^{T}\right) \bar{W} 1+I^{T} \bar{W} 1
$$

$$
=x^{T} A^{T} \bar{W} A x-1^{T} \bar{W} 1-2 v^{T} \bar{W} 1
$$

$$
\text { as } \begin{aligned}
& v^{T} l= v^{T}(A x-v)= \\
&=\left(x^{T} A^{T}-l^{T}\right) A x-v^{T} v \\
& x^{T} A^{T} A x-l^{T} A x-v^{T} v=-v^{T} v \\
&\left(\text { as } A^{T} A x=N x=A^{T} 1\right)
\end{aligned}
$$

$$
\begin{equation*}
\mathrm{v}^{\mathrm{T}} \overline{\mathrm{~W}} 1=-\mathrm{v}^{\mathrm{T}} \overline{\mathrm{~W}} \mathrm{v} \tag{IX.1}
\end{equation*}
$$

$$
\begin{equation*}
=x^{T} A^{T} \bar{W} A x-I^{T} \bar{W} 1+2 v^{T} \bar{W} v \tag{IX.2}
\end{equation*}
$$

$\bar{v}^{T} \bar{v}=v^{T} \bar{W} v=I^{T} \bar{W} 1-x^{T} A^{T} \bar{W} A x$
$\bar{W}=\sigma_{0}^{2} \bar{\Sigma}^{-1}$.
where $\bar{\Sigma}$ denotes the corresponding variance-covariance matrix taken for diagonal.
$E\left[\overline{\mathrm{~V}}^{\mathrm{T}} \mathrm{V}\right]=E\left[\mathrm{~V}^{\mathrm{T}} \overline{\mathrm{W}}\right]=\sigma_{0}^{2} E\left[\mathrm{~V}^{\mathrm{T}} \bar{\Sigma}^{-1} \mathrm{v}\right]$
On the basis of (IX.3), (IX.4), and (IX.5):
$E\left[\mathrm{~V}^{\mathrm{T}} \bar{\Sigma}^{-1} \mathrm{~V}\right]=E\left[\mathrm{I}^{\mathrm{T}} \bar{\Sigma}^{-1} \mathrm{l}\right]-E\left[\mathrm{X}^{\mathrm{T}} \mathrm{T}^{\mathrm{T}} \mathrm{E}^{-1} A \mathrm{Ax}\right]$
as for symmetric $R \quad x^{T} R x=\operatorname{tr}\left(x x^{T} R\right)$ :
$=E\left[\operatorname{tr}\left(l l{ }^{T} \bar{\Sigma}^{-1}\right)\right]-E\left[\operatorname{tr}\left(A x x^{T} A^{T} \bar{\Sigma}^{-1}\right)\right]$
with $\check{1}=1+v=A x$ :
$=\operatorname{tr}\left(E\left[1 l^{T}\right] \bar{\Sigma}^{-1}\right)-\operatorname{tr}\left(E\left[\operatorname{inI}^{T}\right] \bar{\Sigma}^{-1}\right)$
as $E\left[M M^{T}\right]=\Sigma_{M M}+\mu_{M} \mu_{M}^{T}$ :
$=\operatorname{tr}\left(\left(\Sigma_{11}+\mu_{1} \mu_{1}^{T}\right) \bar{\Sigma}^{-1}\right)-\operatorname{tr}\left(\left(\Sigma_{1_{1}}+\mu_{1} \mu_{1}^{T}\right)^{--1}\right)$

$$
\begin{aligned}
& \bar{v}^{T}-\bar{v}=v^{T} \bar{W} v \\
& =(A x-1)^{T} \bar{W}(A x-1) \\
& =x^{T}{ }^{T}{ }^{T} \bar{W} A x-1{ }^{T} \bar{W} A x-x^{T} A{ }^{T} \bar{W} 1+1{ }^{T} \bar{W} 1 \\
& =x^{T} A^{T} \bar{W} A x-2 x^{T} A^{T} \bar{W} 1+1{ }^{T} \bar{W} 1 \\
& \text { as } x^{T} A^{T}=l^{T}+v^{T} \text { : }
\end{aligned}
$$

$$
\begin{align*}
& E\left[V^{T} \bar{\Sigma}^{-1} v\right]=\operatorname{tr}\left(\left(\Sigma_{11}-\Sigma_{1 \check{1}}\right) \bar{\Sigma}^{-1}\right)+\operatorname{tr}\left(\left(\mu_{1} \mu_{1}^{T}-\mu_{1} \mu_{1}^{\mathrm{T}}\right) \bar{\Sigma}^{-1}\right)  \tag{IX.6}\\
& Q_{v v}=Q_{11}-Q_{1 y 1} \\
& \Sigma_{v v}=\Sigma_{11}-\Sigma_{i v}  \tag{IX.7}\\
& A x=1+v=i \\
& \mu_{i}=\mu_{A x}=E[A x]=A E[x]=A \mu_{x}  \tag{IX.8}\\
& l=A x-v \\
& \mu_{1}=E[I]=E[A x]-E[v]=A \mu_{x}  \tag{IX.9}\\
& \text { (IX.6) with (IX.7), (IX.8), and (IX.6); } \\
& E\left[\mathrm{v}^{\mathrm{T}} \bar{\Sigma}^{-1} \mathrm{v}\right]=\operatorname{tr}\left(\left(\Sigma_{11}-\Sigma_{\underline{1} Y}\right)\left(\Sigma_{11}-\Sigma_{\underline{1} \underline{1}}\right)^{-1}\right)+ \\
& \operatorname{tr}\left(\left(A \mu_{x} \mu_{x}^{T} A^{T}-A \mu_{x} \mu_{x}^{T} A^{T}\right) \bar{\Sigma}^{-1}\right)=\operatorname{tr}(I)=n \tag{IX.10}
\end{align*}
$$

(IX.5) with (IX.10):
$E[\overline{\mathrm{~V}} \mathrm{~T}-\mathrm{v}]=n \sigma_{0}^{2}$
which yields the expression sought:

$$
\begin{equation*}
\sigma_{0}^{2}=\frac{1}{n} \overline{\mathrm{v}}^{\mathrm{T}} \overline{\mathrm{v}} \tag{IX.11}
\end{equation*}
$$

and, when $Q_{11} \neq \mathrm{I}$ :

$$
\begin{equation*}
\sigma_{o}^{2}=\frac{1}{2} \bar{v}^{T} Q_{l l}^{-1} \bar{v}=\frac{1}{n} v^{T} \bar{W}^{\frac{1}{2}} W^{\frac{1}{2}} v \tag{IX.12}
\end{equation*}
$$

## APPENDIX X

Proving that $Q_{f f}^{-}=\left(Q^{+}\right)^{-1}$

$$
\text { where } \begin{aligned}
Q_{f f}^{-} & =I+A_{i} Q_{x x}^{-} A_{i}^{T} \\
Q^{+} & =I-A_{i} Q_{x x}^{+} A_{i}^{T}
\end{aligned}
$$

Both $Q_{f f}$ and $Q^{+}$are counted for a group of $k$ points, with $k \leq r$ ( $r$ - the re-
dundancy). $A_{i}$ indicates the corresponding observation equations ( $k$ rows within $A) \cdot Q_{f f}$ and $Q^{+}$are $k \times k$ matrices.

$$
\begin{align*}
& Q_{x x}^{+}=\left(A^{T} A\right)^{-1}  \tag{X.1}\\
& Q_{x x}^{-}=\left(A^{T} A-A_{i}^{T} A_{i}\right)^{-1} \tag{X.2}
\end{align*}
$$

The difference of inverses of (X.1) and (X.2):

$$
\left(Q_{x x}^{+}\right)^{-1}-\left(Q_{x x}^{-}\right)^{-1}=A_{i}^{T} A_{i}
$$

Multiplying from the left by $A_{i} Q_{x x}^{-}$, and from the right by $Q_{x x}^{+} A_{i}^{T}$ :

$$
A_{i} Q_{x x}^{-} A_{i}^{T}-A_{i} Q_{x x}^{+} A_{i}^{T}=\left(A_{i} Q_{x x}^{-} A_{i}^{T}\right)\left(A_{i} Q_{x x}^{+} A_{i}^{T}\right)
$$

Adding the unit matrix to both sides, and rearranging:

$$
\begin{aligned}
& I=I+A_{i} Q_{x x}^{-} A_{i}^{T}-A_{i} Q_{x x}^{+} A_{i}^{T}-\left(A_{i} Q_{x x}^{-} A_{i}^{T}\right)\left(A_{i} Q_{x x}^{+} A_{i}^{T}\right) \\
& I=\left(I+A_{i} Q_{x x}^{-} A_{i}^{T}\right)\left(I-A_{i} Q_{x x}^{+} A_{i}^{T}\right)
\end{aligned}
$$

Multiplying by ( $\left.I-A_{i} Q_{x x}^{+} A_{i}^{T}\right)^{-1}$ yields the sought expression (this inverse generally exists because $k \leq r)$ :

$$
\begin{equation*}
I+A_{i} Q_{x x}^{-} A_{i}^{T}=\left(I-A_{i} Q_{x x} A_{i}^{T}\right)^{-1} \tag{X.3}
\end{equation*}
$$

or

$$
\begin{equation*}
Q_{f f}^{-}=\left(Q^{+}\right)^{-1} \tag{X.4}
\end{equation*}
$$
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[^0]:    +) Although the FORTRAN text of the programs is now more than 3500 cards long, their structure is suitable for overlaying. Therefore they can be adjusted to computers as small as a DEC PDP 11-34.

[^1]:    +) We think it important to drow attention to this fact especially in Europe where the spread of analytical methods is just in process, and corresponding experience seems to be missing.

