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Kurzfassung

Zum Themenbereich Softwarequalitätssicherung in akademischen Softwareprojekten wurden bis-
her nur wenige wissenschaftliche Arbeiten publiziert. Auch wenn agile Entwicklungsmethoden im
Kontext von akademischen Studenten-Softwareprojekten in Publikationen beschrieben wurden,
lag der Fokus selten auf Qualitätssicherung. Ansätze von Gamification im Bereich der Qualitäts-
sicherung werden in der bestehenden Literatur ebensowenig beschrieben.

In der vorliegenden Arbeit wurden für ein typisches Studentenprojekt geeignete Methoden der
Qualitätssicherung, ausgearbeitet, wenn möglich mit Konzepten der Gamification angereichert
und anschließend evaluiert. Als Fallbeispiel wurde ein Kooperationsprojekt zwischen der Mon-
tanuniversität Leoben und der Forschungsgruppe INSO der Technischen Universität Wien, das
sogenannte Mineralbay-Projekt ausgewählt. Im Rahmen der Arbeit wurde das komplexe Gebiet
der Qualitätssicherung in 3 Kategorien zu unterteilen: Entwicklungsprozess, Entwicklungstätig-
keit und Dokumentation.

Zunächst wurde eine genaue Analyse des Qualitätssicherungsprozesses, dessen Eigenheiten und
insbesondere Schwächen durchgeführt. Mittels Umfragen und Interviews wurden die Ansichten
der einzelnen Projektbeteiligten in Bezug auf Qualitätssicherung erhoben, um potentielle Verbes-
serungen auszuarbeiten und in Forschungsfragen zu formulieren. Weiters wurden die relevanten
Aufgabenstellungen im Bereich der Qualitätssicherung durch Elemente der Gamification attrakti-
ver zu machen.

Um den Ergebnissen der Arbeit allgemeine Gültigkeit und Übertragbarkeit zu geben, wurde Mine-
ralbay nach Expertenbefragungen mit Leitern akademischer Studenten-Softwareprojekte als stell-
vertretendes, typisches Studentenprojekt gewertet, sodass die Ergebnisse der vorliegenden Arbeit
auch auf andere Studentenprojekte übertragbar sein sollten.

Die erarbeiteten Anpassungen am Entwicklungsprozess wurden im Rahmen eines Experiments
evaluiert, um in weiterer Folge die Forschungsfragen beantworten zu können. Die Resultate der
mittels Interviews und Fragebögen gewonnenen Einsichten wurden in Form eines Leitfadens für
Qualitätssicherung in zukünftigen Studentenprojekten zur Verfügung gestellt.

Keywords

Qualitätssicherung, Gamification, Agile Softwareentwicklung, Studenten Experimente, Informa-
tik Ausbildung
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Abstract

Software Quality Assurance (SQA) in academic software development has not been subject to a
substantial amount of research so far. While subjects like agile practices in academic software
projects have been covered in detail, the focus was never placed on the development process as a
whole. While gamification has been applied to various aspects of software development, research
on applications in the field of SQA are scarce.

Throughout this thesis, the author evaluated several practices aimed at improving SQA in a case
study. For the purpose of making Quality Assurance (QA) related tasks more appealing, the author
used concepts of gamification. Representing a typical student software project, the Mineralbay
project, started by the Montanuniversität Leoben in cooperation with the research group Industrial
Software (INSO) of the Vienna University of Technology (TU), built the underlying case. The
goals of the thesis were formulated as several research questions dividing the complex subject of
quality assurance into the levels of process, coding and documentation.

Initially, a thorough analysis of the development process as a whole was performed, highlighting
deficits and bad smells in terms of SQA. Interviews and surveys were held, gaining insights on the
developers view of SQA in the given setup. The result was a multitude of possible improvements
which was elaborated and subsequently expressed as a list of research questions.

In order for the results to gain general validity, the representativeness of the underlying case was
assured by expert interviews, where domain experts identified Mineralbay as a typical student
software project.

The proposed measures were evaluated and data was collected using interviews, participant obser-
vation as well as surveys.

The gained results suggested that high software quality in student projects is a product of multiple
factors. An easy to understand, working and non-frustrating build process forms a solid basis. A
profound set of tests should be executed on each change, preventing regression. An unreliable
or hard to maintain build process will not be followed. A tailored review process (on code, but
also configuration basis) supported by easy to use tools has been identified as another key factor
of quality assurance, as well as for knowledge transfer. Introducing code style guidelines will
help for better readability and maintainability. Integrated Development Environment (IDE), in-
tegrated tools for checking code compliance and auto correction are important for developers in
this context. Static code analysis will help uncovering bad code, improve code quality as well as
developer knowledge. Gamification has furthermore been identified as a way of making otherwise
unrewarding quality assurance tasks more attractive. The elaborated and evaluated gamification
tools did increase motivation to attend these kind of tasks.

Based on the gathered conclusions, a list of suggestions on how to implement quality assurance in
a typical student software project was compiled.

Keywords

Software quality, gamification, agile software development, student experiments, computer sci-
ence education
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Chapter 1. Introduction

1 Introduction

1.1 Motivation

In a software project, the delivery of high quality software is essential for both the developers (the
software company) as well as the customer. Low quality software is usually not only hard to main-
tain but in addition results in loss of trust and bad reputation for the developers, whereas the cus-
tomer potentially faces high costs. Software engineering programs at university aim at providing
the necessary education for their students to graduate with solid skillset, needed to produce high
quality software. While equipping students with the essential theoretical foundation to build upon,
more practical courses usually set itself the target of preparing them for their future profession as
engineers. This includes urging students to learn how to use new technologies fast. However, such
courses usually address problems only in the scope of manageable sized exercises, which are cus-
tom tailored for allowing the students to complete them within a few weeks. Although perfectly
suitable for strengthening technical skills, they usually fail to educate participants in the task of
proper software engineering processes (programming-in-the-large) [104].

Adding the possibility to participate in long running projects to the curriculum, enables students
to take part in a development process closer to real industry projects. Unlike the usual university
project of modes size, proper development processes, combined with the necessary toolchain and
infrastructure form a crucial part.

In most university courses, software quality of the practical exercises is not an issue since the code
is written, has to work in order to get a grade and is most times abandoned afterwards. Long
running projects on the other hand require students to write maintainable code, especially since
there is a fluctuation of participating students, which confronts new members with the task of
working with existing code.

This thesis will provide a case study on the analysis of existing and introduction of new QA
measures in an agile development process in the scope of a (cross) university project (of the long
running type), developed by students solely.

Consulting the literature, work in this field is hard to find. While research in the field of student
projects has been done, the focus was usually set on experiencing with agile methods, enhancing
the learning experience or similar, but not QA. In the field of QA on the other hand, the focus in
related work was usually set on industry projects.

In general, long running student projects have not frequently been subject to research. Hence
future projects will strongly benefit from a refined QA process, tailored for exactly this kind of
project.

1.2 Scenario Description

The goal of the underlying software project is to solve a problem in the tunnel driving domain:

When driving a tunnel, loads of raw-material is excavated from the ground. These are called
tunnel spoil and are composed from a set of different kinds of primary raw materials. Of course
their proper disposal has to be guaranteed by the tunnel driving company, since these materials are
Improving the Software Quality Assurance Process in Academic Software
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declared as waste by several Austrian laws [88] [89] [87]. Hence tunnel construction companies
are tasked to analyze these materials and deliver them to the correct waste disposal [28] [27].
However what disposal centers usually do is prepare these raw materials as products and sell them
on.

Summarized, tunnel driving companies have to pay for the disposal and removal of excavation
materials, although they could sell them on directly, making a (potential) profit.

Mineralbay therefore aims at showing that the direct reuse of tunnel spoil would have economic
and ecological benefits. To tackle this problem a web platform will be built enabling tunnel driving
companies, to offer their excavation material online. Possible customers can place a search and
find the materials fitting their needs on Mineralbay and are given the opportunity of obtaining them
directly from the excavation site. This search will take parameters like geographic location and
suitability into account. Hence Mineralbay will provide a platform for construction companies to
find buyers for their tunnel spoil and vice versa.

The idea for this platform was brought to life by the Montanuniversität Leoben who sought contact
with the TU as a partner for doing the actual implementation, thus creating the inter-university
project Mineralbay. As a result of this cooperation, the software will be developed by students of
the TU who have been given the opportunity to participate on the project in the scope of a practical
course. The domain knowledge necessary for building the online platform will be provided by the
Montanuniversität Leoben.

1.3 Aim of the Work

Since student software projects differ widely from regular industry projects (in terms of setup,
infrastructure, developer availability, etc.) establishing a feasible QA process bears special diffi-
culties. The overall goal of this thesis is to analyze the existing QA measures in the development
process of the Mineralbay student software project and introduce new ones. Due to the character-
istics of a student developed software, fine tuning of a QA process proves a challenging task.

In a first step the status quo of the process will be determined and possible weaknesses identified.
The gained information will build the foundation for future improvements, covering subjects like
reviews, software testing, automated tests, build process, gamification in QA, etc. The potential
improvements will be compiled in a set of research questions, dividing the subject of QA in three
levels: process, coding and documentation. Afterwards, these questions will be addressed in the
scope of a controlled experiment, altering the development process by introducing the elaborated
QA measures. Data will be collected during and after the experiment, for the purpose of further
analyses.

The outcome of this work will be a deeper insight in the current process as well as a blueprint QA
process for future projects to come.

1.4 Structure of the Work

The structure of this thesis is made up by the following sections:

• Fundamentals: Cover the theoretical frame for the study

• Problem description: Introduces the case and states the research questions.

• The Case Study: Describes the conducted case study.
Improving the Software Quality Assurance Process in Academic Software
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• Results: Presents the methods of data collection as well as the collected results.

• Discussion: Critically analyzes the gained results and relates them to the research questions
asked.

Improving the Software Quality Assurance Process in Academic Software
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2 Fundamentals

This chapters introduces all theoretical concepts which build the foundation of this thesis. It starts
with introducing the principles of empirical studies and case studies in particular. Furthermore
basics in the field of quality, software quality and QA are covered as well as how to measure
quality and Gamification fundamentals.

2.1 Empirical Studies

Empirical research is based on observed phenomena and acquiring knowledge from real experi-
ence rather than from theory:

An empirical study is really just a test that compares what we believe to what we
observe [81, p. 1]

An empirical study is a defined, scientific, method for posing research questions,
collecting data, analyzing the data, and presenting the results [82, p. 1]

Since this thesis is based on an empirical study, reasoning why this type of study is suitable for
software engineering problems will be provided:

2.1.1 In Software Engineering

Empirical studies have become an important part of software engineering research and practice.
[105, p. 1]

Software engineering is an intensely people-oriented activity and hence it does not lend itself to
analytical approaches. It involves real people working in real environments and hence is very
much governed by human behavior through the people developing software [117, p. 6].

While all software processes aim at producing software, the underlying process, the tools and
technology used and the rationale for doing so varies widely [81, p. 3] Accordingly to understand
software engineering, one should study software engineers as they work, study real practitioners
as they solve real problems [14, p. 8] [105, p. 9] [64, p. 1]. Empirical methods such as controlled
experiments, case studies, surveys and post-mortem analyses are essential to the researcher and
help to evaluate and validate the research results. [14, p. 7] Wohlin et. al describe them as "needed
so that it is possible to scientifically state whether something is better than something else [14,
p. 7]." Thus, empirical methods provide one important scientific basis for software engineering.
The essence of an empirical study is the attempt to learn something useful by comparing theory to
reality and improve our theories as result [81, p. 4].

Empirical research seeks to explore, describe, predict, and explain natural, social, or cognitive
phenomena by using evidence based on observation or experience. This involves obtaining and
also interpreting evidence which can be done for example by experimentation, surveys or system-
atic observation. Empirical research can make use of both qualitative and quantitative methods
for collecting and analyzing data [108, p. 3].
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• Qualitative Methods: Collect material in the form of text, images or sounds drawn from
observations, interviews and documentary evidence, and analyze it using methods that do
not rely on precise measurement to yield their conclusions, but on interpretation. [50][17]
[108, p. 3] [14, p. 8] [37, p. 15f].

• Quantitative Methods: Collect numerical data and analyze it using statistical methods.
Often aim to identify a cause-effect relationship. [50][17] [108, p. 3] [14, p. 8] [37, p. 15f].

• Mixed Methods: Take advantage of using multiple ways to explore a research problem, i.e.
quantitative and qualitative [17].

Empirical studies are an important input to the decision-making in an improvement seeking or-
ganization. Since the introduction of new techniques, methods, or other ways of working usually
aims at improving the current situation, before doing so, an empirical assessment of the impact
following such changes can be performed [117, p. 24]. In Software Engineering improvement is
very hard to evaluate without direct human involvement. Unlike a regular product, for software
development processes it is not possible to build a prototype which can be evaluated in a safe envi-
ronment. The only real evaluation of a process or process improvement proposal is to have people
using it, since the process is just a description until it is used by people [117, p. 5]. This is exactly
where the benefit of empirical method lies, since they are important in order to get objective and
quantifiable information on the impact of changes [117, p. 24]. They fit into the context of indus-
trial and academic software engineering research, as well as in a learning organization, seeking
continuous improvement [117, p. 24]. Orchestrated correctly, they can provide deeper knowledge
concerning understanding, improving, controlling and predicting the software process.

2.1.2 Types of Empirical Studies

Experiment

An experiment in software engineering is an empirical enquiry that manipulates one factor or vari-
able of the studied setting, while the other variables are controlled at fixed levels. A variable in an
experiment should correspond to the main activities, which have to be performed by a participant
in order to achieve the goal [74, p. 2]. The effect of the manipulation is measured, and based on
this a statistical analysis can be performed [14, p. 9] [117, p. 11] [6, p. 1]. Experiments are often
highly controlled (hence the name "controlled experiment") and run in a laboratory environment
[14, p. 9] [117, p. 10].

When experimenting, subjects are assigned to different treatments at random. [14, p. 9]

Experiments can be categorized in

• human-oriented experiments: Humans apply different treatments to objects

• technology-oriented experiments: different technical treatments are applied to different ob-
jects

In some cases it may be impossible to use true experimentation, i.e. to perform random assignment
of the subjects to the different treatments. Such experiments are referenced as quasi-experiment
[14, p. 9] [117, p. 11].
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Case Study

Normally a case study is conducted studying a real project (i.e. a Software Project). It provides a
deeper understanding of the the object under study. Case studies are used for monitoring projects,
activities or assignments. Data is collected for a specific purpose throughout the study. A case
study is an observational study while the experiment is a controlled study [14, p. 9] [117, p. 10]
[94]. Case Studies are discussed further in 2.2.

Survey

The survey, sometimes referred to as research-in-the-large (and past [57, p.2]), since it is possible
to send a questionnaire to or interview a large number people covering whatever target population
needed [14, p. 10]. A survey is usually conducted when e.g. a tool or technique (the subject
of study), has been in use for a while and thus, an investigation performed in retrospect [83]
(retrospective study). As a result the researcher has no control over the activity which is under
study. Unlike other types of studies (case studies or controlled experiments) variables cannot be
manipulated during a survey research. A situation is recorded and can then be compared with
other ones [75, p. 137].

Information is usually gathered by interviews or questionnaires which are performed with a sample
that is representative from the population to be studied. The results from the survey are then
analyzed to derive descriptive and explanatory conclusions. They are then generalized to the
population from which the sample was taken [14, p. 10][117, p. 10].
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2.2 Case Studies

Case studies as a type of empirical study have already been introduced in 2.1. Reviewing the
literature, work focusing on the design and execution of a case study can be found. The theoretical
frame of reference which did build a solid basis for the design of this thesis underlying case study
(described in detail in 3.4) is presented in the following section:

2.2.1 Definition

Every now and then the term "case study" is part of the title of software engineering research
papers. What these papers have in common is that they study a specific case, in contrast to a
sample from a specified population [94]. According to Runeson et al. [94] this is where the
similarities end, because some of the papers regard the studies of toy examples in a university lab
(in vitro) as Case Studies, whereas others conduct well-organized studies in the field of operations
(in vivo).

Case Studies have been frequently used as research methodology in areas such as psychology,
sociology, political science, social work, business, and community planning [90, p. 150], aiming
not solely at observing and increasing knowledge, but also at introducing changes in the studied
phenomenon [94].

These goals, being to reach a better understanding and gain knowledge about the phenomenon
under study which is than used to introduce improvements, can also be applied to software engi-
neering research.

Unfortunately, reviewing the literature several definitions of the term "case study" can be found:

• Benbasat [9, p. 2]

A case study examines a phenomenon in its natural setting, employing multiple
methods of data collection to gather information from one or a few entities (peo-
ple, groups, or organization). The boundaries of the phenomenon are not clearly
evident at the outset of the research and no experimental control or manipulation
is used.

• Robson [90, p. 150]

Case study is a strategy for doing research that involves an empirical investiga-
tion of a particular contemporary phenomenon within its context using multiple
sources of evidence.

• Robert K. Yin [118, p. 18]

an empirical enquiry that investigates a contemporary phenomenon within its
real-life context, especially when the boundaries between phenomenon and con-
text are not clearly evident.

Considering these definitions, all three of them define a case study as en empirical research
methodology. Robson and Benbasat add the necessity of multiple sources and since in a soft-
ware project there are many factors that influence the outcome, Yins addition of the boundaries
between phenomenon and context not being clearly evident can be considered fitting too.

Taking these definitions into account, Runeson et al. derive their own definition specifically for
software engineering [94, p. 27]:
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Case study in software engineering is an empirical enquiry that draws on multiple
sources of evidence to investigate one instance (or a small number of instances) of
a contemporary software engineering phenomenon within its real-life context, espe-
cially when the boundary between phenomenon and context cannot be clearly speci-
fied.

2.2.2 In Software Engineering

Experimentation in software engineering has clearly shown that there are many factors impacting
the outcome of a software engineering activity, for example, when trying to replicate studies [118].
Case studies offer an approach that does not need a strict boundary between the studied object and
its environment [117, p. 24]. Due to their dexterity, case studies have become a popular research
method in software engineering and are frequently used to understand, explain or demonstrate the
capabilities of a new technique, method, tool, process, technology or organizational structure [82,
p. 1].

2.2.3 Case Study Process

Analog to most other empirical studies, when conducting a case study, there are five major process
steps to be walked through [93, p. 137f] [94, p. 23ff] [42, p. 1] [117, p. 58].:

1. Case study design

2. Preparation for data collection

3. Collecting evidence

4. Analysis of collected data

5. Reporting

Case study design

Altough case study research is of flexible type, each of the steps gone through throughout the
process is planned from the outset of the study and does not come about through serendipity. [82,
p. 1] [93, p. 138] [13, p. 28].

Having a well prepared plan for a case study is crucial for its success and should at least contain
the following elements [90, p. 155]:

1. Objective - what to achieve?

The objective of a case study may for example be of exploratory, descriptive, explanatory,
or improving nature. Although defined in the beginning, the objective is initially more like
a focus point which evolves during the study. [4, p. 127f] [93, p. 139]

2. The case - what is studied?

According to Yin the case may be anything which is a "contemporary phenomenon in its
real-life context" [118]. In software engineering it often is a software project, but could also
be (a group of) people, a process, an event, etc. However it must not be a "toy" program or
project, due to lack of real-life context [93, p. 139] [94, p. 26]. It is possible for a case study
to have multiple cases (i.e. to show parallels between them).
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Development with Gamification and Continuous Feedback Techniques 8 / 152



Chapter 2. Fundamentals 2.2. Case Studies

Yin distinguishes between [118, p. 50]:

• Holistic case studies: The case is studied as a whole (single unit of analysis). The goal
is to study the global nature of the phenomenon.

• Embedded case studies: Multiple units of analysis are studied within a case. There
can be for example a main unit and several smaller units. The goal may be to look for
consistent patterns of evidence across units.

3. Theory - frame of reference

Defining the theoretical frame of reference of the case study makes the context of the re-
search clear, and helps both those conducting the research and those reviewing its results
[16, p. 118] [94, p. 29] [93, p. 140].

In order to build a solid foundation for the oncoming case study an extensive review of the
literature in advance is recommended. The literature review should consider all previous
significant work in the area. Only after having done this, the researcher can argue and come
up with a set of statements describing the necessity for further investigation in the area of
study [114, p. 2].

4. Research questions - what to know?

In a case study, the research questions, reflect the focus of the study. There is no infallible
way of generating research questions [90, p. 26] [12, p. 1f]. They are created by refining
objectives into questions about the situation or problem to be studied and the purpose of the
study. It is likely that this will take several iterations [4, p. 127f] [91, p. 19]. Caused by
the nature of case study research questions will commonly be of the "why" and "how" type
[9, p. 2]. It is important that these questions have not been addressed before and that they
are formulated precise and unambiguous [114, p. 3] A research question may be related to
a hypotheses, i.e a proposed explanation for a (an aspect of) phenomenon [94, p. 30].

5. Methods - how to collect data? (Discussed in detail in 2.2.3)

The basic methods of data collection are defined at design time for the case study and ren-
dered more precisely later. They are influenced by the sources of data known to be available.
In a software project data is often automatically collected, for example via a ticketing sys-
tem, issue tracking, version control systems, emails, automatic test suites, etc. [94, p. 32]

Lethbridge et al. define three categories of methods: direct (e.g. interviews), indirect (e.g.
tool instrumentation) and independent (e.g. documentation analysis)[65, p. 313ff]. Addi-
tionally one can distinguish between qualitative and quantitative methods. It is generally a
good approach to combine qualitative and quantitative methods, in order to take advantage
of the strengths of both [102, p. 3].

6. Selection strategy - where to seek data?

Contrary to, for example, surveys and experiments, in a case study, he case and the units of
analysis (groups, individuals, entire organization, specific project or a decision) should be
selected intentionally. The case to draw data from should be "typical", "critical”, "revela-
tory” or "unique" in some respect, in practice however, many cases are selected based on
availability [9, p. 5ff]. Since a case study might be replicated, case selection is particularly
important [94, p. 61ff].

Yin also composed a list of five elements which are especially important for the research design
of case studies [118, p. 27]:
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1. a study’s questions

2. its propositions, if any

3. the unit(s) of analysis

4. the logic linking the data and the propositions

5. the criteria for interpreting the findings

Case Study Protocol

All design decisions and field procedures for carrying through the case study are written down
in the Case Study Protocol. This document is living documentation and keeping it up to date is
important, since it helps the researcher to keep track of the study. Furthermore the Case Study
Protocol helps making the research concrete, when written during the planing phase. It also helps
to determine data collection sources, as well as when and what kind of data to collect [117, p. 60]
[93, p. 141].

Ethical considerations

Empirical research is build on trust between all participating parties and ethical aspects must be
taken into consideration, in order for the researcher not to destroy this foundation.

Before taking part in the study all subjects and organizations must be informed about the study’s
purpose, as well as which data will be collected and how will it be used. Afterwards the researcher
must let them explicitly agree to participate in the case study, i.e. give informed consent.

Data used for publication must be made anonymous, which sometimes requires more than simply
removing the subjects names, since they may still be identified by their characteristics if the set is
small enough.

If the case study includes dealing with confidential information in an organization (e.g. software
development practices, opinions not meant for superiors, etc. ), special care must be taken [117,
p. 33] [106, p. 105ff] [93, p. 141].

Collecting Data

Cases studies in software engineering usually provide large amounts of collectible data (for ex-
ample automatically created data produced along the way), which sometimes must still be refined
after collection. The researcher can also act as an active agent during data collection where evi-
dence is defined. The data sources must be selected carefully, the raw and refined data structured
in a way so that it is possible to find appropriate data [91, p. 22] [94, p. 47].

Deciding which data to collect is an important task, especially since in the early phase of the study,
the researcher does not know all the details about the case yet. It is therefore common to adapt the
data collection as the study progresses (flexible design for case studies). Furthermore data can be
collected in an iterative way (for example using two interview iterations) [94, p. 49].

Case studies in comparison to other research methods have the advantage that evidence can be
collected from multiple sources. The practice of using several data sources, and several types of
data source, in order to limit the effects of one interpretation of one single data source is referred
to as data triangulation. Evidence from different sources is used to corroborate the same fact or
finding [94, p. 49] [90, p. 168] [91, p. 23] [65, p. 312] [11, p. 18].
Improving the Software Quality Assurance Process in Academic Software
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According to Denzin [21, p. 300 ff.] 4 different types of triangulation exist:

1. Data triangulation: More than one method of data collection is used (e.g. observation,
interviews, etc.)

2. Observer (Investigator) triangulation: More than one observer is used in the study.

3. Methodological triangulation: Combining qualitative and quantitative methods.

4. Theory triangulation: Multiple perspectives or theories are used

Some of the data collection methods named in Listing ?? will now be discussed in detail:

Interviews Interview based Data collection is one of the most important and frequently used
sources of data in case studies in software engineering. Much of the knowledge that is of interest
to the study exists only in the minds of the people working in the case being investigated. In-
terviews can help to collect exactly this kind of knowledge (historical data from the memories
of interviewees. opinions or impressions about something). Generally, Interviews can be used
for primary data collection or as validation of other kinds of data, like documents, automatically
collected data, etc. [94, p. 50] [117, p. 62] [102, p. 15] [62, p. 229].

During an interview essentially a researcher talks to an interviewee and asks a set of predefined
questions (interview questions) that the interviewee attempts to answer. The interview questions
usually are based on the research questions [94, p. 50] [117, p. 62].

According to Robson [90, p. 288f], questions can be

• open i.e. inviting a broad range of answers and issues from the interviewed subject, while
not providing any restrictions.

Advantages: Broad range of answers. Interviewee will probably give information about a
wider range of topics.

• closed, i.e offering a limited set of alternative answers.

Advantages: Easy to analyze the results

• scale, i.e ask for a response in the form of degree of agreement or disagreement.

Advantages: Easy to analyze the results

Interviews can be divided into unstructured, semi-structured and fully structured interviews [90,
p. 290] [66, p. 268].

In an unstructured interview, questions are of the open type and reflect general concerns and
interests of the researcher. The conversation is allowed to develop based on the interest of both the
interviewee and the researcher. Unstructured interviews are most feasible for exploratory studies
[94, p. 50] [117, p. 62] [102, p. 15] [90, p. 290f].

In a semi-structured interview, although questions are planned in advance, they are not necessarily
asked in the same order as they are listed. The way the conversation develops can influence the
order in which the different questions are presented to the interviewee. A list might be kept to
ensure, that all questions are handled. Furthermore the wording used to express each question
can vary as well as the amount of time and attention given to different topic. Improvisation and
exploration of the issues raised in the conversation is welcome. [94, p. 51] [117, p. 62] [102,
p. 15f] [90, p. 290f]. Robson recommends these type of interviews if the "interviewer is closely
Improving the Software Quality Assurance Process in Academic Software
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involved with the research process (e.g. in a small-scale project, when the researcher is also the
interviewer)" [90, p. 290].

In a fully structured interview all questions are planned in advance and all questions are asked
in the same order as in the plan. They closely relate to questionnaire-based surveys and make
frequent use of closed questions [94, p. 51] [117, p. 62] [102, p. 15] [90, p. 290f].

Runeson et al. describe different principles, on the order of asking different kinds of questions
[94, p. 52].

While planning an interview, it is important to decide on whom to interview. Runeson et al. advise
to select interviewees based on differences instead of trying to replicate similarities [94, p. 51]. In
order to validate the questions, a pilot interview can be conducted. It is important, that questions
are not formulated in a leading way.

The interview session is started by the researcher presenting the aim of the interview and its study,
optionally asking for permission to record the conversation, as well as how the collected infor-
mation will be used. Afterwards a set of introductory questions are typically asked about the
background of the subject, etc. to break the ice. It is essential to establish an atmosphere of trust
between the interviewee and the researcher, especially since sensitive questions might be asked
[43, p. 7]. Only then the main interview questions, which take up the largest part of the interview,
will be presented. The researcher makes sure that the interviewee’s opinions have been properly
understood by summarizing them. This way also additional feedback can be gained. It is crucial
not to interrupt the subject, or not to give the interviewee enough time to think about answers,
since information might be lost [94, p. 52f].

Taylor et al. provide a number of points for creating and maintaining a good atmosphere during
the interview [111, p. 116f]:

1. Be Nonjudgmental: The interviewer must not make negative judgments about the intervie-
wee or put him down. Otherwise they wont open up about their feelings.[10, p. 140]

2. Let People talk: It is crucial to let the conversation flow, once people start talking about
something important.

3. Pay Attention: Communicate interest in what the interviewee is saying. Do not drift off.

4. Be Sensitive: Do not pressure the interviewee when he feels uncomfortable about a matter.

During the interview sessions, it is recommended to record the discussion (audio or video), since
it is nearly impossible to record all details and especially decide what is important to record [66,
p.272] [117, p. 63].

An Interview can be conducted with every single subject, but it is also possible to conduct group-
interviews. Such interviews are called Focus Groups [94, p. 54f].

Kontio et al. point out the benefits of focus groups as [59, p. 101] [60, p. 6]:

• Discovery of new insights: Due to different backgrounds and the interactive setting, inter-
viewees are encouraged to react to other participants points and compare them with their
own experiences.

• Aided recall: Other participants are able to confirm (or reject) facts that would have been
hidden in an individual interview.

• Cost-efficiency: Multiple subjects can be interviewed at the same time.
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Advantages according to [64, p. 320] [90, p. 299]:

• High level of interaction, group dynamics

• Natural quality control through participants (they check each others answers)

• Questions can be clarified

• Probing for unexpected responses

• Good atmosphere can be build to improve the quality of responses

Disadvantages according to [64, p. 320]:

• Time and cost intensive

• Scheduling and travel

• (Optional) Need of transcription

Observations A general approach in observation is to record the subjects under study and ana-
lyze the recording later. [94, p. 56] Since most of a software engineers work is done in the head,
plain observation might not lead to the expected results. Think aloud protocols, which require the
subject to verbalize his or her thoughts during process, enabling the researcher to understand it,
provide an alternative.

Participant observation, as defined in [111, p. 55f], refers to "research that involves social
interaction between the researcher and informants in the milieu of the latter, during which data are
systematically and unobtrusively collected." Observations can be conducted to capture firsthand
behaviors and interactions (for example software engineers conducting a certain task) that might
not be noticed otherwise [102, p. 5].

In the Participant-Observer (Joining the Team) method, the researcher essentially becomes part
of the team and participates in key activities. This way the researcher develops a high level of
familiarity with the team members and the tasks they perform. The subjects under study are
comfortable with the researchers presence and tend not to notice being observed [64, p. 327].

Advantages according to [64, p. 327]:

• Participants usually feel more comfortable if the researcher is part of the team.

• Researcher is able to develop a deeper understanding of the tasks

Disadvantages according to [64, p. 327]:

• Time consuming

• Loss of perspective if researcher becomes too involved.
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Analysis of Electronic Databases of Work Performed In almost all bigger software develop-
ment environments the work performed by developers is carefully managed using problem report-
ing, change request and configuration management systems. The data produced by such systems
is a rich source of information for researchers.

Advantages according to [64, p. 330]:

• Often automatically generated

• Data is stable, not influenced by researchers preferences

Disadvantages according to [64, p. 330]:

• Manually entered data (for example in forms) incomplete, (and) or filled in different ways
by different developers

• Potentially lots of data must be processed

• Subjects might not remember old records (and wont be able to provide additional informa-
tion)

Coding

In order to process qualitative data using software, it is often necessary to extract numerical in-
formation. The process of coding extracts values for quantitative variables from qualitative data
(often collected from observations or interviews). Therefore it is important to understand that
qualitative data (information expressed as words or pictures) is not necessarily subjective and
neither is quantitative data (data represented as numbers or other discrete categories) objective.
Coding can therefore be used to translate qualitative data into quantitative data, without affecting
its subjectivity or objectivity [102, p. 25].

Analysis of collected data

Data analysis as a separate phase starts after the data has been collected, but can also be done
through the collection process. The main objective is, to derive conclusions from the data. Af-
terwards the reader should be able to follow the derivation of results and conclusions from the
collected data (i.e. the chain of evidence must be kept) [118, p. 132ff].

Usually during a case study, a multitude of different evidence from different sources will be col-
lected. Data analysis of this rich resource therefore proves a time consuming task [91, p. 24]
[64, p. 335]. Generally it is often the case, that both quantitative and qualitative data has been
collected. Data analysis is conducted differently for each type of data [117, p. 65] [93, p. 150].

Validity

The validity of a study denotes "the trustworthiness of the results, and to what extent the results are
not biased by the researchers subjective point of view" [94, p. 71]. Of course concerns regarding
validity must be raised throughout the whole research process and cannot be ticked off in a single
step.

In Yin [118, p. 40f] uses a classification scheme which distinguishes between the following four
aspects of validity:
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1. Construct Validity: Identifying correct operational measures for the concepts being studied.
For example: Are the constructs discussed in the interview questions interpreted in the same
way by the researcher and the interviewed persons [94, p. 71]?

Tactics:

• Using multiple sources of evidence to see if they converge.

• Building a solid chain of evidence.

• Handing a case study report over to key informants, for them to review for it accuracy.

2. Internal Validity: This aspect of validity applies only for explanatory or causal studies, not
for descriptive or exploratory studies. It aims at establishing a causal relation (how and
why event X leads to event Y), whereby certain conditions are believed to lead to other
conditions. However the researcher must be careful, because relationships can be spurious:
e.g. when investigating whether one factor affects an investigated factor there is a risk that
the investigated factor is also affected by a third factor.

Tactics:

• Pattern matching

• Explanation building

• Address alternative explanations

• Use of logic models

3. External Validity: Are the outcomes of the study generalizable beyond the current case study
or are they interesting to other people.

Tactics:

• use theory in single-case studies

• use replication logic in multiple-case studies

4. Reliability: Demonstrating that the operations of a study do not depend on the researcher
and can be repeated with the same results. This includes: Data collection procedures, coding
of collected data, comprehensibility of questionnaires or interview questions, etc.

Tactics:

• Use case study protocol

• Develop case study database

In [90, p. 171ff] Robson has listed some ways to increase the validity of the study (e.g. triangula-
tion, peer debriefing, negative case analysis, etc. )

Reporting

The report of a study communicates its findings but is also the main source of information for
judging the quality of the study [93, p. 154] [117, p. 69]. In order to do so, it is recommended
to additionally report other aspects of the case study, such as the case study protocol and prepare
collected artifacts (e.g. interview data) for dissemination [94, p. 77].

Yin [118, p. 165ff] and Rowley [91, p. 24] both describe the task of reporting to be one of the
most challenging activities when doing case study research. An effective report must consider the
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target audience and therefore be tailored regarding its content. As a consequence a case study
might result in multiple reports. In order to ease the task of reporting it is advised to start writing
while the case study is still in process [90, p. 495] [91, p. 24].

In [90, p. 487ff] Robson defines a set of characteristics that a case study report should have. These
have been summarized by Runeson in [94, p. 82]:

• Describe what the case study was about: Reporting the case study objectives and research
questions, as well as possible changes that happened over time.

• Communicate a clear sense of the studied case: Interesting details like internal characteris-
tics (size of the studied unit, average age of the personnel, etc.), should be included.

• Provide a "history of the inquiry" so the reader can see what was done, by whom and how:
The sequence of actions and roles taken in the case study must be reported, without loosing
oneself in details.

• Provide basic data in a focused form, so the reader can have confidence that the conclusions
are reasonable.

• Articulate the researcher’s conclusions and set them into a context they affect.

Concerning the structure of a case study report, Yin [118, p. 170ff] suggests several alternative
formats:

• Linear Analytical: The traditional research report format - It starts with the issue or problem
being studied, followed by a review of the literature. The subtopics then proceed to cover
the methods used, the findings from data collected and the conclusion.

• Comparative: The case is repeated twice or more times, comparing alternative descriptions
or explanations of the same case study.

• Chronological: The sequence of chapters might follow the early, middle, and late phases
of case history. The researcher must be careful not to give disproportionate attention to the
early events and insufficient attention to the later ones

• Theory-Building: The sequence of chapters or sections will follow some theory-building
logic in order to constitute a chain of evidence for a theory.

• Suspense: Inverts the linear-analytical structure - conclusions are reported first and then
backed up with evidence.

• Unsequenced: The sequence of sections or chapters assumes no particular importance.

Table 2.1 shows which types of structure can be applied for which type of research.

Academic reporting of case studies usually makes use of the linear analytical structure [93, p. 156]
[68, p. 124].
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Type Explanatory Descriptive Explanatory
Comparative X X X

Chronological X X X
Theory-Building X X

Suspense X
Unsequenced X

Table 2.1: Structure types for case study reports based on Yin [118]

2.3 Action Research

Action Research tries to "influence or change some aspect of whatever is the focus of the research"
[90, p. 199]. Since the author of this study actively participated in the underlying software project
and did not restrict himself to passive observation, his methodological approach can be categorized
as action research.

2.3.1 Definition

Robson [90, p. 199ff] describes Action Research as "primarily distinguishable in terms of its pur-
pose, which is to influence or change some aspect of whatever is the focus of the research" . It
further "adds the promotion of change to the traditional research purposes of description, under-
standing and explanation." Moreover he states that "Improvement and involvement are central to
action research". In particular Robson lists improving:

• a practice of some kind

• the understanding of a practice by its practitioner

• the situation on which the practice takes place

In Action research, the researcher(s) are not limited to passive observation. On the contrary,
collaboration between the researcher(s) and those who are the focus of the research, and their
participation in the process, are "central to action research" [90, p. 200]. Participatory Action
Research which "involves the investigation of actual practices and not abstract practices" [54, p.
277], highlights this aspect.

Action research is often depicted as a self-reflective cyclic process [54, p. 276] ,[90, p. 201])
Kemmis & McTaggart describe the spiral of self-reflective cycles as follows [54, p. 276]:

• Planning a change

• Acting and observing the process and consequences of the change

• Reflecting on these processes and consequences

• Replanning

• Acting and observing again

• Reflecting again, and so on ...
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2.4 Agile Methods

Agile methods have been adapted widely in software engineering. The software process used
in the project under study is based on agile methods as well. The following section is aimed at
providing the necessary basics about agile software development, recommended for reading this
thesis.

2.4.1 Agile Manifesto and Agile Development

The term "agile software development" was first described by Kent Beck et al. in the "Manifesto
for Agile Software Development". It was authored 2001 as a reaction to classical, plan-driven
software development processes and describes the key values of agile software development [8]
as:

Individuals and interactions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a plan

Adding that "while there is value in the items on the right, we (the authors) value the items on the
left more."[8]

Along with these values, the authors further derive 12 principles for agile software development,
which support the definition and continuing evolution of many software development methods [63,
p. 24] [8].

Although Agile Development was disruptive at its time, some of its key concepts were already
present in iterative and incremental development (IID). IID is an approach of building software
(or anything) in which the overall lifecycle is composed of several iterations in sequence. Each
iteration is a self contained mini project [63, p. 9f].
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2.4.2 SCRUM

According to the FORBES magazine SCRUM is the most popular Agile methodology today 1.
Furthermore "The 2015 State of Scrum Report" states that 82% of the almost 5,000 people sur-
veyed stated, that "Scrum improves quality of work life" and 95 % plan to continue using scrum.
The "framework for developing and sustaining complex products" [101, p. 3] can therefore be
seen as quite a success.

Definition

SCRUM is not a standardized process, defining a set of sequential steps that are guaranteed to
produce, in time and in budget, a high-quality product that delights customers, but a framework
for organizing and managing work. [92, p. 13].

According to Ken Schwaber and Jeff Sutherland SCRUM is a "framework within which people
can address complex adaptive problems, while productively and creatively delivering products of
the highest possible value." [101, p. 3].

The authors describe SCRUM also as:

• Lightweight

• Simple to understand

• Difficult to master

Origins

The SCRUM process was created by Jeff Sutherlan in 1993. However the term "scrum" itself
has its origins in an analogy put forth in a 1986 study by Takeuchi and Nonaka, published in the
Harvard Business Review [110, p. 137].

The authors state, that in "today’s fast-paced, fiercely competitive world", where "speed and flex-
ibility are essential", the sequential approach "won’t get the job done". Instead they propose a
"holistic method" for product development, which they referred to as the "rugby approach", be-
cause the ball gets passed within the team as it moves as a unit up the field [110, p. 137]:

The approach was based on six central characteristics [110, p. 138ff]:

1. Built-in stability

2. Self-organizing project teams

3. Overlapping development phases

4. Multilearning

5. Subtle control

6. Organizational transfer of learning

1 as of 2017
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When Jeff Sutherland and his team created SCRUM as a software development process at the Easel
Corporation in 1993, they followed this example, comparing high-performing, cross-functional
teams to the scrum formation used by Rugby teams.

What they did was combining approaches from Takeuchi and Nonaka with elements of Object
Oriented Programming (OOP), empirical process control, IID, software process and productivity
research, and complex adaptive systems [92, p. 34], resulting in the first paper on SCRUM "Scrum
Development Process. OOPSLA’95 Workshop on Business Object Design and Implementation"
being published in 1995 [99]. In 2001 followed "Agile Software Development with Scrum" by
Ken Schwaber and Mike Beedle [100].

Description

Figure 2.1 depicts an overview of the SCRUM process: The product owner, having the big picture
of the product breaks it down into a set of features, a process called grooming. These are collected
and prioritized in the product backlog. During the sprint planing, the SCRUM team assembles
the sprint backlog from features of the product backlog. These features must be completed in the
sprint execution. Each day during the sprint the team members meet to talk about work done,
work to be done, impediments,.. an activity called daily scrum. The outcome of a sprint should be
a potentially shippable product, which is inspected by the stakeholders and SCRUM team in the
sprint review. A sprint is concluded by a sprint retrospective, where all team members reflect on
the SCRUM process being used to create the product, possibly resulting in adaptions being made.
[38, p. 387f] [96, p. 62f] [100] [92, p. 17f] [101]

Figure 2.1: Scrum Framework according to [92, p. 17]

Roles

The Scrum framework stipulates three roles [92, p. 14ff]:

• Product Owner: Is responsible for the product and serves as the liaison between the devel-
opment team and its customers. He manages the product backlog.

• Scrum Master: Is responsible for ensuring that SCRUM "values, practices and rules are
enacted and enforced" [100]. He also represents the SCRUM team to the outside world.
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• Development Team: Is a cross-functional group of people able to fulfill their given tasks.

Artifacts

An artifact is something of historical interest that deserves to be looked at again.

• Product backlog: A prioritized list of tasks yet to be done: "an evolving, prioritized queue
of business and technical functionality that needs to be developed in a system" [100].

• Sprint backlog: A subset of the product backlog, consisting of the features to be imple-
mented in the current sprint.

• Product increment: A list of tasks that have been completed during the last sprint and all
previous ones, reflecting how much progress has been made.

• Burn-down: A visual representation of the amount of work that still needs to be completed.

Events

• Grooming: The activity of extending, maintaining and prioritizing the Product Backlog.

• Sprint: A time box (from about one week to one month) depicting an iteration in the
SCRUM process.

• Daily Scrum: Daily meeting, aimed at facilitating communication and helping monitoring
the progress towards meeting the sprint goal.

• Sprint Planning: A meeting in which the SCRUM team decides what will be part of the
next springs backlog. At the end of the sprint all tasks must be done.

• Sprint Review: Demonstration of the results to stakeholders and interested parties.

• Sprint Retrospective: Team reflects on the previous sprint, ensuring continuous improve-
ment of the process.
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2.4.3 Lean Software Development

Lean Software Development is derived as the software equivalent of lean manufacturing which
has its origin in the Toyota Production System [73] [84].

The term "Lean Software Development" itself was introduced by Mary Poppendieck and Tom
Poppendieck in their book "Lean Software Development: An Agile Toolkit" [86]. The authors see
their adaption as part of the agile development practices, a view shared by Ken Schwaber, who
described Lean Software Development as an "agile process" and a "more understandable, robust,
and everyday framework for understanding the workings of agile processes" [86].

According to [86], lean thinking is about 7 core principles [85] [86]:

Eliminate waste

Waste is anything not adding value to the customer, e.g a feature, functionality or process step. 2.2
shows examples of waste:

Manufacturing Software Development
A component sitting on the shelf collecting
dust

collected requirements in a book gathering
dust

A manufacturing plant producing more items
than immediately needed

Developers implement more features than im-
mediately needed

Moving products around unnecessarily Handing a task over to another team

Table 2.2: Waste in Manufacturing and Software Development [86, p. 13]

In [103] Sedano et al. identify waste typically occurring in software development processes

• Building the wrong feature or product: i.e. Parts that do not address user or business needs

• Mismanaging the backlog: Duplicating work, expediting lower value user features, delaying
necessary bug fixes

• Rework: Altering already delivered work that was faulty

• Unnecessarily complex solutions: Creating unnecessarily complex solutions, neglected sim-
plifications, etc.

• Extraneous cognitive load: Unneeded expenditure of mental energy i.e. due to inefficient
tools, complex or large stories, technical debt

• Psychological distress: Burdening the team with unhelpful stress i.e. caused by "rush
mode", conflicts, etc.

• Waiting/multitasking: idle time, often hidden by multi-tasking

• Knowledge loss: re-acquiring information that the team once knew

• Ineffective communication

Amplify learning

Lean production practices can not be translated directly to software development. The reason
for this is that generating good software is not a production process, but a development process.
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The Poppendiecks compare software development with the process of a chef creating a recipe and
production with the execution of this recipe 2.3.

Development - of Recipe Production - of Dish
Quality is fitness for use Quality is conformance to requirements
Variable results are good Variable results are bad
Iteration generates value Iteration generates waste (rework)

Table 2.3: Development vs. Production according to [86][85]

According to [86] "The best approach to improving a software development environment is to
amplify learning."

Decide as late as possible

The later a decision is made, the more knowledge might have been collected (the future is closer
and easier to predict), helping in making the right decision. Accordingly development practices
that allow for late decision making are effective in domains that involve uncertainty.

Deliver as fast as possible

In Software development, the discovery cycle is critical for learning: Design, implement, feed-
back, improve. Rapid delivery brings the advantage of shortening these cycles, which leads to
early feedback, better learning and communication within the team. Furthermore speed assures
that customers get what they need now, not what they required yesterday; a point becoming more
and more important in the era of rapid technology evolution.

Empower the team

Involving developers in decision making is fundamental to achieving excellence, since nobody
understands the details better than the people who actually do the work.

Build integrity in

Integrity in a product means that it excels in all ways, has no flaws [76]. Conceptual integrity
means that the system’s central components work well together as a whole with balance between
flexibility, maintainability, efficiency, and responsiveness and it is a critical factor in creating per-
ceived integrity Integrity comes from wise leadership, relevant expertise, effective communication
and healthy discipline.

See the whole

Experts in an area (e.g UI or Business Logic) tend to care most about the part of the product
representing their own specialty. If software is developed by multiple companies, people will want
to maximize the performance of their own company. Quite often these patterns let the common
good suffer. Furthermore complex systems with integrity, are not the sum of their parts, but also
the product of their interactions. That’s why overall performance should be measured instead of
individuals or organizations.
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Source Definition
Oxford English Dictionary The standard of something as measured against other

things of a similar kind; the degree of excellence of some-
thing

ISO 8402-1986 The totality of features and characteristics of a product or
service that bears its ability to satisfy stated or implied
needs.

Crosby [18] Conformance to the requirements
Juran [52] Fitness for use
Peter Drucker [24] Quality in a product or service is not what the supplier puts

in. It is what the customer gets out and is willing to pay
for.

Table 2.4: Definitions of Quality

2.5 Software Quality

Shipping and producing high quality software is essential in software development and also strongly
tied to the goal of this thesis. The following section introduces basic definitions and concepts in
the field of quality with a particular focus on software quality.

2.5.1 Quality

"A product is not high quality because its hard to make and costs a lot of money...
this is incompetence" - Peter Drucker [24]

Giving a universally applicably definition of quality is far from easy. Unfortunately, quality is
"hard to define, impossible to measure, easy to recognize" [58]. Moreover its "generally transpar-
ent when present, but easily recognized in its absence" [36, p. 3].

The definitions provided in the literature, may they be formal or informal, usually are context-
depended as shown in 2.4.

Gilles [36, p. 3] provides some insights about quality and states that it:

• Quality is not absolute, but means different things in different situations.

• Quality cannot be measured upon a quantifiable scale like for example the room temperature.

• Some Aspects of Quality can be measured, some not.

• Quality is multidimensional, meaning that it has many contributing factors.

• Quality is subject to constraints.

• Quality is about acceptable compromises. Where quality is constrained and compromises
are required, some quality criteria may be sacrificed more happily than others. A ranking,
identifying critical attributes (least likely to be sacrificed) will come apparent.

• Quality criteria interacts with each other, causing conflicts. In a car for example fuel econ-
omy might conflict with top speed.
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From a commercial point of view it is necessary to consider the constraints upon excellence.
Although a company, only focusing on the excellence of their product, while neglecting customer
expectations will not last, providing long term, high quality solutions is an integral part of success
[36, p. 5].

Within a technical context however, the definition provided by the ISO is more relevant. It as-
sociates quality with the ability of the product to fulfill its function and recognizes that this is
achieved through its features and characteristics. Quality is defined by having the required range
of attributes, whilst achieving satisfactory performance within each attribute.

ISO9001:2008 expands this view, by stating that:

"The quality of an object can be determined by comparing a set of inherent characteristics against
a set of requirements. If those characteristics meet all requirements, high or excellent quality is
achieved but if those characteristics do not meet all requirements, a low or poor level of quality is
achieved. So the quality of an object depends on a set of characteristics and a set of requirements
and how well the former complies with the latter."

2.5.2 Software Quality

While all definitions provided in 2.4 may be applied to software quality, it makes sense to define
the term "software quality" separately.

According to IEE [49] software is:

"Computer programs, procedures, and possibly associated documentation and data pertaining to
the operation of a computer system."

Following this definition it can be deducted that high quality software depends on the quality of all
4 components. Computer programs (i.e. the code) are needed to instruct the hardware, procedures
define how to use them, documentation is needed e.g. for maintenance and usage instructions and
data is used for configuration, testing etc. [20, p. 15f]

When comparing software products with other industrial products (keeping the definitions in
mind), fundamental differences can be found [20, p. 4f] [36, p. 7]:

• Product complexity: Can be measured for example by the number of states. Whereas an
industrial machine can have up to a few thousand modes of operation, a software product
usually exceeds millions of software operation possibilities.

• Product visibility: Defects in software are usually hidden, whereas e.g. a missing door on a
car is easily spotted.

• Product development and production process: In software projects defects can only be de-
tected in the development phase.

• Software has no physical existence.

• Change of client needs over time and high expectations: Customers expect software to be up
to date, but car manufacturers for example wont update your car to meet the newest emission
levels.

Furthermore the definition of software quality is hindered, since usually perspectives and expec-
tations influence peoples minds, concerning what their understanding of software quality is. Ac-
cordingly different people would have different views and expectations, based on their roles and
responsibilities [113, p. 15].
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Kitchenham and Pfleeger [56, p. 13f] state five major views of software quality:

1. Transcendental: Quality is hard to define, but can be recognized when present. Associated
with properties that delight users.

2. User: Fitness for purpose or meeting user’s needs.

3. Manufacturing: Conformance to process standards.

4. Product: Quality correlates with internal quality indicators.

5. Value-based: Customer willingness to pay for the software.

Having established that software quality is not something that can be measured upon a quantifiable
scale, is subject to many different views, multidimensional and hard to define, the problem of its
definition can be tackled by describing its characteristics [36, p. 9] [77, p. 6].

While some definitions start with terms like defect rate, reliability and customer satisfaction [53,
p. 4], consulting the literature, many attempts to capture the extent of software quality, which
gauge towards more specific attributes can be found:

• CUPRIMIDSO: Capability (Functionality), Usability, Performance, Reliability, Installabil-
ity, Maintainability, Documentation/Information, Service, Overall

• FURPS: Functionality, Usability, Reliability, Performance, Serviceability

• CUPRIMDA: Capability, Usability, Performance, Reliability, Installability, Maintainability,
Documentation, Availability.

• ISO 9126 Quality characteristics: Functionality, Reliability, Usability, Efficiency, Maintain-
ability, Portability

The ISO 9126 standard has been revised and replaced by ISO/IEC 25000, which considers addi-
tional quality factors (Security, Compatibility) and aggregates them to a quality model 2.2. This
model categorizes the product quality into characteristics and sub-characteristics:

Figure 2.2: ISO/IEC 25010 Quality Model

1. Functional Suitability: represents the degree to which a product or system provides func-
tions that meet stated and implied needs when used under specified conditions

• Functional completeness: Degree to which the set of functions covers all the specified
tasks and user objectives.

• Functional correctness: Degree to which a product or system provides the correct
results with the degree of precision needed.
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• Functional appropriateness: Degree to which the functions facilitate the accomplish-
ment of specified tasks and objectives.

2. Performance efficiency: represents the performance relative to the amount of resources
used under stated conditions

• Time behaviour: Degree to which the response and processing times and throughput
rates of a product or system, when performing its functions, meet requirements.

• Resource utilization: Degree to which the amounts and types of resources used by a
product or system, when performing its functions, meet requirements.

• Capacity: Degree to which the maximum limits of a product or system parameter meet
requirements.

3. Compatibility: Degree to which a product, system or component can exchange information
with other products, systems or components, and/or perform its required functions, while
sharing the same hardware or software environment.

• Co-existence: Degree to which a product can perform its required functions efficiently
while sharing a common environment and resources with other products, without detri-
mental impact on any other product.

• Interoperability: Degree to which two or more systems, products or components can
exchange information and use the information that has been exchanged.

4. Usability: Degree to which a product or system can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified context of use.

• Appropriateness recognizability: Degree to which users can recognize whether a prod-
uct or system is appropriate for their needs.

• Learnability: degree to which a product or system can be used by specified users to
achieve specified goals of learning to use the product or system with effectiveness,
efficiency, freedom from risk and satisfaction in a specified context of use.

• Operability: Degree to which a product or system has attributes that make it easy to
operate and control.

• User error protection: Degree to which a system protects users against making errors.

• User interface aesthetics: Degree to which a user interface enables pleasing and satis-
fying interaction for the user.

• Accessibility: Degree to which a product or system can be used by people with the
widest range of characteristics and capabilities to achieve a specified goal in a specified
context of use.

5. Reliability: Degree to which a system, product or component performs specified functions
under specified conditions for a specified period of time.

• Maturity: Degree to which a system, product or component meets needs for reliability
under normal operation.

• Availability: Degree to which a system, product or component is operational and ac-
cessible when required for use.

• Fault tolerance: Degree to which a system, product or component operates as intended
despite the presence of hardware or software faults.

Improving the Software Quality Assurance Process in Academic Software
Development with Gamification and Continuous Feedback Techniques 27 / 152



Chapter 2. Fundamentals 2.5. Software Quality

• Recoverability: Degree to which, in the event of an interruption or a failure, a product
or system can recover the data directly affected and re-establish the desired state of the
system.

6. Security: Degree to which a product or system protects information and data so that persons
or other products or systems have the degree of data access appropriate to their types and
levels of authorization.

• Confidentiality: Degree to which a product or system ensures that data are accessible
only to those authorized to have access.

• Integrity: Degree to which a system, product or component prevents unauthorized
access to, or modification of, computer programs or data.

• Non-repudiation: degree to which actions or events can be proven to have taken place,
so that the events or actions cannot be repudiated later.

• Accountability: Degree to which the actions of an entity can be traced uniquely to the
entity.

• Authenticity: Degree to which the identity of a subject or resource can be proved to be
the one claimed.

7. Maintainability: Degree of effectiveness and efficiency with which a product or system
can be modified to improve it, correct it or adapt it to changes in environment, and in re-
quirements.

• Modularity: Degree to which a system or computer program is composed of discrete
components such that a change to one component has minimal impact on other com-
ponents.

• Reusability: Degree to which an asset can be used in more than one system, or in
building other assets.

• Analysability: Degree of effectiveness and efficiency with which it is possible to assess
the impact on a product or system of an intended change to one or more of its parts,
or to diagnose a product for deficiencies or causes of failures, or to identify parts to be
modified.

• Modifiability: Degree to which a product or system can be effectively and efficiently
modified without introducing defects or degrading existing product quality.

• Testability: Degree of effectiveness and efficiency with which test criteria can be es-
tablished for a system, product or component and tests can be performed to determine
whether those criteria have been met.

8. Portability: Degree of effectiveness and efficiency with which a system, product or com-
ponent can be transferred from one hardware, software or other operational or usage envi-
ronment to another:

• Adaptability: Degree to which a product or system can effectively and efficiently be
adapted for different or evolving hardware, software or other operational or usage
environments.

• Installability: Degree of effectiveness and efficiency with which a product or system
can be successfully installed and/or uninstalled in a specified environment.

• Replaceability: Degree to which a product can replace another specified software
product for the same purpose in the same environment.
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Term Definition
Error A mistake made by a person resulting in a defect in the product.

Defect, Fault A flaw in the product resulting from the commission of an error.
Failure The experienced manifestation of a defect being encountered in the product.

Table 2.5: Software errors, faults and failures [41], [113, p. 20], [20], IEEE 610.12

While all listed approaches differ in quantity, naming and detail of its described characteristics,
commonalities can still be found, strengthening the image of software quality as a multidimen-
sional construct.

Gilles describes a polyhedron metaphor, depicting quality as a three- dimensional solid, where
each face represents a different aspect of quality. Using this metaphor he furthermore tries to close
the cycle towards multiple views on software quality [36, p. 9]. Gilles polyhedron metaphor can
be combined with the ISO 9126 standard, resulting in an adaption of the quality cube, using the
ISO 9126 Quality characteristics as faces 2.3.

Figure 2.3: Dimensions of Quality (Adapted from [36, p. 9])

When defining quality enhancing procedures, tailoring processes for quality assurance and talking
about metrics, one fundamental fact is often forgotten: Software quality is about people [36, p. 15]
It is people who develop software, carry out quality assurance and do the testing. All procedures
aimed at enhancing quality can only be of value, provided that people are capable and willing
towards their effective use.

2.5.3 Software Quality Assurance

While quality is something that can (or can not) be present in software to a certain degree, software
quality assurance is the road that leads to high quality software.

One of the most commonly used definitions of SQA is offered by the IEEE Glossary. It has
matured over several iterations (since 1984) and now (IEEE 730-2014) describes SQA as:
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A set of activities that define and assess the adequacy of software processes to
provide evidence that establishes confidence that the software processes are appropri-
ate for and produce software products of suitable quality for their intended purposes.
[48]

Despite the fact that the current IEEE definition tries to be as open as possible it still neglects
maintenance, timetable and budget issues. [47] [20, p. 26]

In [20, p. 27] Galin proposes and extended definition

Software quality assurance is: A systematic, planned set of actions necessary
to provide adequate confidence that the software development process or the mainte-
nance process of a software system product conforms to established functional techni-
cal requirements as well as with the managerial requirements of keeping the schedule
and operating within the budgetary confines.

In his definition Galin emphasizes that SQA (a) must not end at the release date, but must go
on during maintenance, (b) comply to budgetary constraints (c) keep the schedule. Accordingly,
quality assurance is meant to minimize the costs of quality by introducing a variety of activities
throughout the development and maintenance process in order to prevent the causes of errors,
detect them, and correct them in the early stages of development. [20, p. 31].

Quality control is a set of activities carried out with the main objective of withholding a product
from shipment if it does not qualify. Its actions are therefore only a subset of the total range of
quality assurance activities. SQA relates to quality control in a way, that its measures substantially
reduce the rate of non-qualifying products [20, p. 29, p. 31].
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2.6 Agile Software Quality

Agile software development comes along with new benefits and challenges concerning software
quality. The following chapter tries to discuss problems of QA in plan driven approaches as well
as characteristics of QA in agile projects:

"one of the main challenges in agile projects it is the lack of knowledge of agile
practices" [115].

2.6.1 Problems with QA in Plan Driven Approaches

In classic plan driven development processes, for example the waterfall model quality assurance,
is usually done in a separate phase of the process. Naturally this phase must follow only after the
implementation is done [107].

This approach can lead to problems when keeping in mind that software is developed according
to a plan, against a deadline. One phase can only start if the preceding one is finished. If i.e.
implementation takes longer than calculated in the plan, the remaining phases (i.e. testing) loose
precious time. Instead of delaying the release it might be the case that the quality assurance period
is squeezed [107].

Even if QA can start on time, if the number of found defects is high, the product is returned to
the development team to fix the defects and another testing phase is kicked off. This cycle might
repeat itself causing unnecessary stress.

In agile iterative development on the other hand, each iteration must deliver working software that
has been fully tested. Each story implemented by the developing team is tested subsequently. The
story is not complete until it passes all of its tests and is accepted by the customer. This allows the
customer to actually see progress and eases project planning [71].

In [44] Huo et al. provide a comparative analysis concerning quality, between the Waterfall model
as a representative of the traditional methodologies approaches, and the agile group of methodolo-
gies. They conclude that "agile methods do have practices that have QA abilities", "the frequency
with which these agile QA practices occur is higher than in a waterfall development" and "agile
QA practices are available in very early process stages due to the agile process characteristic".

2.6.2 Quality Assurance in Agile Development

The use of agile practices with the objective of achieving high software quality, makes QA process
immanent in agile software development [72] [95]. Mnkandla et al. tried to link agile techniques
to their quality assuring capabilities by evaluating a predefined set of quality assurance factors 2.6
in relation to the corresponding agile techniques that implement the factors [72].
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Name
Correctness
Robustness

Extendibility
Reusability

Compatibility
Efficiency
Portability
Timeliness
Integrity

Verifiability
Validation
Ease of use

Maintainability
Costeffectiveness

Table 2.6: Set of quality assurance factors

As a result, for each of the listed factors agile techniques that help ensuring them could be found.

Fortunato et al. evaluated and analyzed relevant studies on quality assurance practices in agile
software development [31].

Their key finding were that:

1. The use of people with a generalist professional profile, who perceive teamwork and good
communication between team members as a philosophy, are adept of constant knowledge
improvement, favor the perfectionism and support the adoption of agile methods in projects.
This statement is also backed by the Chaos Report 2015, which states that "one of the factors
that contributed to the success of the projects were the use of proficient agile people. [112]"

2. The use of good programming practices is regarded as one of the pillars of quality assurance,
making the training and retraining of the team in techniques such as coding standards, refac-
toring, creating unit tests, review code, pair programming and use of continuous integration
tools are important factors for achieving the quality assurance.

3. Software testing proved as the factor, most likely to be incorrectly performed.

Again it can be concluded that the application of agile practices leads to better software quality.

According to [1] adopting agile development methodologies has a positive impact not only on
quality but also on productivity:

The results of a survey showed that the application of agile practices like: knowledge sharing,
active stakeholder, participation, self organizing teams, reduced documentation, responding to
change, team size, flexible design and trainings improve quality and productivity [1]

While having "build in" QA measures, agile software development also allows for the easy in-
tegration of new measures. Generally agile processes like SCRUM do not represent direct work
instructions for QA, but merely "empty buckets" which need to be filled with situation specific
SQA practices and processes [51].
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2.7 Monitoring and Measuring Quality

"Measure what is measurable, and make measurable what is not so." - Galileo
Galilei

"You can’t control what you can’t measure" - Tom DeMarco (1982)

2.7.1 Measuring Quality

In order to manage software quality (i.e. state improvements, point out weaknesses), it has to
become measurable. However, when making things measurable one must be careful not to distort
the situation under measure and assure that the derived figures do indeed reflect the property under
scrutiny [36, p. 41].

Quality measurement is usually expressed in terms of metrics.

2.7.2 Software metrics

Metrics provide the means to measure software quality and can be defined for every type of quality,
e.g product, customer satisfaction, process, etc.

Before going into detail, the term metric has to be defined:

Definition

IEEE provides two alternative but complementary definitions describing quality metrics as a cate-
gory of SQA tools:

"A function whose inputs are software data and whose output is a single numerical value that can
be interpreted as the degree to which software possesses a given attribute that affects its quality.
[46]"

"A quantitative measure of the degree to which an item possesses a given quality attribute. [49]"

Whereas the first definition by IEEE refers to the process that produces quality metrics the second
refers to the outcome of the above process.

Gilles [36, p. 41] describes a quality metric as a "measurable property which is an indicator of one
or more of the quality criteria that we are seeking to measure."

It must

• be clearly linked to the quality criterion under measure

• be sensitive to the different degrees of the criterion

• provide objective determination of the criterion that can be mapped onto a suitable scale.

However metrics must be distinguished from direct measures. A direct measure (i.e. the expansion
of mercury in a thermometer in order to measure temperature, or the number of lines of code) does
not depend upon a measure of any other attribute. It can be seen as a function whose domain is
only one variable [36, p. 41].
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Take the traditional fairground trail of strength as an example: A contender must use a hammer to
punch a plate, resulting in a score represented by the height reached on the column. Here, strength
is not measured in a absolute and verifiable way. The reached height depends only on the force
exerted upon the plate at the bottom, which however is affected by multiple factors other than
strength (i.e. swing technique, etc.).

The score of this experiment is therefore like a metric of strength, i.e. clearly linked to the criterion
it seeks to measure.

Objectives

The main objectives for software quality metrics according to [20, p. 414] are:

• To facilitate management control as well as planning and execution of the appropriate man-
agerial interventions.

• To identify situations that require or enable development or maintenance process improve-
ment in the form of preventive or corrective actions introduced throughout the organization

Comparison provides the practical basis for management’s application of metrics and for SQA
improvement in general [20, p. 414].

Performance data can be compared with quality targets, standards, other projects, other teams, etc.

Requirements for good metrics

In order to come up with useful metrics, Galin [20, p. 415] provided requirements (general and
operative), an applicable and successful metric must provide.

General Requirement

• Relevant: Related to an attribute of substantial importance

• Valid: Measures the required attribute

• Reliable: Produces similar results when applied under similar conditions

• Comprehensive: Applicable to a large variety of implementations and situations

• Mutually exclusive: Does not measure attributes measured by other metrics

Operative Requirement

• Easy and simple: The implementation of the metrics data collection is simple and is per-
formed with minimal resources

• Does not require independent data collection: Metrics data collection is integrated with
other project data collection systems: employee attendance, wages, cost accounting, etc. In
addition to its efficiency aspects, this requirement contributes to coordination of all infor-
mation systems serving the organization
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• Immune to biased interventions by interested parties: In order to escape the expected results
of the analysis of the metrics, it is expected that interested people will try to change the data
and, by doing so, improve their record. Such actions obviously bias the relevant metrics.
Immunity (total or at least partial) is achieved mainly by choice of metrics and adequate
procedures

Classification

The literature provides multiple classifications of software quality metrics:

A general distinction can be made whether a metric is predictive or descriptive [36, p. 44] [70, p.
104] [5, p. 138]: A predictive metric can be used to make predictions about the software later in
its lifecycle. An example is structuring: A well structured software will be easier to maintain later
in its life. A descriptive metric describes the system at the time of measurement. As an example
reliability can be described by the number of crashes in a given period of time.

Another way of categorizing metrics is by what they are measuring, either external or internal
characteristics. External characteristics are quality factors (like described in the ISO/IEC 25010
Quality Model). Internal characteristics are objective measures like size, control flow complexity,
inter-module coupling and modular cohesion [39].

Product metrics (related to software maintenance) are defined as snapshots of a product state,
whereas process metrics (related to the software development process) are defined as measures
over time [20, p. 412f] [39].

2.7.3 List of Metrics

Agile Metrics

The upcoming of agile methods in software development also called for new metrics to be intro-
duced in order to deal with agile practices [61] [75]. Their purpose was to quantify the projects
progress in essential parts of agile development like testing and Continuous Integration (CI) [51].

Number of Tests: Since agile development encourages developers to use test driven development,
the total number of tests can be a helpful metric.

Test Coverage: Measures how much of the code is covered by tests. There are different measure-
ments like line coverage and branch coverage. The test coverage gives a general impression on
how well the code is tested.

Test Growth Ratio: Measuring the test coverage only can prove less expressive, if the project lacks
test at its current state and the decision to go test driven for example was only made recently. In
such a scenario it makes more sense to measure the growth of tests in relation to the growth of the
source code. Of course this metric can also be falsified if the source code is reduced e.g. due tu
refactoring, or after removing functionality.

Number of Broken Builds: If in a CI setup, a build is triggered and fails for project specific reasons
and therefore is not merged in the code basis, it is called "broken build". This usually happens
if a quality requirement was not met (syntax error, unable to compile, tests failed, etc. ) by the
code that should have been build. A broken build might have been caused by a software bug that
otherwise might have ended up in production. Fixing this build usually has highest priority in the
team. Again one must be careful since in some project setups broken builds can be blamed on
faulty tests (indeterministic) or infrastructure problems.
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2.8 Gamification

Gamification techniques will be applied to the field of QA in the course of this study. The overall
goal is to boost motivation on the developers side, in terms of doing software quality related tasks.

The following section will provide background information on the concepts of Gamification:

2.8.1 Definition

The term "Gamification" has its origins in the digital media industry and dates back to 2008 [22].

Consulting the literature several definitions have been proposed:

Deterding et al. "the use of game design elements in non-game contexts" [22, p. 2ff]

Pereira et al. "applying game-design thinking to non-game applications to make them more fun
and engaging" [80, p. 744].

Huotari et al. "a process of enhancing a service with affordances for gameful experiences in
order to support user’s overall value creation." [45, p. 3]

Zichermann et al. "The use of game thinking and game mechanics to engage users and solve
problems" [119]

2.8.2 Elements of Gamification

Gamification is founded in the fundamentals of human psychology and behavioral science, and
rests on three primary factors: motivation, ability level and triggers.

Gamification uses certain elements/mechanics of games to motivate people [116, p. 72ff] [19, p.
85]:

• Achievements: Given to the player on the completion of a behavior.

• Points: Are allocated for specific high value behaviors and achievements.

• Badges: Represent certain achievements of the user.

• Levels: Increases as the users reach a certain number of points.

• Quests: The tasks the player has to complete are presented as a quest, with additional game
elements (such a story) that make it more attractive.

• Voting: Players can vote on another player’s behavior. The votes themselves represent the
rewards obtained by each player.

• Leaderboards: A ranking with the top players is presented to all players to increase com-
petitiveness.
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2.8.3 Gamification in Software Engineering

Dale et al. state that "When done correctly, gamification provides an experience that is inherently
engaging and, most importantly, promotes learning." [19, p. 85], a feature most important to
software engineering.

Francisco-Aparicio et al. conclude that "Gamification can be used as a tool to improve the partic-
ipation and motivation of people in carrying out diverse tasks and activities that generally could
not be very attractive." [32], which does apply to various software QA related tasks. Furthermore
Pedreira et al. describe gamification as a "promising field which can help to improve the daily
engagement and motivation of software engineers in their tasks." [79, p. 158]

Several well established examples for gamification in software engineering already exist:

• StackOverflow 2: question-and-answer site

• RedCritter 3: software that enables enterprises to manage, showcase, and reward employee
achievements.

• Codecademy 4: Online Programming Courses with reward system.

2 https://stackoverflow.com/
3 https://www.redcritterconnecter.com/home
4 https://www.codecademy.com
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3 Problem Description

The following chapter describes the thesis’s underlying problem in terms of scope, scientific rel-
evance as well as its unique characteristics. The study’s case will be presented in detail and a
list of research questions compiled, which will guide the research throughout this thesis. Sub-
sequently the studies design will be presented, concluding with the attempt of establishing case
representativenes.

3.1 Academic Software Project Specifics

Software projects developed by students in an academic environment, by their nature, have unique
characteristics which will be described in the following chapter, alongside their impact on daily
software engineering business.

3.1.1 Differences to industry projects

Software projects developed by students in the context of an university course differ greatly from
industry projects. In the following the most significant differences will be listed:

1. Costs are irrelevant: It does not matter how much time is spent by the students, since their
work comes at no cost at all.

2. Focus: The focus of academic projects is to maximize the learning experience of students,
not to solve a problem and deliver a working product. Additionally, issues people are facing
in industry projects, like e.g. time pressure or pressure to deliver usually do not apply.

3. High Developer Fluctuation: It might be the case that a student joins the project and leaves
after 4 months, or even earlier.

4. Developer Availability and Scheduling: Students usually attend other university courses as
well, or are even in a working relation. As a result the amount of time they can spent on the
project is limited, differs from week to week and person to person. [15, p. 4]

5. Developer motivation: Motivation is the driving power in student projects [109, p. 416].
However, motivation and project participation might differ largely from student to student
and on a day to day basis. Additionally, unlike professional software developers, students
are not compensated for their work by payment or other bonuses, but only a degree at the
end of their work, which might impact motivation as well [15, p. 3].

6. Limited management options: The attendees are here by their own will. They are not bound
to their work like an employee in a company. Furthermore, unlike in an industrial setting,
project supervisors cannot easily fire or hire developers. [15, p. 5]

7. Quality vs. features: Students usually prefer to add new features instead of instead of en-
hancing software quality [35, p. 40] While this might apply on developers in a professional
background as well, regulation is harder in academic software projects because of the lim-
ited management options.
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8. Different Skill Level: Students with different levels of education or practical experience
might work on the same team.

9. Working environment: Students usually do not develop software in an office and their
SCRUM teams are not provided with the best possible tool, as suggested by Schwaber and
Beedle [p. 39f][100]. Communication is mostly done over Voice over IP (VoIP) [98]

10. Quality and maintainability: Academic software is often written to demonstrate a solution
for a given problem in a certain context. Once the solution is presented (e.g. to receive a
grade), the code itself has served its purpose and is no longer maintained. This consequently
leads to code quality being of low priority.

Now that the differences between university and industry projects have been described, their in-
fluence on the development process can be elaborated:

1. Costs are irrelevant: Because there are no financial and only limited temporal restrictions,
the focus can be set on the development process and learning experience. This of course
aids the author with his thesis in terms that conducting experiments does not cause conflicts
with business interests.

2. Focus: Since the main focus lies on gathering experience and knowledge, this must also be
taken into account when designing the development process. On the one hand it is important
for developers not to rush through the developing process, on the other hand the process
must not cause too much overhead.

3. High Developer Fluctuation: The biggest issue here is, that knowledge has to be preserved.
Developers might implement crucial parts of the system and take all their knowledge about
these parts with them, when they leave the project. Furthermore developers usually need a
considerable amount of time, until they get productive. An experienced developer is usually
tasked with introducing newly joined members into the development process, again, at the
cost of developing speed.

4. Developer Availability and Scheduling: Since students usually only spend a few hours per
week on the project, their tasks have to be small enough to be manageable in this amount of
time.

5. Developer motivation: Since developers do not receive monetary compensation for their
efforts, they have to find their motivation somewhere else. Too much work that they deem
unnecessary can easily frustrate them.

6. Limited management options: Students cannot be forced or urged to do a certain task. The
workload generally has to be well balanced for each student and the given tasks have to
catch his interest.

7. Quality vs. features: Tasks related to QA, like repairing defects or eliminating bad code
smells might not be regarded as rewarding by students. Motivating students to do such work
therefore proves to be difficult.

8. Different Skill Level: Since the course in whose framework the development on Mineralbay
is done, is available to a broad range of students (i.e. bachelor and master students from
different programs), their level of skills differs greatly.
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9. Working environment: Meetings usually have to take place in public places, which most
likely are not perfectly suited for software development, or online, using VoIP and screen
sharing tools.

10. Quality and maintainability: The amount of time students spent on the project is limited
(e.g. they reached their compulsory amount of hours to receive a grade). Therefore the
focus might not be set on high quality, since once they part from the project they wont have
to maintain the code they produced.
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3.2 The Case - Project Details

In the following section this thesis’s underlying case will be described in detail.

3.2.1 Synopsis

The process of driving a tunnel, beside its main purpose, results in great amounts of raw-material
being excavated from underground construction sites. These are called tunnel spoil and are com-
posed from a set of different kinds of primary raw materials.

In the Germany, Austria, Switzerland (DACH) region alone, tunnel construction projects (under-
ground rail, urban rail, rail, road, sewers and utilities) with a total excavated volume of about 120
m3 are currently under construction or at the design phase (as of 12/2014).

The Mineralbay project was born to achieve higher utilization rates for the excavated materials
by providing a material management and merchandising software system for the exchange and
trade of rock excavation material. These materials, known as tunnel spoil are declared as waste by
Austrian law tunnel [88] [89] [87], which leaves tunnel driving companies with the responsibility
of their disposal. From a technical point of view however, this "waste" is actually raw material.
Disposing it, only for disposal centers to resell them, makes no sense from an ecological and
economical perspective [28].

Concluding, direct recycling of tunnel spoil would provide several benefits [27] [28]:

• Economic advantages: Selling the tunnel spoil will result in earnings, while the removal of
disposal fees will result in savings.

• Ecological advantages: Unnecessary transport, etc. will be avoided,

This is where Mineralbay comes in:

Parties in need of material will be able to find it on Mineralbay in its best fitting form, as close
as possible (keeping transport costs low), while construction companies will be able to sell their
tunnel spoil conveniently.

In order to provide the best service Mineralbay will process data on material, mass and time
parameters for the mined rock e.g. in the form of online material analysis results collected from
tunnel drilling machines.

This enables selected information being made accessible to a wide circle of interested parties
simultaneously. The resulting value added chain is extending far outside the construction industry
and thus enables successful upcycling [29].

Brought to live as a university project by the Montanuniversität Leoben, Chair for Subsurface En-
gineering and INSO at TU, Mineralbay offers a motivating setting for participants in an academic
environment. The domain specific knowledge, as well as the requirements are provided by the
representatives of the Montanuniversität, while students of the TU implement the software.

Team

The developing team is built from students of the INSO at the TU and consists of both master and
bachelor students.

There are several reasons why students join the Mineralbay team:
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• Bachelor Thesis: Students are given the opportunity to write their bachelor thesis in the
context of the Mineralbay project. They usually tackle specific problems in the development
process. Alongside the theoretical part of the thesis they have to work 300 hours practically
on the project.

• Master Thesis: Students are able to do their master thesis in the context of the Mineralbay
project. Contrary to the bachelor thesis writing students they are not obligated to do practical
hours, but do so anyway in order to get familiar with the project.

• Practical course (project): Students can also apply for doing a practical course in the Min-
eralbay project. They have to work a predefined set of hours on the project to get their
certificate.

Students can take on different roles in the Mineralbay project:

• Developer: Developers are tasked with implementing features of Mineralbay. Every devel-
oper has to work on all layers of the stack (Database, Backend, Frontend). Writing tests
(Unit, Integration and browser/acceptance tests) is also a task of the developers.

• Tester: Testers perform manual testing, administer test case, are responsible for the accep-
tance of features, report bugs in the form of tickets, etc.

• Requirements Engineer: Requirements Engineers communicate with the customer (repre-
sentative from the Montanuniversität Leoben) and extract features from the requirements.

3.2.2 Technical Description

The basic architecture of the software follows the REST 1 principle. A web client, implemented
as a browser application is communicating with a remote backend server, providing all data.

The software is implemented using open source tools solely and had its kickoff in 2014. In the
following the technological stack will be described:

Database

For development purposes a H2 Database (DB) 2 is used. Being an in memory database H2 brings
the advantage of easy setup and teardown, without having to install any database software on the
developing machine.

In production persisting the data is managed by a PostgreSQL DB 3 instance. PostgreSQL is a
powerful opensource database which offers high compatibility and tool support and does allow
queries on geographical data too.

For the purpose of keeping DB schemata consistent, DB versioning is done by Liquibase 4. This
software allows to describe each database change in a file and auto prepares DB instances on
boot-up to comply with the newest schema.

1 https://en.wikipedia.org/wiki/Representational_state_transfer
2 http://www.h2database.com
3 https://www.postgresql.org/
4 www.liquibase.org
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Backend

The backend is implemented using Java 5, a programming language used in most basic program-
ming courses at the TU 6 and the Spring Boot 7 Framework, which is a widely spread all-purpose
web framework.

Apache Maven 8 is used for building the application and for dependency management, because of
its prevalence and high plugin availability.

Test are written using the JUnit Framework, which is well integrated in the given stack and known
by most of the students.

Frontend

The web application, executed in the browser, is developed using JavaScript 9 and the Model View
Whatever (MV*) framework AngularJS 10, which, in the rapidly changing world of JavaScript
(JS) frameworks, seemed promising in terms of long time support. The growing community
additionally offered lots of pre-written components that could be used directly and accelerated
development.

The visual representation is handled by the Cascading Style Sheets (CSS) framework Bootstrap
11, which offers easy styling of the website using predefined CSS classes and responsive behavior
out of the box.

JS dependencies are managed by the Node Package Manager (NPM) 12 and GRUNT 13 is used for
building the web-application.

Acceptance Testing

Since it was the goal to write acceptance tests for each use case, an appropriate browser test
framework had to be selected.

Ultimately the Groovy 14 based Geb15 browser automation solution was chosen in combination
with the Spock16 testing and specification framework which also supports the Groovy language.
In comparison to Java Groovy is less verbose and not bound to several restrictions which make
Java cumbersome for testing (e.g. method names,..)

Development Tools

• Redmine: The OpenSource software Redmine is used as ticket managing system and issue
tracker.

5 https://www.java.com/
6 curriculum 2017
7 https://projects.spring.io/spring-boot/
8 https://maven.apache.org/
9 https://www.javascript.com
10 https://angularjs.org/
11 getbootstrap.com
12 https://www.npmjs.com
13 https://gruntjs.com/
14 http://groovy-lang.org/
15 http://www.gebish.org/
16 http://spockframework.org/
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• git:used as Version Control System (VCS) and SCM

• gerrit: used for code reviews

• Jenkins: used to build the software

• Squash TM: used to to maintain the test plan and keep track of the manually executed tests.

3.2.3 Project Description

Mineralbay is developed using a SCRUM like software development process:

Current Development Process

The Mineralbay development process however significantly adapts the SCRUM blueprint, making
it more appropriate for student projects.

The biggest difference is the removal of dailies. Implementing these daily meetings would be
almost impossible, since developers (being students themselves), have vastly differing timetables,
making it hard to find a timeslot.

However weekly Jour Fixes take place, which try to compensate for the lack of dailies, but tackle
other tasks as well.

• Status: Students present their progress on the tasks they are working on, discussing occur-
ring problems

• Sprint planing: (if a sprint has ended): Tasks are taken from the backlog, teams are assem-
bled and given tasks.

• Sprint retros: Retrospectives for the purpose of finding out what could be improved, etc.

• Feature estimations: New features are presented by the requirements engineers and esti-
mated by the developers.

Sprints usually differ in length depending on features being developed.

Developers form teams of twos and always develop in form of pair programming. Some students
prefer to meet physically, while others use chat tools, VoIP and screen sharing, meeting in a virtual
way.
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3.3 Research Questions

In order to gain a result the following research question will be answered:

As basis for the following research questions 3 levels of the software development process (in-
spired by [20]) will be described:

• Process level
Elements and sub-processes of the specific software development process.

• Coding level
Errors (according to the definition in [20, p. 16]) are made by programmers. More
specifically, they make these errors during the process of writing code, which is covered by
this level.

• Documentation level
Definitions, instructions, documentation and all other kinds of knowledge that accumulate
during the project.

Table 3.1 provides an overview of the research questions which will be discussed in detail in the
following:

Level Improves Software Quality?

Process

Introducing reviews?
Setting up software versioning?
Self assessments for team building?
Test software in a production like environment?
Gamification as tool for improving software quality?

Coding

Unit testing as review criteria?
Test quality and coverage?
Successful local test run before pushing?
CheckStyle without errors?
Introduce code quality gates?

Documentation Acceptance tests provided with requirements?

Table 3.1: Research questions overview
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Status quo

At the moment the quality gates in the development process are defined in a Definition of Done
(DoD) (i.e. a checklist of goals) for each feature. In the current process however, as early evidence
suggests, developers often chose not to comply to (parts of) this DoD because of the additional
workload. In the following, measures aimed at improving the overall software quality will be
proposed, categorized by the levels described. The provided measures will seek to increase the
compliance to the DoD on the one hand and introduce new quality-boosting factors on the other:

3.3.1 RQ1: On Process level

Which advanced techniques aimed at software QA can be applied and implemented in a typical
student software project?

1. Reviews
Current State: The current process includes peer and management reviews: Every commit
should be reviewed by another developer before it is accepted in the code base. Before
merging into the master branch, another review is performed by an assistant. However both
reviews are usually neglected, resulting in un-reviewed patchsets in the codebase.
Hypothesis: A sound and easy to follow review process will help knowledge transfer as
well as improve code quality.
Evaluation: A controlled experience will be performed, testing the proposed setup.
Participant observation combined with a subsequent interview and survey will identify its
impacts.

2. Versioning
Current State: In the current development process the number of the project version is
never increased. This often leads to confusion concerning software versions deployed on
the production or test server and local environment.
Hypothesis: Introducing a tailored versioning scheme and additionally visualizing
development progress by displaying the software version number on the website, will
enhance traceability and enable users and developers to map certain features, bugs and
changes to versions of the product.
Evaluation: Stakeholders will be interviewed about the implemented versioning process.

3. Self assessments for team building
Current State: At this time team building is done mostly by the project leader with
occasional exchange of team members.
Hypothesis: Performing self assessments rating a developers skills in different areas of
development as basis for team building (i.e. teams will be built by developers
complementing each other) will improve learning experience and code quality.
Evaluation: Team members will be interviewed about experiences with this kind of team
building technique as well as learning experience, and the progress made during the
development sessions.

4. Test software in a production like environment
Current State: This is important, because in the production environment a different
database is used and frontend code is uglyfied/minified. However developers often neglect
this step because they lack knowledge on how to do so, or simply due to convenience.
Hypothesis: Production mode tests will be part of the DoD and review process. This will
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reduce the number of bugs, which are specifically dependent on environment and might
slip into production.
Evaluation: Number of errors that only occur in production will be measured and
compared to previous data. Developers will be interviewed about their opinion concerning
the testing effort and impact.

5. Gamification as tool for improving software quality
Hypothesis: Tasks dedicated to improving software quality usually aren’t attractive to
students. Using a gamification approach for quality related tasks, rewarding positive
actions, will lead to better overall quality.
Evaluation: Team members will be interviewed whether they felt motivated by the
gamification tool or not.

3.3.2 RQ2: On Coding level

How to include quality enhancing methods in the process of the student writing code in a typical
student software project?

1. Unit tests written and successfully executed
Current State: Currently, unit testing (Part of DoD) is handled as a kind of a gentleman’s
agreement. If time runs out during the sprints it is often neglected.
Hypothesis: Checking the submitted source code for sufficient tests will be part of the
review process. Unit testing the software will improve quality and reduce the number of
errors found during testing and in production.
Evaluation: Bug reports which are linked to faulty calculations will be analyzed.

2. Test quality and coverage
Current State: The current goal of 50 % line coverage has not been reached. Coverage
scans are done scarcely and complex code can reach production without being unit tested
properly. Furthermore code coverage alone does not necessarily lead to well tested code.
Hypothesis: Introducing meaningful test criteria (i.e. mutation testing for test suits) will
improve quality and reduce the number of errors found during testing and in production. A
Sonar server will be integrated in the build chain ensuring that code coverage is met.
Evaluation: Bug reports that are linked to faulty calculations will be analyzed.

3. Successful local build and test run
Current State: Developers often skip the local test execution (Part of DoD) and abuse the
build server as test execution server, thus blocking this resource unnecessarily and causing
unnecessary build failures.
Hypothesis: A tool that creates a ranking on how often a single developer breaks the build,
thus utilizing gamification to address this matter, will lower the number of broken builds.
Evaluation: After conducting an experiment, developers will be interviewed, whether they
felt motivated by the ranking. Furthermore the number of broken build will be compared.

4. CheckStyle without errors
Current State: There is no style guide for the Mineralbay project (although part of DoD),
allowing the developers to, for example switch between CamelCase and snake_case which
has already caused trouble, by breaking tests.
Hypothesis: Implementing a code style guideline and including it in the developers IDEs as
well as the code quality server will improve readability, fault tolerance, etc.
Evaluation: Developers will be interviewed about their opinion concerning the code style
guideline and its impact on readability, fault tolerance, etc.
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5. Introduce code quality gates
Current State: The only code analysis done in the current process is by hand during the
code reviews.
Hypothesis: Defining and enforcing adequate quality gates by a code quality analysis
server will improve code quality and maintenance.
Evaluation: Developers will be interviewed about their opinion concerning the code
quality gates and their impact.

3.3.3 RQ3: On Documentation level

How to improve software quality of a typical student software project by enhancing
documentation and sharing knowledge?

1. Acceptance tests written and fulfilled
Current State: Acceptance tests are written by developers, which therefore also decide
about covered use cases. As a result test coverage usually is not as high as intended and
regression is not detected.
Hypothesis: Acceptance criteria should be defined in requirements. These will improve the
tests and help developers understand the given task.
Evaluation: Interviews will reveal if the developer felt supported by provided acceptance
criteria.
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3.4 Study Design

In this section, the chosen research method, being a case study will be elaborated in detail, as well
as why this type of study has been chosen. Furthermore the case study design used in this thesis
will be presented, as well as the methods used for data collection and analysis combined with the
handling of validity threats.

3.4.1 Case Study Rationales

In order to answer the research questions the case study approach in combination with participa-
tory action research was chosen as fundamental research methodology for this thesis.

According to Yin [118] (covered in detail in 2.2 ) a case study is an empirical method for "investi-
gating contemporary phenomena in their context" where "the boundary between the phenomenon
and its context may be unclear". Furthermore unlike experiments, no control of behavioral events
is required [118]. According to [94] this makes it well suited for a complex, ongoing phenomenon
like a software engineering project.

Yin states that case studies are particularly suitable to answer "how" and "why" questions [118, p.
9] and Schramm notes that they "illuminate a decision, or set of decisions: why they were taken,
how they were implemented and with what result" [97].

Accordingly the case study approach can be seen as well fitting to answer the established research
questions 3.3, as they mainly are of the "how" type and their subquestions ask for "how" and "why"
as well.

Moreover a participatory action research approach was taken too, since the author actively partic-
ipated in the underlying software project and did not restrict himself to passive observation.

3.4.2 Single-Case Design Rationales

Yin lists several scenarios when a single-case study is an appropriate design [118, p. 47]:

1. Critical case: The case under study is meeting all of the conditions for testing a well-
formulated (has specified a clear set of propositions as well as the circumstances in which
the propositions are believed to be true) theory.

2. Extreme or unique case: The phenomenon is so rare that any single case is worth document-
ing and analyzing.

3. Representative or typical case: The study of a typical, standard example of a wider category
(a "typical" project among many different projects, etc.).

4. Revelatory case: The phenomenon was previously not accessible for scientific investigation.

5. Longitudinal case: The same single case is studied at two or more different points in time.

The Mineralbay project is both typical for a long running university project (rationale 3 - 3.5 ), as
well as unique in its constellation (rationale 2):

While some of the characteristics that make the Mineralbay project extreme and unique are already
described in 3.1, additional ones can be listed:

Improving the Software Quality Assurance Process in Academic Software
Development with Gamification and Continuous Feedback Techniques 49 / 152



Chapter 3. Problem Description 3.4. Study Design

• Mineralbay is industry-related: Besides developing skills, domain knowledge is also re-
quired.

• Real customer: The project is used as a show-case to real domain experts.

Propositions

According to [118, p. 37ff], propositions are not mandatory for merely exploratory case studies.
However specific propositions increase the likelihood of researchers being able to place limits on
the scope of the study and direct the attention on topics of interest. They may also reveal any bias
on the part of the researcher and thus improve objectivity [7, p. 10] [118, p. 37ff].

Consequently based on the theoretical frame of reference mentioned in chapter 2 and personal
experience a set of propositions was compiled. In the following these propositions are linked to
the related research questions and sub-questions, respectively:

• RQ1: Process level

4. Test software in a production like environment: Developers will not neglect testing the
software in a production like environment if it requires minimal effort.

5. Gamification as tool for improving software quality: Gamification motivates develop-
ers to do otherwise tiresome code quality related tasks.

• RQ2: Coding level

1. Unit tests written and successfully executed: A sound CI setup helps improving code
quality.

1. Unit tests written and successfully executed: Developers will accept the CI setup

3. Successful local build and test run: Gamification can be utilized to prevent students
from unwanted behavior by introducing a ranking board.

4. CheckStyle without errors: Developers will accept provided tools and standards for de-
velopment

• RQ3: Documentation level

1. Acceptance tests written and fulfilled: It is possible to define acceptance criteria in the
requirements.

1. Acceptance tests written and fulfilled: Acceptance criteria helps developers understand
their given task.

3.4.3 Case Study Design Overview

As described in Chapter 2.2 conducting a case study requires careful planning. In detail, the case
study process (2.2.3) starts with the case study design. For this study a holistic single case design
was chosen (the reasoning provided in 3.4.2), with Mineralbay being the case under study. In the
following the study design will be described for this thesis:

Yin [118] and Robson [90] both provided guidelines for designing a case study. The case study
design will be described based on these guidelines following Robsons naming, but referencing
Yins work as well.
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Objective - what to achieve?

The objective is to provide enhancements for the QA process in agile student projects, based on
the Mineralbay case.

The main purpose of this thesis according to the classification of [90] will be an improving one.
I.e. trying to improve the QA process in the studied case. Secondarily exploratory and descriptive
goals will be covered.

The propositions, have been listed in chapter 3.4.2

Research questions - what to know?

A list of research questions has been compiled. A detailed description is given in Section 3.3.

The case - what is studied?

The case will be the Mineralbay project, including software, people and process. The case study
will be of holistic nature since the case is studied as a whole [118]. A precise description of the
case can be found in Chapter 3.2.

Theory - frame of reference

An extensive review of the literature has been performed. Its results are captured in chapter 2.

Methods - how to collect data?

Most of the data collected will be of qualitative nature (group interviews, one-on-one interviews,
participant observation), but also quantitative information (questionnaires, generated data, Code
Metrics, etc.) will be gathered. Whenever possible data (source) triangulation, i.e considering
multiple data sources will be used to come to an result. Data collection is described in detail in
3.4.4.

Selection strategy - where to seek data?

The unit(s) of analysis for this case study are the developers of Mineralbay as well as the produced
artifacts. A detailed description is given in 4.4.

3.4.4 Data Collection

Several types of data collection were used during this study, for the purpose of triangulation. The
methods of data collection, based on the definitions provided in 2.2.3 are listed in the following:

• Questionnaire: This method proved to be convenient for data collection, since the partici-
pants could take part at any time from any place. Furthermore due to partitioning, assump-
tions can be made based on partitions, not individuals.

• One-on-One Interviews: Semi structured one-on-one interview were used to gain insights
inside the subjects individual experiences.
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• Focus Groups / Group Interviews: Certain questions could benefit highly from the charac-
teristics of group interviews (2.2.3), especially the interviewees complementing each other.

• Code Metrics: The source code of the software, parts of it, or just a single commit can be
analysed and metrics generated. A description of the used metrics is provided in 2.7.3

• Analysis of Electronic Databases of Work Performed: Software systems like the ticketing
system in use (Redmine), or Static Code Analysis Tools (SonarQube), etc. provide useful
data, ready for analysis.

3.4.5 Threats to Validity

Validity in case studies, determines the trustworthiness of results, as outlined in 2.2.3.

The classification scheme of Yin [118, p. 40f] distinguishes between four aspects of validity:
Construct Validity, Internal Validity, External Validity and Reliability.

In the following section the validity of this study will be addressed according to Yins classification
scheme:

Construct Validity

Identifying correct operational measures for the concepts being studied

Throughout the process of this study, the following issues were identified as the biggest threats to
construct validity:

Subjective Bias:

Subjective bias describes "decision making or evaluation based on personal, poorly measurable,
and unverifiable data or feelings" [26, p. 119]. In the context of a case study this is most likely the
bias towards confirming the researchers assumptions. In [30] Flyvbjerg states that case studies are
often alleged that they "allow more room for the researcher’s subjective and arbitrary judgment
than other methods"[30, p. 18], but ultimately comes to the result that case studies contain "no
greater bias toward verification of the researcher’s preconceived notions than other methods of
inquiry" [30, p. 21].

In this thesis Interviewer bias, being the "systematic difference between how information is so-
licited, recorded, or interpreted" [78, p. 3], was found to be a possible issue. Recording and
subsequent transcription and analysis, as well as follow up questions/interviews were used as
countermeasures. Making use of observer triangulation (i.e. the use of different investigators),
was not possible due to a lack of resources.

Furthermore in order to mitigate the risk of subjective bias, datasource triangulation (considering
multiple datasources), along with theory triangulation (i.e. multiple perspectives on the same data
set) were applied.

Yin also recommends establishing a clear chain of evidence, an advise the author tried to follow
throughout this thesis.

Response Bias:

Non-response to questionnaires (as well a non participation in interviews) may potentially bias the
results. This is can be explained, as those who participate in such interviews or respond to such
questionnaires may differ in some systematic way from those who don’t (non-respondents) (e.g.
particular groups are unrepresented in the sample) [40] [67].
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Countering this risk the participants were segmented based on a set of general demographic ques-
tions:

• Skill level on relevant technologies

• Project experience

• Work experience

• Attended Study Program

Language Barriers :

Since most of the students were enrolled in a masters program, which is held in English, some of
them were not fluent in German and sometimes even had difficulties explaining their point of view
in English. However, as pointed out in [67, p. 3], such language barriers must not result in the
exclusion of the subject, as this can bias the results.

In order to allow participation for all project members, the questionnaires were written in English
and interview questions asked depending on the interviewee.

Project Member Fluctuation:

Being one of the project immanent specifics, as outlined in 3.1, developer fluctuation is quite high
in the project. Long term project members of course are ideal subjects for this study, since they can
reflect on previous iterations and compare the situation with the current one. However developers
usually tend to leave the project when having reached this level of experience, because they have
completed their work quota.

Again segmentation can be used to avoid dependency on a certain attendee. Frequent collection
of data can also lower the risk.

Data Collection

Finding the correct data collection techniques for each inquiry is not trivial.

Since all subjects participate in their spare time and do not benefit from participation it is important
not to be too demanding with data collection and overstretch their patience.

A tradeoff will have to be made, in order to collect as much data as possible, without costing
participants too much time and effort.

However methods of data collection have to be evaluated carefully for each inquiry. Triangulation
will be used for the purpose of not relying on a single data source.

Internal Validity

Since according to Yin [118] internal validity is only an issue for explanatory or causal studies and
not for descriptive or exploratory studies and the underlying study being from the latter type (i.e.
exploratory) it does not have to be considered.

External Validity

Assuring external validity or generalisability is always an issue with single case studies.

Statistic generalization can not be applied, instead generalizing the results is recommended to be
done by analytic generalization [118].
Improving the Software Quality Assurance Process in Academic Software
Development with Gamification and Continuous Feedback Techniques 53 / 152



Chapter 3. Problem Description 3.4. Study Design

Furthermore according to Eckstein single case studies attempt to generalize by testing hypotheses
[30, p. 10], which have been described for this study 3.4.2

In order to allow findings to be generalized for a typical student software project, an expert evalu-
ation will be performed, for the purpose of identifying the case as a typical student project.

Reliability

Reliability of the study is assured by collecting study protocols, providing and versioning all col-
lected data and document each step carefully. All data necessary for reconstructing the study will
be kept available.
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3.5 Establishing Case Representativeness

3.5.1 Description and Goal

In order for the thesis to gain general validity, it has to be assured that the underlying case, i.e. the
student project Mineralbay, resembles a typical student project, i.e. is a representative or typical
case 3.4.

For this purpose, advisors, teaching at software engineering classes at the TU were interviewed,
aiming at categorizing Mineralbay as a typical student project, with all its problems and charac-
teristics A.8.

3.5.2 Expert Interviews

The experts participating in the interviews had gathered experience in supervising student projects
for 6 - 20 semesters with an average of 9 semesters.

In a first step the interviewees were questioned about the characteristics of a typical student soft-
ware project in their experience: They stated that in a typical student software project:

• The teams are made up from 4-6 students

• Used software methodologies are agile, iterative paradigms, like SCRUM.

• Communication is done mostly online, but physical meetings take place too.

• There is a weekly meeting with the supervisor, but students also meet on their own to de-
velop or do project planing

• The customer is most likely fictional and represented by an university employee in bachelor
courses. In advanced courses however it usually is a "real" customer, in most cases somehow
accustomed to one or more of the team members. It might be also the case, that the students
develop their own software , e.g. when planning to do a startup.

• students do the requirements engineering. In basic courses the requirements are sometimes
given and precompiled.

• The decision of code reviews being carried through depends largely on the group and on the
supervisor. Some mentors require the students to do code reviews, some groups do so by
themselves. Other interviewees however stated that this is rarely the case.

• Versioning is often predefined and determined by given milestones.

• Pair programming is done by some groups but usually not mandatory. Some supervisors
encourage their groups to do so.

• Testing depends on the specific group and the course as well. Sometimes Test Driven De-
velopment (TDD) is mandatory, sometimes Behavior Driven Development (BDD) is done
and in other cases only unit testing is required.

• Goals concerning code coverage are usually not dictated. If so they are between 70 and 80
percent of the business logic.

• Groups have to pick a code style for their project and follow this style throughout develop-
ment.
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• There are students that greatly care about high quality code. Interviewees however stated
that the majority of the developers care most about working software. Code quality becomes
less of a goal towards deadlines at the end of the project.

• Time usually is not an issue. However, especially at the beginning students have difficulties
estimating the amount of work they can do in a sprint. Additionally bad time management,
resulting in "crunshing" before deadlines is often an issue.

• The teaching efforts of the courses are aimed at learning team software development skills,
trying out new technologies, but also teaching practical software engineering knowledge
and providing insights into the work of a software engineer in a team.

• The usual amount of work lies between 200 and 250 hours per semester.

• Students usually participate because they need the degree, or the course is mandatory.

• Skill distribution inside teams varies largely and depends on multiple factors, e.g. if the
students know each other (and how well), if the group is put together randomly, etc.

• Groups consisting of both, bachelor and master students are quite common.

After collecting benchmark data of a typical student project for the purpose of building a reference,
the Mineralbay project was described to the interviewees in detail. Project setup, development
process and practices were presented and the participants remaining questions answered. In the
following, domain experts were asked which aspects of a typical student software project were
covered by Mineralbay and which were not.

All of the interviewees stated that, based on its characteristics, Mineralbay generally represents a
typical student project. Nevertheless multiple factors have been remarked that make this project
unique (and thus differs from a typical student software project):

• "The project is about 1,5 to 2 times the size of an average student software project"

• "The situation that the customer is a total stranger to the students adds difficulty"

• "Requirements engineering will take more time and effort in Mineralbay"

• "There is more work in terms of requirements engineering"

• "Students will not be familiar with the domain."

3.5.3 Conclusion

Based on the results of the interviews it can be concluded that Mineralbay can be categorized as a
representative of a typical student software project.

Although some differences have been pointed out by the participating supervisors between Min-
eralbay and the student projects familiar to them, none of them threaten the validity of this case
study.
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4 The Case Study

The following chapter describes the case study’s scope and execution for the purpose of doc-
umenting how results were achieved. In the beginning an analysis of the underlying software
project (focusing on QA) prior to the actions taken in the course of this study will be given. An-
other section will focus on the measures that have been elaborated in order to improve the QA
process. These will be described in detail as emphasizing their impact on software quality. The
chapter concludes with a summary on how data was collected.

4.1 Status Quo

The following section aims at describing the project situation, prior to the changes introduced
in the course of this thesis, both from a technical quantitative view, as well as from a subjective
qualitative view. The informational background of the project will not be discussed, as it is already
provided in Chapter 3.2

4.1.1 Project Evaluation

The following section offers insights in the software project concerning its size in numbers.

Project Size

As of October 2017 the software project had 29000 Lines of Code (LOC):

• 19000 Java

• 10000 Javascript

Configuration and translation files are ignored in these numbers.

The following charts show the project growth since its beginning. These charts were generated
evaluating the git repository, using the OpenSource tool gitstats 1.

1 https://github.com/hoxu/gitstats
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Figure 4.1: Project commits by year

Figure 4.2: Project commits by year and month

Figure 4.3: Project Number of Files by date
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4.1.2 Static Code Analysis Results

For the purpose of achieving a solely technical point of view on code quality a one time static code
analysis was performed. The tool SonarQube 2 revealed the following results, after executing an
analysis with the source code of the software:

Figure 4.4: SonarQube Report

The code coverage is not measured by SonarQube directly. For the purpose of doing so, the Open-
Source Tool JaCoCo 3 is utilized, calculating the Line Coverage of the source code. Furthermore,
since only Java code is tested on a code basis, other languages, like JS are ignored in the results.

4.2 Initial Observations towards Quality

In order to identify possible quality deficits and collect the individual opinions of project members,
in the beginning of this study developers were asked to take part in a questionnaire (listed in
Appendix A.1), concerning software quality of the project.

Afterwards a follow-up semi structured interview was conducted, gathering additional insights.

2 Used in its version 6.5 http://www.sonarqube.org
3 JaCoCo - Java Code Coverage Library http://www.jacoco.org
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4.2.1 Quality Questionnaire

The questionnaire started with generic demographic questions, enabling segmentation of partic-
ipants later on. The second part focused on the participants thoughts about the current software
and process quality, whereas the third part asked about their opinion concerning possible improve-
ments.

The form was managed on Google Forms 4, which allowed to send invitations directly via mail.

Evaluation

The results of the questionnaire provided interesting insights concerning the developers point of
view on software quality and moreover confirmed some of the authors hypotheses on the topic as
well.

All of the participants were enrolled in a "Software Engineering" program, 60 % in a masters and
40 % in a bachelors program. Most of the students ( 70 %) were employed next to their studies,
having gathered between 1 to 8 years of programming experience.

Concerning overall code quality frontend code was rated considerably worse than backend code
4.5:

Figure 4.5: Overall Code Quality

It was observed that more experienced students rated the overall code quality 5 worse than less
experienced ones. Moreover a possible connection between the number of semesters a student
was actively participating in the project and his judgment on code quality could be identified.
More experienced developers tended to rate the quality worse than less experienced ones. A
similar connection could be established between the quality ratings and the number of years of
programming experience the student had already gathered.

4 https://docs.google.com/forms
5 Calculated as the arithmetic mean of frontend and backend quality ratings
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Figure 4.6: Overall Code Quality in Relation to Active Semesters in Project

Test quality was rated rather well, although results on the frontend test were widely spread.

Two thirds of the developers stated that "coding" is responsible for the most defects in the software.
All subjects of this subset were experienced developers, employed next to their studies, currently
in their masters studies and long term members of the project (average number of semesters being
part of the project: 14.5 Semesters ).

Figure 4.7: Identifying the step causing the most defects

The results regarding a question asking the participants "which feature of the software is in which
version" were ambiguous. Answers varied between 1 to 4 on a scale of 5, whereas 5 was equal to
knowing perfectly well. No obvious relation could be found between project experience, level of
education or any other demographic information and the results of this question.
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Figure 4.8: Confidence about which feature is in which version of the software

Another interesting insight emerged from questions about testing skills and assessment of own
tests. While nearly all participants were confident about their testing skills, many were not happy
with the way they are testing their own code.

Figure 4.9: Rating of Testing Skills
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Figure 4.10: Self Assessment of written Tests

Furthermore two thirds of the developers chose to ignore parts of the DOD before pushing their
code into the SCM:

Figure 4.11: Checking of DOD before pushing into SCM

The responses to the question if code quality would benefit from continuous code analysis, were
solely positive.
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Figure 4.12: Positive effects of static code analysis

4.2.2 Quality Group Interview

After evaluating the initial questionnaire the students were invited to join a group interview/focus
group. The main reason for conducting this interview session was that the results of the question-
naire rose some additional questions which needed further explanation.

The interview was carried out within a focus group since the benefits of this type of data collection
(as described in Chapter 2.2.3) were suited well for the type of questions asked. Moreover the
explanatory character of focus groups was promising in terms of discovering new insights on the
matter of quality issues.

A semi structured (described in Chapter 2.2.3) interview setup with open questions was chosen,
because event though the author had a number of questions prepared, valuable information due
to unexpected turns in the interview, resulting from the flexibility brought by semi structured
interviews was sought.

The attendees were selected from the group of developers based on availability. The resulting
group can be seen as homogeneous 6 [90, p. 301] The interview was prepared based on the
theoretical background described in Chapter 2.2.3 as well as the practical tips found in [90, p.
288]. The whole interview guideline is attached in the Appendix A.2.

Evaluation

After an introduction, the author started the interview session with asking the participants about
current development impediments. This offered new insights which were covered in the inter-
view later on in more detail, but also made the whole setting feel much more relaxed and natural
immediately.

The 4 developers which took part in the interview will be referenced as P1, P2, P3, P4 in the
following.

6 Have a common background, position or experience
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• Problems in the current code base:

– Lots of different coding styles (P2, P1)

– Refactorings started, but never finished (P1)

– Different patterns used for same problems (P1)

– Solutions copied, but also the non satisfying ones (P1, P4)

– Too many branches (P1)

• Why are errors introduced:

– No more peer programming, due to scheduling issues (P2, P3)

– Code reviews have been neglected (P2, P3, P4)

• Problems with versioning:

– Developers do not know which versions are deployed (P2, P3)

– No versioning at all (P2, P3, P4)

• Current impediments:

– Not enough developers (P1, P3)

– Missing privileges on build server to fix the build

• Testing:

– No new tests written, only adapting existing (P3, P4, P2)

• Problems with DoD:

– Build on CI Server is not working properly. Parts of the DOD are skipped therefore

The interview session revealed many problem and impediments in the current development prac-
tices.

The build server has been causing problems frequently and the developers lack the privileges to
fix it. This causes them to neglect the build results, possibly leading to regressions, since there is
no mechanism to detect them before being merged into the SCM anymore.

The absence of pair programming and the neglect of code reviews might result in low quality code,
bugs or other issues finding their way into production.

Since there is no proper versioning and as a result of the developers being unaware of which
version is deployed in production, several issues might arise: Foremost of all, bugs and features
can not be tracked.

The lack of tests covering newly added code is also an issue.
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4.3 Measures

Based on the identified deficits the author compiled and implemented, a set of measures for the
purpose of enhancing the QA process and answering the research questions. The following section
introduces each measure in detail, describing its implementation as well as the addressed research
questions:

4.3.1 SCM Branching Model

This section describes how the branching model was refined.

Rationale

In the current process, due to the limitations and characteristics of a long running student software
project, it is often the case, that some features the team has committed itself to in a sprint, were not
finished in time. Originally the sprint was simply "extended" until all features were implemented.
However this approach is unsuitable for versioning and prolongs time to customer (i.e. prevents
delivery of finished features to the customer even though they are ready).

Addressed Research Questions

Establishing a sound branching model is essential for software quality in a development process.
Each commit in the SCM contains changes which potentially improve or decrease overall quality,
hypothetically even preventing the artifact from functioning at all.

It therefore is mandatory to keep commits, which have not been tested properly from entering the
stable code base. Additionally, a branching model must support development and not cause too
much overhead for the developers to accept it. It can also be used to enforce quality gates (e.g.
stricter gates for each step closer to a production branch) and ease parallel development.

The research questions regarding code quality impact concerned, in particular are:

• Establishing a code review process (Description in Chapter 3.3 RQ 1)

• Establishing a versioning process (Description in Chapter 3.3 RQ 2)

• Testing in a production like environment (Description in Chapter 3.3 RQ 4)

Description

The proposed branching model (as depicted in 4.13) introduces branches for each sprint. These
sprint-branches are branched off the master which itself is considered stable and ready for deploy-
ment at any given time. Based on the sprint branches, feature branches are created, containing
the changes necessary for the implementation of a feature. Upon merging branches back to their
origin, code quality gates (e.g. automated tests, reviews) have to be passed. The closer a branch is
to the master, the stricter these quality gates become.

Bugfixes will, depending on their size, be merged directly into the sprint branch or a dedicated
dedicated bugfix branch, which is treated like a regular feature branch will be created.

If a feature is not finished in time, it will not be merged into the branch of the sprint it was
supposed to be part of. Instead the feature will be postponed to the next sprint and thus merged
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in the according sprint branch upon its completion. This way the information of which feature is
included in which sprint is preserved. Time to customer is reduced too, because the sprints output
will be merged sooner and delays eliminated.

Before each sprint a developer will be named responsible for overseeing that branching is done
according to this model and the feature branch is merged at the end of the sprint.

Figure 4.13: SCM Branching Model
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4.3.2 Build Migration And Automated Testing

The following section describes how the build infrastructure was migrated from Gerrit/Jenkins to
Gitlab/Gitlab CI for the purpose of easing development and improving QA processes.

Rationale

The software project started with a Jenkins build server responsible for building each commit and
running tests.

However the server often became unresponsive, or builds unexpectedly stagnated and did not
terminate. Furthermore the Jenkins build nodes were not maintained by the development team.
This was a major issue, since software required for building the application has to be maintained
on the build node as well. Additionally not being able to alter the build nodes bared the way to a
desired Development And Operations (DevOps) practice.

Considering the initial build setup, especially the automated frontend tests caused problems, be-
cause due to web browsers and frameworks evolving quickly, the driver software on the nodes has
to be kept up to date. Since the developers were not authorized to tackle these updates themselves,
the infrastructure team had to be tasked, which proved cumbersome.

In the course of this thesis, the build systems was migrated to Gitlab CI, allowing developers to
handle the CI setup themselves.

Addressed Research Questions

A sound build process is necessary for producing high quality software. It can be the base for
numerous quality gates. Having deficits here, like i.e. slow or unstable builds, might lead to
various problems like frustrated developers.

The addressed research questions, in particular are:

• Establishing a code review process (Description in Chapter 3.3 RQ 1): Code reviews are
carried out using Gitlab.

• Testing in a production like environment (Description in Chapter 3.3 RQ 4): Gitlab is used
for building images for each major version of the software.

Build Pipeline Setup

The configured pipeline is depicted in 4.14 and consists of multiple stages. It is triggered each
time a developer pushes new changes into the SCM:

1. Frontend Build:
Description: First the frontend AngularJS app is build in a nodejs environment.
Result: A bundled Javascript application.

2. Backend Build:
Description: The resulting artifacts of the frontend build are passed to the backend build
which compiles the java application and bundles it together with the frontend.
Result: The result is a deployable Web Archive (WAR) file
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3. Tests:

Tests are executed parallel in order to achieve a faster build.

• Unit Tests:
Description: Unit tests of the backend application.
Result: A test report

• Browser Tests (Multiple Runners):
Description: Browser tests of the web interface. Since execution can take a while,
multiple runners are used, each executing a different test set.
Result: A test report

4. Publish Container: The application is packed in a container and published on the internal
registry.

Figure 4.14: Build Pipeline

If the pipeline succeeds the resulting artifact is considered stable, otherwise the developers are
informed about a failing build via email.

A future goal is to deploy the release on the development server automatically.

Build Verification

Build Verification prevents erroneous, or even non-compiling code from being submitted into
the SCM. Each commit is build on the CI server automatically and checked for defects using
automated tests.
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The Mineralbay Software is tested using unit tests as well as automated browser tests.

However executing the browser test suite is taking a lot of time. Therefore it has been decided to
split the test into multiple sets. These subsets can be run individually and are triggered in different
scenarios:

• Master and Sprint Branch: All tests are executed. In this case it is most important that the
merged features must not introduce any defects or lead to regression.

• Regular Branch: Only a core set is executed. The basic functionality of the software must
be assured. The general build verifier is depicted in 4.15

Figure 4.15: Regular Build Verifier

In the previous verification setup, only the backend unit tests were run, missing potential severe
errors in the frontend build.
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4.3.3 Static Code Analysis

This section describes how static code analysis was introduced into the development setup.

Rationale

Static code analysis is a process best introduced early the a project. In the case of Mineralbay
however this was neglected.

Especially since due to being a long-term student project, many different developers were working
on the software, resulting in many different code styles and tastes too. Parts of code containing
bad smells or styling were often copied and reused, thus spreading throughout the software.

A consistent code style was never enforced. Consequently, performing static code analysis on the
project reveals several issues:

• Executing the Java Tool Checkstyle 7 and checking the Mineralbay project against the offi-
cial Java Codestyle, 9408 errors are reported 8.

• Running JsHint 9 on the JavaScript part of the project10 revealed 1011 errors

Code quality can be improved if code is formatted in a uniform way and the static source code is
analyzed permanently.

The following section will describe how these measures have been implemented.

Addressed Research Questions

The research questions covered by this chapter are:

• Code coverage goals (Description in Chapter 3.3 RQ 2): Code Coverage is measured using
SonarQube.

• Introducing code style standards (Description in Chapter 3.3 RQ 4): Code style compliance
is determined by SonarQube.

• Introducing code quality gates (Description in Chapter 3.3 RQ 5): Code quality metrics are
calculated using SonarQube.

Integration of SonarQube

In order to check the existing sourcecode for weaknesses, the static code analysis tool SonarQube
has been set up and included in the development process.

Each time a branch is merged into the master, the sonar task is executed, rating the code and listing
improvements or deteriorations.

7 http://checkstyle.sourceforge.net/
8 As of 12.11.2017, only Java Code was checked
9 http://jshint.com/about/
10 find . -name ’*.js’ -print0 | xargs -0 jslint
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SonarQube allows for quality gates to be configured. These are a set of rules (i.e. line coverage
must be higher than 60 %, no bugs of level "blocker" present), based on the metrics established by
SonarQube. If a build does not pass these quality gates it can be considered failed.

In a newly setup project the utilization of this tool might help to prevent

• bad smells

• untested code

• code not complying to the style guidelines

from being introduced into the source code. This way, the project code will always stay "clean".

However in a project that has been under development for a relatively long time, like Mineralbay,
which has not been making use of such tools, loads of bugs, quality issues or other bad smells
might have been introduced already.

In such a scenario enforcing harsh code quality gates from one day to the other, does not make
a lot of sense. These goals will be missed instantly and many hours must be spent reworking
the software until it satisfies the defined gates. It is however more likely, that developers start to
simply ignore the targeted goals.

The chosen approach in Mineralbay therefore is the following: After each iteration (sprint) of the
software, the calculated metrics should not deteriorate. Comparing the analysis results, the current
build must score better or, at worst, equal to the previous one.

After each merge into the master branch a review about code quality will be held. It will be
discussed why certain improvements could be achieved, as well as why certain parts have been
stagnating or even changed for the worse.

Introduce Style Guidelines

In a usual student project, code has to be written, needs to meet its functional requirements, must
pass its demonstration and eventually is forgotten. As a result, the use of a consistent code style
standard is often neglected.

In long running agile projects however, developers must be able to read each others code. Hence,
introducing meaningful code style guidelines is essential, especially since the students preferences
tend to vary largely, based e.g. on their favorite programming languages recommendations [69, p.
5].

A code style has been composed for the project at hand, making use of existing best practices
(captured in Appendix A.7) and was integrated in the developers IDE. Before committing any
piece of code, each developer had to use the existing auto-format tool, shipped with almost any
IDE. This made compliance to the given standard easy, although ultimately verifying it was part
of the code review process.
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4.3.4 Reviews

This section covers all aspects of how a project tailored review process was designed and imple-
mented.

Rationale

Reviews are an important part of quality assurance. Not only do they enhance quality and pre-
vent errors, but also help spreading knowledge on a technical, domain specific as well as process
oriented level [69, p. 5].

Especially in a long running student project, where distribution of knowledge is considered more
important then progress, a sound review process cannot be neglected.

Addressed Research Questions

The research questions covered in this chapter are:

• Establishing a code review process (Description in Chapter 3.3 RQ 1)

• Unit testing (Description in Chapter 3.3 RQ 1): Reviews also highlight code that has not
been tested properly

Code Reviews

Baseline of the desired review process is, that every line of code must be checked by a second
pair of eyes, before being accepted in the code base. This applies to feature branches as well as to
sprint branches and the master branch:

• Reviews on feature branches:

Reviews of code, that is about to be submitted into a feature branch are carried out by fellow
developers. In the best case, the reviewer is currently working on the same feature or both
are having a pair programming session. On a feature branch, it suffices if all tests are passing
and a fellow developer sees the commit as fit for being merged. The SCM in use provided a
simple way of comparing and discussing changes 4.16.
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Figure 4.16: Review on a feature branch

• Reviews on sprint branches: Merge requests must be approved by 2 developers.

• Reviews on master branch:

On the master branch however a stricter review process is applied: As outlined in 4.3.2, the
complete test suite is executed and must of course pass. Additionally, the changes must be
approved by 2 developers as well as scanned by an assistant in order to be merged. 4.17
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Figure 4.17: Merge request for the master branch

A checklist for code reviews was provided, in order to help developers focus on the important
parts of a code review A.6.
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4.3.5 Testing

The following section describes how the effort of testing has been reduced.

Rationale

Testing software in a certain state/configuration must be easy. Multiple problems in the observed
case resulted from developers/testers neglecting or not being able to test the software in the desired
configuration.

Addressed Research Questions

Software testing is mandatory to SQA. Research questions concerning this section are:

• Testing in a production like environment (Description in Chapter 3.3 RQ 4): Gitlab is used
for building images for each major version of the software.

Testing each build

Testing of a software is best done in the exact same configuration as it will run in production.
Often during development different dependencies are used in order to speed up the application,
making debugging easier or get getting of unnecessary configuration.

This is also the case for the Mineralbay application. In production mode:

• JavaScript is bundled, uglified and minified and HTML is minified too.

• the software uses a persistent PostgreSQL database, whereas in development an ephemeral
H2 database is used.

As a result, some errors only occur when the application is run in production mode. Developers
and testers however were forced to establish a local production like environment, i.e. maintain a
local PostgreSQL database, as well as making sure the necessary test data is available and making
a production build of the software.

This turned out to cause too much effort and consequently was never done, thus allowing to slip
severe errors into production.

As a result, it can be concluded, that manual testing itself must be as simple as possible in order to
be done properly and consistently. High initial and setup efforts might result in reduced testing or
even total neglect.

Efficient testing

The goal of conveniently and swiftly establishing a local test setup, is to offer a routine which
manages this task in one click.

In order to do so in the Mineralbay project a container image was generated for every revision.
Projects members were then able to run the application wrapped inside this container on almost
any given hardware, without having to install numerous dependencies.

The PostgreSQL database can also be run locally inside a container.
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For achieving this goal the OpenSource container platform engine docker 11 was used. The or-
chestration was done using docker-compose, as depicted in 4.18

Figure 4.18: Docker compose

This way a production like local setup, ready to be tested, can be established in a convenient way.

11 docker.io
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4.3.6 Versioning

The following section describes how a versioning scheme for the Mineralbay software was elabo-
rated and included in the development process.

Rationale

In the current development process it is not specified under which circumstances the version num-
ber is increased. This can become a problem, because usually features and bugs are linked to
a specific version. However since there is no versioning, developers have no clue which ver-
sion/build of the software is currently deployed on the servers. As a result they don’t know if e.g.
a bug is already fixed in on this certain instance (problematic for e.g. testing) or not.

Addressed Research Questions

The research questions covered by this chapter are:

• Establishing a versioning process (Description in Chapter 3.3 RQ 2)

Semantic Versioning

The version-number will be composed based on the semantic versioning 12 approach.

A version-number consists of multiple parts separated by a dot:

• MAJOR version: Raised if the introduced changes make the Advanced Programming Inter-
face (API) incompatible to previous versions.

• MINOR version: Raised if new functionality is added in a backwards-compatible manner

• PATCH version: Raised if backwards-compatible fixes are released.

• Additional Labels: Give further insight in the version:

– SNAPSHOT: Indicates a version which is still in development

– ALPHA: Indicates that the overall software is still under construction. It is not stable,
might crash or not be feature-complete.

– RC: Release Candidate

Applying this scheme to the present development process the author proposes the following ver-
sioning strategy:

• MAJOR version: Raised once the software is ready for go-live

• MINOR version: Raised after completion of each sprint, thus replicating the sprint number.

• PATCH version: Raised if an already released version is patched.

12 http://semver.org/
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Process Versioning

Each time a sprint branch is forked from the master, the version number is increased and the
SNAPSHOT label is added. Upon merging the branch bag, the SNAPSHOT label is removed
again.

Display Version

The version of each deployed artifact is easily determined, since a special endpoint "/info" provides
information about the build.

Figure 4.19: Screenshot of the /info endpoint
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4.3.7 Gamification

This section describes how the author combined elements of gamification with software quality
assurance, implementing rankings on the number of quality related tasks performed.

Rationale

There are many tasks in the process of QA which are considered boring and usually do not reward
the developer in any way. The effort put into them might not seem worth it. This is exactly the
place were mechanisms of gamification can be exploited. Utilizing elements of gamification can
make developers feel rewarded for improving software quality, thus increasing motivation.

Addressed Research Questions

The research questions covered by this chapter are:

• Use of gamification for QA tasks (description in chapter 3.3 RQ 5):

• Executing tests before pusing to the SCM (description in chapter 3.3 RQ 3):

Description

As described in chapter 2.8 mechanics of gamification (i.e. "applying game-design thinking to
non-game applications to make them more fun and engaging" [80, p. 744].) are well suited for the
field of software engineering.

The author of this thesis tried to apply the mechanisms of gamification in the context of SQA.

These methods have already been applied to motivate users to do tasks that otherwise seem quite
unrewarding. One of the most popular examples is the question-and-answer site StackOverflow
13. Answering questions asked by other users is rewarded with points and badges. This motivated
people to participate and boost their ranking [25].

Similar methods can be applied on QA tasks.

Considering the process at hand the author proposes the gamification of the following elements:

• Code Issues: Fixing bad smells, bugs, etc. should be rewarded.

• Builds: Building working software should be rewarded, committing erroneous code (i.e.
non-compiling or test failures) will have a negative impact on the users scores.

• Tests: Creating tests and increasing coverage should be rewarded.

Used Elements of Gamification

The implementation will make use of the following mechanics of gamification:

• Points: Points will be rewarded for "positive" (i.e. improving quality) actions and deducted
for "negative" (i.e. jeopardizing quality) ones.

13 https://stackoverflow.com/
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• Badges: Badges will be given to users upon completing a certain achievement.

• Achievements: Achievements are completed if users complete a set of predefined actions,
usually involving exceptional effort. These will be rewarded with additional points.

• Leader Boards: These Boards will display a ranking of the users, based on the points they
earned.

Defined Actions

A list of possible

Several quality related tasks were listed and evaluated as candidates for gamification. These ac-
tions were then linked to a number of points rewarded for completing them. Achievements were
defined by completing special tasks or a series of actions.

Finally a list of these elements was compiled in tables 4.1, 4.2, 4.3:

Action Description Points
Fix Blocker Bug Fixing a Blocker Bug reported by SonarQube 8
Fix Critical Bug Fixing a Critical Bug reported by SonarQube 5
Fix Major Bug Fixing a Major Bug reported by SonarQube 3
Fix Minor Bug Fixing a Minor Bug reported by SonarQube 2
Fix Info Bug Fixing a Info Bug reported by SonarQube 2

Table 4.1: List of Bugfix Actions

Action Description Points
Successful Build Triggering a Build on the CI Server that succeeds 1

Failed Build Triggering a Build on the CI Server that fails -2

Table 4.2: List of CI Actions

Achievement Description Points
Early Bird Fixing an issue that is open for longer than X 10
Unit Tester Fixing UT coverage for X legacy classes 10

Quality Contributer Triggering 10 successful builds in a row 5

Table 4.3: List of Achievements

The work done and effort put in these tasks by the developers will be displayed on a ranking board.
Based on the listed elements the following boards might be suitable:

• Issue Statistics: A board of the users fixing the most issues on the Static Code Analysis
server

• Build Statistics: A board of the users running the most successful builds

• Test Statistics: A board of the users submitting the most test cases.

In order to do so, suitable data sources had to be found:
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• Static Code Analysis: Tracks bugs, issues, bad smells in the form of tickets. A developer
can grab a ticket and resolve it.

• Build Server: Holds information about the test results of commits.

• SCM Server: Holds statistical information about commits.

The monitoring and calculation of the results will be done by a software created in the context of
this thesis, which is described in Appendix A.5.

4.4 Data Collection

The following section describes how the necessary data was collected, describing units of analysis
and the procedure of data collection techniques.

4.4.1 Experiment Schedule

Description and Goal

The author of this thesis proposed a modified development process, which needed to be evaluated
in order to answer the prepared research questions.

An experiment was conducted, where the participants were asked to develop some minor features
in the context of the Mineralbay task, following a development process, that implemented all
proposed measures.

The Participants

The experiment was attended by 6 students of the TU (depicted in Table 4.20). In advance to the
experiment, the participants were asked to answer a small demographical questionnaire and self
asses their skills regarding technologies (results displayed in figures 4.21 and 4.22) and test skills
(Figures 4.23 and 4.24) .

Improving the Software Quality Assurance Process in Academic Software
Development with Gamification and Continuous Feedback Techniques 82 / 152



Chapter 4. The Case Study 4.4. Data Collection

Id
Pr

og
ra

m
N

am
e

Pr
oj

ec
tM

em
be

r
sin

ce
(M

on
th

)
St

ud
y

Ty
pe

En
ro

lle
d

sin
ce

(S
em

es
te

r)
Em

pl
oy

ed
Em

pl
oy

ed
sin

ce
(Y

ea
rs

)
Pr

og
ra

m
m

in
g

Ex
pe

ri
en

ce
(Y

ea
rs

)
P1

So
ftw

ar
e

En
gi

ne
er

in
g

24
M

as
te

r
W

S2
01

7
Ye

s
2

2
P2

W
irt

sc
ha

fts
in

fo
rm

at
ik

17
B

ac
he

lo
r

W
S2

01
3

Ye
s

1
2

P3
So

ftw
ar

e
En

gi
ne

er
in

g
24

M
as

te
r

W
S2

01
7

Ye
s

2.
5

3
P4

So
ftw

ar
e

En
gi

ne
er

in
g

17
M

as
te

r
W

S2
01

0
Ye

s
1

0
P5

So
ftw

ar
e

En
gi

ne
er

in
g

12
M

as
te

r
W

S2
01

0
Ye

s
8

20
P6

So
ftw

ar
e

En
gi

ne
er

in
g

6
B

ac
he

lo
r

SS
20

08
Ye

s
5

13

Fi
gu

re
4.

20
:L

is
to

fP
ar

tic
ip

an
ts

Improving the Software Quality Assurance Process in Academic Software
Development with Gamification and Continuous Feedback Techniques 83 / 152



Chapter 4. The Case Study 4.4. Data Collection

Figure 4.21: Participant Tech-Skills Self Assessment

Figure 4.22: Participant Tech-Skills Self Assessment (Stacked)
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Figure 4.23: Participant Tech-Testing-Skills Self Assessment

Figure 4.24: Participant Tech-Testing-Skills Self Assessment (Stacked)

Introduction

At the beginning of the lab the participants were informed about the purpose of the laboratory,
being the gathering of information for the authors masters thesis. They then were asked again if
this was ok for them, as well as if all of them would agree to be interviewed after the lab. It was
also confirmed, that all information will only be used aiding the thesis.

The conductor (i.e. the author of this thesis), then described his proposed development process in
a short presentation.
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A simple task was then implemented by the conductor, demonstrating the procedure.

Feature Description

In the following, the tasks that would be implemented, were introduced. Simple and small tasks
were picked in order to be able for the participants to solve them in the given amount of time.
Furthermore, since the focus of the experiment was on the process, the amount of written code
was not of priority:

• A product can be persisted to the database without providing all necessary parameters.

• A back-button is missing on the grainsize distribution page.

• On the production plant detail page, only the first name of the plant manager is displayed in
a dropdown.

• On the production plant detail page, the operator fields aren’t properly persisted.

The tasks were then presented to the participants, showing the current state of the application and
where changes need to be made, respectively.

Team building

The teams for pair programming were selected based on their skills concerning frontend and back-
end development, regarding the given technology stack.

The goal was to build teams of complementary knowledge, i.e a developer skillful at frontend
developing, but lacking backend skills would be joined by an experienced backend developer,
which again stated deficits in frontend development.

This was achieved by letting the participants do a short self assessment prior to the team building.

The conductor of the experiment than assembled the teams according to their skills.

Implementation

After the teams got familiar with their development setup, the actual implementation of the given
tasks could be tackled.

4.4.2 Experiment Data Collection

Interviews

After completing the experiment, the participants were asked to take part in an interview covering
their previous experiences.

The author chose to conduct the interview in a semi structured way (described in chapter 2.2.3),
because of the fitting characteristics of this type of interview.

The schedule of the interview is listed in the appendix A.4.
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Questionnaire

The author also prepared a questionnaire which he asked the attendees to complete as soon as
possible. Fortunately, all results arrived within a week.

The entire questionnaire is attached in the appendix A.3.

Participant Observation during Lab

Since the author was present during the whole implementation phase of the experiment, he could
gather notes about the participants behavior.
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5 Results

The following section displays the collected data in an objective way, broken down by the mea-
sures that have been tested for their impact on quality during the experiment. It provides the basis
for the succeeding chapter which will analyze the data presented in this chapter and link it to each
individual research question.

5.1 Code Reviews

Description

As described in chapter 4.3.4, the author introduced a comprehensive review process in the Min-
eralbay development lifecycle.

Results

During the laboratory, the participants could experience the process first hand and were asked to
state their thoughts about it during the subsequent interview session.

It is noteworthy that none of the participants did feel like the review process does take too much
time.

Reviews during development and on a feature basis were generally thought to be "very important"
(P4, P6, P3), by some even as "necessary" (P3).

Sprint reviews on the other hand were only received with doubts: "unnecessary, since the code
has already been reviewed" (P6, P2). The conductor had to clarify that these reviews were part of
a sprint - DoD and will focus on different aspects than regular code reviews. The author further
illustrated the benefits by reminding the developers how many of them did forget to set the status
in their tickets, etc. during the laboratory.

The impact of reviews on knowledge transfer was evaluated in a questionnaire and revealed that
participants are strongly benefiting from reviews in this aspect (as shown by figures 5.1 and 5.2) :

Figure 5.1: Code Reviews increasing application understanding
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Figure 5.2: Reviews - Knowledge Transfer

Code reviews and their implications on code quality was also surveyed and provided promising
results:

Whilst feature reviews were perceived as code quality enhancing factor by all participating devel-
opers (Figure 5.3), the acceptance concerning sprint reviews was generally mixed (Figure 5.4).

Figure 5.3: Feature Reviews - Code Quality

Figure 5.4: Sprint Reviews - Code Quality
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5.2 Checklists

Description

Checklists were elaborated in the context of this thesis, purposing to aid code reviews and thus
improving their positive impact on code quality.

Results

The idea of checklists was generally accepted well:

Figure 5.5: Code Review Checklists Acceptance

Figure 5.6: Code Review Checklists Code Quality Impact

During the interviews students stated that it might be hard to find a balance between covering all
necessary items of a code review and not going too much into detail, in which case the checklist
most likely will be ignored (P6, P5). Furthermore a checklist should be kept “compact” and “easily
accessible” during the review process (P3, P1).

A student stated that some tasks being part of a proper code review are "easily forgotten and
therefore placed well in a checklist" (P6).

Generally the provided checklist was considered “useful” by the participants.
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5.3 Self assessment for team building

Description

The author evaluated the idea of building teams for pair programming by assigning developers
with complementary weaknesses to a team.

Results

The interview session revealed generally mixed convictions concerning this idea:

While some interviewees stated that "new members will benefit from this approach", others were
the opinion that it is "more important to place new members of the team with experienced ones"
(P1, P3). In the succeeding questionnaire, the feedback regarding the question if the developers
did benefit from their selected partner, the responses were diversified too (Figure 5.7). In terms
of learning experience, results were similar (Figure 5.8), but 83.3 % of the participants stated that
their selected partners did not slow them down at all.

Furthermore during the interview, all participants agreed that "shuffling partners is also very im-
portant for knowledge exchange" (P3).

The general consensus concerning self assessment was that implementation in a meaningful way
is "very difficult in software engineering"(P6) and only "works for a given technology stack"(P3,
P2).

Figure 5.7: Self Assessment: Benefits from partner
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Figure 5.8: Self Assessment: Learning experience

5.4 Versioning

Description

A project tailored versioning scheme and process was proposed as part of this thesis and evaluated
during the laboratory.

Results

During the interview session all participants stated that they understood the versioning scheme.
They also agreed that versioning is necessary to "relate features and bugs to a software version"
(P4). These statements were confirmed in the post laboratory questionnaire, which showed that
general understatement is given (Figure 5.10) and given the proposed versioning schema, linking
features to a specific software version should not be a problem (Figure 5.9):

Figure 5.9: Feature to Release Version Affiliation
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Figure 5.10: Understanding of Versioning Schema

5.5 Build Process

Description

As part of this thesis the build setup of the Mineralbay project was migrated and reworked using
Gitlab.

Results

The changes were appreciated by the developers and described as "great improvement" (P2) dur-
ing the interview session. Furthermore the participants found "the immediate feedback from the
pipeline if the tests succeed" (P2) together with "build artifacts, test reports and screenshots of
failed tests" "very helpful" (P1).

After the author explained the basics of the setup to the interviewees, most of them felt confident
to adapt steps on their own, if the setup is "well documented" (P1, P5, P2). The concerns of one
developer could be discarded when he was told that the pipeline itself was versioned itself and
could be tested on a dedicated branch (P6).

Developers showed to be generally satisfied with the performance of the build pipeline, as surveyed
(Figure 5.13). Similar to the interviews they assured their understanding of the setup (Figure 5.11)
and all of the participants thought the pipelines to be important for quality assurance.

The confidence in the pipelines of preventing errors from slipping into production was mostly
given too (Figure 5.12).
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Figure 5.11: Understanding of Build Pipeline

Figure 5.12: Build Pipeline - Error Prevention

Figure 5.13: Build Pipeline Performance Satisfaction
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Figure 5.14: Build Pipeline - QA Contribution

5.6 Branching Model

Description

Since the original branching approach did not prove satisfying, a modified one (described in sec-
tion 4.3.1) was evaluated in the laboratory.

Results

Some students had difficulties understanding why "features weren’t merged in the master directly"
(P3), others stated that merging sprint branches at the end of each sprint assures "that the features
are not left behind" (P2).

In the subsequent questionnaire most students showed confidence according their understanding
of the branching model (Figure 5.15) , but also doubts when being asked if features will be merged
faster into the master branch (Figure 5.16).

Figure 5.15: Branching Model Understanding
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Figure 5.16: Branching Model Merge Speed

5.7 Test Environment

Description

Since deploying a specific version of the software locally did provide difficulties for the testers, an
easier solution was designed throughout this thesis: Software containers are created for each major
change in the software and made available to the developers. For testing purposes a container of
e.g. a certain feature can easily deployed locally. During the laboratory, the participants were
asked to give this approach a try and were questioned about their experience later on.

Results

The interview showed that all participants understood the workflow and its improvements and
named use cases like "testing container of sprint branch before merging into master" (P1, P2). In
order to adopt this process however it was asked that "documentation is provided" (P3).

The results of the questionnaire displayed a general understanding of the improvements regarding
local deployment of the software (Figure 5.17) , as well as deploying a specific version locally
(Figure 5.19), even in a production like setup (Figure 5.18).

Figure 5.17: Test Environment: Difficulty of local setup with containers
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Figure 5.18: Test Environment: Difficulty of production like local setup

Figure 5.19: Test Environment: Difficulty of deploying a specific version

5.8 Code Style Guidelines

Description

Code style guidelines were introduced in the development setup and integrated in the IDE in order
to establish a uniform code style.

Results

In the interview the feedback was of positive nature: The general consensus was that code style
tools in the IDE would perform well for formatting the code" (P3) and linting tools were "a good
idea, but will cause lots of work in the beginning" (P3) (editors note: Since the tool marks all
deviations from its guidelines at once, which might be a lot). The "immediate feedback" (P6) of
code linting and code style software was praised and the developers already started thinking about
"refactoring code in the course of developing new features" (P3), improving all "files in scope of
the current task" (P2, P3).
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The positive reception reflected in the questionnaire where all participants thought code style
checks in the IDE would improve code quality (Figure 5.21) and almost all agreed that they would
enhance code readability (Figure 5.22).

Furthermore all of the polled developers stated that they found badly formatted code annoying
(Figure 5.20).

Figure 5.20: Developers Opinion on badly formatted code

Figure 5.21: Code Style IDE Tools: Impact on Code Quality

Figure 5.22: Code Style IDE Tools: Impact on Code Readability
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5.9 Static Code Analysis

Description

Static code analysis tools (i.e. SonarQube) were integrated in the development setup, aiming at
improving code quality 4.3.3.

Results

During the interview session, the interviewees agreed that tools like SonarQube would aid code
quality, at the condition that the "generated statistics must be easily accessible to everybody" (P4,
P6).

A participant suggested introducing "bugfixing and quality improving sprints" (P4) while others
were the opinion that "fixing small issues" were best done "along other tasks"(P2, P6).

The proposed goal of improving overall tool-calculated quality in each sprint was considered un-
realistic by some developers, who thought it would be better to strive for longer distances between
improvements (P3). This position was also reflected in the outcome of the questionnaire (Figure
5.24) .

Results from the survey showed that all of the respondents agreed that the provided code analysis
setup will lead to better code quality (Figure 5.23) . The majority also thought that they might
learn something from the analysis results too (Figure 5.26) .

Several developers saw the comparison of statistics before and after merging their code as a moti-
vating factor (Figure 5.25).

Figure 5.23: Static Code Analysis: Impact on Code Quality
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Figure 5.24: Static Code Analysis: Constant Quality Improvement

Figure 5.25: Static Code Analysis: Motivation

Figure 5.26: Static Code Analysis: Learning Experience
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5.10 Code Quality Game

Description

The author tried to combine typical quality assurance tasks with elements of gamification. He
hypothesized that thus, tasks likely considered boring by the developers, would be performed
more willingly and frequently. Such tasks included:

• Fixing of Software Bugs

• Closing software quality related tickets

• Submitting working code

Again the hypotheses was evaluated in a laboratory.

Results

The idea of awarding points for successful builds was not considered practical by the majority of
the developers, as shown by the interview and questionnaire. Objections were that most developers
"would not care about failed builds" (P4) and that assigning points in a fair way was hard to
achieve (P3), since one could randomly trigger builds in order to collect points. Those concerns
also showed in the questionnaire (Figure 5.27)

The gamification of code quality related tickets however received positive feedback and were
described as "highly motivating" (P4, P1). The results of the questionnaire also showed that most
of the developers thought the combination of gamification and QA tasks was a motivating one
(Figure 5.29). Furthermore the code quality games approach to gamify bug and quality related
tickets was seen as motivating too (Figure 5.28).

Figure 5.27: Code Quality Game: Local testing motivation impact
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Figure 5.28: Code Quality Game: Motivation

Figure 5.29: Code Quality Game: Overall QA Task - Gamification Motivation

5.11 Acceptance Tests

Description

The author suggested that providing acceptance criteria alongside the feature description will im-
prove understanding of the given task, as well as ensure the developers, that they did not forget
any part in their implementation.

Results

After implementing a feature, handed over to them with provided acceptance criteria, the devel-
opers were asked if in their opinion this approach did provide any benefits. A participant replied
that he would benefit the most in "complex features" (P3), while another stated that the provided
acceptance criteria made him feel sure that he "didn’t miss anything" (P1).

The questionnaire revealed that all developers thought that acceptance criteria provided will help
improving their understanding of the task (Figure 5.30) and again help them feel confident that
they covered all aspects of the feature (Figure 5.31 )
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Figure 5.30: Acceptance Test - Feature Understanding

Figure 5.31: Acceptance Test - Feature Completeness
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6 Discussion

This chapter discusses how and to what extent the stated research questions could be answered,
using the collected data. Each research question will be discussed individually following the
structuring provided in Section 3.3.

6.1 Introduction and Overview

The case study, forming the heart of this thesis, features the Mineralbay project as underlying case.

The author of this thesis had been part of the Mineralbay team for over a year, as a software de-
veloper. During this time, a careful analysis of the development process and all its weaknesses
concerning SQA was performed. Furthermore the co-developers were surveyed and interviewed
about their thoughts concerning the process and its potential flaws. A variety of possible enhance-
ments was elaborated and subsequently expressed in a list of research questions.

In the next step, the author implemented all these changes and continued evaluating them in a
laboratory setup.

In the following each research question will be addressed according to Section 3.3 and brought
together with results of data collection and analysis.

6.2 Improvements on Process Level

The first research question asked which modifications were applied to the Mineralbay development
process and whether or to which extend these modifications contributed to code quality.

6.2.1 Reviews

A sub-question focused on the impact of an adapted code review process on code quality: Reviews
were performed on a feature basis, as well on a sprint basis.

The developers were advised to review each commit on its own, a task which usually was not a
problem, since most of the code was written in pair programming.

Mandatory feature reviews took place, each time a feature branch was merged, aiming at spreading
knowledge, as well as improving code quality. A checklist highlighting the most important tasks
of a review was provided, aiding the reviewers.

A second review step was executed when a sprint branch was merged into the master (i.e. produc-
tion ready branch). In contrast to feature reviews, these did not focus on low level code specifics.
Procedures necessary for code base integration and process related tasks (like checking documen-
tation, verifying correct software version number, etc.) were subject of sprint reviews.
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Figure 6.1: Code Review Process Illustrated

Analyzing the results it can be concluded that the importance of code reviews is indeed known to
developers. They regard reviews as quality improving tasks, which are not perceived as an unnec-
essary burden. The developer’s understanding of the application is improved by doing reviews, as
well as their knowledge about developing software is widened.

Performing reviews before merging features, is important for code quality.

Reviews at the end of a sprint received mixed feedback. A less formal approach, like defining a
DoD for Sprints, which hold all tasks that were featured in sprint reviews could be thought of.
This DoD must be checked (e.g. by a developer responsible for the sprint) before concluding a
sprint.

Furthermore assembling a simple checklist to guide the developers through the review process
seems promising. The participating students felt supported by these checklists. One has to be
careful though to find a balance between covering all important aspects of a review and keeping
the checklists efficient. Additionally it is advised to keep checklists easily accessible through the
review process: e.g. provide a link, or textual representation in the code review software.

6.2.2 Versioning

The author claimed that a profound versioning scheme was essential for meaningful quality assur-
ance practices.

Prior to the authors changes this was not the case: developers did not know which version of the
software was deployed at the development server, or even at production. They could not tell which
features were already in production, nor relate them to a specific version.
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A versioning scheme roughly based on sprint iterations was introduced and evaluated. Simple by
nature, it was considered comprehensible by the students and did help relating features to software
versions.

Versioning of the software must be part of the development process, changes carried out at well
defined points and reviewed, in order to prevent neglect.

6.2.3 Self Assessments for Team Building

The setup of development teams was subject of another sub-question. The author experimented
with skill-self-assessments for team building. The basic idea was that developers would rate their
own skills in certain areas and then the ones with "complementary" knowledge should team up, in
order to maximize knowledge transfer.

The desired approach did prove difficult since

• quantifying developer skills is hard (although possible since restricted to the given technol-
ogy stack)

• assessing their own skills is difficult for developers

Evaluation in an experiment did show that most students prefer building teams according to intu-
ition, e.g. placing a novice on the side of a senior.

Furthermore the importance of rotation of team-members was emphasized, a finding that is also
represented in the results of Katrin Amtmanns thesis on pair programming [3, p. 86]. Amtmann
also recommends that pairs should include at least one expert (senior project member). This will
lead to better code quality [3, p. 86]. The rather complex domain of the Mineralbay project
also requires the developers to be familiar with e.g. given terms, which means that in addition to
technical skills, domain knowledge is also of importance and has to be transferred.

6.2.4 Test Software in a production like Environment

Testing software in a production like environment and configuration is essential for quality assur-
ance. The author elaborated techniques using containerization, to allow for an easy deployment of
a production like environment on the developers local workstations.

The setup was implemented by the author and afterwards evaluated in an experiment featuring the
developers of Mineralbay. It can be concluded that containerization simplifies local deployment
for developing purposes, as well as software testing. A carefully designed build process, pro-
ducing images of each major version (e.g. feature, sprint, etc.) of the software facilitates testing
substantially: Artifacts, ready for testing can be easily deployed and tested.

6.2.5 Gamification as tool for improving software quality

As part of this thesis the author evaluated if gamification techniques could be utilized for software
quality assurance tasks.

In particular a software platform was developed which displayed rankings of:

• the number of bugs a developer had fixed
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• the number of times a developer had broken the build (by contributing erroneous code)

Results showed that the bugfixing ranking has a highly motivating effect on developers. Gamifica-
tion can be used to animate developers to fix software issues like bugs (even those that have been
known for a long time, but were not considered worth fixing) or quality issues.

Gamification as a measure to prevent developers from submitting "bad" code, could not provide
promising results in the way it was implemented. The reward system was not balanced and so-
phisticated well enough. If an approach like this is taken, the scenario must fit and more work has
to be done, balancing the system.

In the current setup however the results did not have a measurable positive impact on motivating
the developers not to break the build.
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6.3 Improvements on Coding Level

The second research question asked if further quality enhancing methods could be included in the
process of the developer writing code at his workstation.

6.3.1 Successful Local Build and Test Run

Development was slowed down, because students did not execute the test suites before pushing
their code to the SCM, thus triggering many unnecessary builds. Since a build took approximately
40 minutes and only one build could be executed at the same time, this caused a serious bottleneck
for development.

The author planed to utilize gamification to reward developers for successful builds and impose
penalties for failed once. A global ranking should motivate them to trigger builds only after being
confident that they will pass.

However the evaluation of this approach did prove less promising, since students did not feel
motivated by the ranking approach.

The author then rebuilt the whole CI process of the project using state of the art tools (i.e. GitLab
and GitLabCI). The resulting setup did allow for many parallel builds which moreover did execute
much faster than in the previous setup. As a direct result the recorded issue ceased to exist and
developers were very pleased with the build setup.

Consequently, resources spent in improving project infrastructure, aimed at removing bottlenecks
and easing development are well invested. Existing tools and infrastructure must not hinder devel-
opment in any way, since this frustrates developers and ultimately harms development.

6.3.2 Common Code Styles

Each developer usually acquires his own coding style, depending on education and preferred cod-
ing language. Developers are not indifferent to, but usually annoyed by badly formatted code in
their projects. They are aware of the fact that well and uniformly formatted code is enhancing
code readability, maintainability as well as quality.

Selecting an appropriate code style guideline for a software project is therefore especially impor-
tant. In any case this is best done at the beginning of a project, because if neglected code styles
will diverge, reducing readability and possibly harming team climate.

IDE plugins can be configured to support a given code style. These tools provide immediate
feedback if the developers code diverges from the standard. Not only do such tools aid developers
adhering to the given code styles by visually highlighting violations, but also allow for instant
fixes using auto code-formatting.

Computer assistance does not end at simple code format. Style guidelines often cover more than
simple style rules. Naming conventions, bad smells, etc. can be detected and visualized by linter
tools, executed as external tools alongside every build or as IDE plugins on every code change.
Again the setup is easily done, but provides developers with instant feedback in case of infringe-
ments.

It is advised to include, or enable code style checking tools in every developers IDE, as early
as possible, in order to avoid code style divergences and help developers getting a feel for how
code should be written. Such tools provide great assistance to developers in terms of ultimately
increasing code quality, readability and maintainability.
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6.3.3 Static Code Analysis

Static Code Analysis can be used to check the code basis for known issues like bugs, bad smells,
security issues, etc. Including such tools into the software development process and providing
access to the developers, for them to see the generated reports and statistics will aid overall quality.
Doing so early in the course of the project (best at the beginning) will avoid having to deal with a
big accumulation of issues later on.

Revealing statistics to the team about their improvements before and after a sprint can also have
a motivating effect. Furthermore solving issues raised by the static code analysis tool will further
improve the technical knowledge of developers, as they have to figure out why their code has led
to an issue.

Goals in terms of committing to periodical code quality improvements can be formulated by the
team. The author suggested a "not getting worse" strategy: After each sprint the overall calculated
quality metrics must be equal or better than before the sprint. However a dedicated strategy has to
be came up with for each project.
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6.4 Improvements on Documentation Level

The third research question asked if in the given scenario, software quality could be enhanced by
improving documentation and sharing knowledge.

6.4.1 Acceptance Tests written and fulfilled

Providing high quality, easily comprehensible requirements are a demanding task on its own.
Considering the given case, the requirements sometimes failed at transferring the customers needs
to the developers. Since developers were designing and implementing the BDD tests, these tests
did only represent their view on requirements, which might differ from the customers.

Acceptance criteria as part of the requirements assures that BDD tests cover the customers needs
exactly. Handing them over to the developers also provides multiple benefits during implementa-
tion:

• Better understanding of the given task: The compressed, summarized form of acceptance
criteria provides a different view on required functionality, offering superior documentation
alongside user stories.

• Highlight the extent of features requested: Since processes are described in very high detail,
acceptance criteria gives confidence that all facets of the feature have been covered and
implemented.
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6.5 Discussion and Conclusions

6.5.1 Improvements for Student Software Projects

A significant output of this thesis are the results for upcoming student projects to draw knowledge
from and a blueprint for development processes.

The following section will prepare the findings of this thesis as suggestions and improvements of
the implementation of QA in student software projects.

• Code Reviews: Code reviews are most important for improving software quality and trans-
ferring technical as well as domain knowledge. It is strongly advised to implement a sound
code review process at the beginning of the project to maximize its benefits. Furthermore
checklists should be compiled which cover all aspects of a review. These should be kept
easily accessible during the review process, supporting developers.

• Management Reviews: It is beneficial to perform reviews on documentation and process
compliance as well, since tasks like increasing version numbers, setting ticket states, etc.
are easily forgotten. Such process tied reviews could take place when completing a sprint.

• DoD: Compile a realistic, easily accessible DoD. An overshooting DoD, featuring unrealis-
tic or extremely tiresome tasks, will most likely be ignored by the developers.

• Development Infrastructure: Tools like SCM, issue tracker, CI- and Continuous Delivery
(CD)-Server have to be picked carefully. It is advised to setup an infrastructure that can be
entirely managed by students. This forces students to get used to the complexity of DevOps
as well as prevents tasks that can only be performed by system administrators from being a
bottleneck.

• Versioning: Establishing a consistent versioning scheme at the beginning of the project is
important. Otherwise versioning will never be done in a comprehensible way and thus
nullifying all benefits of versioning.

• Code Style: The team must commit itself to a code style to prevent different "flavors" of
code from growing inside the project. This code style should be supported by the IDE, but
also be part of the review process.

• Static Code Analysis: Introducing static code analysis tools early in the development process
will prevent potential issues from growing unnoticed. Overall quality can be kept on a high
level without the need of performing dedicated "bugfixing" periods.

• Team building: Teams should consist of at least one experienced team member. While pair
programming is perfectly fitted for knowledge transfer and tackling tricky tasks, it does not
have to be mandatory, since there are tasks that do not benefit.

• Testing of Deployables: Testing of a certain version must be kept as simple as possible.

• Acceptance criteria: Requirements should be prepared with acceptance criteria. This veri-
fies that the given task is easily comprehensible by developers.
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6.6 Limitations of Results

One of the limitations of the presented approach is that due to the projects general development,
the results of the experiments could not be transported over to the working project setup and thus
be validated in a larger context. This was amended by having various rounds of interviews with
different project members on qualitative aspects of both the existing setup and the proposed setup.
For general transportability of the findings expert interviews were used to provide a classification
of the setup its self as a typical student project.

The gained results are derived from a project regarded as a typical student project concerning its
characteristics, via case study research. Provided insights will not apply to projects that differ
in any of the stated properties. Moreover, generalization of results in the given environment is
difficult, since each case setup is individual in design.

Although the development process is described as SCRUM like, it can only be considered a remote
deviation from SCRUM, since it lacks important key characteristics like dailies, fixed sprint length,
etc.

6.7 Related Work

Fortunato et al. evaluated and analyzed relevant studies on quality assurance practices in agile
software development [31].

Their key findings can be cross referenced with this studies results:

• "techniques such as coding standards, refactoring, creating unit tests, review code, pair
programming and use of continuous integration tools are important factors for achieving
the quality assurance": All these techniques were introduced in the course of this study and
could be linked to a positive effect on code quality.

• "Software testing proved as the factor, most likely to be incorrectly performed": During this
study most developers stated that they were unhappy with the way they are testing their own
code.

• "The use of good programming practices is regarded as one of the pillars of quality assur-
ance": Implementing and pushing towards good programming practices was part of this
thesis approach towards improving software quality.

In [2] Ahtee et al. recognized that the four major risks in student projects are tools and skills to
use the tools (61% of projects), technological problems (53%), scheduling problems (61%) and
working or studying too many other courses during the project (45%). The same risks/issues could
be observed during the course of this thesis too by the author.

Su Serene Hang and Scharff Christelle stated that motivation is the key factor of success [109]. The
author of this study shares this opinion and thus took special care that non of the introduced prac-
tices will reduce motivation in any way. On the contrary, gamification techniques were adopted
for the purpose of improving motivation.

Tiisetso Khalane Maureen Tanner were analyzing the concerns of stakeholders new to SCRUM
in [55], stating that there is not enough guidance on how to implement SCRUM, i.e. how to
implement software quality assurance. Their conclusion was that due to this lack of tangible
guidance in Scrum, a development team has to come up with innovations which may include
adopting practices from other methodologies. Furthermore the study proposes to view SCRUM
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as a framework of "empty buckets" which need to be filled with situation specific SQA practices
and processes. Ming et al. arrived at a similar conclusion, stating that "agile methods do have
practices that have QA abilities, some of them are inside the development phase and some others
can be separated out as supporting practices" [44]. Furthermore, "developers also need to know
how to revise or tailor their agile methods in order to attain the level of quality they require."
[44] The results of this research inspired the author to do exactly that, by tailoring the software
development process, by fitting adequate QA gates and measures.

The importance of testing is highlighted by the results of Doherty et al. by stating that "Ac-
ceptance, Integration and Performance (AIP) testing captures the largest quantity of defects at
26.14%" [23].

Janus et al. added continuous measurement and continuous improvement as subsequent activi-
ties to CI and established metric-based quality-gates for an agile quality assurance [51]. During
the course of this study, the author implemented and successfully evaluated a similar approach,
continuously measuring quality and thus striving for improvement.

Félix García et al. applied gamification techniques to parts of the software development cycle, by
designing a framework for gamification in software engineering. A central gamification engine
helped integrating existing tools, leading to the gamification of the areas of project management,
requirements management, and testing. [33]

Another approach was taken by Gasca-Hurtado et al. who used gamification for defect tracking
[34].
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7 Conclusion and Future Work

This chapter concludes the results of the conducted case study, stating its goals and purposes as
well as presenting its outcome. Since the scope of this thesis is limited, further research topics for
future work will also be presented.

7.1 Conclusion

SQA in student projects is not just a topic, only sparsely covered by research, but also presents an
important objective for educational institutions. Special challenges have to be addressed, because
these projects differ from industry projects in various ways.

Software projects in typical Software Engineering (SE) courses typically have a very reduced
scope and do not focus on the development of high quality software, but learning the practices
and principles of a certain aspect in SE. Furthermore these projects usually do not provide the
infrastructural frame necessary for implementing a sophisticated QA process.

The present thesis explored how a typical student project could be enriched with a sophisticated
QA process. For the purpose of doing so a case study was conducted that examined the student
project Mineralbay at the INSO of the TU. This project represents a typical student project, de-
veloped by students of the TU, each being different in terms of skill and educational level as well
as practical experience. Development of the software was done using a tailored version of the
iterative SCRUM paradigm.

The goal of the study was to find and evaluate a feasible set of QA practices and apply them to
the process. Evaluation stretched for over a year and included the author actively participating in
development as well as collecting data from the process and fellow developers. After identifying
applicable practices and dividing them based on their level of application (inspired by [20] i.e.
process, development or documentation) the author implemented these practices in the underlying
setup. Subsequently their impact on software quality as well as development itself was measured.
This was done in a controlled experiment, with data being collected by semi structured interviews,
surveys as well as participant observation.

A set of suggestions on how QA could be implemented in a typical student project formed the
outcome of the study together with a composition of how each implemented element performed
on its own.

Results showed that the wide spread topic of QA can be integrated into a student software project
of adequate scale and characteristics well.

The foundation of a solid source code basis is build by a sophisticated SCM tool, which supports
developers during their daily business (e.g. code merges, branch management, etc.), making it as
easy as possible. Introducing a new, state of the art SCM, offering a simple and powerful interface
simplified processes like code reviews or code merges significantly.

Another aspect of QA is, that the code which is kept in the SCM does compile and functions
according to its specification. This can be assured by providing a meaningful set of tests, but also
by implementing a CI process that "guards" the code base from erroneous code being submitted. A
CI pipeline was implemented as part of this thesis, which increased the developers satisfaction in
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terms of performance, maintainability as well as their confidence that changes which have passed
the pipeline are free from serious faults and do not impact the core functionality of the software in
a negative way.

Furthermore it was established that a solid review process is essential for improving quality and
also supports knowledge transfer. Such a review process was implemented as part of this study,
leading to an improvement in developer satisfaction concerning the process and greater confidence
in its quality enhancing capabilities. Checklists were used to support developers during the process
of reviewing, which helped them focus on its important parts as well as improving review quality.

The use of containers for application shipping significantly simplified local deployment of the
software. In the process of QA this proved especially helpful when testing a specific version of
the software, since deploying from a container tag is easier than from a source code checksum.

Directly connected to containerization and tagging is software versioning. Neglect of doing so lead
to the developers not knowing which feature was related to which software version and further
what exact version of the software was currently deployed. Establishing a versioning process
helped assuring that features could be related to versions.

Uniform code style is essential for readability, maintainability and also related to working atmo-
sphere. A code style guideline helped improving those factors, while IDE support assured that
compliance did only require minimal effort.

Constant static analysis of the code base, using a dedicated server was introduced. This helped
developers improving code quality, as well as their coding skills. Additionally, the comparison of
code quality statistics (before and after a specific point in development like e.g. a sprint) could be
used as a motivating factor.

Based on data aggregated by code analysis as well as build status information (deliverer by the CI
tool) a gamification approach was evaluated with the objective of making QA related tasks more
rewarding. Points and badges were awarded for each quality-increasing activity and the scores
displayed on a board. Results showed that gamification can be used in the context of QA and did
motivate developers in the evaluated setup.

Acceptance tests should not be designed by developers, but be part of the requirements. This
strengthens the developers understanding of the given task and helps them feeling confident that
they did not overlook any functionality.

Team building is important for knowledge transfer, but also code quality. Teams for pair program-
ming should contain at least one experienced developer to maximize those factors. Occasional
rotation is beneficial for knowledge transfer.

7.2 Future Work

The subject of gamification in the context of QA was only briefly touched by this study. It was es-
tablished that elements of gamification can be utilized to motivate students into tackling otherwise
tiresome QA related tasks.

However this subject offers many possibilities and current research on this topic is scarce. Further
work could build on the given tools and ideas and evaluate the setup in more detail. Additionally
more parts of the QA cycle could be combined with gamification.

Moreover this thesis could only highlight bits and parts of QA in a student software project. Fur-
ther research could be done in terms of describing a general development process, including the
findings of this study.
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Due to the development of the thesis underlying case, transferring all of the experiment’s results
to the development process at hand was not possible. Future work could implement all evaluated
measures in a student project of similar setup for the purpose of collecting quantitative data.
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Initial Questionnaire
This questionnaire is part of my master thesis. All submissions are anonymous and will only be used 

in the context of my thesis.

Demographic Questions
Please answer some questions about yourself!

1. What is your gender
Mark only one oval.

 Female

 Male

 Prefer not to say

2. What ist the Name of your study programme?
Mark only one oval.

 Medieninformatik und Visual Computing

 Medizinische Informatik

 Software Engineering

 Technische Informatik

 Logic and Computation

 Visual Computing

 Medieninformatik

 Other: 

3. How many month have you been part of the project?
Mark only one oval.

 I'm new!

 Other: 

4. Are you currently enrolled as a Bachelors or Masters student?
Mark only one oval.

 Bachelor

 Master

5. Since when are you enrolled in your current
studies? (Year and term: e.g. WS2011)

6. Are you participating as a full-time student, or are you employed next to your studies?
Mark only one oval.

 Full-time student

 employed



7. (If employed) How many years have you
been working in your current job?

8. (If employed) How many years of
programming experience did you gather so
far?

9. Did you ever work in a software engineering team with more than 5 people?
Mark only one oval.

 No

 Yes

10. (If experience in teams >= 5) How big was
your team?

11. (If experience in teams >= 5) Where did you work in a software engineering team with more
than people?
Check all that apply.

 University

 Work

 Other: 

12. Did you ever use SCRUM in software development so far?
Check all that apply.

 No

 Yes (University)

 Yes (Work)

 Other: 

Thoughts about your Project
The following section contains questions that will ask you to rate parts of your project

13. How would you rate the overall code quality of the project?
Mark only one oval per row.

Miserable
Not satisfying, needs to

be improved
Average

OK, but needs

polishing

I think

its fine

Backend

Frontend

14. How would you rate the overall test quality of the project?
Mark only one oval per row.

We have tests? Poor Average OK, but needs polishing Well tested

Backend

Frontend



15. Which step do you think is causing the most defects?
Mark only one oval.

 Requirements & Specification

 Coding

 Review

 QA / Testing

 Other: 

16. Do you think that all features are "done" when they are merged in the master?
Mark only one oval.

1 2 3 4 5

Do not agree Strongly agree

17. Are you sure about which feature is in which version of the software?
Mark only one oval.

1 2 3 4 5

I have no clue Yes, I know exactly

18. How happy are you with the current build process?
Mark only one oval.

1 2 3 4 5

Totally unhappy It is perfect!

Review Process
This section contains some questions about the current review process

19. How happy are you with the current review process?
Mark only one oval.

1 2 3 4 5

Totally unhappy Yes, its perfect

20. Do you think that Pair Programming is enhancing code quality?
Mark only one oval.

1 2 3 4 5

Not at all Absolutely

21. How much additional effort do you think Pair Programming costs?
Mark only one oval.

1 2 3 4 5

No time at all A lot of time



22. Do you think that Peer-Code-Reviews are enhancing code quality?
Mark only one oval.

1 2 3 4 5

Not at all Absolutely

23. Do you think that Pre-Master-Merge Reviews are enhancing code quality?
Mark only one oval.

1 2 3 4 5

Not at all Absolutely

24. How much time do Pre-Master-Merge Reviews cost in your opinion?
Mark only one oval.

1 2 3 4 5

Very little Very much

Self assesment
The following section will ask question about how you rate your own work/skills

25. How would you rate your own skills, concerning these technologies?
Mark only one oval per row.

Never

heard of

it

I know what it

is and does

I tried it and know

a bit about it

I get things

done with it

I am very

good at it

PostgreSQL

Liquibase

Maven

Java

Spring

Bower

Javascript

AngularJS

GIT

GitLab

Geb Testing

Framework

26. How would you rate your own testing skills?
Mark only one oval per row.

Never

done it

I copy and

paste it

I know the

basics

I get things

done with it

I am very

good at it

Backend (Unit,

Integration,..)

Frontend (Browser

Tests)



27. Are you happy with the way you test your own code?
Mark only one oval per row.

I'm not happy - Its ok, but I could do better - I'm happy

Backend

Frontend

28. Do you run all tests locally before pushing into the SCM?
Mark only one oval.

 No

 Yes, but sometimes when im in a hurry I ignore them

 Always

 Other: 

29. Do you know that there is a Definition of Done (DOD)?
Link to DOD:

Mark only one oval.

 Yes

 No

30. Do you understand all items of the DOD?
If not please state which:

Mark only one oval.

 Yes

 Other: 

31. Do you check the DOD before pushing your features?
Mark only one oval.

 Yes

 No

32. Do you ignore parts of the DOD before pushing your features?
If so please state why:

Mark only one oval.

 No

 Other: 

33. Do you think that QA would work better if a production like environment was be available
for testing?
Mark only one oval.

1 2 3 4 5

Not at all Yes a lot



34. What do you think about written down patterns describing how reoccurring tasks are
done?
Mark only one oval.

 Would help me a lot

 Would help me a bit

 Don't Care

 Other: 

35. Do you think that Continuous Code Analysis would improve code quality
Mark only one oval.

1 2 3 4 5

Not at all Yes, a lot



Appendix A. Appendix A.2. Initial Interview Schedule

A.2 Initial Interview Schedule

A.2.1 Introduction

• The interview session starts with the author introducing himself to the attendees and then
stating the purpose of the interview, i.e. to contribute to this thesis.

• Afterwards it is emphasized that the results will only be used in an anonymized way.

• The respondents are then asked if it is ok to record the session.

• It is made clear, that interrupting is fine at any give time.

A.2.2 Starter Questions

General questions are asked, to "break the ice" and make the interviewees familiar with the situa-
tion:

• How many active developers are there at the moment?

• Is that enough / or would you need support?

• Are you doing a thesis or a "praktikum"?

A.2.3 Main Questions

The main body of questions is asked:

• Concerning the code: Where do you see the biggest deficits?

• Do you think that unnecessary errors are introduced during coding? Do you see any prob-
lems?

• How do you know which feature is in which version of the software? Do you know which
version is deployed dev/prod? How is versioning done?

• What are the problems with the current build process?

• What are the problems with the current review process?

• What is the biggest bottleneck in the development process? What are the impediments?
What is annoying you?

• What problems do you see when you think of testing? How is testing done?

• Do you see any problems with our DoD?

• Do you think that knowledge exchange is a problem?
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A.3 Post Experiment Questionnaire
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Post Lab Questionnaire
This questionnaire is part of my master thesis. All submissions are anonymous and will only be used 

in the context of my thesis.

Demographic Questions
Please answer some questions about yourself!

1. What is your gender
Mark only one oval.

 Female

 Male

 Prefer not to say

2. What ist the Name of your study programme?
Mark only one oval.

 Medieninformatik und Visual Computing

 Medizinische Informatik

 Software Engineering

 Technische Informatik

 Logic and Computation

 Visual Computing

 Medieninformatik

 Other: 

3. How many month have you been part of the
project?
Please state only the numerical value (e.g. "5")

4. Are you currently enrolled as a Bachelors or Masters student?
Mark only one oval.

 Bachelor

 Master

5. Since when are you enrolled in your current
studies?
(Year and term: e.g. "WS2011" or "SS2014")

6. Are you participating as a full-time student, or are you employed next to your studies?
Mark only one oval.

 Full-time student

 employed



7. (If employed) How many years have you
been working in your current job?
Please state only the numerical value (e.g. "5")

8. (If employed) How many years of
programming experience did you gather so
far?
Please state only the numerical value (e.g. "5")

9. Did you ever work in a software engineering team with more than 5 people?
Mark only one oval.

 No

 Yes

10. (If experience in teams >= 5) How big was
your team?
Please state only the numerical value (e.g. "5")

11. (If experience in teams >= 5) Where did you work in a software engineering team with more
than people?
Check all that apply.

 University

 Work

 Other: 

12. Did you ever use SCRUM in software development so far?
Check all that apply.

 No

 Yes (University)

 Yes (Work)

 Other: 

Review Process - Checklist
The following section will ask question about the proposed review process

13. Do you think that the provided checklist will improve your reviews?
Mark only one oval.

1 2 3 4 5

Not at all Totally



14. Do you think that the provided checklist will improve code quality?
Mark only one oval.

1 2 3 4 5

Not at all Totally

15. Did the provided checklist help you focus on the important bits of a review?
Mark only one oval.

1 2 3 4 5

Not at all Totally

Review Process - Reviews
The following section will ask question about the proposed review process

16. How much knowledge do you gain from doing reviews (as a reviewer)?
Mark only one oval.

1 2 3 4 5

Nothing at all Quite a lot

17. Do you think that reviews improve your understanding of the application?
Mark only one oval.

1 2 3 4 5

Not at all Quite a lot

18. Do you think that Feature-Reviews are enhancing code quality?
feature reviews: Reviews from a merge request from a feature branch to the sprint branch

Mark only one oval.

1 2 3 4 5

Not at all Quite a lot

19. Do you think that Sprint-Reviews are enhancing code quality?
sprint reviews: Reviews from a merge request from a sprint branch to the master branch

Mark only one oval.

1 2 3 4 5

Not at all Quite a lot

Self assessments
The following section will ask question about the "self assessments" used for team building during the 

lab



20. Do you think that the learning experience is improved utilizing Self assessments for team
building
Self assessment team building: Selecting partners based on their project experience/skills

Mark only one oval.

1 2 3 4 5

Not at all Quite a lot

21. Did you benefit from your selected partner during the lab?
Mark only one oval.

1 2 3 4 5

Not at all Quite a lot

22. Did your partner slow you down?
Mark only one oval.

1 2 3 4 5

Not at all Quite a lot

Versioning

23. Do you understand the proposed versioning schema?
Versioning based on the sprint number

Mark only one oval.

1 2 3 4 5

Not at all Totally

24. Based on the proposed versioning schema: Would you know which feature is in which
version?
Mark only one oval.

1 2 3 4 5

Not at all Totally

Build Process

25. Do you understand the given build pipeline?
Mark only one oval.

1 2 3 4 5

Not at all totally



26. Do you think that the build pipeline is important for quality assurance?
Mark only one oval.

1 2 3 4 5

Not at all totally

27. Do you feel safe, that the build pipeline prevents errors from going to production?
Mark only one oval.

1 2 3 4 5

Not at all totally

28. Are you happy with the performance of the given build pipeline?
Mark only one oval.

1 2 3 4 5

Not at all totally

Branching Model

29. Do you understand the branching model?
Mark only one oval.

1 2 3 4 5

Not at all totally

30. Do you think the branching model will help to merge features faster into the master?
Mark only one oval.

1 2 3 4 5

Not at all totally

Test Environment

31. Given the containerized setup: How difficult would you say it is to deploy a specific
version of the software locally?
An Image is build for each version and stored in the registry

Mark only one oval.

1 2 3 4 5

Very Easy Very Difficult



32. Given the docker-compose setup: How difficult would you say it is to deploy a production
like environment locally?
Mark only one oval.

1 2 3 4 5

Very Easy Very Difficult

33. Do you think that running the application locally (on a "blank" system) has become easier
with docker containers?
"blank" system: Project has not been set up for development,.. Just the source code available

Mark only one oval.

1 2 3 4 5

Not At All Totally

Code Style Guidelines

34. Does badly formated code annoy you?
Mark only one oval.

1 2 3 4 5

Not At All Totally

35. Do you think that IDE build in code style checks will improve Code Quality?
IDE build in code style checks: Tools like the JS Linter presented in the lab

Mark only one oval.

1 2 3 4 5

Not At All Totally

36. Do you think that IDE build in code style checks will improve Code Readability?
Mark only one oval.

1 2 3 4 5

Not At All Totally

Static Code Analysis

37. Do you think that the provided static code analysis tool SonarQube will lead to better code
quality?
Mark only one oval.

1 2 3 4 5

Not At All Totally



38. Do you think that the provided static code analysis tool SonarQube will improve your
coding skills?
Note: Sonar provides background information for each "Bug" it recognizes

Mark only one oval.

1 2 3 4 5

Not At All Totally

39. Did you feel motivated by the comparison of Code Quality before/after the merge of your
code?
Mark only one oval.

1 2 3 4 5

Not At All Totally

40. Would you commit to the goal of getting better (in terms of less bugs, higher test
coverage) constantly?
Mark only one oval.

1 2 3 4 5

Not At All Totally

Code Quality Game

41. Do you think that applying gamification to software engineering tasks like open bugs,
sonar issues,.. would motivate you?
Mark only one oval.

1 2 3 4 5

Not At All Totally

42. Would you feel motivated by the gamification tool to close open bugs, issues ?
Mark only one oval.

1 2 3 4 5

Not At All Totally

43. Would the gamification tool motivate you run all tests locally before pushing to the server
in order to keep your number of failed builds low?
Mark only one oval.

1 2 3 4 5

Not At All Totally

Acceptance Tests



44. Do you think that Acceptance criteria scenarios provided in the feature description will
help your understanding of the provided task?
Acceptance criteria scenarios: Files that describe the features in a "when"->"then" form

(https://en.wikipedia.org/wiki/Behavior-driven_development#Tooling_examples)

Mark only one oval.

1 2 3 4 5

Not At All Totally

45. Do you think that Acceptance criteria scenarios provided in the feature description will
help you feel confident, that you haven’t forgotten anything in the implementation?
Mark only one oval.

1 2 3 4 5

Not At All Totally
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A.4 Post Experiment Interview Schedule

A.4.1 Introduction

• The conductor introduces himself and thanks the interviewees for their participation

• He informs the participants about the goal of the interview and how the data will be used.

• It is assured that all data will only be used in an anonymized way.

• Before starting the session he asks if everybody is ok with the interview being recorded.

A.4.2 Reviews

A.4.2.1 What do you think of the implemented review process?

• Is it too much overhead?

• Feasible?

• What would you change?

A.4.2.2 What do you think of the provided checklist for code reviews?

• Did you use it?

• Would you keep using it?

• Is it going too much into detail / too little?

A.4.2.3 Do you gain knowledge while doing reviews?

• Do you think they are important for spreading knowledge?

A.4.3 Team building via self assessment

A.4.3.1 What do you think of the team building process via self assessment?

• Is the combination of backend pro + frontend pro a good one?

• Do you think it will improve knowledge transfer?

• Would you prefer simple senior + junior teams?

A.4.4 Versioning

A.4.4.1 Do you understand the proposed versioning process?

• Is the composition of the version number understandable?

• Do you know when the version is raised?

• Do you think it is too complex?
Improving the Software Quality Assurance Process in Academic Software
Development with Gamification and Continuous Feedback Techniques 141 / 152



Appendix A. Appendix A.4. Post Experiment Interview Schedule

A.4.5 Adapted Build Process

A.4.5.1 Do you understand the implemented build pipelines?

• How does it assist QA?

• Which tests are executed and when?

• Do you think it is fast enough?

• Improvement to the previous setup?

A.4.5.2 Would you feel fit to change the pipeline?

• If there is an error?

• If there is a version update?

A.4.6 Branching Model

A.4.6.1 What do you think about the introduced Branching Model?

• Do you see how quality gates are implemented?

• Do you think it is too complex?

• Do you think that it will assist rapid merging?

A.4.7 Test Environment

A.4.7.1 Would you know how to deploy a specific version of the software locally?

• Easier than before?

• Impact on manual testing?

A.4.7.2 Would you know how to deploy a production like setup locally?

• Easier than before?

• Would you do it consequently

– Why? Why not?

A.4.8 Static Code Analysis

A.4.8.1 Do you think the goal of "getting better" each sprint is feasible?

• Why, Why not?
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A.4.9 Style Guidelines

A.4.9.1 Did you find the IDE tools for static code analysis helpful?

• Help you?

• Learn something?

A.4.10 Code Quality Game

A.4.10.1 Do you think that Gamification in QA will motivate you?

• Why, Why not?

• Would you use it?

A.4.10.2 Did the reward based system motivate you to run all test locally before pushing?

• Why, Why not?

A.4.10.3 Did the bug fixing ranking motivate you to fix code quality issues?

• Why, Why not?

A.4.11 BDDs

A.4.11.1 Did the provided acceptance critieria help you with the given task?

• Feel safer that everything has been done?

• Help your understanding of the task?
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A.5 Code Quality Boosting Game

The Soruce Code of the "Code Quality Boosting Game" is hosted on Github 1. It was inspired by
an open source software, which has not been maintained for a long time 2 The software uses data
present in most development setups to generate statistics about the "quality boosting rate" of each
developer. This way a gamification approach on improving software quality is taken.

A.5.1 Software Description

The software itself is based on the Java Framework SpringBoot and can be run locally or on a
server.

An overall high level visual description of the architecture is given in A.1.

The software uses Adapters to communicate with servers present in the development infrastruc-
ture.

At the moment there are two adapters implemented:

• SonarQube: Fetches information about static code analysis (i.e. bugs, bad smells, etc.)

• Gitlab CI: Fetches information about builds (i.e. successful, failed, tests executed, etc.)

The adapters are then used to fetch data for each user known to the system. At the moment the
user information is collected from the SCM too.

The raw data is processed by Statistics Services, one for each adapter. These services are fed with
configuration about:

• Actions: Actions that are defined by a certain behavior witnessed in the data processed.
Each action is mapped to a number of points (negative or positive)

• Achievements: Achievements usually are a composition of actions and rewarded with badges
(which are mapped to a number of points).

The processing of Achievements is outsourced to separate services. After calculating the statistics
for a certain user, the information is stored in his internal profile.

The application provides a web server, hosting a small webapp, displaying the results A.2.

1 github.com
2 https://github.com/mechero/code-quality-game Accessed September 2017
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Figure A.1: Software High Level Diagram
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Figure A.2: Screenshot of Leader Board
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A.6 Code Review Checklist

A.6.1 Simple Code Review Checklist

In the following a simple Code Review Checklist is proposed, build upon the authors experience
as a software developer and past Mineralbay project member:

A.6.1.1 Process based

Some tasks have to be carried out for each commit in order to comply to the process and prevent
errors:

• Has the branch been brought up to date with its source?

• Have all tests been run?

• Has the ticket status been set?

A.6.1.2 Code based

The main focus of the review lies on the submitted code:

• Is the code easy to read/understand. Do you understand all parts of the code? E.g:

– Is there any commented out code?

– Is the method naming expressive enough?

– Is there too much code in a class, function,.. ?

• Does the code do what it is supposed to do, does it meet the functional requirements?

• Could the code introduce any unwanted side effects?

• Exception Handling?

• Is the code defensive enough (e.g. does not throw NullPointerExceptions)?

• Is the code tested well enough?

• Is the code documented well enough?

• Does the commit introduce duplicate or redundant code (has something already been imple-
mented somewhere else)?

• Does the code comply to the style guidelines? Auto formated?

• Are there any undocumented/suspicious TODOs left?
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A.7 Code Style Standard

A.7.1 JavaScript / AngularJS

The frontend part of the application is build using AngularJS and Javascript. The author chose to
adopt John Papa’s Angular 1 Style Guide 3 as reference for the AngularJS project. The guide is
based on Papa’s "development experience" with the framework, aiming at providing "guidance on
building Angular applications by showing the conventions" and why they have been chosen.

However the author is in the opinion, that just pointing at a styleguide is not enough, because
although the guide’s rules might be accepted, understood and considered meaningful by the devel-
opers, it will soon be forgotten ans there is no one to remind them.

Therefore the tool ESlint 4 was utilized to point out noncompliances with the given guide. The
IDE in use (IntelliJ IDEA) comes with a plugin, that highlights such noncompliances, making
them visible to the developers. Furthermore most of the issues can be fixed automatically with the
build in auto-formatting tool.

Fortunately the GitHub user Emmanuel DEMEY has gone through the trouble of creating and
maintaining an ESlint implementation of John Papa’s styleguide 5.

A.7.2 Java

For the Java part of the software, the styleguide build in the IDE was used, since it is based on the
original SUN guideline 6 and familiar to most Java developers.

Again issues can be easily repaired, utilizing the build in auto-formatting tool, thus easing com-
pliance.

Checking adherence is also a part of the review process (see ??).

3 https://github.com/johnpapa/angular-styleguide/tree/master/a1
4 https://eslint.org/
5 https://github.com/Gillespie59/eslint-plugin-angular
6 http://www.oracle.com/technetwork/java/codeconventions-150003.pdf
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A.8 Expert Interview Schedule

A.8.1 Introduction

• The conductor introduces himself and thanks the interviewees for their participation

• He informs the participants about the goal of the interview and how the data will be used.

• It is assured that all data will only be used in an anonymized way.

• Before starting the session he asks if everybody is ok with the interview being recorded.

A.8.2 General questions about the interviewee

A.8.2.1 How long have you been overseeing Student Software Projects??

A.8.3 Defining a Student Software Project

Please answer the qustions accordint to your experience:

A.8.3.1 How big are the teams in typical student Software Project?

A.8.3.2 Which software methodologies are usually followed?

• If so: Which?

– SCRUM?

– Kanban?

A.8.3.3 How is communication handled by the developers?

• Online?

• Physical Meetings?

A.8.3.4 Which meetings usually take place?

• Daily SCRUM?

• Weekly?

• Why are they important?

A.8.3.5 Who is the customer in such projects?

• Fictional?

• A company?

• A university institution?
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A.8.3.6 Who does the requirements engineering?

• A student?

• In advance prepared requirements?

• Are there acceptance criteria defined in the requirements?

• Are you under the impression, that students understand the users needs?

A.8.3.7 Are code reviews performed by the students?

• When?

• On which parts of the code?

A.8.3.8 Do participants establish and follow a certain versioning scheme?

• How do they look like?

A.8.3.9 Is pair programming done?

• How often?

A.8.3.10 Are developers writing tests?

• How much?

• Is it a requirement?

A.8.3.11 Are there any goals concerning code coverage?

• How high?

A.8.3.12 Do students follow a certain code style guideline?

• Which?

• IDE defaults?

A.8.3.13 Are you under the feeling that students care about code quality?

• Are they satisfied if things "just work"?

• Where do they put their focus?
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A.8.4 Student Software Project Specifics

A.8.4.1 Is lack of time usually an issue?

• Because of deadlines?

• Bad time management of students?

A.8.4.2 Where do you see the focus on student projects?

• Learning experience?

• Delivering a working product?

A.8.4.3 How much time do students spent on the project per week?

• Why?

A.8.4.4 Why do students usually take part in such projects?

• What is their driving power?

• What is motivating them?

• Fun?

• Gaining knowledge?

• To get a certificate?

A.8.4.5 How would you rate the skill distribution of students in a group?

• Same educational level (master student, bachelor student)

• Similar knowledge?

• Different knowledge levels?

A.8.5 Introducing Mineralbay

Mineralbay is a project of the INSO in cooperation with the Montan Uni Leoben. The outcome
should be a online platform where tunnel drivers can sell the tunnel spoil directly (e.g. to produc-
tion plants, etc. ), instead of hiring a disposal company.

• The software is developed by students of the TU Wien:

– Bachelor Thesis

– Master Thesis

– Practical course

• The process is SCRUM based with sprints varying in length:
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– One Week and more

• A weekly jour fix is held:

– Sprint commitment done

– Tasks are assigned

– Teams build

– Retros

• Communication is mostly online.

• Up to 8 developers

• Ticketing system is used for issue tracking (Redmine)

• Students do requirements engineering

A.8.5.1 Keeping in mind the given description: Would you say that Mineralbay is a typical
student project?

• In which ways is it and in which not?
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