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Kurzfassung

Der Transport von Ionen durch biologische Kanäle kann auf makroskopischer Ebene durch
partielle Differentialgleichungen für die Evolution der Ionenkonzentrationen beschrieben
werden. Bezieht man bei der Modellierung Füllungseffekte mit ein, die durch den beschränk-
ten Raum in den engen Ionenkanälen hervorgerufen werden, so führt dies zu Kreuzdiffu-
sionstermen in den Gleichungen. Das resultierende Modell für die Ionenkonzentrationen
besteht aus einem stark gekoppelten System nichtlinearer parabolischer Diffusionsgleichun-
gen, die zusätzlich einen Driftterm beinhalten. Dieser Term verhält sich proportional zum
Gradienten des elektrischen Potentials, welches über eine Poisson-Gleichung mit den Io-
nenkonzentrationen gekoppelt ist. Das Ziel dieser Arbeit ist die mathematische Analyse
des vorliegenden Modells, sowie die Entwicklung zuverlässiger numerischer Verfahren für
die approximative Lösung der Gleichungen.

Die starke Kopplung der Gleichungen durch die Kreuzdiffusionsterme stellt eine große
Herausforderung für die Existenzanalysis dar, da sie den Einsatz klassischer Methoden
wie Maximumsprinzipien verhindert. Außerdem sorgt eine Degeneriertheit der Diffusions-
matrix für schwächere a priori Abschätzungen. Diese Schwierigkeiten können durch Aus-
nützung der Entropiestruktur des Systems und Transformation der Gleichungen in En-
tropievariablen überwunden werden. Im ersten Teil dieser Dissertation wird die Existenz
von schwachen Lösungen für alle Zeit bewiesen, sowie die Eindeutigkeit der schwachen
Lösung unter zusätzlichen Annahmen an die Parameter und die Regularität der Lösung.
Der Existenzbeweis basiert auf einer Entropiemethode, die für diese Arbeit erweitert wird
um die inhomogenen gemischten Randbedingungen und den Driftterm behandeln zu können.
Die Degeneriertheit wird dabei durch die Anwendung eines speziellen Aubin–Lions Kom-
paktheitslemma überwunden. Der Beweis der Eindeutigkeit schwacher Lösungen beruht
auf der Methode von Gajewski.

Für ein numerisches Approximationsverfahren ist es von zentraler Bedeutung, struk-
turelle Eigenschaften wie die Nichtnegativität der Lösung oder die Entropiestruktur der
Gleichungen auf der diskreten Ebene zu erhalten. In der vorliegenden Arbeit werden zwei
neue Verfahren für das Kreuzdiffusionsmodell präsentiert und analysiert, welche die Struk-
tur des Systems auf verschiedene Weise approximieren.

Das erste Verfahren kombiniert eine implizite Eulerdiskretisierung der Zeitableitung mit
einem Finite-Volumen-Schema für die Diskretisierung der Ortsvariablen. Das Schema nützt
die Drift-Diffusionsstruktur der Gleichungen, welche mit doppeltem Upwind-Verfahren
diskretisiert werden. Zunächst wird die Existenz diskreter Lösungen gezeigt. Um jedoch
eine diskrete Entropieungleichung, Eindeutigkeit und Konvergenz der numerischen Approx-
imation zu beweisen, müssen vereinfachende Annahmen getroffen werden, unter anderem
die Vernachlässigung des elektrischen Potentials. Als Hilfsmittel für den Konvergenzbeweis
wird eine neue diskrete Variante des Aubin–Lions Lemma für den vorliegenden degener-
ierten Fall gezeigt.
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Das zweite Verfahren basiert wiederum auf einem impliziten Eulerschema in der Zeit,
jedoch kombiniert mit einer Finite-Elemente-Methode für die Ortsdiskretisierung. Hierbei
werden die Gleichungen nicht in der ursprünglichen Form, sondern die in Entropievari-
ablen formulierte Variante als Ausgangspunkt verwendet. Dadurch kann die Analyse des
Verfahrens im Wesentlichen analog zu jener der kontinuierlichen Gleichungen durchgeführt
werden. Um die Existenz diskreter Lösungen zu garantieren, muss allerdings ein Regular-
isierungsterm hinzugefügt werden. Die Erhaltung der Entropiestruktur und die Konver-
genz des Verfahrens wird bewiesen, in diesem Fall ohne zusätzliche Einschränkungen für
die Modellparameter.

Beide numerische Verfahren werden anhand von anwendungsorientierten Testsimula-
tionen getestet und verglichen. Das erste numerische Experiment simuliert einen Cal-
ciumkanal, das zweite einen bipolaren Ionenkanal, jeweils in zwei Ortsdimensionen. Das
Langzeitverhalten der Lösungen, insbesondere der Abfall der Entropie, sowie experimentelle
Konvergenzraten werden untersucht.
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Abstract

The transport of ions through biological channels, on a macroscopic level, can be described
with a system of partial differential equations (PDEs) for the evolution of the ion con-
centrations. If one considers additional size exclusion effects, occurring in narrow pores,
cross-diffusion terms appear in the system. The ion concentrations then solve strongly cou-
pled diffusion equations with a drift term involving the electric potential which is coupled
to the concentrations through a Poisson equation. The aim of this thesis is to close gaps
in the analysis of this cross-diffusion model and provide reliable numerical approximations
that capture the behavior of its solutions.

The main challenge for the analysis of the model lies in the cross-diffusion terms, which
prevent the use of standard PDE tools such as maximum principles. Additionally, the
system possesses a formal gradient-flow structure revealing nonstandard degeneracies that
lead to further considerable difficulties. The first part of the thesis consists of showing that
bounded weak solutions to the system exist globally in time, and, under certain conditions
on the coefficients of the system, are unique. The proofs are based on the boundedness-
by-entropy method, extended to nonhomogeneous boundary conditions and the coupled
potential, and the uniqueness technique of Gajewski. The degeneracy is overcome by the
use of a special Aubin–Lions compactness lemma.

For the design of a numerical scheme it is crucial to preserve important properties such
as the nonnegativity of the solutions or the entropy structure of the equations on a discrete
level. In the second part of the thesis, two new numerical schemes for the cross-diffusion
model are presented and analyzed. Each scheme preserves and uses the structure of the
system differently.

The first scheme is a combination of an implicit Euler approximation for the time deriva-
tive and a finite-volume method in the spatial variables. The latter is based on the drift-
diffusion structure of the equations, using two-point flux approximations with “double”
upwind mobilities. The existence of solutions to the fully discrete scheme is proved. When
the particles are not distinguishable and the dynamics is driven by cross diffusion only,
it is shown that the scheme preserves the structure of the equations like nonnegativity,
upper bounds, and entropy dissipation. The degeneracy is overcome by proving a new fully
discrete version of an Aubin–Lions lemma of “degenerate” type.

The second scheme is again based on an implicit Euler method in time, together with a
finite-element method for the space discretization. This scheme does not build up on the
original equations, but rather on the system transformed to entropy variables. Therefore,
the analysis of the scheme can be carried out in a similar way as in the continuous case.
In order to guarantee the existence of discrete solutions, a regularization has to be added.
A discrete version of the entropy inequality and the convergence of the scheme is proven,
without any additional assumptions on the model parameters.

In the last part of the thesis we show how our newly developed schemes can be used in
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two test cases which are inspired from biological applications. The first example we explore
is the simulation of calcium selective channels, and the second example is that of a bipolar
ion channel. These examples are considered in two spatial dimensions. We investigate
the large time behavior of the solutions - in particular the decay of the entropy and the
experimental convergence rates.
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Ich erkläre an Eides statt, dass ich die vorliegende Dissertation selbstständig und ohne
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1 Introduction

The aim of this thesis is to provide a rigorous theoretical analysis and reliable numerical
schemes for a degenerate parabolic cross-diffusion system that models the flow of ions and
the electric potential in an open ion channel. In this introductory chapter we will establish
the background on the modeling of ion channels, consider in detail the mathematical model
which is the focus of our work and review known mathematical techniques to deal with
cross-diffusion systems. We will conclude the chapter with the description of our own
contributions, and the structure of the thesis.

1.1 Mathematical Models for Ion Transport through Channels

In simple terms, an ion channel is just a protein with a hole down its middle. As such, it
forms a continuous pathway for ions across the otherwise impermeable wall of a cell. Ion
channels are present in all living cells and regulate many essential biological functions, such
as electric signaling in the nervous system or muscle contractions.

Naturally, there is more to ion channels than simply forming a hole. In fact, all ion
channels have some basic characteristics in common [44]:

• They are excitable molecules that respond to certain stimuli (e.g. electric signals or
neurotransmitters) by gating, which means the opening and closing of the pore.

• They only allow certain types of ions to pass through. This selective permeability is
achieved by a selectivity filter.

• Ions are conducted passively down their electrochemical gradient, no metabolic energy
is consumed.

• The rate of passage of ions is very high, often more than 106 ions per second pass
through the open channel.

Ever since the pioneering works of Hodgkin and Huxley in the 1950s [45], mathematical
and computational models for ion flow through channels have been a subject of inten-
sive research in the mathematical community. Modeling approaches range from detailed
descriptions of the channel proteins and atoms on a microscopic level to macroscopic con-
tinuum models that are formulated in terms of averaged densities instead of individual ions.
An overview on some of the most commonly used models can be found for example in the
review paper [54].

In the literature, there is some controversy on which type of model is most suitable for
capturing the characteristic properties of ion channels mentioned above. All-atom molecu-
lar dynamics, which entail an explicit description of the involved atoms, are considered to
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1 Introduction

be the most accurate, but also the most computationally expensive approach, making them
unfeasible in some cases. Employing continuum descriptions for the ion concentrations, on
the other hand, leads to partial differential equation models which are less detailed but still
often capture the essential features of the problem. These models do not only facilitate a
deeper understanding of ion transport mechanisms, but also pose interesting mathematical
problems, and therefore are the focus of this work.

The probably most popular macroscopic model for describing ion transport is the Poisson–
Nernst–Planck (PNP) equations. The roots of this model date back to the 19th century
and the formulation of the basic equations of electro-diffusion by Nernst and Planck [58].
In the context of ion channels, the equations can be derived as a mean-field limit from
microscopic particle models [56], leading to diffusion equations for the concentrations ui of
n different species of ions:

∂tui = divFi, Fi = Di

(
∇ui + ciµiezi∇Φ

)
, i = 1, . . . , n, (1.1)

where Di are the diffusion constants, µi mobility constants, e the elementary charge, zi
the valence and Φ the electric potential. The fluxes satisfy Fick’s law of diffusion, which
states that the diffusive flux is proportional to the concentration gradient. The continuity
equations for the concentrations are supplied with a self-consistent Poisson equation for the
electric potential. The resulting system has been successfully applied to many problems,
not only for biological models for ion channels [30] but also in the context of semiconductors,
where it is often referred to as drift-diffusion system [74].

Although widely used, some shortcomings of the classical PNP model put its adequacy
for the description of ion channels into question. One of the main issues is dealing with
size exclusion effects that naturally occur in ion channels, as the space inside the selectivity
filters is small even compared to the ion diameters. In [23] it is demonstrated via comparison
with Brownian dynamics simulations that the mean-field approximation in the PNP theory
breaks down in narrow channels with radii smaller than the Debye length. Therefore, while
the PNP model provides quite accurate results for large channels or low ion concentrations,
a different model is needed to capture phenomena occurring in crowded channels, such as
current saturation.

Numerous efforts were made in order to overcome the deficiencies of the PNP model
with respect to size exclusion effects. We will mention here a few of them. One possible
extension of the classical equations was achieved by using density functional theory. In
this approach, hard-sphere interactions between ions are artificially included via excess
chemical potentials [41]. A different starting point with similar end result was presented
in [29]. In this work, the authors use an energetic variational approach, where a repulsive
potential energy is added to the total energy functional. The resulting equations include
convolution integrals which are often simplified by localization of the nonlocal size effects
to reduce computational effort [46]. A different strategy consists in the modification of
mobilities of the ions due to size exclusion. This was done independently in [71] and [16]
leading to a modification of the PNP system that includes cross-diffusion terms, which
we describe in detail in the next section. Compared to the other approaches, it has the
advantages of being computationally tractable and without any nonlocal effects. Although
not formulated in the context of ion channels, we also want to mention the approach of [27].
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1.2 The Model Equations

Here, an electrolyte model with thermodynamically consistent coupling between mechanics
and diffusion is proposed, leading to cross-diffusion equations for the ion concentrations
coupled to momentum balance equations.

1.2 The Model Equations

In the modified Poisson–Nernst–Planck model proposed by Burger et al. [16], the evolution
of the concentrations ui = ui(x, t) of i = 1, . . . , n different species of ions that are moving
through a single open channel is given by the parabolic equations

∂tui = divFi, Fi = Di

(
u0∇ui − ui∇u0 + u0ui(eziµi∇Φ +∇Wi)

)
, (1.2)

where Di > 0 denote the diffusion constants, zi the ion charges, e the elementary charge,
µi > 0 the mobility parameters, Φ = Φ(x, t) the electric potential, Wi = Wi(x) some
external potentials and u0 = u0(x, t) the solvent concentration. We assume to have volume
filling, which means that there is a maximal possible (constant) volume density ũ that is
achieved everywhere, as all space that is not occupied by ions is immediately filled by the
electrically neutral solvent, ũ =

∑n
i=0 ui. Note that it is assumed here that all ions have

the same size. Incorporating different ion radii into the model is possible, but leads to some
more mathematical difficulties, see [65, chapter 5]. Formally, equations (1.2) can be derived
from a microscopic lattice-based model, see [16, Section 3.1]. The classic PNP model (1.1)
can be recovered by just setting the solvent concentration u0 ≡ 1.

The electric potential Φ is coupled to the concentrations ui, i = 1, . . . , n via the Poisson
equation

− ε0εr∆Φ = e

(
n∑
i=1

ziui + f

)
, (1.3)

where ε0 and εr are the vacuum and relative permittivity and f = f(x) is a permanent
charge density. Both equations (1.2) and (1.3) are solved for (x, t) ∈ Ω × (0,∞) with a
bounded domain Ω ⊂ Rd, d ≥ 1.

The above equations can be written in a dimensionless form using the scaling

x = L̃xs, Φ = Φ̃Φs, ui = ũuis, f = ũfs, Di = D̃Dis, t = t̃ts, (1.4)

where L̃, Φ̃, ũ, D̃ and t̃ are the typical length, voltage, concentration, diffusion and time,
respectively. If we set t̃ = L̃2/D̃, equations (1.2) and (1.3) are transformed to

∂tuis = divDis

(
u0s∇uis − uis∇u0s + u0suis(βizi∇Φs +∇Wis)

)
,

−λ2∆Φs =

n∑
i=1

ziuis + fs,

with an appropriately scaled external potential Wis, 1 =
∑n

i=0 uis, and the effective pa-
rameters

λ2 =
ε0εrΦ̃

eL̃2ũ
, and βi = eΦ̃µi. (1.5)
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1 Introduction

For the remainder of this work we need to make the assumption that βi = β (or equivalently
µi = µ) for all species. While this seems restrictive, there is a physical justification for
this simplification. The actual electrical mobility constant for the ith species is given by
ηi = Diµiezi in equation (1.2). The Einstein relation tells us that diffusion and mobility
are connected via ηi = eziDi/(kBθ), where kB is the Boltzmann constant and θ is the
temperature that is assumed to be constant. Therefore, it follows that µi = 1/(kBθ) =: µ
for i = 1, . . . , n, which is closely related to the inverse thermal voltage e/(kBθ).

For a full description of our system, we need to provide initial and boundary conditions
for the above set of equations. From a modeling view point, it is reasonable to require
that the boundary conditions should match the setup of the standard experiments that
use the patch-clamp method. This technique was developed by Neher and Sakmann in
the 1970s and makes it possible to measure the current through a single ion channel [57].
Mathematically speaking, there is a part of the boundary (ΓN ) that is impermeable, since
ions cannot go through the channel walls. However, as the system is not closed, there must
also be a part of the boundary (ΓD) that is in contact with external reservoirs where the
concentrations are prescribed, leading to mixed Dirichlet–Neumann boundary conditions.
Similarly, for the electric potential, the channel walls should be insulated, but it is influenced
by the voltage applied at two electrodes (ΓE). We assume for simplicity that the Dirichlet
boundaries of the potential and concentrations coincide, i.e. that ΓD = ΓE .

Omitting the subscript s for the scaled quantities from this point onward, we can now
state the full problem that will be the focus of this thesis:

∂tui = divFi, Fi = Di

(
u0∇ui − ui∇u0 + u0ui(βzi∇Φ +∇Wi)

)
, i = 1, . . . , n, (1.6)

− λ2∆Φ =
n∑
i=1

ziui + f, (1.7)

in Ω× (0,∞), with u0 = 1−
∑n

i=1 ui, equipped with the boundary conditions

Fi · ν = 0 on ΓN , ui = ui on ΓD, i = 1, . . . , n, (1.8)

∇Φ · ν = 0 on ΓN , Φ = Φ on ΓD, (1.9)

and the initial condition

ui(·, 0) = uIi in Ω, i = 1, . . . , n. (1.10)

As we will elaborate in the next section, the above formulation of the ion transport
problem is not necessarily the most suitable for the analysis or numerical simulations.
Therefore, we introduce a different formulation that relies on the entropy (or free energy)
of the model. For simplicity, we disregard for the moment the mixed boundary conditions
(they will be treated in chapter 2). In that case, a natural entropy (or free energy) of the
system (1.6)-(1.7) is given by the functional H(u) =

∫
Ω h(u) dx with

h(u) =

n∑
i=0

(ui(log ui − 1) + 1) +

n∑
i=1

ui(βziΦ +Wi). (1.11)

Introducing a new set of variables wi = ∂h(u)/∂ui = log(ui/u0) +βziΦ +Wi, as in [16], we
can rewrite the evolution equation (1.6) as

∂tui = div(Diuiu0∇wi). (1.12)

4



1.3 Mathematical Challenges and State of the Art

1.3 Mathematical Challenges and State of the Art

1.3.1 Analysis

The evolution equations (1.6) for the ion concentrations can be written as the system

∂tui = div

( n∑
j=1

Aij(u)∇uj +Diu0ui∇Vi
)
, i = 1, . . . , n, (1.13)

where Vi = βziΦ +Wi is the effective potential and the diffusion matrix (Aij(u)) is defined
by

Aii(u) = Diui, Aij(u) = Di(u0 + ui), j 6= i.

We easily observe from equations (1.13) that the concentration gradient of each species of
ions influences the flux of the other species. This phenomenon is called cross-diffusion and
has sparked an active field of research in mathematical analysis, but also in other natural
sciences (see e.g. [75] for a summary of experiments highlighting the effects of cross-diffusion
phenomena). Numerous applications in biology, chemistry and physics can be described by
reaction-diffusion systems that include cross-diffusion. One of the most prominent examples
is the population dynamics model of Shigesada et al. [69]. Other examples include the
modeling of avascular tumor growth [47], multicomponent fluid mixtures described with
Maxwell-Stefan equations [10], and the evolution of bacterial biofilms [64]. In the ion
transport model, cross-diffusion occurs due to the excluded-volume effects. This observation
has also been made in [14], where a cross-diffusion model is derived from discrete stochastic
equations.

The analysis of cross-diffusion models is in general rather delicate, as the strong coupling
between the equations usually prevents the use of classical tools such as maximum princi-
ples and parabolic regularity. More specifically, looking at the diffusion matrix of the ion
transport system defined in (1.13), we clearly observe that (Aij(u)) is not symmetric and
generally also not positive semidefinite. Therefore, even the local-in-time existence of weak
solutions is not trivial. While a minimum principle can be used to show the nonnegativity
of ui, i = 1, . . . , n, there is no maximum principle available for this system of equations.
Even though we expect the solution to be bounded by 1 due to the volume filling, it is not
immediately clear how to prove the nonnegativity of u0 = 1−

∑n
i=1 ui.

In addition to these difficulties that are typical for most cross-diffusion models, the
ion transport problem (1.6)-(1.10) poses some more mathematical challenges. A severe
problem for the analysis arises due to the degenerate structure hidden in the equations
when the solvent concentration u0 vanishes. This degeneracy becomes more evident in
the alternative formulation (1.12). Furthermore, we also have to deal with the drift term
induced by the electric potential and the coupled Poisson equation, as well as the mixed
boundary conditions.

The key ingredient to show the existence of solutions for many cross-diffusion systems
is the fact that they often possess an entropy. Mathematically speaking, this means that
there exists a functional H(u) =

∫
Ω h(u) dx, where h is a convex nonnegative function

usually known as the entropy density, that is non-increasing along solutions to the system

5



1 Introduction

(note that the physical entropy has the opposite sign and is non-decreasing). The basic
assumption is that the system can be written as a formal gradient-flow

∂tu = div

(
B∇δH

δu

)
, (1.14)

where δH/δu is the variational derivative of the entropy with respect to u and B is a positive
semidefinite and, in our particular case, even diagonal diffusion matrix (see equation (1.12)).
The variational derivative can be identified with its Riesz representative Dh(u) := w which
is used as a new set of variables. These new variables are called entropy variables and are
closely related to the notion of chemical potentials.

The gradient-flow formulation has two important advantages. Firstly, along the flow of
the equation the entropy functional formally satisfies a functional inequality of the form

dH(u)

dt
+ I(u) ≤ 0, (1.15)

which we will refer to as entropy production inequality. The term

I(u) =

∫
Ω
∇w : B∇w dx,

where the symbol “:” denotes the Frobenius matrix product, is called entropy production
and is nonnegative since B is positive semidefinite. From this relation, a priori estimates
on the solution can be derived.

The second advantage of using the gradient-flow formulation is that if we assume that
the derivative of the entropy density Dh : D → Rn is invertible on a bounded set D,
boundedness of the solution in the original variables is achieved via u = (Dh)−1(w) without
the use of a maximum principle.

The idea of using the entropy variable transformation for the mathematical analysis of
cross-diffusion systems goes back to [24]. The first result using this method for the ion
transport model was achieved by Burger et al. [15], which also seems to be the first result
for a cross-diffusion model with volume filling. In this work, a reduced version of the
model is studied, with only two species of ions, a given electric potential and homogeneous
Neumann boundary conditions. The entropy functional for the system is introduced and
the global existence of weak solutions is shown by first solving an approximate problem in
entropy variables. Later, this approach was formalized and refined as ”boundedness-by-
entropy method” in [49], the name referring to the fact that the transformation from entropy
variables back to the original ones guarantees the boundedness of solutions. In [76], the
existence of solutions for an arbitrary number of species and slightly more general equations
was proven, still without the coupled potential and with homogeneous Neumann boundary
conditions. The stationary version of (1.6)-(1.9) was investigated in [16]. Related models
were discussed recently for example in [7, 13], however their results cannot be directly
applied to our problem.

Several of the above mentioned papers also address the question of uniqueness of solu-
tions. In general, there seem to be very few results on the uniqueness of weak solutions to
cross-diffusion systems, and those that exist are based on the rather restrictive assumption
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that the diffusion coefficients of all species are equal. A uniqueness result for a reduced
version of the ion transport model (without the electric potential) is given in [50, Theorem
4.4], which was later generalized in [76]. The proof is based on the method of Gajewski
[36]. In [7], uniqueness is proved for a nonlocal cross-diffusion model using Banach’s fixed
point theorem, still under the assumption of equal diffusion constants. For the stationary
version of the ion transport problem well-posedness is proven in [16] under some simplifying
assumptions.

1.3.2 Numerics

In the previous section we have tried to motivate how the entropy structure of the ion
transport model is crucial for its analysis. Therefore, when designing a numerical scheme
for the approximate computation of solutions, one should pay attention to preserve this kind
of structural property on a discrete level. In order to obtain a stable algorithm, features
of the continuous solution such as nonnegativity, boundedness and gradient estimates need
to be true for the discrete solution as well. Unfortunately, there is no standard procedure
on how to obtain such structure preserving schemes for nonlinear PDE systems.

Due to its immense popularity, there exist numerous numerical schemes for approximat-
ing the classical PNP system. Some of these schemes are formulated and tested in the
context of ion channels, e.g. [53, 77], whereas others focus more on convergence analysis in
a general setting [20, 62].

For the modified PNP model considered in this work, the situation is quite different.
While some simulations of the stationary equations were done in [16], to our knowledge,
no numerical analysis or simulation was done to date for the full ion transport problem
(1.6)-(1.10). However, some efforts were made regarding the discretization of other cross-
diffusion systems. We will mention some of them in the following.

The equations considered in this thesis are parabolic, hence we need to discretize both
in the time and space variables. There is a huge variety of different methods for these
discretizations. Most commonly, the implicit Euler method is used for the time discretiza-
tion, as it is relatively simple yet yields good stability properties. It is worth mentioning
that there are also efforts to obtain higher order schemes that still preserve entropy struc-
tures, see e.g. [52]. Regarding the space discretization, finite-volume and finite-element
methods seem to be the most popular choices for obtaining numerical schemes for cross-
diffusion systems, although there exist also other possibilities, e.g. finite-difference schemes
as applied in [21]. In the following, we briefly introduce the concepts of finite-volume and
finite-element methods and discuss some literature related to cross-diffusion systems.

Finite-volume (FV) methods are a type of discretization that is usually applied for
the approximation of PDEs that express conservation laws. We explain the method by
means of a general parabolic equation

∂tu− divF(u,∇u) = 0 on Ω× (0, T ). (1.16)

Rather than on the actual PDE, finite-volume schemes are based on local balance equations.
These equations are obtained by partitioning the spatial domain Ω into a family T of so-
called control volumes, and then integrating the PDE over each such volume K ∈ T with
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the help of the divergence theorem:∫
K
∂tu dx+

∫
∂K
F(u,∇u) · νK ds = 0,

where νK is the outward pointing unit normal vector to ∂K. The set of balance equations
is subsequently discretized with respect to a set of discrete unknowns uK . These unknowns
can be interpreted as approximations of the mean values of the continuous quantities over
the control volumes,

uK ≈
1

m(K)

∫
K
u(x) dx,

where m(K) stands for the Lebesgue measure of the control volume. In combination with
an implicit Euler method with uniform time step 4t for the time derivative, this leads to

m(K)
uki,K − u

k−1
i,K

4t
+
∑
σ∈EK

∫
σ
F(u,∇u) · νσ ds = 0,

where EK is the set of edges (or faces) of the cell K. The main challenge for the design of
a FV scheme is to find a suitable discretization FK,σ ≈

∫
σ F(u,∇u) · νσ ds of the fluxes at

the volume boundaries. The flux approximations should be conservative (the flux entering
a control volume from its neighbor is exactly the opposite of the flux entering the neighbor
from the control volume) and consistent (the numerical flux tends to the continuous one
as the mesh gets finer), however there is no systematic way to derive such a scheme.

For a simple diffusive flux, F = −∇u, the two-point flux approximation scheme is widely
used. In this case, the flux over the face σ between two control volumes K and L is
approximated by

FK,σ =
m(σ)(uK − uL)

d(xK , xL)
,

where uK and uL are approximations of the function u on the control volumes and d(xK , xL)
is the distance between their centers. If the mesh satisfies the orthogonality assumption that
the strait line between the centers xK and xL is orthogonal to σ, then this approximation is
conservative and consistent [33]. For more general fluxes this property is not clear anymore,
especially in our case of a nonlinear and strongly coupled system.

In recent literature, finite-volume schemes have been used for the discretization of many
cross-diffusion systems. An upwind two-point flux approximation was recently used in [60]
for a seawater intrusion cross-diffusion model. A two-point flux approximation with a non-
linear positivity-preserving approximation of the cross-diffusion coefficients, modeling the
segregation of a two-species population, was suggested in [3], assuming positive definiteness
of the diffusion matrix. The Laplacian structure of the population model (still for positive
definite matrices) was exploited in [55] to design a convergent linear finite-volume scheme,
which avoids fully implicit approximations. A semi-implicit finite-volume discretization for
a biofilm model with a nonlocal time integrator was proposed in [63]. Finite-volume schemes
for cross-diffusion systems with nonlocal (in space) terms were also analyzed; see, for in-
stance, [2] for a food chain model and [1] for an epidemic model. A structure-preserving
FV discretization for another cross-diffusion system with nonlocal interactions was recently
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1.4 Main Results and Structure of the Thesis

investigated in [19]. Moreover, a finite-volume scheme for a Keller–Segel system with ad-
ditional cross diffusion and discrete entropy dissipation property was investigated in [9].
All these models, however, do not include volume filling and do not possess the degenerate
structure explained before.

Finite-element (FE) methods are without a doubt the most popular tool for the
numerical analysis of PDEs. In contrast to finite-volume methods, their starting point is
the weak formulation of the equations. In the case of the parabolic equation (1.16), a weak
solution to the equation is a function u in a suitable Hilbert space V such that∫

Ω
∂tuφ dx+

∫
Ω
F(u,∇u) · ∇φdx = 0 for all φ ∈ V. (1.17)

The discretization method is a special kind of Galerkin method, where the (infinite dimen-
sional) space V for the solution and the test functions is replaced by a finite dimensional
subspace Vh. This subspace is again based on a partition of the domain Ω into cells, and
the subscript h is a discretization parameter that is usually a measure of the mesh size. If
the solution is expected to be in H1(Ω), a common choice for Vh is the space of continuous
functions that are linear on each cell. A basis for this space is formed by the “hat func-
tions” χj that are equal to one on the jth node and equal to zero on all other nodes. The
approximate solution can then be expressed as a linear combination of the basis functions
and the discrete unknowns are the corresponding coefficients.

Finite-element methods have been applied successfully for the discretization of some
cross-diffusion models. In [6] a convergent finite-element scheme for a cross-diffusion pop-
ulation model was presented. The approximation is not based on entropy variables, but a
regularization of the entropy itself that is used to define a regularized system. The same
technique was also employed in [38]. A lumped FE method was used in [35] for a reaction-
cross-diffusion equation on a stationary surface with positive definite diffusion matrix, and
optimal convergence rates were shown. In [51], an implicit Euler Galerkin approximation
in entropy variables for a Poisson-Maxwell-Stefan system was shown to converge. Recently,
an abstract framework for the numerical approximation of evolution problems with en-
tropy structure was proposed in [28]. The discretization presented in this work is based on
a discontinuous Galerkin method in time and a Galerkin approximation in space. When
applied to cross-diffusion systems, this approach leads to an approximation in entropy vari-
ables that preserves the entropy dissipation. However, the existence of discrete solutions
or convergence of the scheme is not discussed.

1.4 Main Results and Structure of the Thesis

Chapter 2 is devoted to the analysis of the cross-diffusion system, focusing on the questions
of existence and uniqueness of weak solutions. The main results shown in this chapter are:

• We prove the global-in-time existence of weak solutions to the ion transport model
(1.6)-(1.10) (Theorem 2.1). The proof is based on the “boundedness-by-entropy
method” [49]. The main novelties of this result compared to the work done in [49, 76]
are the extension of the method to mixed Dirichlet-Neumann boundary conditions
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and the inclusion of the electric potential. This also entails the definition of a relative
entropy that takes the boundary data into account, and a formal computation of the
corresponding entropy variables (see Appendix A).

• Assuming equal diffusion constants and ion charges (i.e. Di = D and zi = z for
i = 1, . . . , n) and some additional regularity, we prove the uniqueness of weak solutions
(Theorem 2.3). For this, we use the entropy method of Gajewski [36].

The work presented in this chapter is based on a research cooperation with A. Jüngel
(TU Wien), which was published under the title Analysis of a degenerate parabolic cross-
diffusion system for ion transport in the Journal of Mathematical Analysis and Applica-
tions [40].

In Chapter 3, we present two new numerical schemes for the cross-diffusion model (1.6)-
(1.10). We use a backward Euler method in time for both schemes in order to preserve the
entropy structure. The schemes differ with respect to the space discretization: The first
scheme is a finite-volume scheme in the original variables (i.e. the ion concentrations ui),
while the second scheme uses a Galerkin finite-element method in the entropy variables wi.

The FV scheme is described and analyzed in Section 3.1. The key idea of the dis-
cretization is to use the drift-diffusion structure of the equations and two-point flux ap-
proximations with upwind mobilities. As there is no maximum principle for the equations
(1.6), the analysis of the scheme is only possible under the assumption of equal diffusion
constants. For the convergence proof, we need to restrict ourselves to a simplified situation
without the coupled electric potential. The resulting system cannot model ion transport,
but is still of interest from a mathematical point of view. The main results are as follows:

• If Di = D for all i, we prove the existence of solutions to the fully discrete numerical
scheme (Theorem 3.4). If additionally the drift part vanishes, the solution is unique.
The existence proof uses a topological degree argument in finite space dimensions,
while the uniqueness proof is again based on the entropy method of Gajewski [36].

• If Di = D for all i, the scheme preserves the nonnegativity and upper bounds for
the concentrations. If additionally the drift part vanishes, convexity arguments show
that the discrete entropy is dissipated with a discrete entropy production analogous
to the continuous case (Theorem 3.5). The assumption on vanishing drift terms is
needed, since a discrete version of the sum

∑n
i=1 ui has to be controlled from below;

see the discussion after Theorem 3.5.

• If Di = D for all i and the drift part vanishes, the discrete solution converges to a
continuous solution to (1.6) as the mesh size tends to zero (Theorem 3.6). The proof
is based on a priori estimates obtained from the discrete entropy inequality. The
compactness property, which is needed for the convergence, is derived from a new
discrete Aubin–Lions lemma, which takes into account the nonstandard degeneracy
of the equations; see Lemma 5.6 in the appendix.

The results of this section are based on a joint work with C. Chainais-Hillairet and C.
Cancès from Univ. Lille 1 and A. Jüngel (TU Wien) and will appear under the title Finite-
volume scheme for a degenerate cross-diffusion model motivated from ion transport in the
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journal Numerical Methods for Partial Differential Equations [17].

In Section 3.2 the FE scheme is discussed. It is based on the weak formulation of the
ion transport system in entropy variables with a small regularization term. We show the
following results:

• We prove the existence of discrete solutions (in entropy variables) that satisfy an
entropy production inequality using a fixed point argument (Theorem 3.12). By
transforming back to the original variables we immediately get the positivity and
boundedness of the discrete solution.

• We show the convergence of the discrete solutions (in the original variables) to a
solution of the continuous system (Theorem 3.13). In contrast to the FV case, we do
not need any additional assumptions on the data. The proof makes use of arguments
that are already elaborated in Section 2.3 for proving the existence of weak solutions
to the continuous system.

In Chapter 4 we present some numerical experiments to show the efficiency of both
schemes in two spatial dimensions. We choose two different scenarios that are inspired by
real life applications:

• The first test case is a simple model for a calcium-selective ion channel that was pro-
posed by [59]. We observe that our simulations compare well to 1D simulations done
in [16] for the same setting. Furthermore, we investigate the long-time-behavior of
the numerical solutions and obtain experimental convergence rates for both schemes.

• The second experiment models a bipolar ion channel similar to an N-P semiconductor
diode. The modified PNP model has not been applied before to this sort of test case,
so we compare our simulation results to those of [43] and our own simulations of the
classical PNP model. In particular, we investigate the rectification phenomenon that
is typical for pores with asymmetric charge distribution.

The results of Section 3.2 and Chapter 4 are based on a collaboration with A. Jüngel (TU
Wien) and are submitted for publication under the title Comparison of a finite-element and
finite-volume scheme for a degenerate cross-diffusion system for ion transport.

Lastly, in Chapter 5 we give a summary of our findings, including a comparison of the
two numerical schemes, and discuss possible future research.
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2 Analysis of the Cross-Diffusion Model

The aim of this chapter is to provide a detailed mathematical analysis of the ion transport
model (1.6)-(1.10). In Section 2.1 we explain the key idea for the existence analysis, which
is the entropy method. Then, in Section 2.2 we formulate the main results, namely the
existence and uniqueness (under some assumptions) of weak solutions, and provide an
overview of the strategies of the proofs. The following Sections contain the proofs in full
detail, the existence proof is found in Section 2.3 and the uniqueness proof in Section 2.4.

2.1 Key Idea of the Analysis

We extend the boundedness-by-entropy method [49] to the case of nonconstant potentials
and nonhomogeneous mixed boundary conditions. The key observation, already stated
in [16], is that the equations (1.6) possess an entropy or gradient-flow structure. Since we
need to deal with nonhomogeneous Dirichlet boundary conditions, we cannot directly use
the entropy (1.11) as given in [16], but instead define a relative entropy with respect to the
boundary data. The entropy or, more precisely, free energy is given by

H(u) =

∫
Ω
h(u) dx, where u = (u1, . . . , un), (2.1)

h(u) =
n∑
i=0

∫ ui

ui

log
s

ui
ds+

βλ2

2
|∇(Φ− Φ)|2 +

n∑
i=1

uiWi

and u0 = 1−
∑n

i=1 ui. The free energy is bounded from below if ui ∈ L∞(Ω), Φ ∈ H1(Ω)
and Wi ∈ L1(Ω). Note that the terms in the first summand of the entropy density can also
be written in the more common way∫ ui

ui

log
s

ui
ds = H(ui)−H(ui)− log(ui)(ui − ui),

with the convex function H(s) := s(log s− 1) + 1.
Equations (1.13) can be written as a formal gradient flow in the sense

∂tui = div

( n∑
j=1

Bij∇wj
)
, i = 1, . . . , n, (2.2)

where Bii = Diu0ui, Bij = 0 if i 6= j provide a diagonal positive semidefinite matrix (Bij),
and wj are the entropy variables, defined by

∂h

∂ui
= wi − wi, where

wi = log
ui
u0

+ βziΦ +Wi, wi = log
ui
u0

+ βziΦ, i = 1, . . . , n. (2.3)
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We refer to Lemma 5.1 in the Appendix for the computation of ∂h/∂ui. In thermody-
namics ∂h/∂ui is called the chemical potential of the ith species. The advantage of the
reformulation (2.2) is that the drift terms are eliminated and, in this special case, the new
diffusion matrix (Bij) is diagonal. Note that we have not included the boundary data into
the formulation (2.2). In fact, the free energy is nonincreasing along trajectories to (1.6)-
(1.10) only if the boundary data are in equilibrium, i.e. if ∇wi = 0. In the general case,
the free energy is bounded only; see (2.8) below.

There is another important benefit of formulation (2.2). Observing that the relation
between w = (w1, . . . , wn) and u = (u1, . . . , un) can be inverted explicitly according to

ui = ui(w,Φ) =
exp(wi − βziΦ−Wi)

1 +
∑n

j=1 exp(wj − βzjΦ−Wj)
, i = 1, . . . , n, (2.4)

we see that, if (w1, . . . , wn,Φ) is a solution to (1.7) and (2.2),

u(w,Φ) ∈ D :=

{
u = (u1, . . . , un) ∈ (0, 1)n :

n∑
i=1

ui < 1

}
. (2.5)

This provides positive lower and upper bounds for the concentrations u0, . . . , un without
the use of a maximum principle.

2.2 Main Results

We prove first the global-in-time existence of bounded weak solutions, and second the
uniqueness of weak solutions under additional regularity assumptions. In the following, we
detail these results. First, we specify the technical assumptions.

(H1) Domain: Ω ⊂ Rd (d ≥ 1) is a bounded domain with ∂Ω = ΓD ∪ ΓN ∈ C0,1,
ΓD ∩ ΓN = ∅, ΓN is open in ∂Ω, and meas(ΓD) > 0.

(H2) Parameters: T > 0, Di, β > 0, and zi ∈ R, i = 1, . . . , n.

(H3) Given functions: f ∈ L∞(Ω), Wi ∈ H1(Ω)∩L∞(Ω), and Wi = 0 on ΓD, ∇Wi ·ν = 0
on ΓN , i = 1, . . . , n.

(H4) Initial and boundary data: uIi ∈ L∞(Ω), ui ∈ H1(Ω) for i = 1, . . . , n, with uI ∈ D
and u ∈ D in Ω, and Φ ∈ H1(Ω) ∩ L∞(Ω) satisfies

−λ2∆Φ = f in Ω, ∇Φ · ν = 0 on ΓN .

Clearly, it is sufficient to define the functions ui, Φ on ΓD. By the extension property,
they can be extended to Ω, and we assume in (H4) that the extension of Φ is done in a
special way. This extension is needed to be consistent with the definition of the free energy
(entropy) and the entropy variables; see Lemma 5.1. We denote these extensions again by
ui, Φ. Furthermore, we introduce as in [73] the space

H1
D(Ω) = {u ∈ H1(Ω) : u = 0 on ΓD}.

The first result concerns the existence of bounded weak solutions.
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2.2 Main Results

Theorem 2.1 (Global existence of weak solutions). Let Assumptions (H1)-(H4) hold.
Then there exists a bounded weak solution u1, . . . , un : Ω × (0, T ) → D to (1.6)-(1.10)
satisfying

uiu
1/2
0 , u

1/2
0 ∈ L2(0, T ;H1(Ω)), ∂tui ∈ L2(0, T ;H1

D(Ω)′),

Φ ∈ L2(0, T ;H1(Ω)), i = 1, . . . , n,

and the weak formulation∫ T

0
〈∂tui, φi〉 dt+Di

∫ T

0

∫
Ω
u

1/2
0

(
∇(u

1/2
0 ui)− 3ui∇u1/2

0

)
· ∇φi dx dt

+Di

∫ T

0

∫
Ω
uiu0(βzi∇Φ +∇Wi) · ∇φi dx dt = 0, (2.6)

λ2

∫ T

0

∫
Ω
∇Φ · ∇θ dxdt =

∫ T

0

∫
Ω

( n∑
i=1

ziui + f

)
θ dx dt, (2.7)

for all φi, θ ∈ L2(0, T ;H1
D(Ω)), i = 1, . . . , n. The initial condition is satisfied in the sense

of H1
D(Ω)′, and the Dirichlet boundary conditions are given by

u0 = u0 := 1−
n∑
i=1

ui, uiu
1/2
0 = ui(u0)1/2 on ΓD, i = 1, . . . , n,

in the sense of traces in L2(ΓD).

The proof is based on an approximation procedure. First, we show the existence of weak
solutions for an approximate problem in entropy variables, that is semi-discretized in time
with step size τ > 0 and regularized by adding a term of the form ε(

∑
|α|=m(−1)mD2αw+w)

with ε > 0 to ensure coercivity and boundedness of the solution. Then, we use (2.4) to
obtain an approximate solution u(ε,τ) in the original variables. We pass first to the limit
ε→ 0 and finally also let τ → 0.

The estimates needed for the compactness argument are derived from a discrete version
of the entropy-production inequality (for simplicity, we omit the superindex (ε, τ))

dH
dt

=

∫
Ω

n∑
i=1

∂tui(wi − wi) dx = −
∫

Ω

n∑
i=1

Diu0ui∇wi · ∇(wi − wi) dx

≤ −1

2

∫
Ω

n∑
i=1

Diu0ui|∇wi|2 dx+ C(w), (2.8)

where the constant C(w) > 0 depends on the H1(Ω) norm of w. We show in (2.19) below
that

n∑
i=1

uiu0∇ log
ui
u0

= 4u0

n∑
i=1

|∇u1/2
i |

2 + |∇u0|2 + 4|∇u1/2
0 |

2,

which yields an H1(Ω) estimate for u
1/2
0 but not for ui because of the factor u0 ≥ 0. This

reflects the degenerate nature of the equations which is more apparent in the component-
wise formulation ∂tui = div(Diu0ui∇wi) (see (2.2)).
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2 Analysis of the Cross-Diffusion Model

To overcome this degeneracy, we employ the technique developed in [15, 76] for the

limit τ → 0. We show that (u
(τ)
0 u

(τ)
i ) is bounded in H1(Ω) and that the (approximative)

time derivative of u
(τ)
i is bounded in H1

D(Ω)′. If u
(τ)
0 was strictly positive, we could apply

the Aubin–Lions Lemma 5.3 to conclude strong convergence of (a subsequence of) (u
(τ)
i )

to some ui which solves (1.6). However, since u
(τ)
0 may vanish in the limit, this lemma

cannot be used. The idea is to compensate the lack of the gradient estimates for u
(τ)
i by

exploiting the uniform estimates for u
(τ)
0 . Then, by the “degenerate” Aubin–Lions lemma

(see Lemma 5.4 in the Appendix), (a subsequence of) (u
(τ)
0 u

(τ)
i ) converges strongly to u0ui,

and u0, ui solve (1.6). For details, see Section 2.3.

Remark 2.2. 1. Theorem 2.1 also holds when reaction terms fi(u) are introduced on the
right-hand side of (1.6). As in [49], we need that fi is continuous and that

n∑
i=1

fi(u)
∂h

∂ui
≤ C(1 + h(u))

holds for some C > 0 and all u ∈ D.

2. The approximate solution satisfies a discrete version of the entropy-production inequal-

ity; see (2.8). As explained above, the sequence (u
(τ)
i ) may not converge strongly, such that

we are unable to perform the limit τ → 0 in (2.8). As a consequence, we cannot prove that
the free energy (2.1) is nonincreasing along trajectories of (1.6)-(1.7), and the analysis
of the large-time behavior seems to be inaccessible. Therefore, we investigate the decay of
H(u) numerically; see Chapter 4.

3. Since the Neumann boundary condition does not appear explicitly in the weak formu-
lation (2.6)-(2.7), we do not need to make expressions like ∇Φ · ν = 0 on ΓN precise. We
only mention along the way that terms like ∇Φ ·ν on ΓN have to be understood in the sense

of H
1/2
00 (ΓN )′ which is the dual space of H

1/2
00 (ΓN ) consisting of all functions v on ΓN such

that v ∈ H1
D(Ω). This space is larger than H−1/2(ΓN ). We refer to [5, Chapter 18] for

details.

The second result is the uniqueness of weak solutions.

Theorem 2.3 (Uniqueness of weak solutions). Let Assumptions (H1)-(H4) hold,
∑n

i=1Wi ∈
L∞(0, T ;W 1,d(Ω)), and let Di = 1 and zi = z ∈ R for i = 1, . . . , n. Then there exists at
most one bounded weak solution to (1.6)-(1.10) in the class of functions

ui ∈ H1(0, T ;H1
D(Ω)′) ∩ L2(0, T ;H1(Ω)), Φ ∈ L∞(0, T ;W 1,q(Ω))

with q > d.

The proof is a combination of standard L2(Ω)-type estimates and the entropy method
of Gajewski [36]. In fact, equations (1.6) partially decouple because of the assumptions
Di = 1 and zi = z. Summing (1.6) over i = 1, . . . , n, we find that (u0,Φ) solves

∂tu0 = div
(
∇u0 − u0(1− u0)(βz∇Φ +∇W )

)
, −λ2∆Φ = z(1− u0) + f(x), (2.9)
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where W =
∑n

i=1Wi. The uniqueness of solutions is shown by taking two solutions (u0,Φ)
and (v0,Ψ) and using u0 − v0 as a test function in the first equation of (2.9). Then, with
the Gagliardo-Nirenberg inequality and the hypothesis ∇Φ ∈ Lq(Ω), we show that

d

dt

∫
Ω

(u0 − v0)(t)2 dx ≤ C(Φ)

∫
Ω

(u0 − v0)2 dx,

where C(Φ) > 0 depends on the W 1,q(Ω) norm of Φ. Hence, Gronwall’s lemma yields
u0 = v0 and consequently, Φ = Ψ.

The next step is to show, for given u0 and Φ, that ui is the unique solution to (1.6).
Since we cannot expect that ∇ui ∈ Lq(Ω), q > d, for d ≥ 3, we employ the technique
of Gajewski [36] which avoids this regularity. The method seems to work only for linear
mobilities ui, which is the reason why we cannot apply it to (2.9). The idea is to introduce
the semimetric

d(u, v) =

∫
Ω

n∑
i=1

(
H(ui) +H(vi)− 2H

(
ui + vi

2

))
dx ≥ 0,

where H(s) = s(log s− 1) + 1, and to show that ∂td(u, v) ≤ 0. Since d(u(0), v(0)) = 0, this
implies that d(u(t), v(t)) = 0 for t > 0 and consequently, u(t) = v(t). Since expressions
like log ui are undefined when ui = 0, we need to regularize the semimetric. For details, we
refer to Section 2.4.

Remark 2.4. 1. The regularity ui ∈ L2(0, T ;H1(Ω)) holds if u0 is strictly positive. A
standard idea for the proof is to employ min{0, u0 −me−λt}p as a test function in the first
equation of (2.9), where infΓD

u0 ≥ m > 0 and λ > 0 is sufficiently large, and to pass after
some estimations to the limit p→∞. We leave the details to the reader; see, e.g., [42] for
a proof in a related situation.

2. The regularity condition Φ(t) ∈ W 1,q(Ω) with q > d is satisfied if d ≤ 3, ∂Ω ∈ C1,1,
and the Dirichlet and Neumann boundary do not meet, ΓD ∩ ΓN = ∅ [73, Theorem 3.29].
It is also satisfied in up to three space dimensions if ∂Ω ∈ C3, ΓD ∩ ΓN ∈ C3, and
Φ ∈W 1−1/q,q(ΓD), q > d [68].

The rest of this chapter is organized as follows. The existence theorem is proved in
Section 2.3, while the uniqueness result is shown in Section 2.4. The entropy variables
∂h/∂ui are computed in the Appendix.

2.3 Proof of the Existence Result

We consider first the nonlinear Poisson equation

−λ2∆Φ =

n∑
i=1

ziui(w,Φ) + f, ui(w,Φ) =
exp(wi − βziΦ−Wi)

1 +
∑n

j=1 exp(wj − βzjΦ−Wj)
,

in Ω with the boundary conditions (1.9) for given wi ∈ L∞(Ω). Then the right hand
side g : (x,Φ) 7→

∑n
i=1 ziui(w(x),Φ) + f(x) is a bounded function with |g(x,Φ)| ≤

∑
|zi|+

17



2 Analysis of the Cross-Diffusion Model

‖f‖L∞(Ω) and a standard fixed-point argument shows that this problem has a weak solution
Φ ∈ H1(Ω). Since Φ 7→ g(x,Φ) is Lipschitz continuous and decreasing, this solution is
unique. By the maximum principle and f ∈ L∞(Ω), we have Φ ∈ L∞(Ω). Note that
u(w(x),Φ(x)) ∈ D for x ∈ Ω. Therefore, the following estimate holds:

‖Φ‖H1(Ω) ≤ C(1 + ‖Φ‖H1(Ω)), (2.10)

where C > 0 depends on λ, zi, and ‖f‖L2(Ω).

Step 1: Solution to an approximate problem. Let T > 0, N ∈ N, τ = T/N > 0, and
m ∈ N such that m > d/2. Then the embedding Hm(Ω) ↪→ L∞(Ω) is compact. Let
vk−1 := wk−1 − w ∈ H1

D(Ω;Rn) ∩ L∞(Ω;Rn), Φk−1 − Φ ∈ H1
D(Ω) be given. If k = 1,

we set v0 = h′(uI) − w and let Φ0 be the weak solution to −λ2∆Φ0 =
∑n

i=1 ziu
I
i + f(x)

in Ω with boundary conditions (1.9). Our aim is to find vk ∈ H1
D(Ω;Rn) ∩ Hm(Ω;Rn),

Φk − Φ ∈ H1
D(Ω) such that

1

τ

∫
Ω

(
u(vk + w,Φk)− u(vk−1 + w,Φk−1)

)
· φdx

+

∫
Ω
∇φ : B(vk + w,Φk)∇(vk + w) dx

+ ε

∫
Ω

( ∑
|α|=m

Dαvk ·Dαφ+ vk · φ
)
dx = 0, (2.11)

λ2

∫
Ω
∇Φk · ∇θ dx =

∫
Ω

( n∑
i=1

ziui(v
k + w,Φk) + f

)
θ dx (2.12)

for all φ ∈ H1
D(Ω;Rn) and θ ∈ H1

D(Ω). Here, α = (α1, . . . , αn) ∈ Nn0 is a multi-index,
|α| = α1 + · · · + αn, Dα = ∂|α|/∂xα1

1 · · · ∂xαn
n is a partial derivative, and “:” denotes

the Frobenius matrix product with summation over both indices. Since the matrix B is
diagonal, we may write the second integral in (2.11) as∫

Ω
∇φ : B(vk + w,Φk)∇(vk + w) dx

=

∫
Ω

n∑
i=1

Diu0(vk + w,Φk)ui(v
k + w,Φk)∇φi · ∇(vki + wi) dx.

Lemma 2.5 (Existence of weak solutions to the time-discrete problem). Let the as-
sumptions of Theorem 2.1 hold. Then there exists a weak solution vk = wk − w ∈
H1
D(Ω;Rn) ∩ Hm(Ω;Rn), Φk − Φ ∈ H1

D(Ω) to (2.11)-(2.12), and the following discrete
entropy production inequality holds:

H(uk) + τ

∫
Ω
∇(wk − w) : B(wk,Φk)∇wk dx

+ ετCP ‖wk − w‖2Hm(Ω) ≤ H(uk−1), (2.13)

where H is defined in (2.1), uk = u(wk,Φk), uk−1 = u(wk−1,Φk−1), and CP > 0 is the
constant of the generalized Poincaré inequality [72, Chap. II.1.4, Formula (1.39)].
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2.3 Proof of the Existence Result

Proof. We employ the Leray–Schauder fixed-point theorem. For this, let y ∈ L∞(Ω) and
δ ∈ [0, 1]. Let Φk − Φ ∈ H1

D(Ω) be the unique weak solution to the nonlinear problem

λ2

∫
Ω
∇Φk · ∇θ dx =

∫
Ω

( n∑
i=1

ziui(y + w,Φk) + f

)
θ dx

for θ ∈ H1
D(Ω). Since y ∈ L∞(Ω), the expression ui(y + w,Φk) is well-defined. Next, let

X = H1
D(Ω;Rn) ∩Hm(Ω;Rn) and consider the linear problem

a(v, φ) = F (φ) for all φ ∈ X, (2.14)

where

a(v, φ) =

∫
Ω
∇φ : B(y + w,Φk)∇v dx+ ε

∫
Ω

( ∑
|α|=m

Dαv ·Dαφ+ v · φ
)
dx,

F (φ) = − δ
τ

∫
Ω

(
u(y + w,Φk)− u(vk−1 + w,Φk−1)

)
· φdx

− δ
∫

Ω
∇φ : B(y + w,Φk)∇w dx.

The bilinear form a and the linear form F are continuous on X. Furthermore, using the
positive semi-definiteness of the matrix B and the generalized Poincaré inequality with
constant CP > 0 [72, Chap. II.1.4, Formula (1.39)], a is coercive:

a(v, v) ≥ ε
∫

Ω

( ∑
|α|=m

|Dαv|2 + |v|2
)
dx ≥ εCP ‖v‖2Hm(Ω).

By the lemma of Lax–Milgram, there exists a unique solution v ∈ X ⊂ L∞(Ω;Rn) to (2.14).
For later reference, we observe that, since the continuity constant for F does not depend
on y,

C(ε)‖v‖2Hm(Ω) ≤ a(v, v) = F (v) ≤ C(τ)‖v‖Hm(Ω), (2.15)

which gives a bound for v in Hm(Ω) which is independent of y and δ.
This defines the fixed-point operator S : L∞(Ω;Rn) × [0, 1] → L∞(Ω;Rn), S(y, δ) = v.

It clearly holds that S(y, 0) = 0 for all y ∈ L∞(Ω;Rn). The continuity of S follows from
standard arguments; see, e.g., the proof of Lemma 5 in [49]. In view of the compact
embedding Hm(Ω) ↪→ L∞(Ω), S is also compact. The uniform estimate for all fixed points
of S(·, δ) follows from (2.15). Thus, by the Leray-Schauder fixed-point theorem, there exists
vk ∈ X such that S(vk, 1) = vk and wk := vk + w, Φk solve (2.11)-(2.12).

It remains to prove inequality (2.13). To this end, we employ τvk = τ(wk − w) ∈ X
as a test function in the weak formulation of (2.11). Again, we set uk = u(wk,Φk),
uk−1 = u(wk−1,Φk−1). Then∫

Ω
(uk − uk−1) · (wk − w) dx+ τ

∫
Ω
∇(wk − w) : B(wk,Φk)∇wk

+ ετ‖wk − w‖2Hm(Ω) ≤ 0. (2.16)
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2 Analysis of the Cross-Diffusion Model

To estimate the first integral, we take x ∈ Ω and set

g(u) =
n∑
i=0

∫ ui

ui(x)
log

s

ui(x)
ds, u ∈ Rn,

where we recall that u0 = 1−
∑n

i=1 ui. Then (∂g/∂ui)(u) = log(ui/ui)− log(u0/u0) and g
is convex. Hence, g(uk)− g(uk−1) ≤ g′(uk) · (uk − uk−1) or

∫
Ω

(g(uk)− g(uk−1)) dx ≤
∫

Ω

n∑
i=1

(uki − uk−1
i )

(
log

uki
uk0
− log

ui
u0

)
dx.

Moreover, we infer from the Poisson equation that

β

∫
Ω

n∑
i=1

zi(u
k
i − uk−1

i )(Φk − Φ) dx = −βλ2

∫
Ω

∆(Φk − Φk−1)(Φk − Φ) dx

= βλ2

∫
Ω
∇
(
(Φk − Φ)− (Φk−1 − Φ)

)
· ∇(Φk − Φ) dx

≥ βλ2

2

∫
Ω
|∇(Φk − Φ)|2 dx− βλ2

2

∫
Ω
|∇(Φk−1 − Φ)|2 dx.

In view of these estimates, the first term in (2.16) becomes∫
Ω

(uk − uk−1) · (wk − w) dx

=

∫
Ω

n∑
i=1

(uki − uk−1
i )

(
log

uki
uk0
− log

ui
u0

+ βzi(Φ
k − Φ) +Wi

)
dx

≥ H(uk)−H(uk−1).

We infer from (2.16) that (2.13) holds.

Step 2: A priori estimates. Let (wk,Φk) be a weak solution to (2.11)-(2.12). Then
uk(x) = u(wk(x),Φk(x)) ∈ D for x ∈ Ω, so (uk) is bounded uniformly in (ε, τ).

Lemma 2.6 (A priori estimates). The following estimates hold:

‖uki ‖L∞(Ω) + ετ
k∑
j=1

‖wji − wi‖
2
Hm(Ω) ≤ C, (2.17)

τ

k∑
j=1

(
‖(uj0)1/2‖2H1(Ω) + ‖uj0‖

2
H1(Ω) + ‖(uj0)1/2∇(uji )

1/2‖2L2(Ω)

)
≤ C, (2.18)

where here and in the following, C > 0 is a generic constant independent of ε and τ .
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2.3 Proof of the Existence Result

Proof. We need to estimate the second term on the left-hand side of the entropy-production
inequality (2.13). Since B(wk,Φk) = diag(Diu

k
i u

k
0), we obtain

∇(wk − w) : B(wk,Φk)∇wk =
n∑
i=1

Diu
k
i u

k
0|∇wki |2 −

n∑
i=1

Diu
k
i u

k
0∇wi · ∇wki

≥ Dmin

2

n∑
i=1

uki u
k
0|∇wki |2 −

Dmax

2

n∑
i=1

|∇wi|2,

where Dmin = mini=1,...,nDi, Dmax = maxi=1,...,nDi, and we used the fact that 0 ≤ uki ≤ 1
in Ω for i = 0, . . . , n. Furthermore, by definition (2.3) of the entropy variables,

|∇wki |2 =

∣∣∣∣∇ log
uki
uk0

+∇(βziΦ
k +Wi)

∣∣∣∣2 ≥ 1

2

∣∣∣∣∇ log
uki
uk0

∣∣∣∣2 − |∇(βziΦ +Wi)|2.

Inserting these inequalities into (2.13), it follows that

H(uk) + τ
Dmin

4

∫
Ω

n∑
i=1

uki u
k
0

∣∣∣∣∇ log
uki
uk0

∣∣∣∣2 dx+ ετCP ‖wk − w‖2Hm(Ω)

≤ H(uk−1) + τ
Dmin

2

∫
Ω

n∑
i=1

|∇(βziΦ
k +Wi)|2 dx+ τ

Dmax

2

∫
Ω

n∑
i=1

|∇wi|2 dx.

We resolve this recursion to find that

H(uk) + τ
Dmin

4

k∑
j=1

∫
Ω

n∑
i=1

ujiu
j
0

∣∣∣∣∇ log
uji
uj0

∣∣∣∣2 dx+ ετCP

k∑
j=1

‖wj − w‖2Hm(Ω)

≤ H(u0) + τ
Dmin

2

k∑
j=1

∫
Ω

n∑
i=1

|∇(βziΦ
j +Wi)|2 dx+ τk

Dmax

2

∫
Ω

n∑
i=1

|∇wi|2 dx.

Because of the H1(Ω) estimate (2.10) for the electric potential and τk ≤ T , the right-hand
side is uniformly bounded. Furthermore, using

∑n
i=1 u

j
i = 1− uj0,

n∑
i=1

ujiu
j
0

∣∣∣∣∇ log
uji
uj0

∣∣∣∣2 = 4uj0

n∑
i=1

|∇(uji )
1/2|2 − 2∇uj0

n∑
i=1

∇uji + 4|∇(uj0)1/2|2
n∑
i=1

uji

= 4uj0

n∑
i=1

|∇(uji )
1/2|2 + 2|∇uj0|

2 + 4|∇(uj0)1/2|2 − 4uj0|∇(uj0)1/2|2

= 4uj0

n∑
i=1

|∇(uji )
1/2|2 + |∇uj0|

2 + 4|∇(uj0)1/2|2. (2.19)

This finishes the proof.

Step 3: Limit ε → 0. We cannot perform the simultaneous limit (ε, τ) → 0 since
we need an Aubin–Lions compactness result, which requires a uniform estimate for the
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2 Analysis of the Cross-Diffusion Model

discrete time derivative of the concentrations in H1
D(Ω;Rn)′ and not in the larger space

X ′ = (H1
D(Ω;Rn) ∩ Hm(Ω;Rn))′. Let k ∈ {1, . . . , N} be fixed and let u

(ε)
i = uki and

Φ(ε) = Φk be a weak solution to (2.11)-(2.12). Set u
(ε)
0 = 1 −

∑n
i=1 u

(ε)
i . By Lemma 2.6,

there exist subsequences of (u
(ε)
i ) and (Φ(ε)), which are not relabeled, such that, as ε→ 0,

u
(ε)
i ⇀∗ ui weakly* in L∞(Ω), (2.20)

(u
(ε)
0 )1/2 ⇀ u

1/2
0 , Φ(ε) ⇀ Φ weakly in H1(Ω), i = 1, . . . , n, (2.21)

u
(ε)
0 → u0, Φ(ε) → Φ strongly in L2(Ω), (2.22)

ε(w
(ε)
i − wi)→ 0 strongly in Hm(Ω). (2.23)

We have to pass to the limit ε→ 0 in∫
Ω
∇φ : B(w(ε),Φ(ε))∇w(ε) dx =

∫
Ω

n∑
i=1

Diu
(ε)
i u

(ε)
0 ∇w

(ε)
i · ∇φi dx

=

∫
Ω

n∑
i=1

Di

(
u

(ε)
0 ∇u

(ε)
i − u

(ε)
i ∇u

(ε)
0 + u

(ε)
i u

(ε)
0 (βzi∇Φ(ε) +∇Wi)

)
· ∇φi dx

=

∫
Ω

n∑
i=1

Di

(
(u

(ε)
0 )1/2∇

(
u

(ε)
i (u

(ε)
0 )1/2

)
− 3u

(ε)
i (u

(ε)
0 )1/2∇(u

(ε)
0 )1/2

+ βziu
(ε)
i u

(ε)
0 (βzi∇Φ(ε) +∇Wi)

)
· ∇φi dx.

We claim that u
(ε)
i (u

(ε)
0 )1/2 ⇀ uiu

1/2
0 weakly in H1(Ω). First, we observe that, because

of (2.20) and (2.22), u
(ε)
i (u

(ε)
0 )1/2 ⇀ uiu

1/2
0 weakly in L2(Ω). Then the claim follows from

the bound∥∥∇(u(ε)
i (u

(ε)
0 )1/2

)∥∥
L2(Ω)

≤ ‖u(ε)
i ‖L∞(Ω)‖∇(u

(ε)
0 )1/2‖L2(Ω)

+ 2‖(u(ε)
i )1/2‖L∞(Ω)‖(u

(ε)
0 )1/2∇(u

(ε)
i )1/2‖L2(Ω) ≤ C, (2.24)

using (2.18). The compact embedding H1(Ω) ↪→ L2(Ω) implies that

u
(ε)
i (u

(ε)
0 )1/2 → uiu

1/2
0 strongly in L2(Ω),

and by the L∞(Ω) bounds, this convergence also holds in Lp(Ω) for p < ∞. This shows
that, taking into account (2.21),

(u
(ε)
0 )1/2∇

(
u

(ε)
i (u

(ε)
0 )1/2

)
− 3u

(ε)
i (u

(ε)
0 )1/2∇(u

(ε)
0 )1/2

⇀ u
1/2
0 ∇(uiu

1/2
0 )− 3uiu

1/2
0 ∇u

1/2
0 weakly in L1(Ω).

In fact, since this sequence is bounded in L2(Ω), the weak convergence also holds in L2(Ω).
Furthermore, by (2.22), possibly for a subsequence,

u
(ε)
i u

(ε)
0 ∇Φ(ε) ⇀ uiu0∇Φ weakly in L1(Ω),
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2.3 Proof of the Existence Result

and this convergence holds also in L2(Ω).
Then, performing the limit ε→ 0 in (2.11)-(2.12) leads to

1

τ

∫
Ω

(uk − uk−1) · φdx+

∫
Ω

n∑
i=1

Di(u
k
0)1/2

(
∇(uki (u

k
0)1/2)− 3uki∇(uk0)1/2

)
· ∇φi dx

+

∫
Ω

n∑
i=1

Diu
k
i u

k
0

(
βzi∇Φk +∇Wi

)
· ∇φi dx, (2.25)

λ2

∫
Ω
∇Φk · ∇θ dx =

∫
Ω

( n∑
i=1

ziu
k
i + f

)
θ dx, (2.26)

for all φ = (φ1, . . . , φn) ∈ X and θ ∈ H1
D(Ω), where uk := u and Φk := Φ. A density

argument shows that we may take φ ∈ H1
D(Ω;Rn).

By the trace theorem, Φk − Φ ∈ H1
D(Ω). To show that also uki − ui(w,Φ) ∈ H1

D(Ω;Rn)

holds, we observe that w(ε) = w on ΓD and therefore, u
(ε)
0 = u0 on ΓD in the sense of

traces, where u0 = 1 −
∑n

i=1 ui and ui := ui(w,Φ). Since u
(ε)
i (u

(ε)
0 )1/2 = ui(u0)1/2 on ΓD

and ∇(u
(ε)
i (u

(ε)
0 )1/2) ⇀ ∇(uiu

1/2
0 ) weakly in L2(Ω) (see (2.24)), the trace theorem implies

that uiu
1/2
0 = ui(u0)1/2 on ΓD.

Step 4: Limit τ → 0. Let u(τ)(x, t) = uk(x) and Φ(τ)(x, t) = Φk(x) for x ∈ Ω and
t ∈ ((k− 1)τ, kτ ], k = 1, . . . , N , be piecewise in time constant functions. At time t = 0, we
set u(τ)(·, 0) = u0. We introduce the shift operator (στu

(τ))(·, t) = uk−1 for t ∈ ((k−1)τ, kτ ].
Then, in view of (2.25)-(2.26), (u(τ),Φ(τ)) solves

1

τ

∫
Ω

(u(τ) − στu(τ)) · φdxdt

+

∫ T

0

∫
Ω

n∑
i=1

Di

(
(u

(τ)
0 )1/2∇

(
u

(τ)
i (u

(τ)
0 )1/2

)
− 3u

(τ)
i (u

(τ)
0 )1/2∇(u

(τ)
0 )1/2

)
· ∇φi dxdt

+

∫ T

0

∫
Ω

n∑
i=1

Diu
(τ)
i u

(τ)
0

(
βzi∇Φ(τ) +∇Wi

)
· ∇φi dxdt = 0, (2.27)

λ2

∫ T

0

∫
Ω
∇Φ(τ) · ∇θ dxdt =

∫ T

0

∫
Ω

( n∑
i=1

ziu
(τ)
i + f

)
θ dxdt (2.28)

for all piecewise constant functions φi, θ : (0, T )→ H1
D(Ω).

Lemma 2.6 provides the following uniform bounds:

‖u(τ)
i ‖L∞(ΩT ) + ‖(u(τ)

0 )1/2‖L2(0,T ;H1(Ω)) + ‖u(τ)
0 ‖L2(0,T ;H1(Ω)) ≤ C, (2.29)

‖u(τ)
i (u

(τ)
0 )1/2‖L2(0,T ;H1(Ω)) ≤ C, (2.30)

where ΩT = Ω× (0, T ) and C > 0 is independent of τ . Moreover,

‖Φ(τ)‖2L2(0,T ;H1(Ω)) = τ

N∑
k=1

‖Φk‖2H1(Ω) ≤ τNC ≤ TC.
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2 Analysis of the Cross-Diffusion Model

We wish to derive a uniform bound for the discrete time derivative of (u
(τ)
i ). To this end,

we estimate

1

τ

∣∣∣∣ ∫
Ω

(u(τ) − στu(τ)) · φdxdt
∣∣∣∣ ≤ ∫ T

0

n∑
i=1

Di‖u(τ)
0 ‖

1/2
L∞(Ω)

×
(
‖∇(u

(τ)
i (u

(τ)
0 )1/2)‖L2(Ω) + 3‖u(τ)

i ‖L∞(Ω)‖∇(u
(τ)
0 )1/2‖L2(Ω)

)
‖∇φi‖L2(Ω)dt

+

∫ T

0

n∑
i=1

Di‖u(τ)
i u

(τ)
0 ‖L∞(Ω)

(
β|zi|‖∇Φ(τ)‖L2(Ω) + ‖∇Wi‖L2(Ω)

)
‖∇φi‖L2(Ω)dt

≤ C.

This holds for all piecewise constant functions φi : (0, T )→ H1
D(Ω). By a density argument,

we obtain
τ−1‖u(τ)

i − στu
(τ)
i ‖L2(0,T ;H1

D(Ω)′) ≤ C, i = 1, . . . , n. (2.31)

Summing these estimates for i = 1, . . . , n, we also have

τ−1‖u(τ)
0 − στu

(τ)
0 ‖L2(0,T ;H1

D(Ω)′) ≤ C. (2.32)

From these estimates, we conclude that, as τ → 0, up to a subsequence,

u
(τ)
i ⇀∗ ui weakly* in L∞(ΩT ),

Φ(τ) ⇀ Φ weakly in L2(0, T ;H1(Ω)),

τ−1(u
(τ)
i − στu

(τ)
i ) ⇀ ∂tui weakly in L2(0, T ;H1

D(Ω)′), i = 1, . . . , n.

Taking into account (2.29) and (2.32), we can apply the Aubin–Lions lemma in the version

of [26] (see Lemma 5.3 in the Appendix) to (u
(τ)
0 ) to obtain the existence of a subsequence,

which is not relabeled, such that u
(τ)
0 → u0 strongly in L2(ΩT ), and this convergence even

holds in Lp(ΩT ) for p <∞. As a consequence,

(u
(τ)
0 )1/2 → u

1/2
0 strongly in Lp(ΩT ), p <∞. (2.33)

Thus, by (2.29), up to a subsequence,

∇(u
(τ)
0 )1/2 ⇀ ∇u1/2

0 weakly in L2(ΩT ).

We cannot infer the strong convergence of (u
(τ)
i ) because of the degeneracy occurring in

estimate (2.30). The idea is to employ the Aubin–Lions lemma in the “degenerate” version
of [15, 49] (also see Lemma 5.4 in the Appendix). In view of (2.33), the L2(0, T ;H1(Ω))

estimates for (u
(τ)
i (u

(τ)
0 )1/2) and ((u

(τ)
0 )1/2) (see (2.29)-(2.30)), as well as estimate (2.31),

there exists a subsequence (not relabeled) such that

u
(τ)
i (u

(τ)
0 )1/2 → uiu

1/2
0 strongly in L2(ΩT ). (2.34)

Taking into account the uniform bound (2.30), we also have

∇
(
u

(τ)
i (u

(τ)
0 )1/2

)
⇀ ∇(uiu

1/2
0 ) weakly in L2(ΩT ).
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2.4 Proof of the Uniqueness Result

This shows that

(u
(τ)
0 )1/2∇

(
u

(τ)
i (u

(τ)
0 )1/2

)
− 3u

(τ)
i (u

(τ)
0 )1/2∇(u

(τ)
0 )1/2 ⇀ u

1/2
0 ∇(uiu

1/2
0 )− 3uiu

1/2
0 ∇u

1/2
0

weakly in L1(ΩT ). Furthermore, by (2.33) and (2.34),

u
(τ)
i u

(τ)
0 = u

(τ)
i (u

(τ)
0 )1/2 · (u(τ)

0 )1/2 → uiu0 strongly in L2(ΩT ).

These convergences allow us to perform the limit τ → 0 in (2.27)-(2.28) to find that
(ui,Φ) solves (2.6)-(2.7) for all smooth test functions. By a density argument, we may take
test functions from L2(0, T ;H1

D(Ω)). We can show as in Step 3 that the Dirichlet boundary
conditions are satisfied, and the initial condition ui(·, 0) = uIi in Ω follows from arguments
similar as at the end of the proof of Theorem 2 in [49].

2.4 Proof of the Uniqueness Result

We prove Theorem 2.3. For this, we proceed in two steps.

Step 1. Adding (1.6) from i = 1, . . . , n and taking into account the assumptions Di = 1
and zi = z, we find that u0 = 1−

∑n
i=1 ui solves

∂tu0 = div
(
∇u0 − u0(1− u0)(βz∇Φ +∇W )

)
, −λ2∆Φ = z(1− u0) + f(x) (2.35)

in Ω, t > 0, where W =
∑n

i=1Wi, together with the initial conditions u0(·, 0) = 1−
∑n

i=1 u
I
i

and boundary conditions (1.9) and

(
∇u0 − u0(1− u0)(βz∇Φ +∇W )

)
· ν = 0 on ΓN , u0 = 1−

n∑
i=1

ui on ΓD.

We show that this problem has a unique weak solution (u0,Φ) in the class of functions
Φ ∈ L∞(0, T ;W 1,q(Ω)).

Let (u0,Φ) and (v0,Ψ) be two weak solutions to (2.35) with the corresponding initial and
boundary conditions such that Φ, Ψ ∈ L∞(0, T ;W 1,q(Ω)). We take u0−v0 as a test function
in the weak formulation of the difference of (2.35) satisfied by u0 and v0, respectively. Then

1

2

∫
Ω

(u0 − v0)2(t) dx+

∫ t

0

∫
Ω
|∇(u0 − v0)|2 dxds

=

∫ t

0

∫
Ω

(
u0(1− u0)(βz∇Φ +∇W )

)
− v0(1− v0)(βz∇Ψ +∇W )

))
×∇(u0 − v0) dxds

=

∫ t

0

∫
Ω

(
u0(1− u0)− v0(1− v0)

)
(βz∇Φ +∇W ) · ∇(u0 − v0) dxds

+ βz

∫ t

0

∫
Ω
v0(1− v0)∇(Φ−Ψ) · ∇(u0 − v0) dxds

=: I1 + I2. (2.36)
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2 Analysis of the Cross-Diffusion Model

The first integral is estimated using the identity u0(1−u0)−v0(1−v0) = (1−u0−v0)(u0−v0)
and Hölder’s inequality with 1/p+ 1/q + 1/2 = 1, where q > d (and 2 < p <∞ if d ≤ 2):

I1 ≤ ‖1− u0 − v0‖L∞(Qt)‖u0 − v0‖L2(0,t;Lp(Ω))‖βz∇Φ +∇W‖L∞(0,t;Lq(Ω))

× ‖∇(u0 − v0)‖L2(0,t;L2(Ω))

≤ 1

4
‖∇(u0 − v0)‖2L2(Qt)

+ C‖u0 − v0‖2L2(0,t;Lp(Ω)).

By the Gagliardo-Nirenberg inequality with θ = d/2− d/p ∈ (0, 1),∫ t

0
‖u0 − v0‖2Lp(Ω)ds ≤ C

∫ t

0
‖u0 − v0‖2θH1(Ω)‖u0 − v0‖2(1−θ)

L2(Ω)
ds

≤ C
∫ t

0

(
‖∇(u0 − v0)‖2θL2(Ω) + ‖u0 − v0‖2θL2(Ω)

)
‖u0 − v0‖2(1−θ)

L2(Ω)
ds

≤ 1

4

∫ t

0
‖∇(u0 − v0)‖2L2(Ω)ds+ C

∫ t

0
‖u0 − v0‖2L2(Ω)ds.

This shows that

I1 ≤
1

2
‖∇(u0 − v0)‖2L2(Qt)

+ C‖u0 − v0‖2L2(Qt)
.

For the remaining integral, we employ the following elliptic estimate

‖∇(Φ−Ψ)‖L2(Ω) ≤ C‖(1− u0)− (1− v0)‖L2(Ω) = C‖u0 − v0‖L2(Ω),

such that

I2 ≤ β|z|‖v0(1− v0)‖L∞(Qt)‖∇(Φ−Ψ)‖L2(Qt)‖∇(u0 − v0)‖L2(Qt)

≤ C‖u0 − v0‖L2(Qt)‖∇(u0 − v0)‖L2(Qt) ≤
1

2
‖∇(u0 − v0)‖2L2(Qt)

+
C

2
‖u0 − v0‖2L2(Qt)

.

Then, inserting the estimates for I1 and I2 into (2.36) leads to

1

2

∫
Ω

(u0 − v0)2(t) dx ≤ C
∫ t

0

∫
Ω

(u0 − v0)2 dxds,

and we conclude with Gronwall’s lemma that u0 = v0. Consequently, by the Poisson equa-
tion in (2.35), Φ = Ψ.

Step 2. Next, we show that u1, . . . , un is the unique weak solution to (1.6), written in
the form

∂tui = div(u0∇ui − ui∇Vi), i = 1, . . . , n, (2.37)

where Vi = u0 + βzΦ + Wi, and (u0,Φ) is the unique solution to (2.35), together with
the corresponding initial and boundary conditions. Since we have assumed that ui ∈
L2(0, T ;H1(Ω)), the formulation (1.6) can be used instead of (2.6). The classical uniqueness
proof requires that ∇Vi ∈ L∞(0, T ;Lq(Ω)); see the first step of this proof. To avoid this
condition, we use the entropy method of Gajewski [36, 37].
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2.4 Proof of the Uniqueness Result

Let u = (u1, . . . , un) and v = (v1, . . . , vn) be two weak solutions to (2.37) with initial
and boundary conditions (1.8) and (1.10). We introduce the semimetric

dε(u, v) =

∫
Ω

n∑
i=1

(
Hε(ui) +Hε(vi)− 2Hε

(
ui + vi

2

))
dx,

where Hε(s) = (s+ ε)(log(s+ ε)−1) + 1 for s ≥ 0. The regularization with ε > 0 is needed
to avoid that expressions like log(ui) are undefined if ui = 0. Since Hε is convex, we have
Hε(ui) + Hε(vi) − 2Hε((ui + vi)/2) ≥ 0 in Ω and hence, dε(u, v) ≥ 0. Now, using (2.37),
we compute, similarly as in [76],

d

dt
dε(u, v) =

n∑
i=1

{〈
∂tui, H

′
ε(ui)−H ′ε

(
ui + vi

2

)〉
+

〈
∂tvi, H

′
ε(vi)−H ′ε

(
ui + vi

2

)〉}

= −
∫

Ω

n∑
i=1

{(
u0∇ui − ui∇Vi) ·

(
H ′′ε (ui)∇ui −

1

2
H ′′ε

(
ui + vi

2

)
∇(ui + vi)

)
+
(
u0∇vi − vi∇Vi) ·

(
H ′′ε (vi)∇vi −

1

2
H ′′ε

(
ui + vi

2

)
∇(ui + vi)

)}
dx.

Rearranging these terms, we arrive at

d

dt
dε(u, v) = −4

∫
Ω
u0

n∑
i=1

(
|∇
√
ui + ε|2 + |∇

√
vi + ε|2 − 2|∇

√
ui + vi + 2ε|2

)
dx

−
∫

Ω

n∑
i=1

(
ui + vi

ui + vi + 2ε
− ui
ui + ε

)
∇Vi · ∇ui dx

−
∫

Ω

n∑
i=1

(
ui + vi

ui + vi + 2ε
− vi
vi + ε

)
∇Vi · ∇vi dx.

Lemma 10 in [76] shows that the first integral is nonnegative. Therefore, integrating the
above identity in time and observing that dε(u(0), v(0)) = 0, we obtain

dε(u(t), v(t)) ≤ −
∫ t

0

∫
Ω

n∑
i=1

(
ui + vi

ui + vi + 2ε
− ui
ui + ε

)
∇Vi · ∇ui dxds

−
∫ t

0

∫
Ω

n∑
i=1

(
ui + vi

ui + vi + 2ε
− vi
vi + ε

)
∇Vi · ∇vi dxds.

Arguing as in [76, Section 6], the dominated convergence theorem shows that dε(u(t), v(t))
→ 0 as ε→ 0 (here, we use ∇Vi ∈ L2(ΩT )). Then, since a Taylor expansion of Hε gives

dε(u(t), v(v)) ≥ 1

8

n∑
i=1

‖ui(t)− vi(t)‖2L2(Ω),

we infer that ui(t) = vi(t) in Ω for t > 0, i = 1, . . . , n, which finishes the proof.
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3 Discretization of the Model Equations

In this chapter we present two different numerical schemes for the ion transport model.
First, we describe a finite-volume discretization in the original variables in Section 3.1,
then a finite-element discretization in the entropy variables in Section 3.2. Both sections
are structured as follows. In the beginning, we detail the assumptions and notations.
Next, the numerical schemes are presented in detail and the main results are stated. This
includes the existence of discrete solutions, a discrete version of the entropy inequality and
a convergence result for both schemes. The proofs are detailed in the following subsections.

3.1 Finite-Volume Scheme

The key observation for the finite-volume (FV) discretization is that the fluxes can be
written on each cell in a “double” drift-diffusion form, i.e., both Fi = −Di(u0∇ui − uiVi)
and Vi = ∇u0 − βziu0∇Φ have the structure ∇v+ vF , where ∇v is the diffusion term and
vF is the drift term. We discretize F and V by using a two-point flux approximation with
“double” upwind mobilities. Under certain assumptions, we can show that the structure of
the equations is preserved on the discrete level. Because of the drift-diffusion structure, we
are able to prove that the scheme preserves the nonnegativity, which follows from a discrete
minimum principle argument. It is well known that the maximum principle generally does
not hold for systems of equations. Therefore, it is not a surprise that the upper bound
comes only at a price: We need to assume that all diffusion coefficients Di are the same.
Under this assumption, u0 = 1 −

∑n
i=1 ui solves a drift-diffusion equation for which the

(discrete) maximum principle can be applied. In order to prove that the scheme satisfies
an entropy-dissipation inequality and also to complete the convergence analysis of the
scheme successfully, we need a stronger additional assumption: We assume that the drift
terms, and therefore the coupling with the Poisson equation, can be neglected. This means
that our main results are obtained for a simplified degenerate cross-diffusion system, no
more corresponding to the initial ion transport model but still of mathematical interest.
Nevertheless, the scheme we propose can be applied to the full ion transport model, and
this is done in the last chapter of the thesis. Our analytical results are stated and proved
for no-flux boundary conditions on ∂Ω. Mixed Dirichlet-Neumann boundary conditions
could be prescribed as well, but the proofs would become even more technical.

3.1.1 Notations and Assumptions

We summarize our general hypotheses on the data:

(H1’) Domain: Ω ⊂ Rd (d = 2 or d = 3) is an open, bounded, polygonal domain with
∂Ω = ΓD ∪ ΓN ∈ C0,1, ΓD ∩ ΓN = ∅.
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3 Discretization of the Model Equations

(H2’) Parameters: T > 0, Di > 0, β > 0, and zi ∈ R, i = 1, . . . , n.

(H3’) Background charge: f ∈ L∞(Ω), Wi ≡ 0.

(H4’) Initial and boundary data: uIi ∈ L∞(Ω), ui ∈ H1(Ω) satisfy uIi ≥ 0, ui ≥ 0 and
1−

∑n
i=1 u

I
i ≥ 0, 1−

∑n
i=1 ui ≥ 0 in Ω for i = 1, . . . , n, and Φ ∈ H1(Ω) ∩ L∞(Ω).

Remark 3.1. Note that there are some differences compared to Assumptions (H1)-(H4)
stated in Section 2.2. Regarding the spatial domain, we restrict ourselves now to two or
three dimensions and consider only polygons for the sake of discretization. We also assume
that the external potentials Wi vanish. This is done only for simplicity and better readability
of the proofs. Finally, we emphasize that we can allow for initial and boundary data that
are nonnegative instead of strictly positive, as we do not use the transformation to entropy
variables for the FV scheme.

For our main results, we need additional technical assumptions:

(A1) ∂Ω = ΓN , i.e., we impose no-flux boundary conditions on the whole boundary.

(A2) The diffusion constants are equal, Di = D > 0 for i = 1, . . . , n.

(A3) The drift terms are set to zero, Φ ≡ 0.

Remark 3.2 (Discussion of the assumptions). Assumption (A1) is supposed for simplicity
only. Mixed Dirichlet-Neumann boundary conditions can be included in the analysis as was
done on the continuous level in the previous chapter, but the proofs become even more tech-
nical. Mixed boundary conditions are chosen in the numerical experiments; therefore, the
numerical scheme is defined for that case. Assumption (A2) is needed for the derivation of
an upper bound for the solvent concentration. Indeed, when Di = D for all i, summing (1.6)
over i = 1, . . . , n gives

∂tu0 = D div(∇u0 − u0v∇Φ), where v = β

n∑
i=1

ziui.

On the discrete level, we replace u0v∇Φ by an upwind approximation. This allows us to
apply the discrete maximum principle showing that u0 ≥ 0 and hence u = (u1, . . . , un) ∈ D
with D defined in (2.5). Finally, Assumption (A3) is needed to derive a discrete version
of the entropy inequality. Without the drift terms, the upwinding value does not depend on
the index of the species, which simplifies some expressions; see Remark 3.3.

For the definition of the numerical scheme for (1.6)-(1.10), we need to introduce a suitable
discretization of the domain Ω and the interval (0, T ). For simplicity, we consider a uniform
time discretization with time step 4t > 0, and we set tk = k4t for k = 1, . . . , N , where
T > 0, N ∈ N are given and 4t = T/N . The domain Ω is discretized by a regular and
admissible triangulation in the sense of [33, Definition 9.1]. The triangulation consists of
a family T of open polygonal convex subsets of Ω (so-called cells), a family E of edges (or
faces in three dimensions), and a family of points (xK)K∈T associated to the cells. The
admissibility assumption implies that the straight line between two centers of neighboring
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3.1 Finite-Volume Scheme

cells xKxL is orthogonal to the edge σ = K|L between two cells K and L. The condition
is satisfied by, for instance, triangular meshes whose triangles have angles smaller than
π/2 [33, Examples 9.1] or Voronoi meshes [33, Example 9.2].

We assume that the family of edges E can be split into internal and external edges
E = Eint ∪ Eext with Eint = {σ ∈ E : σ ⊂ Ω} and Eext = {σ ∈ E : σ ⊂ ∂Ω}. Each
exterior edge is assumed to be an element of either the Dirichlet or Neumann boundary,
i.e. Eext = EDext ∪ ENext. For given K ∈ T , we define the set EK of the edges of K, which is
the union of internal edges and edges on the Dirichlet or Neumann boundary, and we set
EK,int = EK ∩ Eint.

The size of the mesh is defined by h(T ) = sup{diam(K) : K ∈ T }. For σ ∈ Eint with
σ = K|L, we denote by dσ = d(xK , xL) the Euclidean distance between xK and xL, while
for σ ∈ Eext, we set dσ = d(xK , σ). For a given edge σ ∈ E , the transmissibility coefficient
is defined by

τσ =
m(σ)

dσ
, (3.1)

where m(σ) denotes the Lebesgue measure of σ.
We impose a regularity assumption on the mesh: There exists ζ > 0 such that for all

K ∈ T and σ ∈ EK , it holds that

d(xK , σ) ≥ ζdσ. (3.2)

This hypothesis is needed to apply discrete functional inequalities (see [8, 33]) and a discrete
compactness theorem (see [39]).

It remains to introduce suitable function spaces for the numerical discretization. The
space HT of piecewise constant functions is defined by

HT =

{
v : Ω→ R : ∃(vK)K∈T ⊂ R, v(x) =

∑
K∈T

vK1K(x)

}
.

The (squared) discrete H1 norm on this space is given by

‖v‖21,T =
∑

σ=K|L∈Eint

τσ(vK − vL)2 +
∑
K∈T

m(K)v2
K . (3.3)

The discrete H−1 norm is the dual norm with respect to the L2 scalar product,

‖v‖−1,T = sup

{∫
Ω
vw dx : w ∈ HT , ‖w‖1,T = 1

}
. (3.4)

Then ∣∣∣∣ ∫
Ω
vw dx

∣∣∣∣ ≤ ‖v‖−1,T ‖w‖1,T for v, w ∈ HT .

Finally, we introduce the space HT ,4t of piecewise constant in time functions with values
in HT ,

HT ,4t =

{
v : Ω× [0, T ]→ R : ∃(vk)k=1,...,N ⊂ HT , v(x, t) =

N∑
k=1

vk(x)1(tk−1,tk)(t)

}
,
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3 Discretization of the Model Equations

equipped with the discrete L2(0, T ;H1(Ω)) norm

‖v‖1,T ,4t =

( N∑
k=1

4t‖vk‖21,T
)1/2

.

For the numerical scheme, we introduce some further definitions. Let ui ∈ HT with
values ui,σ on the Dirichlet boundary (i = 1, . . . , n). Then we introduce

DK,σ(ui) = ui,K,σ − ui,K , (3.5)

where ui,K,σ =


ui,L for σ ∈ Eint, σ = K|L,
ui,σ for σ ∈ EDext,K ,

ui,K for σ ∈ ENext,K ,

ui,σ =
1

m(σ)

∫
σ
ui ds.

The numerical fluxes FK,σ should be consistent approximations to the exact fluxes through
the edges

∫
σ F · νds. We impose the conservation of the numerical fluxes FK,σ + FL,σ = 0

for edges σ = K|L, requiring that they vanish on the Neumann boundary edges, FK,σ = 0
for σ ∈ ENext,K . Then the discrete integration-by-parts formula becomes for u ∈ HT∑

K∈T

∑
σ∈EK

FK,σuK = −
∑
σ∈E
FK,σDK,σ(u) +

∑
σ∈EDext

FK,σuK,σ.

When ∂Ω = ΓN , this formula simplifies to∑
K∈T

∑
σ∈EK

FK,σuK =
∑

σ=K|L∈Eint

FK,σ(uK − uL). (3.6)

3.1.2 Definition of the Scheme

We need to approximate the initial, boundary, and given functions on the elements K ∈ T
and edges σ ∈ E :

uIi,K =
1

m(K)

∫
K
uIi (x) dx, fK =

1

m(K)

∫
K
f(x) dx,

ui,σ =
1

m(σ)

∫
σ
ui ds, Φσ =

1

m(σ)

∫
σ

Φ ds,

and we set uI0,K = 1−
∑n

i=1 u
I
i,K and u0,σ = 1−

∑n
i=1 ui,σ.

The numerical scheme is as follows. Let K ∈ T , k ∈ {1, . . . , N}, i = 1, . . . , n, and
uk−1
i,K ≥ 0 be given. Then the values uki,K are determined by the implicit Euler scheme

m(K)
uki,K − u

k−1
i,K

4t
+
∑
σ∈EK

Fki,K,σ = 0, (3.7)

where the fluxes Fki,K,σ are given by the upwind scheme

Fki,K,σ = −τσDi

(
uk0,σDK,σ(uki )− uki,σ

(
DK,σ(uk0)− ûk0,σ,iβziDK,σ(Φk)

))
, (3.8)
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3.1 Finite-Volume Scheme

where τσ is defined in (3.1),

uk0,K = 1−
n∑
i=1

uki,K , uk0,σ = max{uk0,K , uk0,L}, (3.9)

uki,σ =

{
uki,K if Vki,K,σ ≥ 0,

uki,K,σ if Vki,K,σ < 0,
, ûk0,σ,i =

{
uk0,K if ziDK,σ(Φk) ≥ 0,

uk0,K,σ if ziDK,σ(Φk) < 0,
, (3.10)

and Vki,K,σ is the “drift part” of the flux,

Vki,K,σ = DK,σ(uk0)− ûk0,σ,iβziDK,σ(Φk) (3.11)

for i = 1, . . . , n. Observe that we employed a double upwinding: one related to the electric
potential, defining ûk0,σ,i, and another one related to the drift part of the flux, Vki,K,σ. The
potential is computed via

− λ2
∑
σ∈EK

τσDK,σ(Φk) = m(K)

( n∑
i=1

ziu
k
i,K + fK

)
. (3.12)

We recall that the numerical boundary conditions are given by ui,σ and Φσ for σ ∈ EDext.
We denote by ui,T ,4t, ΦT ,4t the functions in HT ,4t associated to the values uki,K and

Φk
K , respectively. Moreover, when dealing with a sequence of meshes (Tm)m and a sequence

of time steps (4tm)m, we set ui,m = ui,Tm,4tm , Φm = ΦTm,4tm .

Remark 3.3 (Simplified numerical scheme). When Assumptions (A1)-(A3) hold, the nu-
merical scheme simplifies to

m(K)
uki,K − u

k−1
i,K

4t
+

∑
σ∈EK,int

Fki,K,σ = 0, (3.13)

Fki,K,σ = −τσD
(
uk0,σ

(
uki,L − uki,K

)
− uki,σ

(
uk0,L − uk0,K

))
, (3.14)

where uk0,K and uk0,σ are defined in (3.9), and the definition of uki,σ simplifies to

uki,σ =

{
uki,K if uk0,K − uk0,L ≤ 0,

uki,L if uk0,K − uk0,L > 0.

In the definition of uki,σ, the upwinding value does not depend on i anymore such that

n∑
i=0

uki,σ = 1 + max{uk0,K , uk0,L} −min{uk0,K , uk0,L} = 1 + |uk0,K − uk0,L|. (3.15)

This property is needed to control the sum
∑n

i=1 u
k
i,σ from below in the proof of the discrete

entropy inequality; see (3.27). Finally, we are able to reformulate the discrete fluxes such
that we obtain a discrete version of the reformulation of the fluxes in the weak formula-
tion (2.6) (without the drift part):

Fi,K,σ = τσD

{
u

1/2
0,σ

(
u

1/2
0,Kui,K−u

1/2
0,Lui,L

)
−ui,σ

(
u

1/2
0,K−u

1/2
0,L

)(
u

1/2
0,σ+2

u
1/2
0,K + u

1/2
0,L

2

)}
. (3.16)

This formulation is needed in the convergence analysis.
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3 Discretization of the Model Equations

3.1.3 Main Results

Since our scheme is implicit and nonlinear, the existence of an approximate solution is
nontrivial. Therefore, our first result concerns the well-posedness of the numerical scheme.

Theorem 3.4 (Existence and uniqueness of solutions). Let (H1’)-(H4’) and (A2) hold.
Then there exists a solution (u,Φ) to scheme (3.7)-(3.12) satisfying uk ∈ D and, if the
initial data lie in D, uk ∈ D. If additionally Assumptions (A1) and (A3) hold, the solution
is unique.

Assumption (A2) is needed to show that uk0 = 1 −
∑n

i=1 u
k
i is nonnegative. Indeed,

summing (3.7) and (3.8) over i = 1, . . . .n, we obtain

m(K)
uk0,K − u

k−1
0,K

4t
= −

∑
σ∈EK

τσ

(
uk0,σDK,σ

( n∑
i=1

Diu
k
i

)
−

n∑
i=1

Diu
k
i,σVki,K,σ

)
.

Under Assumption (A2), it follows that
∑n

i=1Diu
k
i,K = D(1 − uk0,K), and we can apply

the discrete minimum principle, which then implies an L∞ bound for uki . This bound
allows us to apply a topological degree argument; see [25, 31]. For the uniqueness proof, we
additionally need Assumption (A3), so that we only need to deal with the simplified scheme
when using the entropy method of Gajewski [36]. The idea is to prove first the uniqueness
of uk0, which solves a discrete nonlinear equation, and then to show the uniqueness of uki
for i = 1, . . . , n by introducing a semimetric d(uk, vk) for two solutions uk = (uk1, . . . , u

k
n)

and vk = (vk1 , . . . , v
k
n) and showing that it is monotone in k, such that a discrete Gronwall

argument implies that uk = vk.

The second result shows that the scheme preserves a discrete version of the entropy
inequality.

Theorem 3.5 (Discrete entropy inequality). Let Assumptions (H1’)-(H4’) and (A1)-(A3)
hold. Then the solution to scheme (3.13)-(3.14) constructed in Theorem 3.4 satisfies the
discrete entropy inequality

Hk −Hk−1

4t
+ Ik ≤ 0, (3.17)

with the discrete entropy

Hk =
∑
K∈T

m(K)
n∑
i=0

(
uki,K(log uki,K − 1) + 1

)
(3.18)

and the discrete entropy production

Ik = D
∑

σ=K|L∈Eint

τσ

(
4

n∑
i=1

uk0,σ
(
(uki,K)1/2 − (uki,L)1/2

)2
+ 4
(
(uk0,K)1/2 − (uk0,L)1/2

)2
+
(
uk0,K − uk0,L

)2)
.
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3.1 Finite-Volume Scheme

Assumption (A3) is required to estimate the expression
∑n

i=1 u
k
i,σ. In the continuous

case, this sum equals 1− u0. On the discrete level, this identity cannot be expected since
the value of uki,σ depends on the upwinding value; see (3.10). If the drift part vanishes, the
upwinding value does not depend on i, as mentioned in Remark 3.3, and we can derive the
estimate

∑n
i=1 u

k
i,σ ≥ 1 − uk0,σ; see Section 3.1.5. Note that the entropy production Ik is

the discrete counterpart of (2.19).
The main result of this section is the convergence of the approximate solutions to a

solution to the continuous cross-diffusion system.

Theorem 3.6 (Convergence of the approximate solution). Let (H1’)-(H4’) and (A1)-(A3)
hold and let (Tm) and (4tm) be sequences of admissible meshes and time steps, respectively,
such that h(Tm) → 0 and 4tm → 0 as m → ∞. Let (u0,m, . . . , un,m) be the solution
to (3.13)-(3.14) constructed in Theorem 3.4. Then there exist functions u0, u = (u1, . . . , un)
satisfying u(x, t) ∈ D,

u
1/2
0 , u

1/2
0 ui ∈ L2(0, T ;H1(Ω)), i = 1, . . . , n,

u
1/2
0,m → u

1/2
0 , u

1/2
0,mui,m → u

1/2
0 ui strongly in L2(Ω× (0, T )),

where u is a weak solution to (1.6), (1.8)-(1.10) (with ΓN = ∂Ω), i.e., for all φ ∈ C∞0 (Ω×
[0, T )) and i = 1, . . . , n,∫ T

0

∫
Ω
ui∂tφdx dt+

∫
Ω
uIiφ(·, 0) dx = D

∫ T

0

∫
Ω
u

1/2
0

(
∇(u

1/2
0 ui)− 3ui∇u1/2

0

)
· ∇φdx dt.

(3.19)

The compactness of the concentrations follows from the discrete gradient estimates de-
rived from the entropy inequality (3.17), for which we need Assumption (A3). By the
discrete Aubin–Lions lemma (Lemma 5.5 in the Appendix), we conclude the strong con-

vergence of the sequence (u
1/2
0,m). The difficult part is to show the strong convergence of

(u
1/2
0,mui,m), since there is no control on the discrete gradient of ui,m. The idea is to apply a

discrete Aubin–Lions lemma of “degenerate” type, proved in Lemma 5.6 in the Appendix.

3.1.4 Existence and Uniqueness of Approximate Solutions

L∞ bounds and existence of solutions

In order to prove the existence of solutions to (3.7)-(3.12), we first consider a truncated
problem. This means that we truncate the expressions in (3.10); more precisely, we consider
scheme (3.7), (3.8), and (3.12) with

uk0,K = 1−
n∑
i=1

(uki,K)+, uk0,σ = max{0, uk0,K , uk0,K,σ},

ûk0,σ,i =

{
(uk0,K)+ if ziDK,σ(Φk) ≥ 0,

(uk0,K,σ)+ if ziDK,σ(Φk) < 0,
(3.20)

uki,σ =

{
(uki,K)+ if Vki,K,σ ≥ 0,

(uki,K,σ)+ if Vki,K,σ < 0,
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3 Discretization of the Model Equations

where z+ = max{0, z} for z ∈ R and i = 1, . . . , n. We show that this truncation is, in fact,
not needed if the initial data are nonnegative. In the following let (H1’)-(H4’) hold.

Lemma 3.7 (Nonnegativity of uki ). Let (u,Φ) be a solution to (3.7), (3.8), (3.12), and
(3.20). Then uki,K ≥ 0 for all K ∈ T , k ∈ {1, . . . , N}, and i = 1, . . . , n. If uIi > 0 and

ui > 0 then also uki,K > 0 for all K ∈ T , k ∈ {1, . . . , N}.

Proof. We proceed by induction. For k = 0, the nonnegativity holds because of our as-
sumptions on the initial data. Assume that uk−1

i,L ≥ 0 for all L ∈ T . Then let uki,K =

min{uki,L : L ∈ T } for some K ∈ T and assume that uki,K < 0. The scheme writes as

m(K)
uki,K − u

k−1
i,K

4t
=
∑
σ∈EK

τσDi

(
uk0,σDK,σ(uki )− uki,σVki,K,σ

)
. (3.21)

By assumption, DK,σ(uki ) ≥ 0. If Vki,Kσ ≥ 0, we have −uki,σVki,K,σ = −(ui,K)+Vi,K,σ = 0 and

if Vki,K,σ < 0, it follows that −uki,σVki,K,σ = −(uki,K,σ)+Vki,K,σ ≥ 0. Hence, the right-hand side
of (3.21) is nonnegative. However, the left-hand side is negative, which is a contradiction.
We infer that uki,K ≥ 0 and consequently, uki,L ≥ 0 for all L ∈ T . When the initial data are

positive, similar arguments show the positivity of uki,L for L ∈ T .

We are able to show the nonnegativity of uk0,K = 1−
∑n

i=1 u
k
i,K only if the diffusion coef-

ficients are the same. The reason is that we derive an equation for uk0,K by summing (3.7)

for i = 1, . . . , n, and this gives an equation for uk0,K only if Di = D for all i = 1, . . . , n.

Lemma 3.8 (Nonnegativity of uk0). Let Assumption (A2) hold and let (u,Φ) be a solution
to (3.7), (3.8), (3.12), and (3.20). Then uk0,K ≥ 0 for all K ∈ T , k ∈ {1, . . . , N}. If uI0 > 0

and ui > 0 then also uk0,K > 0 for all K ∈ T , k ∈ {1, . . . , N}.

Proof. Again, we proceed by induction. The case k = 0 follows from the assumptions.
Assume that uk−1

0,L ≥ 0 for all L ∈ T . Then let uk0,K = min{uk0,L : L ∈ T } for some K ∈ T
and assume that uk0,K < 0. Summing equations (3.7) from i = 1, . . . , n, we obtain

m(K)
uk0,K − u

k−1
0,K

4t
= D

∑
σ∈EK

τσ

(
uk0,σDK,σ(uk0) +

n∑
i=1

uki,σ
(
DK,σ(uk0)− βziûk0,σ,iDK,σ(Φk)

))
≥ −D

∑
σ∈EK

τσ

n∑
i=1

βziû
k
0,σ,iDK,σ(Φk), (3.22)

since uk0,σ ≥ 0 and uki,σ ≥ 0 by construction and DK,σ(uk0) ≥ 0 because of the minimality

property of uk0,K . The remaining expression is nonnegative:

−ûk0,σiziDK,σ(Φk) =

{
−(uk0,K)+ziDK,σ(Φk) = 0 if ziDK,σ(Φk) ≥ 0,

−(uk0,L)+ziDK,σ(Φk) ≥ 0 if ziDK,σ(Φk) < 0.

However, the left-hand side of (3.22) is negative by induction hypothesis, which gives a
contradiction.
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3.1 Finite-Volume Scheme

Lemmas 3.7 and 3.8 imply that we may remove the truncation in (3.20). Moreover, by
definition, we have 1 −

∑n
i=1 u

k
i,K = uk0,K ≥ 0 such that ukK = (uk1,K , . . . , u

k
n,K) ∈ D or, if

the initial and boundary data are positive, ukK ∈ D.

Proposition 3.9 (Existence for the numerical scheme). Let Assumption (A2) hold. Then
the scheme (3.7)-(3.12) has a solution (u,Φ) which satisfies ukK ∈ D for all K ∈ T and
k ∈ N.

Proof. We argue by induction. For k = 0, we have u0
K ∈ D by assumption. The function

Φ0 is uniquely determined by scheme (3.12), as this is a linear system of equations with
positive definite matrix. Assume the existence of a solution (uk−1,Φk−1) with uk−1

K ∈ D.
Let m ∈ N be the product of the number of species n and the number of cells K ∈ T . For
given K ∈ T and i = 1, . . . , n, we define the function Fi,K : Rm × [0, 1]→ R by

Fi,K(u, ρ) = m(K)
ui,K − uk−1

i,K

4t

− ρD
∑
σ∈EK

τσ

(
u0,σDK,σ(ui)− ui,σ

(
DK,σ(u0)− û0,σ,iβziDK,σ(Φ)

))
.

where u0,K , ui,σ, u0,σ, and û0,σi are defined in (3.20), and Φ is uniquely determined
by (3.12). Let F = (Fi,K)i=1,...,n,K∈T . Then F : Rm × [0, 1] → Rm is a continuous
function. We wish to apply the fixed-point theorem of [34, Theorem 5.1]. For this, we need
to verify three assumptions:

• The function u 7→ Fi,K(u, 0) = m(K)(ui,K − uk−1
i,K )/4t is affine.

• We have proved above that any solution to F (u, 1) = 0 satisfies u ∈ D or ‖u‖∞ < 2. A
similar proof shows that any solution to F (u, ρ) = 0 with ρ ∈ (0, 1) satisfies ‖u‖∞ < 2,
too.

• The equation F (u, 0) = 0 has the unique solution u = uk−1 and consequently, ‖u‖∞ =
‖uk−1‖∞ < 2.

We infer the existence of a solution uk to F (uk, 1) = 0 satisfying ‖uk‖∞ < 2. In fact, by
Lemmas 3.7 and 3.8, we find that uk ∈ D. Hence, uk solves the original scheme (3.7)-
(3.12).

Uniqueness of solutions

The proof of Theorem 3.4 is completed when we show the uniqueness of solutions to
scheme (3.7)-(3.12) under the additional conditions (A1) and (A3). Recall that in this
case, the scheme is given by (3.13)-(3.14),

Step 1: uniqueness for u0. If k = 0, the solution is uniquely determined by the ini-
tial condition. Assume that uk−1

0 is given. Thanks to Assumptions (A2)-(A3), the sum
of (3.13)-(3.14) for i = 1, . . . , n gives an equation for uk0 = 1 −

∑n
i=1 u

k
i (in the following,
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3 Discretization of the Model Equations

we omit the superindices k):

m(K)
u0,K − uk−1

0,K

4t
= −D

∑
σ∈EK,int

τσ(u0,K − u0,L)

(
u0,σ +

n∑
i=1

ui,σ

)
= −D

∑
σ∈EK,int

τσ(u0,K − u0,L)
(
1 + |u0,K − u0,L|

)
,

where we used (3.15) in the last step.
Let u0 and v0 be two solutions to the previous equation and set w0 := u0 − v0. Then w0

solves

0 = m(K)
w0,K

4t
+D

∑
σ∈EK,int

τσ(w0,K − w0,L)

+D
∑

σ∈EK,int

τσ
(
(u0,K − u0,L)|u0,K − u0,L| − (v0,K − v0,L)|v0,K − v0,L|

)
.

We multiply this equation by w0,K/D, sum over K ∈ T , and use discrete integration by
parts (3.6):

0 =
∑
K∈T

m(K)

D

w2
0,K

4t
+

∑
σ=K|L∈Eint

τσ(w0,K − w0,L)2

+
∑

σ=K|L∈Eint

τσ
(
(u0,K − u0,L)|u0,K − u0,L| − (v0,K − v0,L)|v0,K − v0,L|

)
(w0,K − w0,L).

The first two terms on the right-hand side are clearly nonnegative. We infer from the
elementary inequality (y|y| − z|z|)(y − z) ≥ 0 for y, z ∈ R, which is a consequence of the
monotonicity of z 7→ z|z|, that the third term is nonnegative, too. Consequently, the three
terms must vanish and this implies that w0,K = 0 for all K ∈ T . This shows the uniqueness
for u0.

Step 2: uniqueness for ui. Let u0 be the uniquely determined solution from the previous
step and let uk = (uk1, . . . , u

k
n) and vk = (vk1 , . . . , v

k
n) be two solutions to (3.7). Similarly as

in [36], we introduce the semimetric

dε(u
k, vk) =

∑
K∈T

m(K)

n∑
i=1

Hε
1(uki,K , v

k
i,K), where

Hε
1(a, b) = hε(a) + hε(b)− 2hε

(
a+ b

2

)
and hε(z) = (z+ε)(log(z+ε)−1)+1. The parameter ε > 0 is needed since uki,K or vki,K may

vanish and then the logarithm of uki,K or vki,K may be undefined. The objective is to verify

that limε→0 dε(u
k, vk) = 0 by estimating the discrete time derivative of the semimetric,

implying that uk = vk.
First, we write

dε(u
k, vk)− dε(uk−1, vk−1) =

∑
K∈T

m(K)
n∑
i=1

(
Hε

1(uki,K , v
k
i,K)−Hε

1(uk−1
i,K , vk−1

i,K )
)
.
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3.1 Finite-Volume Scheme

The function Hε
1 is convex since

D2Hε
1(a, b) =

1

(a+ ε)(b+ ε)(a+ b+ 2ε)

(
(b+ ε)2 −(a+ ε)(b+ ε)

−(a+ ε)(b+ ε) (a+ ε)2

)
.

Therefore, a Taylor expansion of Hε
1 around (uki,K , v

k
i,K) leads to

1

4t
(
dε(u

k, vk)− dε(uk−1, vk−1)
)

≤
∑
K∈T

m(K)

4t

n∑
i=1

{
DHε

1(uki,K , v
k
i,K)

((
uki,K
vki,K

)
−

(
uk−1
i,K

vk−1
i,K

))}

=
n∑
i=1

∑
K∈T

m(K)
uki,K − u

k−1
i,K

4t

(
h′ε(u

k
i,K)− h′ε

(
uki,K + vki,K

2

))

+

n∑
i=1

∑
K∈T

m(K)
vki,K − v

k−1
i,K

4t

(
h′ε(v

k
i,K)− h′ε

(
uki,K + vki,K

2

))
.

We insert the scheme (3.13)-(3.14) and use discrete integration by parts:

1

4t
(
dε(u

k, vk)− dε(uk−1, vk−1)
)
≤ Sk1 + Sk2 + εSk3 ,

where

Sk1 = −D
n∑
i=1

∑
σ=K|L∈Eint

τσu
k
0,σ

{(
uki,K − uki,L

)(
log(uki,K + ε)− log(uki,L + ε)

)
+
(
vki,K − vki,L

)(
log(vki,K + ε)− log(vki,L + ε)

)
− 2

(
uki,K + vki,K

2
−
uki,L + vki,L

2

)(
log

(
uki,K + vki,K

2
+ ε

)
− log

(
uki,L + vki,L

2
+ ε

))}
,

Sk2 = D
n∑
i=1

∑
σ=K|L∈Eint

τσ(uk0,K − uk0,L)

{
(uki,σ + ε)

(
log(uki,K + ε)− log(uki,L + ε)

)
+ (vki,σ + ε)

(
log(vki,K + ε)− log(vki,L + ε)

)
− 2

(
uki,σ + vki,σ

2
+ ε

)(
log

(
uki,K + vki,K

2
+ ε

)
− log

(
uki,L + vki,L

2
+ ε

))}
,

Sk3 = −D
n∑
i=1

∑
σ=K|L∈Eint

τσ(uk0,K − uk0,L)

{(
log(uki,K + ε)− log(uki,L + ε)

)
+
(

log(vki,K + ε)− log(vki,L + ε)
)

− 2

(
log

(
uki,K + vki,K

2
+ ε

)
− log

(
uki,L + vki,L

2
+ ε

))}
.
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3 Discretization of the Model Equations

We claim that Sk1 ≤ 0 and Sk2 ≤ 0. Indeed, with Hε
2(a, b) = (a−b)(log(a+ε)− log(b+ε)),

we can reformulate Sk1 as

Sk1 = −D
n∑
i=1

∑
σ=K|L∈Eint

τσu
k
0,σ

{
Hε

2

(
uki,K , u

k
i,L

)
+Hε

2

(
vki,K , v

k
i,L

)
− 2Hε

2

(
uki,K + vki,K

2
,
uki,L + vki,L

2

)}
.

The Hessian of Hε
2 ,

D2Hε
2(a, b) =

(
a+b+2ε
(a+ε)2

− a+b+2ε
(a+ε)(b+ε)

− a+b+2ε
(a+ε)(b+ε)

a+b+2ε
(b+ε)2

)
,

is positive semidefinite. Therefore, performing a Taylor expansion up to second order, we
see that Sk1 ≤ 0.

Next, we show that Sk2 ≤ 0. For this, we assume without loss of generality for some fixed
σ = K|L that uk0,K ≤ uk0,L. By definition of the scheme, uki,σ = uki,K and vki,σ = vki,K . Set

Hε
3(a, b) = (a+ ε)(log(a+ ε)− log(b+ ε)). The term in the curly bracket in Sk2 then takes

the form

(
uk0,K − uk0,L

){
Hε

3

(
uki,K , u

k
i,L

)
+Hε

3

(
vki,K , v

k
i,L

)
− 2Hε

3

(
uki,K + vki,K

2
,
uki,L + vki,L

2

)}
. (3.23)

The Hessian of Hε
3 ,

D2Hε
3(a, b) =

(
1
a+ε − 1

b+ε

− 1
b+ε

a+ε
(b+ε)2

)
,

is also positive semidefinite, showing that (3.23) is nonpositive as uk0,K − uk0,L ≤ 0. If

uk0,K > uk0,L, both factors of the product (3.23) change their sign, so that we arrive at the

same conclusion. Hence, Sk2 ≤ 0. We conclude that

dε(u
k, vk)− dε(uk−1, vk−1) ≤ ε4tSk3 .

Since dε(u
0, v0) = 0, we find after resolving the recursion that

dε(u
k, vk) ≤ ε4t

k∑
`=1

S`3.

As the densities u`i,K are nonnegative and bounded by 1 for all K ∈ T , for all ` ≥ 0 and for

all 1 ≤ i ≤ n, it is clear that
∑k

`=1 εS
`
3 → 0 when ε→ 0. Then, we may perform the limit

ε → 0 in the previous inequality yielding dε(u
k, vk) → 0. A Taylor expansion as in [76,

end of Section 6] shows that dε(u
k, vk) ≥ 1

8

∑
K∈T m(K)

∑n
i=1(uki,K − vki,K)2. We infer that

uk = vk, finishing the proof.
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3.1.5 Discrete Entropy Inequality and Uniform Estimates

Discrete entropy inequality

First, we prove (3.17).

Proof of Theorem 3.5. The idea is to multiply (3.7) by log(uk,εi,K/u
k,ε
0,K), where we set uk,εi,K :=

uki,K+ε for i = 0, . . . , n. The regularization is necessary to avoid issues when the concentra-
tions vanish. After this multiplication, we sum the equations over i = 1, . . . , n and K ∈ T
and use discrete integration by parts to obtain

0 =
∑
K∈T

m(K)

4tD

n∑
i=1

(uki,K − uk−1
i,K ) log

uk,εi,K

uk,ε0,K

+
∑

σ=K|L∈Eint

τσ

(
uk0,σ

(
uki,K − uki,L

)
− uki,σ

(
uk0,K − uk0,L

))(
log

uk,εi,K

uk,ε0,K

− log
uk,εi,L

uk,ε0,L

)
(3.24)

= A0 +
∑

σ=K|L∈Eint

τσ(A1 +A2 +B1 +B2),

where

A0 =
∑
K∈T

m(K)

4tD

n∑
i=0

(uk,εi,K − u
k−1,ε
i,K ) log uk,εi,K ,

A1 =
n∑
i=1

uk0,σ
(
uk,εi,K − u

k,ε
i,L

)(
log uk,εi,K − log uk,εi,L

)
,

A2 = −
n∑
i=1

uk0,σ
(
uki,K − uki,L

)(
log uk,ε0,K − log uk,ε0,L

)
,

B1 = −
n∑
i=1

uki,σ
(
uk0,K − uk0,L

)(
log uk,εi,K − log uk,εi,L

)
,

B2 =
n∑
i=1

uki,σ
(
uk0,K − uk0,L

)(
log uk,ε0,K − log uk,ε0,L

)
.

The convexity of h(z) = z(log z − 1) + 1 implies the inequality h(u)− h(v) ≤ h′(u)(u− v)
for all u, v ∈ R. Consequently,

A0 ≥
∑
K∈T

m(K)

4tD

n∑
i=0

(
uk,εi,K(log uk,εi,K − 1)− uk−1,ε

i,K (log uk−1,ε
i,K − 1)

)
.

In order to estimate the remaining terms, we recall two elementary inequalities. Let y,
z > 0. Then, by the Cauchy–Schwarz inequality,

(√
y −
√
z
)2

=

(∫ y

z

ds

2
√
s

)2

≤
∫ y

z

ds

4

∫ y

z

ds

s
=

1

4
(y − z)(log y − log z), (3.25)
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and by the concavity of the logarithm,

y(log y − log z) ≥ y − z ≥ z(log y − log z). (3.26)

Inequality (3.25) shows that

A1 ≥ 4
n∑
i=1

uk0,σ
(
(uk,εi,K)1/2 − (uk,εi,L)1/2

)
.

We use the definition of uk0,K = 1−
∑n

i=1 u
k
i,K in A2 to find that

A2 = uk0,σ
(
uk0,K − uk0,L

)(
log uk,ε0,K − log uk,ε0,L

)
.

We rewrite B1 by using the abbreviation uk,εi,σ = uki,σ + ε:

B1 = −
n∑
i=1

uk,εi,σ
(
uk0,K − uk0,L

)(
log uk,εi,K − log uk,εi,L

)
+ ε

n∑
i=1

(
uk0,K − uk0,L

)(
log uk,εi,K − log uk,εi,L

)
=: B11 + εB12.

We apply inequality (3.26) to B11. Indeed, if uk0,K ≤ uk0,L, we have uki,σ = uki,K and we use

the first inequality in (3.26). If uk0,K > uk0,L then uki,σ = uki,L and we employ the second
inequality in (3.26). In both cases, it follows that

B11 ≥ −
n∑
i=1

(
uk0,K − uk0,L

)(
uk,εi,K − u

k,ε
i,L

)
= −

(
uk0,K − uk0,L

) n∑
i=1

(
uk,εi,K − u

k,ε
i,L

)
=
(
uk0,K − uk0,L

)2
.

Finally, we consider B2. In view of Assumption (A3), equation (3.15) gives

n∑
i=1

uki,σ = 1−min{uk0,K , uk0,L} ≥ 1− uk0,σ, (3.27)

and therefore, by (3.25),

B2 ≥
(
1− uk0,σ

)(
uk,ε0,K − u

k,ε
0,L

)(
log uk,ε0,K − log uk,ε0,L

)
≥ 4
(
(uk,ε0,K)1/2 − (uk,ε0,L)1/2

)2 − uk0,σ(uk0,K − uk0,L)( log uk,ε0,K − log uk,ε0,L

)
.

The last expression cancels with A2 such that

A2 +B2 ≥ 4
(
(uk,ε0,K)1/2 − (uk,ε0,L)1/2

)2
.
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3.1 Finite-Volume Scheme

Putting together the estimates for A0, A1, B1, and A2 +B2, we deduce from (3.24) that∑
K∈T

m(K)

4t

n∑
i=0

uk,εi,K(log uk,εi,K − 1)−
∑
K∈T

m(K)

4t

n∑
i=1

uk−1,ε
i,K (log uk−1,ε

i,K − 1)

+D
∑

σ=K|L∈Eint

τσ

{
4

n∑
i=1

u0,σ

(
(uk,εi,K)1/2 − (uk,εi,L)1/2

)2
+ 4
(
(uk,ε0,K)1/2 − (uk,ε0,L)1/2

)2
+
(
uk0,K − uk0,L

)2}
≤ −εD

(
uk0,K − uk0,L

) n∑
i=1

(
log uk,εi,K − log uk,εi,L

)
.

Since the right-hand side converges to zero as ε→ 0, we infer that (3.17) holds.

A priori estimates

For the proof of the convergence result, we need estimates uniform in the mesh size h(T ) and
time step 4t. The scheme provides uniform L∞ bounds. Further bounds are derived from
the discrete entropy inequality of Theorem 3.5. We introduce the discrete time derivative
for functions v ∈ HT ,4t by

∂4tt vk =
vk − vk−1

4t
, k = 1, . . . , N. (3.28)

Lemma 3.10 (A priori estimates). Let (H1’)-(H4’) and (A1)-(A3) hold. The solution u
to scheme (3.13)-(3.14) satisfies the following uniform estimates:

‖u1/2
0 ‖1,T ,4t + ‖u1/2

0 ui‖1,T ,4t ≤ C, i = 1, . . . , n, (3.29)

N∑
k=1

4t‖∂4tt uki ‖2−1,T ≤ C, i = 0, . . . , n, (3.30)

where the constant C > 0 is independent of the mesh T and time step size 4t.

Proof. We claim that estimates (3.29) follow from the discrete entropy inequality (3.17).
Indeed, we sum (3.17) over k = 1, . . . , N to obtain

HN +D
N∑
k=1

4t
∑

σ=K|L∈Eint

τσ

(
4

n∑
i=1

uk0,σ
(
(uki,K)1/2 − (uki,L)1/2

)2
+ 4
(
(uk0,K)1/2 − (uk0,L)1/2

)2
+
(
uk0,K − uk0,L

)2) ≤ H0.

Since the entropy at time t = 0 is bounded independently of the discretization, we infer

immediately the bound for u
1/2
0 in HT ,4t. For the bound on u

1/2
0 ui in HT ,4t, we observe

that

(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

= ui,K
(
(uk0,K)1/2 − (uk0,L)1/2

)
+ (uk0,L)1/2

(
(uki,K)1/2 + (uki,L)1/2

)(
(uki,K)1/2 − (uki,L)1/2

)
.
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3 Discretization of the Model Equations

Therefore, together with the L∞ bounds on ui,∑
σ=K|L∈Eint

τσ
(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)2
≤

∑
σ=K|L∈Eint

τσ
(
(uk0,K)1/2 − (uk0,L)1/2

)2
+ 2

∑
σ=K|L∈Eint

τσu
k
0,σ

(
(uki,K)1/2 − (uki,L)1/2

)2
.

Then, summing over k = 0, . . . , N and using the estimates from the entropy inequality, we

achieve the bound on u
1/2
0 ui.

It remains to prove estimate (3.30). To this end, let φ ∈ HT be such that ‖φ‖1,T = 1 and
let k ∈ {1, . . . , N} and i ∈ {1, . . . , n}. We multiply the scheme (3.13) by ΦK and we sum
over K ∈ T . Using successively discrete integration by parts, the rewriting of the numerical
fluxes (3.16), the Cauchy–Schwarz inequality, and the L∞ bounds on ui, we compute∑

K∈T

m(K)

4t
(
uki,K − uk−1

i,K

)
φK

= D
∑

σ=K|L∈Eint

τσ(uk0,σ)1/2
(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)
(φK − φL)

−D
∑

σ=K|L∈Eint

τσ
(
(uk0,K)1/2 − (uk0,L)1/2

)
× uki,σ

(
(uk0,σ)1/2 + 2

(uk0,K)1/2 + (uk0,L)1/2

2

)
(φK − φL)

≤ D
( ∑
σ=K|L∈Eint

τσ
(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)2)1/2( ∑
σ=K|L∈Eint

τσ(φK − φL)2

)1/2

+ 3D

( ∑
σ=K|L∈Eint

τσ
(
(uk0,K)1/2 − (uk0,L)1/2

)2)1/2( ∑
σ=K|L∈Eint

τσ(φK − φL)2

)1/2

.

This shows that, for i = 1, . . . , n,

N∑
k=1

4t
∥∥∥∥uki − uk−1

i

4t

∥∥∥∥2

−1,T
≤ 2D2

N∑
k=1

4t
(∥∥(uk0)1/2uki

∥∥2

1,T + 9
∥∥(uk0)1/2

∥∥2

1,T

)
≤ C,

as a consequence of (3.29). The estimate for 4t−1(uk0 − u
k−1
0 ) = −4t−1∑n

i=1(uki − u
k−1
i )

follows from those for i = 1, . . . , n, completing the proof.

3.1.6 Convergence of the Scheme

In this section, we establish the convergence of the sequence of approximate solutions,
constructed in Theorem 3.4, to a weak solution to (1.6), i.e., we prove Theorem 3.6.

Compactness of the approximate solutions

In order to achieve the convergence in the fluxes, we proceed as in [20] by defining the
approximate gradient on a dual mesh. For σ = K|L ∈ Eint, we define the new cell TKL as
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3.1 Finite-Volume Scheme

the cell with the vertexes xK , xL and those of σ. For σ ∈ Eext ∩ EK , we define TKσ as the
cell with vertex xK and those of σ. Then Ω can be decomposed as

Ω =
⋃
K∈T

{( ⋃
L∈NK

TKL

)
∪
( ⋃
σ∈Eext,K

TKσ

)}
,

where NK denotes the set of neighboring cells of K. The discrete gradient ∇T ,4tv on
ΩT := Ω× (0, T ) for piecewise constant functions v ∈ HT ,4t is defined by

∇T ,4tv(x, t) =


m(σ)(vkL − vkK)

m(TKL)
nKL for x ∈ TKL, t ∈ (tk, tk+1),

0 for x ∈ TKσ, t ∈ (tk, tk+1),

(3.31)

where nKL denotes the unit normal on σ = K|L oriented from K to L. To simplify the
notation, we set ∇m := ∇Tm,4tm . The solution to the approximate scheme (3.13)-(3.14) is
called u0,m, u1,m, . . . , un,m.

Lemma 3.11. There exist functions u0 ∈ L∞(ΩT ) ∩ L2(0, T ;H1(Ω)) and ui ∈ L∞(ΩT )
such that, possibly for subsequences, as m→∞,

u0,m → u0, u
1/2
0,m → u

1/2
0 strongly in L2(ΩT ), (3.32)

∇mu0,m ⇀ ∇u0, ∇mu1/2
0,m ⇀ ∇u1/2

0 weakly in L2(ΩT ), (3.33)

u
1/2
0,mui,m → u

1/2
0 ui strongly in L2(ΩT ), (3.34)

∇m
(
u

1/2
0,mui,m

)
⇀ ∇(u

1/2
0 ui) weakly in L2(ΩT ), (3.35)

where i ∈ {1, . . . , n}.

Proof. First, we claim that (u0,m) is uniformly bounded in HT ,4t. Indeed, by the L∞

bounds and estimate (3.29),

‖u0,m‖21,T ,4t =
N∑
k=1

4t
( ∑
σ=K|L∈Eint

τσ(uk0,K − uk0,L)2 +
∑
K∈T

m(K)(uk0,K)2

)

=
N∑
k=1

4t
( ∑
σ=K|L∈Eint

τσ
(
(uk0,K)1/2 + (uk0,L)1/2

)2(
(uk0,K)1/2 − (uk0,L)1/2

)2
+
∑
K∈T

m(K)(uk0,K)2

)
(3.36)

≤ 4‖u0,m‖L∞(ΩT )‖u
1/2
0,m‖

2
1,T ,4t + ‖u0,m‖2L2(ΩT ) ≤ C.

By estimate (3.30), (∂4tt u0,m) is uniformly bounded. Therefore, by the discrete Aubin–
Lions lemma (see Lemma 5.5 in the appendix), we conclude the existence of a subsequence
(not relabeled) such that the first convergence in (3.32) holds. The strong convergence
implies (up to a subsequence) that u0,m → u0 pointwise in ΩT and consequently also
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3 Discretization of the Model Equations

u
1/2
0,m → u

1/2
0 pointwise in ΩT . Thus, together with the L∞ bound for u

1/2
0,m, we infer the

second convergence in (3.32).

The convergences in (3.33) are a consequence of the uniform estimates (3.29) and (3.36)
and the compactness result in [33, proof of Theorem 10.3]. Applying the discrete Aubin–

Lions lemma of “degenerate” type (Lemma 5.6 in the appendix) to ym = u
1/2
0,m and zm = ui,m

for fixed i ∈ {1, . . . , n}, we deduce convergence (3.34). Finally, convergence (3.35) is a

consequence of (3.34) and the weak compactness of (u
1/2
0,mui,m), thanks to the uniform

bound in (3.29).

The limit m→∞

We finish the proof of Theorem 3.6 by verifying that the limit function u = (u1, . . . , un),
as defined in Lemma 3.11, is a weak solution in the sense of the theorem.

Let φ ∈ C∞0 (Ω× [0, T )) and let m ∈ N be large enough such that suppφ ⊂ Ω× [0, (Nm−
1)4tm) (recall that T = Nm4tm). For the limit, we follow the strategy used, for instance,
in [20] and introduce the following notations:

F10(m) = −
∫ T

0

∫
Ω
ui,m∂tφdx dt−

∫
Ω
ui,m(0)φ(0) dx,

F20(m) =

∫ T

0

∫
Ω
u

1/2
0,m∇m(u

1/2
0,mui,m)∇φdx dt,

F30(m) = 3

∫ T

0

∫
Ω
u

1/2
0,mui,m∇m(u

1/2
0,m)∇φdx dt.

The convergence results of Lemma 3.11 show that, as m→∞,

F10(m) +DF20(m)−DF30(m)→ −
∫ T

0

∫
Ω
ui∂tφdx dt−

∫
Ω
u0
iφ(0) dx (3.37)

+D

∫ T

0

∫
Ω

(
u

1/2
0 ∇(u

1/2
0 ui)− 3u

1/2
0 ui∇u1/2

0

)
dx dt.

Next, setting φkK = φ(xK , t
k), we multiply scheme (3.13) by 4tmφk−1

K and sum over
K ∈ Tm and k = 1, . . . , Nm. Then

F1(m) +DF2(m)−DF3(m) = 0, (3.38)
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3.1 Finite-Volume Scheme

where, omitting the subscript m from now on to simplify the notation,

F1(m) =
N∑
k=1

∑
K∈T

m(K)
(
uki,K − uk−1

i,K

)
φk−1
K ,

F2(m) =
N∑
k=1

4t
∑
K∈T

∑
σ∈EK,int

τσ(uk0,σ)1/2
(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)
φk−1
K ,

F3(m) =
N∑
k=1

4t
∑
K∈T

∑
σ∈EK,int

τσ
(
(uk0,K)1/2 − (uk0,L)1/2

)
× uki,σ

(
(uk0,σ)1/2 + 2

(uk0,K)1/2 + (uk0,L)1/2

2

)
φk−1
K .

The aim is to show that Fi0(m) − Fi(m) → 0 as m → ∞ for i = 1, 2, 3. Then, because
of (3.38), F10(m)+DF20(m)−DF30(m)→ 0, which finishes the proof. We start by verifying
that F10(m)− F1(m)→ 0. For this, we rewrite F1(m) and F10(m), using φNK = 0:

F1(m) =
N∑
k=1

∑
K∈T

m(K)uki,K
(
φk−1
K − φkK

)
−
∑
K∈T

m(K)φ0
Ku

0
i,K ,

= −
N∑
k=1

∑
K∈T

∫ tk

tk−1

∫
K
uki,K∂tφ(xK , t) dx dt−

∑
K∈T

∫
K
u0
i,Kφ(xK , 0) dx,

F10(m) = −
N∑
k=1

∑
K∈T

∫ tk

tk−1

∫
K
uki,K∂tφ(x, t) dx dt−

∑
K∈T

∫
K
u0
i,Kφ(x, 0) dx.

In view of the regularity of φ and the uniform L∞ bound on ui, we find that

|F10(m)− F1(m)| ≤ CTm(Ω)‖φ‖C2h(Tm)→ 0 as m→∞.

Using discrete integration by parts, the second integral becomes

F2(m) =

N∑
k=1

4t
∑

σ=K|L∈Eint

τσ(uk0,σ)1/2
(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)(
φk−1
K − φk−1

L

)
= F21(m) + F22(m),

where we have decomposed (uk0,σ)1/2 = (uk0,K)1/2 + ((uk0,σ)1/2 − (uk0,K)1/2), i.e.

F21(m) =

N∑
k=1

4t
∑

σ=K|L∈Eint

τσ(uk0,K)1/2
(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)(
φk−1
K − φk−1

L

)
,

F22(m) =

N∑
k=1

4t
∑

σ=K|L∈Eint

τσ
(
(uk0,σ)1/2 − (uk0,K)1/2

)(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)
×
(
φk−1
K − φk−1

L

)
.
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Furthermore, we write F20(m) = G1(m) +G2(m), where

G1(m) =

N∑
k=1

∑
σ=K|L∈Eint

m(σ)

m(TKL)
(uk0,K)1/2

(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)
×
∫ tk

tk−1

∫
TKL

∇φ(x, t) · nKσ dx dt,

G2(m) =
N∑
k=1

∑
σ=K|L∈Eint

m(σ)

m(TKL)

(
(uk0,L)1/2 − (uk0,K)1/2

)(
(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

)
×
∫ tk

tk−1

∫
TKL∩L

∇φ(x, t) · nKσ dx dt.

The aim is to show that F21(m) − G1(m) → 0, F22(m) → 0, and G2(m) → 0. This
implies that

|F20(m)− F2(m)| =
∣∣(G1(m) +G2(m))− (F21(m) + F22(m))

∣∣
≤ |G1 − F21|+ |G2|+ |F22| → 0.

First we notice that, due to the admissibility of the mesh and the regularity of φ, by taking
the mean value over TKL,∣∣∣∣ ∫ tk

tk−1

(
φk−1
K − φk−1

L

dσ
− 1

m(TKL)

∫
TKL

∇φ(x, t) · nKσ dx
)
dt

∣∣∣∣ ≤ C4th(T ), (3.39)

where the constant C > 0 only depends on φ. It yields

|F21(m)−G1(m)| ≤ Ch(T )

N∑
k=1

4t
∑

σ=K|L∈Eint

m(σ)
∣∣(uk0,K)1/2ui,K − (uk0,L)1/2ui,L

∣∣
≤ Ch(T )‖u1/2

0 ui‖1,T ,4t(Tm(Ω))1/2,

where the last estimate follows from the Cauchy–Schwarz inequality. This proves that
|F21(m)−G1(m)| → 0 as m→∞.

It remains to analyze the expressions F22(m) and G2(m). To this end, we remark that
dσ ≤ h(T ) and hence, together with the regularity of φ, and the Cauchy–Schwarz inequality,

|F22(m)| ≤
N∑
k=1

4t
∑

σ=K|L∈Eint

τσ
∣∣(uk0,σ)1/2 − (uk0,K)1/2

∣∣ ∣∣(uk0,K)1/2uki,K − (uk0,L)1/2uki,L
∣∣

×
|φk−1
K − φk−1

L |
dσ

dσ

≤ Ch(T )‖φ‖C1

N∑
k=1

4t
∑

σ=K|L∈Eint

τσ
∣∣(uk0,σ)1/2 − (uk0,K)1/2

∣∣
×
∣∣(uk0,K)1/2uki,K − (uk0,L)1/2uki,L

∣∣
≤ Ch(T )‖φ‖C1‖u1/2

0 ‖1,T ,4t‖u
1/2
0 ui‖1,T ,4t ≤ Ch(T ),
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3.2 Finite-Element Scheme

The term G2(m) can be estimated in a similar way.

Finally, we need to show that |F30(m)−F3(m)| → 0. The proof is completely analogous
to the previous arguments, since∣∣∣∣3(uk0,K)1/2uki,K − uki,σ

(
(uk0,σ)1/2 + 2

(uk0,K)1/2 + (uk0,L)1/2

2

)∣∣∣∣
≤ C

(
(uk0,σ)1/2|uki,K − uki,L|+ |(uk0,K)1/2 − (uk0,L)1/2|

)
.

Summarizing, we have proved that |Fi0(m)−Fi(m)| → 0 for i = 1, 2, 3, and since F1(m) +
DF2(m)−DF3(m) = 0, the convergence (3.37) shows that u solves (3.19). This completes
the proof of Theorem 3.6.

3.2 Finite-Element Scheme

In this section, we propose a structure-preserving implicit Euler finite-element (FE) scheme
for the cross-diffusion model. The scheme is based on the formulation of the model in
entropy variables (2.2). Therefore, the analysis of the scheme can be done in a similar
way as the analysis of the continuous model. We show that the scheme preserves the
nonnegativity and upper bounds of the ion concentrations and the total relative mass, and
that it dissipates the entropy (or free energy). The existence of discrete solutions to the
scheme and their convergence towards the solution to the continuous system is proved. For
this, many arguments from Chapter 2 are reused.

3.2.1 Notations and Assumptions

For the FE discretization we need to make similar assumptions as we did in the previous
section for the FV scheme. More precisely, we still assume (H1’)-(H3’) to hold, but we
replace (H4’) by

(H4”) Initial and boundary data: uIi ∈ H2(Ω), ui ∈ H2(Ω) satisfy uIi > 0, ui > 0 and
1−

∑n
i=1 u

I
i > 0, 1−

∑n
i=1 ui > 0 in Ω for i = 1, . . . , n, and Φ ∈ H2(Ω) ∩ L∞(Ω).

The H2 regularity of the initial and boundary data ensures that the standard interpolation
converges to the given data, see (3.42) below. We also assume strict positivity of the initial
and boundary data, since otherwise the transformation to entropy variables cannot be
performed. In practice, when dealing with only nonnegative initial data, a regularization
has to be done.

We consider the model equations (1.6) on a finite time interval (0, T ) with T > 0 fixed.
For simplicity, we again use a uniform time discretization with time step τ > 0, and set
tk = kτ for k = 1, . . . , N where N ∈ N is given and τ = T/N .

For the space discretization, we introduce a family Th (h > 0) of triangulations of Ω,
consisting of open polygonal convex subsets of Ω (the so-called cells) such that Ω = ∪K∈ThK
with maximal diameter h = maxK∈Th diam(K). We assume that the corresponding family
of edges E can be split into internal and external edges E = Eint ∪ Eext with Eint = {σ ∈ E :
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σ ⊂ Ω} and Eext = {σ ∈ E : σ ⊂ ∂Ω}. Each exterior edge is assumed to be an element of
either the Dirichlet or Neumann boundary, i.e. Eext = EDext ∪ ENext.

In the FE setting, the triangulation (Th, E ,N ) is completed by the set of nodes N =
{pj}j∈J . We have to impose the following regularity assumption on the mesh: There exists
a constant γ > 0 such that

ρK ≤ hK ≤ γρK for all K ∈ Th, (3.40)

where ρK is the radius of the incircle and hK is the diameter of K.
We associate with Th the usual conforming finite-element spaces of piecewise linear func-

tions,

S(Th) := {ξ ∈ C(Ω) : ξ|K is linear ∀K ∈ Th} ⊂ H1(Ω), (3.41)

SD(Th) := S(Th) ∩H1
D(Ω).

Let {χj}j∈J be the standard basis functions for S(Th) with χj(pi) = δij for all i, j ∈ J .
We define the nodal interpolation operator Ih : C(Ω) → S(Th) via (Ihξ)(pj) = ξ(pj) for
all j ∈ J . Due to the regularity assumptions on the mesh, Ih has the following important
approximation property (see e.g. [22, Chapter 3]):

lim
h→0
‖φ− Ihφ‖H1(Ω) = 0 for all φ ∈ H2(Ω). (3.42)

3.2.2 Definition of the Scheme

In order to define the scheme we need to approximate the initial and boundary data. We set
w0
i = Ih(log(uIi /u

I
0) +βziΦ

I) and let Φ0 be the standard FE solution of the linear equation
−λ2∆Φ0 =

∑n
i=1 ziu

I
i + f(x). Also, we set wh = Ih(log(ui/u0) + βziΦ) and Φh = Ih(Φ).

The FE scheme is now defined as follows. Given wk−1 ∈ S(Th)n and Φk−1 ∈ S(Th) find
wk − wh ∈ SD(Th)n, Φk − Φh ∈ SD(Th) such that

1

τ

∫
Ω

(
u(wk,Φk)− u(wk−1,Φk−1)

)
· φ dx

+

∫
Ω
∇φ : B(wk,Φk)∇wkdx+ ε

∫
Ω

(wk − wh) · φdx = 0, (3.43)

λ2

∫
Ω
∇Φk · ∇θ dx =

∫
Ω

( n∑
i=1

ziui(w
k,Φk) + f

)
θ dx (3.44)

for all φ ∈ SD(Th)n and θ ∈ SD(Th). The symbol “:” signifies the Frobenius matrix
product; here, the expression reduces to

∇φ : B(wk,Φk)∇wk =

n∑
i=1

Diui(w
k,Φk)u0(wk,Φk)∇φi · ∇wki .

The term involving the parameter ε > 0 is only needed to guarantee the coercivity of (3.43)-
(3.44). Indeed, the diffusion matrix B(wk,Φk) degenerates when wki → −∞, and the
corresponding bilinear form is only positive semidefinite. To emphasize the dependence on
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3.2 Finite-Element Scheme

the mesh and ε, we should rather write w(h,ε,k) instead of wk and similarly for Φk; however,
for the sake of presentation we will mostly omit the additional superscripts. In order
to obtain an approximation in the original variables, we just need to compute u(h,ε,k) =
u(w(h,ε,k),Φ(h,ε,k)) according to (2.4). Setting u(τ)(x, t) = uk(x) for x ∈ Ω, t ∈ ((k−1)τ, kτ ],
k = 1, . . . , N , and u(τ)(·, 0) = Ihu

I as well as similarly for Φ(τ), we obtain piecewise constant
in time functions.

3.2.3 Main Results

The first result concerns the existence of solutions to the nonlinear FE scheme (3.43)-(3.44).

Theorem 3.12 (Existence of solutions and entropy inequality for the FE scheme). Let As-
sumptions (H1’)-(H3’) and (H4”) hold. Then there exists a solution to the FE scheme (3.43)-
(3.44) that satisfies the following discrete entropy inequality:

H(uk) + τ

∫
Ω
∇(wk − wh) : B(wk,Φk)∇wkdx+ ετ‖wk − wh‖2L2(Ω) ≤ H(uk−1), (3.45)

where H(u) is defined in (2.1), and uk = u(wk,Φk), uk−1 = u(wk−1,Φk−1) for k = 1, . . . , n.

Since the scheme is inspired from the approximate problem used in the existence proof for
the continuous equations, we can prove this theorem similarly as Theorem 2.1 in Chapter 2
with a fixed point argument. The main difference is that for Theorem 2.1, a regularization
term of the type ε((−∆)mwk + wk) has been added to achieve via Hm(Ω) ↪→ L∞(Ω)
compactness and L∞ solutions. In the finite-dimensional setting, this embedding is not
necessary but we still need the regularization εwk to conclude coercivity. We conjecture
that this regularization is just technical but currently, we are not able to remove it. Note,
however, that we can use arbitrarily small values of ε in the numerical simulations such
that the additional term does not affect the solution practically.

The most important result of this section is the convergence of the FE solution to a weak
solution of the ion transport model.

Theorem 3.13 (Convergence of the approximate FE solution). Let Assumptions (H1’)-
(H3’) and (H4”) hold and let u(h,ε,τ),Φ(h,ε,τ) be the approximate solution constructed from

the FE scheme (3.43)-(3.44). Set u
(h,ε,τ)
0 = 1−

∑
i u

(h,ε,τ)
i . Then there exist functions u0,

u = (u1, . . . , un), Φ, satisfying u(x, t) ∈ D, u0 = 1−
∑

i ui in Ω, the regularity

u
1/2
0 , u

1/2
0 ui, Φ ∈ L2(0, T ;H1(Ω)), ∂tui ∈ L2(0, T ;H1

D(Ω)′)

for i = 1, . . . , n, such that as (h, ε, τ)→ 0,

(u
(h,ε,τ)
0 )1/2 → u

1/2
0 , (u

(h,ε,τ)
0 )1/2u

(h,ε,τ)
i → u

1/2
0 ui strongly in L2(Ω× (0, T )),

Φ(h,ε,τ) → Φ strongly in L2(Ω× (0, T )),
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3 Discretization of the Model Equations

and u and Φ are a weak solution to (1.6)-(1.10), i.e., for all φ ∈ L2(0, T ;H1
D(Ω)n) and

i = 1, . . . , n,∫ T

0
〈∂tui, φ〉 dt+Di

∫ T

0

∫
Ω
u

1/2
0

(
∇(u

1/2
0 ui)− 3ui∇u1/2

0

)
· ∇φ dx dt

+Di

∫ T

0

∫
Ω
uiu0βzi∇Φ · ∇φ dx dt = 0, (3.46)

λ2

∫ T

0

∫
Ω
∇Φ · ∇φ dx dt =

∫ T

0

∫
Ω

( n∑
i=1

ziui + f

)
φ dx dt, (3.47)

and the boundary and initial conditions are satisfied in a weak sense.

In contrast to the convergence result Theorem 3.6 for the FV scheme, here we do not
need any additional assumptions on the parameters, but obtain convergence for the full ion
transport model. The proof is again similar to the continuous case in Section 2.3 and makes
strong use of the a priori estimates gained from the discrete entropy inequality (3.45) and
the degenerate Aubin–Lions Lemma 5.4 stated in the Appendix.

3.2.4 Existence of Approximate Solutions and Discrete Entropy Inequality

We proof Theorem 3.12. First, we note that the nonlinear Poisson-equation (3.44) with wk

replaced by y + wh with a given function y ∈ SD(Th) has a unique solution Φk satisfying
Φk−Φh ∈ SD(Th), since the function Φ 7→ ui(y,Φ) is bounded. Furthermore, the following
estimate holds for some constant C > 0:

‖Φk‖H1(Ω) ≤ C(1 + ‖Φh‖H1(Ω)). (3.48)

For the existence of solutions to the full scheme we employ Leray–Schauder’s fixed point
theorem for the operator S : SD(Th) × [0, 1] → SD(Th), (y, δ) 7→ v where v is the solution
to the linear problem

a(v, φ) = F (φ) for all φ ∈ SD(Th), (3.49)

where

a(v, φ) =

∫
Ω
∇φ : B(y + wh,Φ

k)∇v dx+ ε

∫
Ω
v · φdx,

F (φ) = − δ
τ

∫
Ω

(
u(y + wh,Φ

k)− u(wk−1,Φk−1)
)
· φdx

− δ
∫

Ω
∇φ : B(y + wh,Φ

k)∇wh dx,

and Φk − Φh ∈ SD(Th) is the unique solution to

λ2

∫
Ω
∇Φk · ∇θdx =

∫
Ω

( n∑
i=1

ziui(y + wh,Φ
k) + f

)
θ dx

for all θ ∈ SD(Th).

52



3.2 Finite-Element Scheme

The bilinear form a and the linear form F are continuous on SD(Th). The equivalence
of all norms on the finite-dimensional space SD(Th) implies the coercivity of a,

a(v, v) ≥ ε‖v‖2L2(Ω) ≥ εC‖v‖
2
H1(Ω).

Therefore, we can conclude with the lemma of Lax–Milgram that the operator S is well-
defined. Furthermore, the unique solution v to the linear problem (3.49) satisfies

εC‖v‖2H1(Ω) ≤ a(v, v) = F (v) ≤ C(τ)‖v‖H1(Ω),

and thus v is bounded independently of y and δ, which of course implies that the fixed points
v = S(v, δ) are uniformly bounded. It is also clear that S(y, 0) = 0 for all y ∈ SD(Th). The
continuity of S follows from standard arguments, and since SD(Th) is finite-dimensional,
S is also compact. From Leray–Schauder’s fixed point theorem it follows that there exists
vk ∈ SD(Th) such that S(vk, 1) = vk, and setting wk = vk + wh we have found a solution
to (3.43)-(3.44).

The discrete entropy inequality (3.45) is proven by using τvk = τ(wk −wh) ∈ SD(Th) as
a test function in (3.43). Just as in the continuous setting, it can be shown by exploiting
the convexity of H that∫

Ω
(uk − uk−1) · (wk − wh) dx ≥ H(uk)−H(uk−1),

which concludes the proof.

3.2.5 Convergence of the Scheme

The next step in the analysis of the FE scheme is to use the entropy dissipation inequal-
ity (3.45) to obtain a priori gradient estimates for the discrete solution. For this purpose,
we transform back to the original variables uk and do similar estimates and calculations as
in the continuous setting, paying attention that our estimates are not only uniform with
respect to ε and τ , but also with respect to the mesh size h.

Lemma 3.14 (A priori estimates for the FE scheme). For the solution to the FE scheme
from Lemma 3.12 the following estimates hold:

‖uki ‖L∞(Ω) + ετ
k∑
j=1

‖wji − wi,h‖
2
L2(Ω) ≤ C, (3.50)

τ

k∑
j=1

(
‖(uj0)1/2‖2H1(Ω) + ‖uj0‖

2
H1(Ω) + ‖(uj0)1/2∇(uji )

1/2‖2L2(Ω)

)
≤ C, (3.51)

for i = 1, . . . , n, where here and in the following, C > 0 is a generic constant independent
of ε, τ and h.

Proof. The proof of this result is done in analogy to the continuous setting. Therefore, we
only write down the main steps, more details can be found in the proof of Lemma 2.6.
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3 Discretization of the Model Equations

It follows immediately from the definition of the entropy variables that 0 ≤ uki ≤ 1 almost
everywhere for i = 0, . . . , n. Using the definition of the entropy variables and some basic
estimates for the integral in (3.45), the recursion in (3.45) can be resolved to

H(uk) + τ
Dmin

4

k∑
j=1

∫
Ω

n∑
i=1

ujiu
j
0

∣∣∣∣∇ log
uji
uj0

∣∣∣∣2dx+ ετ

k∑
j=1

‖wj − wh‖2L2(Ω)

≤ H(u0) + τ
Dmin

2

k∑
j=1

∫
Ω

n∑
i=1

|βzi∇Φj |2dx+ τk
Dmax

2

∫
Ω

n∑
i=1

|∇wi,h|2dx.

The right-hand side is uniformly bounded because of the H1(Ω) estimate (3.48) for the
electric potential, τk ≤ T , and the boundedness of the interpolation operator Ih. The
estimates follow now by inserting

n∑
i=1

ujiu
j
0

∣∣∣∣∇ log
uji
uj0

∣∣∣∣2 = 4uj0

n∑
i=1

|∇(uji )
1/2|2 + |∇uj0|

2 + 4|∇(uj0)1/2|2.

The a priori estimates from the previous lemma allow us to perform the proof of the
convergence Theorem 3.13.

Proof. We will not perform the limit in h, ε and τ simultaneously, but only let let ε, h→ 0
at first, since after performing this limit we will be exactly in the same situation as in step 4
of the existence proof in the continuous case in Section 2.3.

We fix now k ∈ {1, . . . , N}, let u
(ε,h)
i = u

(ε,h,k)
i and Φ(ε,h) = Φ(ε,h,k) be the approximate

solution from Lemma 3.12, and set u
(ε,h)
0 = 1 −

∑n
i=1 u

(ε,h)
i . The a priori estimates from

Lemma 3.14 yield (up to a subsequence) as ε, h→ 0:

u
(ε,h)
i ⇀∗ uki weakly* in L∞(Ω), i = 1, . . . , n, (3.52)

(u
(ε,h)
0 )1/2 ⇀ (uk0)1/2, Φ(ε,h) ⇀ Φk weakly in H1(Ω), (3.53)

u
(ε,h)
0 → uk0, Φ(ε,h) → Φk strongly in L2(Ω), (3.54)

ε(w
(ε,h)
i − wi,h)→ 0 strongly in L2(Ω), i = 1, . . . , n. (3.55)

Combining (3.51) and (3.53), we can show that u
(ε,h)
i (u

(ε,h)
0 )1/2 ⇀ uki (u

k
0)1/2 weakly in

H1(Ω) and thus also strongly in L2(Ω). The same holds for u
(ε,h)
i u

(ε,h)
0 .

Now let φ ∈ (H2(Ω)∩H1
0,D(Ω))n. We cannot use φi directly as a test function in (3.43),

instead we take Ihφ ∈ SD(Th)n. In order to pass to the limit in (3.43), we rewrite∫
Ω
∇(Ihφ) : B(w(ε,h),Φ(ε,h))∇w(ε,h) dx =

∫
Ω

n∑
i=1

Diu
(ε,h)
i u

(ε,h)
0 ∇w(ε,h)

i · ∇(Ihφi) dx

=

∫
Ω

n∑
i=1

Di

(
(u

(ε,h)
0 )1/2∇

(
u

(ε,h)
i (u

(ε,h)
0 )1/2

)
− 3u

(ε,h)
i (u

(ε,h)
0 )1/2∇(u

(ε,h)
0 )1/2

+ βziu
(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h)

)
· ∇(Ihφi) dx. (3.56)
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3.2 Finite-Element Scheme

We estimate each of the above summands separately. For instance,∣∣∣∣∫
Ω
u

(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h) · ∇(Ihφi)dx−

∫
Ω
uki u

k
0∇Φk · ∇φidx

∣∣∣∣
≤
∣∣∣∣∫

Ω
u

(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h) · ∇(Ihφi − φi)dx

∣∣∣∣
+

∣∣∣∣∫
Ω

(u
(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h) − uki uk0∇Φk) · ∇φidx

∣∣∣∣
≤ ‖u(ε,h)

i u
(ε,h)
0 ∇Φ(ε,h)‖L2(Ω)‖∇(Ihφi − φi)‖L2(Ω)

+

∣∣∣∣∫
Ω

(u
(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h) − uki uk0∇Φk) · ∇φidx

∣∣∣∣ .
The convergence results from above imply that

u
(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h) ⇀ uki u

k
0∇Φk weakly in L2(Ω).

Therefore, and because of the approximation property (3.42) of the interpolation operator
Ih, we conclude that∫

Ω
u

(ε,h)
i u

(ε,h)
0 ∇Φ(ε,h) · ∇(Ihφi)dx→

∫
Ω
uki u

k
0∇Φk · ∇φidx.

Analogous results hold for the other summands in (3.56), since we have

(u
(ε,h)
0 )1/2∇

(
u

(ε,h)
i (u

(ε,h)
0 )1/2

)
− 3u

(ε,h)
i (u

(ε,h)
0 )1/2∇

(
(u

(ε,h)
0 )1/2

)
⇀ (uk0)1/2∇

(
uk0(uk0)1/2

)
− 3uki (u

k
0)1/2∇((uk0)1/2) weakly in L2(Ω).

Thus, the limit (ε, h)→ 0 gives

lim
(ε,h)→0

∫
Ω
∇(Ihφ) : B(w(ε,h),Φ(ε,h))∇w(ε,h)dx =

∫
Ω

n∑
i=1

Di

(
(uk0)1/2∇

(
uk0(uk0)1/2

)
− 3uki (u

k
0)1/2∇((uk0)1/2) + βziu

k
i u

k
0∇Φk

)
· ∇φidx.

Furthermore, we deduce that∣∣∣∣ε∫
Ω

(w
(ε,h)
i − wi,h)(Ihφi)dx

∣∣∣∣ ≤ ε‖w(ε,h)
i − wi,h‖L2(Ω)‖Ihφi‖L2(Ω) → 0

due to (3.55) and ‖Ihφi‖L2(Ω) ≤ C.
Then, performing the limit h, ε→ 0 in (3.43)-(3.44) leads to

1

τ

∫
Ω

(uk − uk−1) · φdx+

∫
Ω

n∑
i=1

Di(u
k
0)1/2

(
∇(uki (u

k
0)1/2)− 3uki∇(uk0)1/2

)
· ∇φi dx

+

∫
Ω

n∑
i=1

Diu
k
i u

k
0

(
βzi∇Φk +∇Wi

)
· ∇φi dx = 0,

λ2

∫
Ω
∇Φk · ∇θ dx =

∫
Ω

( n∑
i=1

ziu
k
i + f

)
θ dx,
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3 Discretization of the Model Equations

for all φi, θ ∈ H2(Ω)∩H1
0,D(Ω). A density argument shows that we may take test functions

φi, θ ∈ H1
0,D(Ω). The a priori estimates from Lemma 3.14 remain valid in the weak limit.

Now the limit τ → 0 can be done exactly as in step 4 of the existence proof for the
continuous system of Section 2.3, which concludes the proof.
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4 Numerical Experiments

In this chapter we present two numerical test cases that show how the cross-diffusion
system can be applied to simulate ion transport through channels. First, in Section 4.1
we describe the implementation of both numerical methods. In Section 4.2 we simulate a
calcium-selective ion channel in two space dimensions. For this test case, we investigate the
large-time behavior of the solutions as well as experimental convergence rates and compare
the results obtained with both schemes. In Section 4.3 a bipolar ion channel is simulated,
again in two space dimensions. The cross-diffusion model has not been applied yet to a
test case of this sort, so we focus on the properties of the channel such as rectification of
the ion current.

4.1 Implementation of the Numerical Schemes

The finite-volume scheme (3.7)-(3.8) is implemented using MATLAB, version R2017b. The
nonlinear system defined by the implicit scheme is solved with a full Newton method in
the variables u0, ui, Φ for every time step. Note that the simulations are performed with
the full set of equations (1.6)-(1.7) without the simplifying assumptions (A1)-(A3) made
in section 3.1 for the convergence analysis.

The finite-element discretization defined by equations (3.43)-(3.44) is realized with Python
using the C++ based finite-element library NGSolve/Netgen, see [66, 67]. The nonlinear
equations in every time step are solved using Newton’s method in the variables wi and Φ.
The Jacobi matrix is computed using the NGSolve function AssembleLinearization.

The simulations are done with a fixed time step. The computations stop when a station-
ary state is approximately reached, i.e., when the discrete L2 norm between the solutions
at two consecutive time steps is smaller than 10−6.

We remark that the finite-volume scheme also performs well when we use a simpler semi-
implicit scheme, where we compute u from equation (3.7) with Φ taken from the previous
time step via Newton’s method and subsequently only need to solve a linear equation to
compute the update for the potential. For the finite-element discretization, this approach
is not feasible. Also, the computationally cheaper implementation used recently in [51]
for a similar scheme in one space dimension, where a Newton and Piccard iteration are
combined, did not work well in the 2D test cases presented in the following.

Adding the regularization term that is necessary for the existence analysis of the finite-
element scheme seemed to make no distinguishable difference in the numerical simulations,
therefore it was neglected for the computation of the results presented here.
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4 Numerical Experiments

4.2 Test Case 1: Calcium-Selective Ion Channel

Our first test case models the basic features of an L-type calcium channel (the letter L
stands for “long-lasting”, referring to the length of activation). This type of channel is
of great biological importance, as it is present in the cardiac muscle and responsible for
coordinating the contractions of the heart [18]. The selectivity for calcium in this channel
protein is caused by the so-called EEEE-locus made up of four glutamate residues. We
follow the modeling approach of [59], where the glutamate side chains are each treated as
two half charged oxygen ions, accounting for a total of eight O1/2− ions confined to the
channel. In contrast to [59], where the oxygen ions are described by hard spheres that are
free to move inside the channel region, we make a further reduction and simply consider a
constant density of oxygen in the channel that decreases linearly to zero in the baths:

uox(x, y) = uox,max ×


1 for 0.45 ≤ x ≤ 0.55,

10 (x− 0.35) for 0.35 ≤ x ≤ 0.45,

10 (0.65− x) for 0.55 ≤ x ≤ 0.65,

0 else,

where the scaled maximal oxygen concentration equals uox,max = (NA/ũ) ·52 mol/L, where
NA ≈ 6.022 · 1023 mol−1 is the Avogadro constant and ũ = 3.7037 · 1025L−1 the typical
concentration (taken from [16, Table 1]). In addition to the immobile oxygen ions, we con-
sider three different species of ions whose concentration evolves according to the continuity
equations (1.6): calcium (Ca2+, u1), sodium (Na+, u2), and chloride (Cl−, u3). We assume
that the oxygen ions not only contribute to the permanent charge density f = −uox/2
in the Poisson equation (1.7), but also take up space in the channel, so that we have
u0 = 1−

∑3
i=1 ui − uox for the solvent concentration.

As a simulation domain we take a simple geometric setup resembling the form of a
channel, see Figure 4.1. The boundary conditions are as described in the introduction,
with constant values for the ion concentrations and the electric potential in the baths.
The physical parameters used in our simulations are taken from [16, Table 1 and Section
5.1] and are summarized in Table 4.2. The simulations are done with a constant time
step size τ = 2e − 04. The initial concentrations are simply taken as linear functions
connecting the boundary values. An admissible mesh consisting of 74 triangles was created
with MATLAB’s initmesh command, which produces Delauney triangulations. Four finer
meshes were obtained by regular refinement, dividing each triangle into four triangles of
the same shape.

We remark that the same test case was already used in [17] to illustrate the efficiency
of the finite-volume approximation. Furthermore, numerical simulations for a 1D approxi-
mation of the calcium channel can be found in [16] for stationary solutions and in [40] for
transient solutions.

Figures 4.2 and 4.3 present the (scaled) solution to the ion transport model in the original
variables u and Φ at two different times; the first one after only 600 time steps and the
second one after 6000 time steps. The results are computed on the finest mesh with 18,944
elements with the finite-volume scheme. The stationary state is approximately reached after
7586 time steps, which corresponds to approximately 48 nanoseconds. The profiles depicted
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4.2 Test Case 1: Calcium-Selective Ion Channel

ΓD

ΓN

ΓD

ΓN

Figure 4.1: Schematic picture of the 2D domain Ω used for the simulations. Dirich-
let boundary conditions are prescribed on ΓD (blue), homogeneous Neumann
boundary conditions on ΓN (black). The red color represents the density of
confined O1/2− ions. In scaled quantities, the domain’s length equals 1 and its
height equals 0.96. The channel’s length equals 0.2 and its height 0.16.

Meaning Value Unit

Diffusion coefficient D1 1
Diffusion coefficient D2 1.6835
Diffusion coefficient D3 2.5696
Effective permittivity λ2 4.6793e-4
Effective mobility β 3.8682
Bath concentration u1 left/right 8.1299e-05/0.0016
Bath concentration u2 left/right 0.0016/0.0016
Bath concentration u3 left/right 0.0016/0.0049

Applied voltage Φ left/right -0.5/0

Typical length L̃ 5e-9 m
Typical concentration ũ 3.7037e+28 m−3

Typical voltage Φ̃ 0.1 V

Typical diffusion D̃ 7.9000e-10 m2s−1

Boltzmann constant kB 1.3807e-23 JK−1

Temperature θ 300 K
Avogadros constant NA 6.0221e+23 mol−1

Vacuum permittivity ε0 8.8542e-12 Fm−1

Relative permittivity εr 78.4
Elementary charge e 1.6022e-19 C

Table 4.1: Dimensionless parameters used for the simulation of the calcium-selective ion
channel and values used for the scaling (1.4).
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in Figure 4.3 are already very close to the stationary state and correspond qualitatively well
to the one-dimensional stationary profiles presented in [16]. We observe that during the
evolution, sodium inside the channel is replaced by the stronger positively charged calcium
ions. For higher initial calcium concentrations, the calcium selectivity of the channel acts
immediately.

Figure 4.2: Solution after 600 time steps computed from the finite-volume scheme.

For a comparison with the finite-element solution, Figure 4.4 shows the concentration
profiles and electric potential as computed with the finite-element scheme in the upper
panel. In the lower panel, the difference between the finite-volume and finite-element
solutions is plotted. We have omitted the plots for the third ion species (Cl−), since it
vanishes almost immediately from the channel due to its negative charge. While absolute
differences are relatively small, we can still observe that the electric potential in the finite-
element case is always higher compared to the finite-volume solution, while the peaks of the
concentration profiles are more distinctive for the finite-element than for the finite-volume
solution.

In order to compare the two numerical methods, we test the convergence of the schemes
with respect to the mesh diameter. Since an exact solution to our problem is not available,
we compute a reference solution both with the finite-volume and the finite-element scheme
on a very fine mesh with 18,944 elements and maximal cell diameter h ≈ 0.01. The
differences between these reference solutions in the discrete L1 and L∞ norms are given in
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4.2 Test Case 1: Calcium-Selective Ion Channel

Figure 4.3: Solution after 6000 time steps (close to equilibrium) computed from the finite-
volume scheme.

Table 4.2 for the various unknowns. Since the finite-element and finite-volume solutions
are found in different function spaces, one has to be careful how to compare them. The
values in Table 4.2 are obtained by projecting the finite-element solution onto the finite-
volume space of functions that are constant on each cell in NGSolve, thereby introducing an
additional error. However, the difference between the reference solutions is still reasonably
small, especially when the simulations are already close to the equilibrium state.

To avoid the interpolation error in the convergence plots, we compare the approximate
finite-element or finite-volume solutions on coarser nested meshes with the reference solu-
tions computed with the corresponding method. In Figure 4.5, the errors in the discrete
L1 norm between the reference solution and the solutions on the coarser meshes at the two
fixed time steps k = 600 and k = 6000 are plotted. For the finite-volume approximation, we
clearly observe the expected first-order convergence in space, whereas for the finite-element
method, the error decreases, again as expected, with h2. These results serve as a validation
for the theoretical convergence result proven for the finite-element scheme and show the
efficiency of the finite-volume method even in the general case of ion transport, which is
not covered by the convergence Theorem 3.13.

In Table 4.3, the average time needed to compute one time step with the finite-element
or finite-volume scheme for the five nested meshes is given. Clearly, the finite-volume
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4 Numerical Experiments

Figure 4.4: Solution after 6000 time steps (close to equilibrium) computed from the finite-
element scheme (top) and difference between the finite-volume (FV) and finite-
element (FE) solutions (bottom).

u1 u2 u3 u0 Φ

L∞ norm, k = 600 2.2405e-02 2.0052e-02 1.0319e-04 1.6695e-02 1.0600e-01
L1 norm, k = 600 2.2642e-04 3.0275e-04 1.3776e-05 2.5983e-04 5.1029e-03
L∞ norm, k = 6000 1.0036e-02 2.3619e-03 1.3677e-04 9.1095e-03 9.5080e-02
L1 norm, k = 6000 1.4161e-04 7.0981e-05 1.5498e-05 1.5615e-04 4.6543e-03

Table 4.2: Difference between the finite-volume and finite-element reference solutions after
600 and after 6000 time steps.

scheme is much faster than the finite-element method. This is mostly due to the compu-
tationally expensive assembly of the finite-element matrices. In Figure 4.2, the difference
in computational efficiency between the schemes is illustrated by plotting the relative error
with respect to the reference solution for the solutions on the four coarser meshes over the
average time needed to compute one time step. Even though the finite-element scheme
converges with a higher rate, the finite-volume algorithm will reach a given error tolerance
faster.

The simulations suggest that the solution tends towards a steady state as t → ∞. The
large-time behavior can be quantified by computing the relative entropy with respect to
the steady state (u∞i ,Φ

∞), which is obtained from the corresponding discretizations of
the stationary equations with the same parameters and boundary data. In case of the
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0.05 0.1 0.15
10

-5

10
-4

10
-3

10
-2

L
1

-error u
1

2

1

0.05 0.1 0.15
10

-5

10
-4

10
-3

10
-2

L
1

-error u
2

2

1

0.05 0.1 0.15
10

-6

10
-5

10
-4

10
-3

2

1

L
1

-error u
3

0.05 0.1 0.15
10

-4

10
-3

10
-2

10
-1

L
1

-error 

2

1

k=600 FV

k=6000 FV

k=600 FE

k=6000 FE

Figure 4.5: L1-error relative to the reference solution after 600 (black) and after 6000 time
steps (red) plotted over the mesh size h. Dashed lines are used for the FE
solution, full lines for the FV solution.

finite-volume scheme, the relative entropy is computed for each time step as

Hk =
∑
K∈T

m(K)
n∑
i=0

uki,K log

(
uki,K
u∞i,K

)
+
λ2

2

∑
σ∈E

τσDK,σ(Φk − Φ∞)2.

For the finite-element scheme we use the definition (2.1) of the relative entropy with the
boundary data replaced by the steady state. The integrals are computed numerically in
NGSolve.

Figure 4.7 shows the relative entropy and the L1 error compared to the equilibrium
state for the finite-element and finite-volume solutions on different meshes. Whereas for
the coarsest mesh the convergence rates differ notably, we can observe a similar behavior
when the mesh is reasonably fine. We note in any case that the relative entropy as well as
the discrete L1 norms of the concentrations and electric potential decay with exponential

63



4 Numerical Experiments

T1 T2 T3 T4 T5

FE 2.4065e-01 7.9982e-01 2.1125e+00 4.9844e+00 17.7788e+00
FV 6.7707e-03 2.2042e-02 3.0532e-01 1.7660e+00 2.2418e+00

Table 4.3: Average time needed to compute one time step (in seconds). FE = finite-element
scheme, FV = finite-volume scheme.
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Figure 4.6: Sum of L1-errors of u and Φ relative to the reference solution after 600 (black)
and after 6000 time steps (red) plotted over the average time needed to compute
one time step for the meshes T1-T4. Dashed lines are used for the FE solution,
full lines for the FV solution.

rate. Interestingly, after some initial phase, the convergence is rather slow and increases
after this intermediate phase. This phase can be explained by the degeneracy at u0 = 0,
which causes a small entropy production slowing down diffusion. Indeed, a small change in
the oxygen concentration may prolong the intermediate phase of slow convergence drasti-
cally. Figure 4.8 depicts the relative entropy and L1 error computed with the finite-volume
method and a piecewise constant scaled oxygen concentration

uox(x, y) =

{
0.79 for 0.35 ≤ x ≤ 0.65,

0 else.
(4.1)

Compared to Figure 4.7, we observe that the solution needs nearly twice the amount of
time to converge to the steady state since there is a long phase of small entropy production.

In Figure 4.9, we investigate the convergence of the relative entropy with respect to the
mesh size. As before, we observe second-order convergence for the finite-element scheme
and a first-order rate for the finite-volume method.
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4.3 Test Case 2: Bipolar Ion Channel

The second example models a pore with asymmetric charge distribution, which occurs
naturally in biological ion channels but also in synthetic nanopores. Asymmetric pores
typically rectify the ion current, meaning that the current measured for applied voltages
of positive sign is higher than the current for the same absolute value of voltage with
negative sign. The setup is similar to that of an N-P semiconductor diode. The N-region
is characterized by the fixed positive charge. The anions are the counter-ions and thus the
majority charge carriers, while the cations are the co-ions and minority charge carriers. In
the P-region, the situation is exactly the other way around. In the on-state, the current
is conducted by the majority carriers, whereas in the off-state, the minority carriers are
responsible for the current, which leads to the rectification behavior.

Often, bipolar ion channels are modeled with asymmetric surface charge distributions
on the channel walls. However, to fit these channels into the framework of our model,
we follow the approach described in [43]. Similar to the first test case, we assume that
there are eight confined molecules inside the channel, but this time four molecules are
positively charged (+0.5e) and the other four molecules are negatively charged (−0.5e).
The simulation domain Ω ⊂ R2 is depicted in Figure 4.10. The shape of the domain and
the parameters used for the simulations are taken from [43] and are summarized in Table 4.4.
The mesh (made up of 2080 triangles) was created with NGSolve/Netgen. We consider two
mobile species of ions, one cation (Na+, u1) and one anion (Cl−, u2). The confined ions
are modeled as eight fixed circles of radius 1.4, where the concentration c ≡ cmax is such
that the portion of the channel occupied by these ions is the same as in the simulations
in [43]. The solvent concentration then becomes u0 = 1− u1 − u2 − c.
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Figure 4.10: Simulation domain with triangulation for the bipolar ion channel. The blue
circles represent positively charged confined ions, the red circles negatively
charged ions. The black (blue) part of the boundary is equipped with Neumann
(Dirichlet) boundary conditions.

By changing the boundary value Φright for the potential Φ on the right part of the
Dirichlet boundary (on the left side, it is fixed to zero), we can apply an electric field in
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Meaning Value Unit

Diffusion coefficients D1, D2 1
Effective permittivity λ2 1.1713
Effective mobility β 3.8922
Bath concentrations u1, u2 0.0016
Confined ion concentration cmax 0.2971

Typical length L̃ 1e-10 m
Typical concentration ũ 3.7037e+28 Nm−3

Typical voltage Φ̃ 0.1 V

Typical diffusion D̃ 1.3340e-9 m2s−1

Table 4.4: Dimensionless parameters used for the simulation of the bipolar ion channel and
values used for the scaling.

forward bias (on-state, Φright = 1) or reverse bias (off-state, Φright = −1). Figures 4.11
and 4.12 show the stationary state computed with the finite-element method in the on- and
off-state, respectively. Evidently, the ion concentrations in the on-state are much higher
than in the off-state. In comparison with the results from [43], where the Poisson–Nernst–
Planck equations with linear diffusion (referred to as the linear PNP model) were combined
with Local Equilibrium Monte–Carlo simulations, we find that with the Poisson–Nernst–
Planck equations with cross-diffusion (referred to as the nonlinear PNP model), even in the
off-state, the charged ions in the channel attract an amount of ions higher than the bath
concentrations.

We remark that the finite-volume scheme produces very similar concentration and po-
tential profiles, therefore the pictures are omitted here. Simulations of the time-dependent
equations show, as in the previous section, that the solution tends to the stationary state
as t→∞. We could also observe the exponential decay of the relative entropy and the L1

distance to the steady state.

From a modeling point of view, it is an important question whether the nonlinear PNP
model reproduces the rectification mechanism described above. For this purpose, we need
to calculate the electric current I flowing through the pore, given by

I = −
∑
i

zi

∫
A
Fi · νds, (4.2)

where A is the cross-section of the pore and ν the unit normal to A. In the finite-element
setting, we can use the representation of the fluxes in entropy variables,

Fi = Diui(w,Φ)u0(w,Φ)∇wi,

and compute the integrals in (4.2) using a quadrature formula along the line x = 10.
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Figure 4.11: Stationary solution in the on-state (channel region).

Figure 4.13 shows the current-voltage curves obtained with the finite-element solutions.
In addition, the rectification is depicted, which is calculated for voltages U ≥ 0 according
to

r(U) =

∣∣∣∣ I(U)

I(−U)

∣∣∣∣.
We also compute the current-voltage curve for the linear PNP model, which is obtained
from the model equations by setting u0 ≡ 1, such that

∂tui = div
(
Di∇ui +Diβziui∇Φ

)
.

We expect from the simulations done in [16] for the calcium channel that the current of the
nonlinear PNP model is lower than that one from the linear PNP model. This expectation
is confirmed also in this case. As Figure 4.13 shows, the rectification is stronger in the
nonlinear PNP model. The difference between the two models is even more pronounced
when we increase the concentration of the confined ions to cmax = 0.7. In that case, the
channel gets more crowded and size exclusion has a bigger effect. We observe a significantly
lower current and higher rectification for the nonlinear PNP model.
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Figure 4.12: Stationary solution in the off-state (channel region).
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Figure 4.13: Current-voltage curves and rectification for the finite-element solution. First
row: The parameters are as in Table 4.4; second row: with cmax = 0.7.
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Discussion

In this work, we have investigated a degenerate parabolic cross-diffusion model describing
ion transport through channels, both from an analytic and numerical point of view. Re-
garding the existence analysis, we have closed a gap in the existing literature by proving the
global-in-time existence of weak solutions to the full model. For this purpose, we have ex-
tended the boundedness-by-entropy method to mixed inhomogeneous boundary conditions
and the drift term including the electric potential that is coupled via a Poisson equation.
Furthermore, we have applied the method of Gajewski to conclude the uniqueness of weak
solutions in the case that the ion species are indistinguishable.

Concerning the numerical approximation of the cross-diffusion system, we have presented
two new schemes. Both rely on an implicit Euler discretization for the time derivative, but
differ with respect to the spatial discretization. The first scheme is based on a finite-volume
method, the second one on a finite-element method. In the following, we summarize the
differences between both approaches from a theoretical viewpoint and our findings from
the numerical experiments.

• Structure of the scheme: The finite-element scheme strongly relies on the entropy
structure of the system and is formulated in the entropy variables. From a thermody-
namic viewpoint, the entropy variables are related to the chemical potentials, which
gives a clear connection to nonequilibrium thermodynamics. On the other hand, the
finite-volume scheme exploits the drift-diffusion structure that the system displays in
the original variables.

• L∞ bounds: Due to the formulation in entropy variables, the L∞ bounds for the
finite-element solutions follow immediately from (2.4) without the use of a maximum
principle. In other words, the lower and upper bounds are inherent in the entropy for-
mulation. In the case of the finite-volume scheme, we can apply a discrete maximum
principle, but only under the (restrictive) assumption that the diffusion coefficients
Di are the same.

• Convergence analysis: The entropy structure used in the finite-element scheme
allows us to use the same mathematical techniques for the convergence proof as for
the continuous system, but a regularizing term has to be added to ensure the existence
of discrete solutions. The convergence for the finite-volume solution requires more
restrictive assumptions. As stated above, equal diffusion constants are necessary for
proving the L∞ bounds and the existence of solutions. In addition, we can only
obtain the entropy inequality and gradient estimates for vanishing potentials.
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• Initial data: Since the initial concentrations have to be transformed to entropy
variables via (2.3), the finite-element scheme can only be applied for initial data
strictly greater than zero. The finite-volume scheme, on the other hand, can handle
exactly vanishing initial concentrations.

• Experimental convergence rate: In the numerical experiments, both schemes
exhibit the expected order of convergence with respect to mesh size (even if we cannot
prove any rates analytically): first-order convergence for the finite-volume scheme and
second-order convergence for the finite-element scheme.

• Performance: The numerical experiments done for this work suggest that the finite-
element algorithm needs smaller time steps for the Newton iterations to converge than
for the finite-volume scheme, especially when the solvent concentration is close to zero.
Furthermore, the assembly of the finite-element matrices is computationally quite
expensive resulting in longer running times compared to the finite-volume scheme.

• Mesh requirements: A finite-volume mesh needs to satisfy the admissibility con-
dition. This might be a disadvantage for simulations in three space dimensions.

In short, the finite-element scheme allows for structure-preserving properties under nat-
ural assumptions, while the finite-volume scheme can be analyzed only under restrictive
conditions. On the other hand, the finite-volume scheme allows for vanishing initial con-
centrations and faster algorithms compared to the finite-element scheme due to the highly
nonlinear structure of the latter formulation.

We remark that we have extended the method of Gajewski to prove uniqueness in the
finite-volume setting and have proved a new Aubin–Lions lemma of degenerate type, also
for this fully discrete setting.

Outlook

We conclude this thesis by stating some open problems connected to this work that could
be an inspiration for future research.

Modeling: One big limitation of the ion transport model used in this thesis is that
the sizes of all ions are assumed to be equal. Therefore, the model is not able to capture
selectivity phenomena that occur due to different ion sizes. The selectivity effects observed
in the numerical simulations of the calcium channel are caused only by the different charges
of the ions. In [65], a modification of the model that includes different ion sizes is described.
The ions are assumed to be spheres of different radii. This leads to additional mathematical
difficulties, since for example the explicit inversion of the relation between entropy variables
and ion concentrations is lost. However, it is demonstrated that the model still possesses
an entropy functional and a formal gradient flow structure, and that the inverse though
not explicit still exists. This suggests that the boundedness-by-entropy method could still
be applied in this case.

For an even more realistic description of ion channels, the coupling to other equations
could be considered. For example, a thermodynamically consistent system of equations as
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described in [27] could be used. Since the model used here only describes flow through an
open channel, a coupling to equations that model the gating behavior of the channel might
be of interest. These modifications however seem to increase the mathematical difficulty of
the problem significantly.

Analysis: The longtime behavior of the ion transport system remains an important open
question. As already mentioned in [16], if the boundary data is in equilibrium, meaning that
∇wi ≡ 0, or equivalently wi ≡ ki with ki ∈ R, then there is a unique positive equilibrium
state (u∞,Φ∞) determined by the Fermi-Dirac statistics

u∞i =
exp(ki − βziΦ∞ −Wi)

1 +
∑

j exp(kj − βzjΦ∞ −Wj)
,

where Φ∞ is the unique solution of the modified Poisson–Boltzmann equation

−λ2∆Φ∞ =
n∑
i=1

zi exp(ki − βziΦ∞ −Wi)

1 +
∑

j exp(kj − βzjΦ∞ −Wj)
+ f.

The usual strategy for proving convergence of the solution to the equilibrium is to consider
a relative entropy with respect to the equilibrium state (as in (2.1) but with the boundary
data replaced by the equilibrium). Then, one tries to show that the relative entropy tends
to zero as t → ∞. If now the difference between solution and equilibrium in a suitable
norm can be bounded by the entropy, convergence can be concluded.

This strategy has been successfully applied to prove convergence to the equilibrium for
the classic PNP model or drift-diffusion system, see for example [48]. For the modified PNP
system considered in this thesis, there are only results for considerably reduced versions
of the model. In [15], the strong L1-convergence of the solution to equilibrium is proven,
but under the condition that there is no electric potential and homogeneous Neumann
boundary conditions only. In this special case, the unique equilibrium state is constant.
This result, as it seems, cannot easily be extended to the full ion transport model.

As discussed in chapter 2, the time-discrete solution (u
(τ)
i ) may not converge strongly,

so that we are not able to pass to the limit τ → 0 in the discrete entropy inequality (2.13).
Consequently, we cannot prove that the relative entropy is decreasing along the solution
and thus cannot use the strategy explained before. Even if we assume u0 to be bounded
from below uniformly by a positive constant which implies gradient estimates for ui, there
are still difficulties with the coupled potential. Therefore, the asymptotic analysis of the
system seems for the moment out of reach. Nevertheless, the numerical simulations suggest
interesting phenomena connected to the degeneracy of the diffusion matrix (see Figure 4.8)
that call for the development of new techniques.

Numerics: In case of the finite-volume method, of course it would be desirable to find a
modification of the scheme such that the analysis can be generalized to arbitrary diffusion
coefficients and the coupled potential, which at the moment is not available to us.

For the finite-element scheme, the analysis is already done here for the full model. The
main issue that remains is the need for the additional regularizing term. There might
be a way to avoid this regularization based on the ideas of [61]. In this paper, a control
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volume finite-element scheme for a degenerate nonlinear parabolic equation is proposed
that converges without adding regularization. It could be interesting to try whether the
technique used in this paper can be applied to the finite-element method proposed in this
thesis.

A prospect for future research is to see whether the discretization methods presented here
can be applied to similar PDE systems. In the recent preprint [28] an abstract approach
for structure preserving schemes for dissipative problems is proposed, however without
considering the questions of existence of solutions or convergence, so there is still a lot of
work to be done towards a general discretization approach for such problems.

A further open question is whether it is possible to analytically prove the experimental
convergence rates that were observed in the numerical experiments (see Figure 4.5).
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Appendix A
Computation of the Entropy Variables

The first part of the Appendix is devoted to a (formal) computation of the entropy variables
defined in (2.3).

Lemma 5.1. Let

h(u) =
n∑
i=0

∫ ui

ui

log
s

ui
ds+

βλ2

2
|∇(Φ− Φ)|2 +

n∑
i=1

uiWi.

Then
∂h

∂ui
= log

ui
u0
− log

ui
u0

+ βzi(Φ− Φ) +Wi, i = 1, . . . , n.

Proof. It is clear that

∂

∂ui

( n∑
i=0

∫ ui

ui

log
s

ui
ds+

n∑
i=1

uiWi

)
= log

ui
ui
− log

u0

u0
+Wi.

Set Hel(u) = (βλ2/2)
∫

Ω |∇Ψ[u]|2dx, where Ψ[u] = Φ−Φ. Recall that Φ solves −λ2∆Φ = f
in Ω, ∇Φ · ν = 0 on ΓN . Then Ψ[u] satisfies −λ2∆Ψ[u] =

∑n
i=1 ziui in Ω together with

homogeneous mixed boundary conditions and, by the Poisson equation (1.7),

Hel(u) = −βλ
2

2

∫
Ω

∆Ψ[u]Ψ[u]dx =
β

2

∫
Ω

n∑
i=1

ziuiΨ[u]dx.

Set hel(u) = (β/2)
∑n

i=1 ziuiΨ[u]. It remains to show that ∂hel/∂ui = βziΨ[u]. For this,
we observe that for any (smooth) functions u = (ui), v = (vi),

∫
Ω

n∑
i=1

ziuiΨ[v]dx = −λ2

∫
Ω

∆Ψ[u]Ψ[v]dx = λ2

∫
Ω
∇Ψ[u] · ∇Ψ[v]dx

=

∫
Ω

n∑
i=1

ziviΨ[u]dx. (5.1)

Let ei be the ith unit vector in Rn and w be a smooth scalar function. Then, using the
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linearity of u 7→ Ψ[u] and (5.1),

lim
ε→0

1

ε

∫
Ω

(
hel(u+ εeiw)− hel(u)− εβziwΨ[u]

)
dx

=
β

2

∫
Ω

( n∑
j=1

zjδijwΨ[u] +
n∑
j=1

zjujΨ[eiw]− 2ziwΨ[u]

)

=
β

2

∫
Ω

(
ziwΨ[u] +

n∑
j=1

zjδijwΨ[u]− 2ziwΨ[u]

)
dx = 0,

which shows the claim.

78



Appendix B
Some Compactness Results

In this part of the Appendix we summarize some non-standard compactness results that
are used throughout this thesis. All of these theorems are generalizations of the Aubin–
Lions lemma, that gives a criterion for compactness in Banach-space-valued Lp spaces for
functions whose weak derivative is again in some Banach-space-valued Lq space. A basic
version of the lemma is formulated as follows.

Theorem 5.2 (Aubin–Lions Lemma). Let X, B and Y be Banach spaces with X ⊂ B ⊂ Y
and assume that X ↪→ B is compact and B ↪→ Y is continuous. Let 1 < p <∞, 1 < q <∞,
and let X, Y be reflexive. Define the space

W = {u ∈ Lp(0, T ;X) : u′ ∈ Lq(0, T ;Y )}.

Then the inclusion W ↪→ Lp(0, T ;B) is compact.

A proof of this statement can be found for example in [70, Proposition 1.3].

Semi-discrete Setting

We cite here two Aubin–Lions type lemmas that are formulated for the semi-discrete setting
of the existence proof in Section 2.3. Recall that we consider functions u(τ)(x, t) that are
piecewise constant in time for a uniform partition of the time interval (0, T ) with step size τ ,
meaning that u(τ)(x, t) = uk(x) for x ∈ Ω and t ∈ ((k − 1)τ, kτ ]. The shift operator στ is
defined as (στu

(τ))(·, t) = uk−1 for t ∈ ((k − 1)τ, kτ ].

The first result is formulated and proven in [26, Theorem 1].

Theorem 5.3. Let X, B and Y be Banach spaces with X ⊂ B ⊂ Y and assume that
X ↪→ B is compact and B ↪→ Y is continuous. Let 1 ≤ p <∞ and let (u(τ)) be a family of
piecewise constant in time functions that satisfy

τ−1‖u(τ) − στu(τ)‖L1(τ,T ;Y ) + ‖u(τ)‖Lp(0,T ;X) ≤ C for all τ > 0,

where C > 0 is a constant independent of τ . Then (u(τ)) is relatively compact in Lp(0, T ;B).

The second result is designed especially for situations where only degenerate estimates
for the gradient of a function are available. A proof can be found in [49, Lemma 13].

Theorem 5.4. Let (y(τ)) and (z(τ)) be families of piecewise constant in time functions that
are bounded in L∞(0, T ;L∞(Ω)). Assume that (up to non-relabeled subsequences) yτ → y
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strongly in L2(0, T ;L2(Ω)) and zτ ⇀
∗ z weakly∗ in L∞(0, T ;L∞(Ω)) as τ → 0. Assume

further that

‖y(τ)z(τ)‖L2(0,T ;H1(Ω)) + ‖y(τ)‖L2(0,T ;H1(Ω)) ≤ C,

τ−1‖z(τ) − στz(τ)‖L2(τ,T ;(H1(Ω))′) ≤ C, for all τ > 0,

where C > 0 is a constant independent of τ . Then there exists a subsequence such that
y(τ)z(τ) → yz strongly in Lp(0, T ;Lp(Ω)) for all p <∞.

Note that if we assume in the previous result that y(τ) is bounded from below by a positive
constant, Theorem 5.4 would immediately follow from Theorem 5.3 since this would imply
that z(τ) is bounded uniformly in L2(0, T ;H1(Ω)). The strength of Theorem 5.4 lies in
the fact that we obtain compactness even though we do not assume to have this gradient
estimate for z(τ).

Fully Discrete Setting

We prove two versions of discrete Aubin–Lions lemmas for the setting of the finite-volume
scheme as defined in Section 3.1. The first one is a consequence of [39, Theorem 3.4], the
second one extends Theorem 5.4 to the fully discrete case. The latter result is new. Recall
that ΩT = Ω× (0, T ), ∇m = ∇Tm,4tm is the discrete gradient defined in (3.31), and ∂4tt is
the discrete time derivative defined in (3.28).

Lemma 5.5 (Discrete Aubin–Lions). Let ‖ · ‖1,Tm be the norm on HTm defined in (3.3)
with the dual norm ‖ · ‖−1,Tm given by (3.4), and let (um) ⊂ HTm,4tm be a sequence of
piecewise constants in time functions with values in HTm satisfying

Nm∑
k=1

4t
(
‖ukm‖21,Tm + ‖∂4tmt ukm‖2−1,Tm

)
≤ C,

where C > 0 is independent of the size of the mesh and the time step size. Then there
exists a subsequence, which is not relabeled, such that, as m→∞,

um → u strongly in L2(ΩT ),

∇mum ⇀ ∇u weakly in L2(ΩT ).

Proof. The result is a consequence of Theorem 3.4 in [39]. To apply this theorem, we have
to show that the discrete norms ‖·‖1,Tm and ‖·‖−1,Tm satisfy the assumptions of Lemma 3.1
in [39]:

1. For any sequence (vm) ⊂ HTm such that there exists C > 0 with ‖vm‖1,Tm ≤ C for
all m ∈ N, there exists v ∈ L2(Ω) such that, up to a subsequence, vm → v in L2(Ω).

2. If vm → v strongly in L2(Ω) and ‖vm‖−1,Tm → 0 as m→∞, then v = 0.

The first property is proved in, for instance, [34, Lemma 5.6]. Here, we need assump-
tion (3.2) on the mesh. The second property can be replaced, according to [39, Remark 6],
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by the condition that ‖ · ‖1,Tm and ‖ · ‖−1,Tm are dual norms with respect to the L2(Ω)
norm, which is the case here. We infer that there exists a subsequence of (um), which is
not relabeled, such that um → u strongly in L2(ΩT ). The weak convergence of the discrete
gradients can be proved as in Lemma 4.4 in [20]. Indeed, the boundedness of (∇mum) in
L2 implies the convergence to some function χ ∈ L2(ΩT ) (up to a subsequence). In order
to show that χ = ∇u, it remains to verify that for all test functions φ ∈ C∞0 (ΩT ;Rd),∫ T

0

∫
Ω
∇mum · φdxdt+

∫ T

0

∫
Ω
um div φdxdt→ 0 as m→∞.

This limit follows from the definition of ∇mum and the regularity of the mesh. We refer to
[20, Lemma 4.4] for details.

Lemma 5.6 (Discrete Aubin–Lions of “degenerate” type). Let (ym) and (zm) be sequences
in HTm,4tm which are bounded in L∞(ΩT ) and let (ym) be relatively compact in L2(ΩT ),
i.e., up to a subsequence, ym → y strongly in L2(ΩT ) and zm ⇀∗ z weakly* in L∞(ΩT ).
Furthermore, suppose that, for some constant C > 0 independent of m,

Nm∑
k=1

4tm
(
‖ykm‖21,Tm + ‖ykmzkm‖21,Tm + ‖∂4tmt zkm‖2−1,Tm

)
≤ C.

Then there exists a subsequence which is not relabeled such that ymzm → yz strongly in
L2(ΩT ) as m→∞.

Proof. The idea of the proof is to use the Kolmogorov–Riesz theorem [12, Theorem 4.26] as
in the continuous case; see [15, Section 4.4] or [49, Lemma 13]. The discrete case, however,
makes necessary some changes in the calculations. We need to show that

lim
(ξ,τ)→0

∫ T−τ

0

∫
ω

(
(ymzm)(x+ ξ, t+ τ)− (ymzm)(x, t)

)2
dxdt = 0 (5.2)

uniformly in m, where ω ⊂ Ω satisfies x+ ξ ∈ Ω for all x ∈ ω. First, we separate the space
and time translation:∫ T−τ

0

∫
ω

(
(ymzm)(x+ ξ, t+ τ)− (ymzm)(x, t)

)2
dxdt

≤ 2

∫ T−τ

0

∫
ω

(
(ymzm)(x+ ξ, t+ τ)− (ymzm)(x, t+ τ)

)2
dxdt

+ 2

∫ T−τ

0

∫
ω

(
(ymzm)(x, t+ τ)− (ymzm)(x, t)

)2
dxdt =: I1 + I2.

For the estimate of I1, we apply a result for space translations of piecewise constant func-
tions v with uniform bounds in the discrete H1(Ω) norm, namely

‖v(·+ ξ)− v‖2L2(Ω) ≤ |ξ|
(
|ξ|+ Ch(T )

)
‖v‖21,T

for appropriate ξ, where C > 0 only depends on Ω [32, Lemma 4]. This shows that

I1 ≤ C1|ξ|
(
|ξ|+ Ch(Tm)

)
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converges to zero as ξ → 0 uniformly in m.

For the second integral I2, we write

I2 ≤ 4

∫ T−τ

0

∫
ω
zm(x, t+ τ)2

(
ym(x, t+ τ)− ym(x, t)

)2
dxdt

+ 4

∫ T−τ

0

∫
ω
ym(x, t)2

(
zm(x, t+ τ)− zm(x, t)

)2
dxdt =: I21 + I22.

The L∞ bounds on zm give

I21 ≤ C
∫ T−τ

0

∫
ω

(
ym(x, t+ τ)− ym(x, t)

)2
dxdt.

By assumption, the sequence (ym) is relatively compact in L2(ΩT ). Therefore, we can
apply the inverse of the Kolmogorov–Riesz theorem [12, Exercise 4.34] to conclude that I21

converges to zero as τ → 0 uniformly in m.

The analysis of I22 is more involved. We split the integral in several parts:

I22 =

∫ T−τ

0

∫
ω
ym(x, t)2zm(x, t)

(
zm(x, t)− zm(x, t+ τ)

)
dxdt

+

∫ T−τ

0

∫
ω
ym(x, t+ τ)2zm(x, t+ τ)

(
zm(x, t+ τ)− zm(x, t)

)
dxdt

+

∫ T−τ

0

∫
ω

(
ym(x, t)2 − ym(x, t+ τ)2

)
zm(x, t+ τ)

(
zm(x, t+ τ)− zm(x, t)

)
dxdt

=: J1 + J2 + J3.

The first two integrals J1 and J2 are treated similarly as in [11, Lemma 3.11]. Indeed, let
dse denote the smallest integer larger or equal to s. Defining nm(t) := dt/4tme, we can
formulate

zm(x, t+ τ)− zm(x, t) =

nm(t+τ)∑
k=nm(t)+1

(
zkm,K − zk−1

m,K

)

for x ∈ K, 0 ≤ t ≤ T − τ . With this formulation, we can bound J1, using the duality of

82



Appendix B

‖ · ‖1,Tm and ‖ · ‖−1,Tm :

J1 ≤
∫ T−τ

0

( ∑
K∈Tm

m(K)
(
y
nm(t)
m,K

)2
z
nm(t)
m,K

nm(t+τ)∑
k=nm(t)+1

(
zk−1
m,K − z

k
m,K

))
dt

≤
∫ T−τ

0

( nm(t+τ)∑
k=nm(t)+1

∥∥(ynm(t)
m )2znm(t)

m

∥∥
1,Tm

∥∥zkm − zk−1
m

∥∥
−1,Tm

)
dt

≤ 1

2

∫ T−τ

0

nm(t+τ)∑
k=nm(t)+1

4tm‖(ynm(t)
m )2znm(t)

m ‖21,Tmdt

+
1

2

∫ T−τ

0

nm(t+τ)∑
k=nm(t)+1

1

4tm

∥∥zkm − zk−1
m

∥∥2

−1,Tmdt

≤ τ

2

Nm∑
k=1

4tm‖(ykm)2zkm‖21,Tm +
τ

2

Nm∑
k=1

1

4tm

∥∥zkm − zk−1
m

∥∥2

−1,Tm ,

where the last inequality follows from [4, Lemmas 4.1 and 4.2]. Let us remark that, for all
σ = K|L ∈ Eint, we can rewrite

(yK)2zK − (yL)2zL =
yK + yL

2
(yKzK − yLzL) +

yKzK + yLzL
2

(yK − yL).

Then,

‖(ykm)2zkm‖21,Tm ≤ m(Ω)‖(ykm)2zkm‖2L∞(Ω) + ‖ykm‖L∞(Ω)‖ykmzkm‖1,Tm + ‖ykmzkm‖L∞(Ω)‖ykm‖1,Tm .

Hence, J1 ≤ Cτ for some C > 0. An analogous estimation leads to J2 ≤ Cτ . It remains to
estimate the integral J3. For this, we use, similar to the treatment of I21, the L∞ bounds
on ym and zm:

J3 ≤ C
∫ T−τ

0

∫
ω

∣∣ym(x, t+ τ)− ym(x, t)
∣∣dxdt.

This expression converges to zero uniformly in m because of the relative compactness of
(ym) in L2(ΩT ).

We deduce from the previous computations that (5.2) holds true. Therefore, the product
(ymzm) converges strongly in L2(ΩT ), up to some subsequence, and in view of the conver-
gences ym → y strongly in L2(ΩT ) and zm ⇀∗ z weakly* in L∞(0, T ;L∞(Ω)), the limit of
(ymzm) equals yz, which finishes the proof.
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[31] R. Eymard, T. Gallouët, M. Ghilani, and R. Herbin. Error estimates for the approxi-
mate solutions of a nonlinear hyperbolic equation given by finite volume schemes. IMA
J. Numer. Anal., 18(4):563–594, 1998.
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