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Abstract

In order to handle the ever increasing demand of energy and reduce the dependence on
fossil fuels, biomass represents a possible alternative and has been classed as renewable
energy source by the European Union and the United Nations. This thesis investigates
the influence of different burner designs on characteristics of pulverised biomass flame and
more precisely, the impact of swirling motion created by a swirler inlet on the flow field in
the combustion chamber. The velocity flow field has been determined for three swirl set-
tings with two different methods: Particle Image Velocimetry (PIV) and Computational
Fluid Dynamics (CFD). No-, half- and full-swirl setup were investigated for both methods
with further four different velocity ratios as part of the PIV experiment. The experiment
was conducted in the university’s laboratory and validation shows a maximal deviation
of 6% between each run. Issues faced during the experiment and potential improvements
(e.g. different seeding particles or recording settings) are stated in the thesis. The ve-
locity fields for the no- and half-swirl setups show reasonable and replicable results, but
the full-swirl setup resulted in spurious vector fields. This was caused by exceedingly fast
dispersion of the particles, a very fast shift from axial movement to radial movement and
consequently, an out-of plane movement of particles out-of the laser sheet.

The CFD simulation of the biomass burner was modelled and simulated using the soft-
ware ANSYS - Fluent. Validation of the mesh shows very good to perfect mesh elements
and result validation confirm reasonable results. The length of the resulting velocity fields
shows a strong dependence on the swirl-setting as well as the change in radial movement
becomes evident. The comparison between PIV and CFD shows very good convergence
of the velocity for the first 2-10cm after the outlet. Afterwards, the velocity values of
both methods diverge with considerably faster convergence to lower values for the PIV
experiment.
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1 Introduction

1 Introduction

The growing awareness for climate change and rising energy demand as two of the most
important challenges facing the world in the 21st century call for research on affordable,
clean and renewable energy sources. The Renewable Energy Directive established by the
European Union sets a binding target of 20% final energy consumption from renewable
sources by 2020. In order to achieve this EU countries committed to reaching their own
national renewables targets ranging from 10% in Malta to 49% in Sweden [1]. One such
alternative is the use of bio-based fuels instead of fossil fuels as the balance between emit-
ting and extracting CO2 from the atmosphere can be equilibrated. Biomass is derived
from organic material such as trees, plants, and agricultural and urban waste. Partic-
ularly woody biomass can be used in different ways to generate heat and/or electricity.
Wood can be used as a fuel for direct combustion in a wood fired burner or as a fuel to
pyrolyse it to combustible pyrolysis oil. A third way of using wood as fuel is gasification,
i.e. wood is gasified into syngas which in the end replaces natural gas [2].

As part of the project ’NoFo ungare forskare’ currently conducted at the Division of
Energy Science, Lule̊a University of Technology, a new technique is under development
with the aim of reducing emission (e.g. soot, NOx) from pulverised biomass burners by
forcing particle dispersion with flow manipulation technique. Previous findings so far re-
vealed that particle interactions do affect tar and soot formation which can be reduced by
forced particle dispersion. An important goal of this project is the use of a combination of
advanced optical methods and numerical modelling in order to improve the understand-
ing of effects of flow manipulation technique on flame dynamics and particle conversion.
Scaled-up results are often not straight-forward and before conducting the experiment
in the 30kW flame reactor in the university’s laboratory another step of development is
necessary for scale-up. Hence, experiments will be performed in a glass chamber with and
without flow manipulation under cold flow conditions.
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2 Objective

2 Objective

The aim of this thesis is to investigate how different burner designs affect characteristics of
pulverised biomass flame with a special focus on gas and particle flow fields. In corporation
with a post-doctoral researcher my task was the operation of a time-resolved PIV (particle
image-velocimetry) experiment in order to measure velocity fields of cold flows; and in
more exact terms, the response of the flow field to the change of flow parameters, especially
swirling motion of the flow based on different burner designs, and various flow rates.
Experiments were carried out in a glass chamber with three different swirl settings and
four flow ratios. Cold flow conditions were applied to avoid the difficulties associated
with actual burner testing (e.g. reaction, interference from wall radiation, soot, and gas;
change in optical pathway at high temperature), and to extract the information of gas
and particle flows without reactions. The PIV experiment had three major tasks:

• To construct, assemble and establish a laboratory experiment

• To learn how to operate and perform a PIV technique

• To carry out PIV using smoke particle-laden flow for different burner designs and
flow parameters

During the experiment it was decided to also numerically simulate the experiment using
Computational Fluid Dynamics - CFD. This was mainly done because of unexpected de-
lays of the PIV experimental setup. Nevertheless, the objective to study the influence of
the swirling motion caused by different burner designs stayed the same and a comparison
of PIV and CFD results was performed.

This thesis represents the very early stage of an overall project to understand flow ma-
nipulation on pulverised biomass burners. Therefore, another aim is to provide a first
understanding, aid and information for further PIV experiments and the following steps
of this project.
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3 Theory

3 Theory

3.1 Flame Stability due to swirling motion

Swirl-stabilised combustion is widely used in many different combustion applications, in-
cluding gas turbines, burners, and even internal combustion engines. A spiral motion of
the flow in tangential direction in addition to its axial and radial direction is commonly
regarded as a swirling flow. Subsequently, the swirl flow can influence all the downstream
processes in the combustion chamber in a direct manner and therefore provide an aero-
dynamic mechanism for flow field manipulation and flow control. There are three factors
known to add a swirling motion to a flow[3]:

• Rotating mechanical devices

• Use of turning vanes

• Tangential plus radial entry of fluid stream

Generally, almost all these systems share the same two main goals of a swirling flow:
Firstly, stabilisation of the flame in the combustion chamber, and secondly, improvement
fuel-air mixing behaviour. Both these goals are mainly achieved by formation of recircu-
lation zones and high rates of entrainment. [3, 4]

In order to compare the magnitude of the swirling motion different studies use vari-
ous approaches, e.g. the angle of turning vanes. However, the extent of the swirl is most
commonly characterised by the dimensionless swirl number S. It represents axial flux of
swirl momentum divided by the product of the axial flux of axial momentum and the
nozzle equivalent radius:

S =
GΘ

RGz

=

∫∞
0
ρuzuθr

2 dr

R
∫∞

0
[ρu2 + (ρ− ρ∞)]r dr

(1)

with uz the axial and uθ the azimuthal velocity components. ρ−ρ∞ indicates the pressure
difference between the swirling flow and the fluid with no motion. The pressure term is
in most cases usually to measure and therefore, the swirl number is generally expressed
without it. By neglecting this term it is possible to define the function of the swirl num-
ber with only the swirler geometry [5]. The Swirl Number for the swirler used in the
experiment will be calculated in chapter 4.1.

The effect of the swirl on the flow field generated by these systems is determined by
many factors, such as the quantity and exit velocity of the swirling air, swirler and nozzle
geometry as well as the size of the combustion chamber. Despite all these factors, it is
possible to show typical characteristic flow features that most swirling systems have in
common. Figure 1 is the result of an experiment performed with an atomised fuel spray
flame sandwiched in two co-swirling air streams [6]. It shows precisely the characteristic
flow pattern in the combustion chamber for a dual swirl injector, although it is a special
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3 Theory

Figure 1: Characteristic flow pattern in a combustion chamber for dual swirl injector [6]

application, it displays the streamlines and flow pattern which can be expected in most
swirling air combustion systems. Not just the swirler design but also the flow field can vary
from the figure and show different shapes depending on the swirling intensity, Reynolds
number and combustion chamber geometry. In order to achieve high swirling intensity, a
central toroidal recirculation zone (CTRZ) is generated downstream. Also called vortex
breakdown bubble it refers to a disturbance characterised by the formation of an internal
stagnation point on the vortex axis, followed by reversed flow in a region of limited axial
extent [7]. Surrounding the bubble is a three-dimensional spiral flow pattern. This recir-
culation zone RZ can be quite compact and an averaged long time view shows an almost
fixed position. The position of the CTRZ results in a significantly shorter flame length
compared to a non-swirl inlet. The compact flame usually does not even touch the sur-
face of the combustion chamber which leads to longer lifetime and reduced maintenance
of the burner. The swirling motion plays an important role in the complete combustion
of the fuel, too. The recirculation also provides a constant heat source due to the burnt
products. Furthermore, the rate of entrainment is higher compared to a straight-line jet.
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3 Theory

Depending on the swirl intensity and the geometry of nozzle and combustion chamber,
corner recirculation zones (CRZ) can occur in the flow field. This effect is not so impor-
tant for engineers as it has less impact on the flame stabilisation. In between these two
recirculation zones exist shear layers, which together with the shear stress inside the RZs,
decrease the velocity to balance flame speed and flow velocity. [G“IeC –“”o˝ktepe15,
8, 9]

The studies [10, 11] investigate the effect of flame stability and entrainment on emis-
sions due to swirling motion. [10] shows the decrease of NOx emissions when increasing
the swirl number in the burner. The NOx was measured at S=0.05, S=1.5 and S=1.9
and an equivalence ration of 0.83. A reduction of 26% was obtained at S=1.5 compared
to S=0.05. This marked a turning point as further increase of the swirl number also led
to higher NOx emissions. Therefore, it can be seen that swirling helps in mixing fuel
an air to a certain degree. Afterwards, the higher vane angle causes more recirculation
leading to a reduction in combustion stability. The carbon dioxide emissions decreased
continuously for higher swirling numbers. A reduction in CO2 of 11.7% was measured for
S=1.5 compared to S=0.05.
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3 Theory

3.2 Computational Fluid Dynamics (CFD)

Computational Fluid Dynamics, short CFD, is a synonym for numerical analysis of fluid
flows. Like all problems in the classical mechanics, flows and their related phenomena
can also be characterised by conservation laws. Mass, momentum and energy are mathe-
matically described through partial differential equations and their boundary conditions.
It is usually not possible to solve these equations analytically except for some special
case exceptions. CFD programs are able to achieve an approximate solution numerically
with the help of a discretization method. There are many different approaches to this
method but the most common ones are the finite difference (FD), finite volume (FV) and
the finite elements (FE) method. The preference is determined by the demands of the
developer, i.e. ANSYS Fluent is based on a finite volume solver. The whole geometric
domain in which the flow has to be solved, is divided into a high number of discrete cells,
the so-called mesh. These cells can consist of tetrahedral, hexahedral, prismatic or pyra-
midal elements and approximations are made in these control volumes (CV). Integration
of the governing equations on the discrete control volumes gives a system of algebraic,
non-linear equations for the unknown variables, such as velocity or pressure. These sys-
tems of algebraic equations can then be numerically solved by a computer. As they are
non-linear, many iterations which are repeated calculation of these procedures are used
to increment the accuracy of the final solution. [12, 13]

3.2.1 Turbulence modelling

Most flows in nature and technical applications are turbulent and require a different ap-
proach than laminar flows. Turbulence can be any fluid motion characterised by seemingly
random chaotic changes in flow velocity and pressure. Before introducing mathematics of
turbulent flows it is justifiable to discuss a few physical aspects of this phenomenon.

• Turbulent flows are highly transient. A graphical illustration of the velocity over
time would appear random to a viewer unfamiliar with these flows. That is why
turbulence is usually treated statistically rather than deterministically.

• They have a high amount of vorticity and a strong three-dimensional vortex stretch-
ing. This stretching is one of the main mechanisms of turbulence intensity.

• Mixing and transfer of mass, momentum and energy can be described as turbu-
lent diffusion. It does not have a true physical meaning but it is one of the most
important aspects of turbulence from an engineering point of view.

• Turbulent flows dissipate rapidly. This is due to the kinetic energy transforming
into internal energy by viscous shear stress.

Although these are only a few characteristics, it is important to show the complexity of
turbulence. In order to approximate this complicated phenomenon with an appropriate
model one can follow the spirit of Taylor, Prandtl and von Kármán: ’... an ideal model
should introduce the minimum amount of complexity while capturing the essence of the
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relevant physics ’. [13–15]

As already mentioned above, due to the random fluctuations of all the properties of
the flow, it is common to use a statistical approach. To approximate the Navier-Stokes
equations, we use the idea of decomposition, first introduced by Osborne Reynolds in 1895.
For stationary turbulence the variables, in this case the instantaneous velocity ui(x, t),
can be expressed as the sum of a mean ui(x) and a certain fluctuating part u′i(x, t)

ui(x, t) = ui(x) + u′i(x, t) (2)

The averaging method takes the mean values at a certain place and averaged over a time
period. This time period has to be large in contrast to the time span of the fluctuations.

ui(x) = lim
T→∞

1

T

T∫
0

ui(x, t) dx (3)

This decomposition can be analogously done for other variables and applied to the Navier-
Stokes equations. The Navier-Stokes equations for an incompressible Newtonian Fluid
follow as:

∂ui
∂t

+ uj
∂ui
∂xj

= fi −
1

ρ

∂p

∂xi
+ ν

∂2ui
∂2xj

(4)

with p the pressure, fi a vector representing external forces, ρ the density and ν the
kinematic viscosity. By splitting each instantaneous quantity into time-averaged and
fluctuating parts, the resulting Reynolds-averaged Navier–Stokes equations, or RANS
equations, follow as:

∂ui
∂t

+ uj
∂ui
∂xj

= fi −
1

ρ

∂p

∂xi
+ ν

∂2ui
∂2xj

−
∂u′iu

′
j

∂xj
(5)

Further manipulation and eliminating the time derivative due to integration in time re-
moves the time dependence of the resultant terms, the equation yields:

ρuj
∂ui
∂xj

= ρfi +
∂

∂xj
(−pδij + 2µSij − ρu′iu′j) (6)

where Sij is the mean rate of strain tensor and the quantity ρu′iu
′
j of the last term of equa-

tion (6) is commonly known as the Reynolds-stress tensor τij = −ρu′iu′j. This appearance
of the Reynold stress is the reason which makes the turbulence problem so challenging.
It represents an added stress on the fluid and describes the diffusive nature of turbulence.
As this tensor τij is symmetric, it has six independent components, and so it produces six
more unknown variables as a result of Reynolds averaging. Beside the Reynolds-stresses,
in a three-dimensional flow, there are also three velocity components ui, viscosity µ and
pressure p. That means in total 10 unknowns. The three components of the RANS equa-
tions and also the mass conservation bring in only a total of four equations. The system
is therefore not closed. As the Navier-Stokes equations are non-linear, it is not possible to
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balance the equations/unknown scale. The closure of the RANS-equations can be done by
approximations of turbulence modelling. The role of these models is to approximate the
unknown correlations based on known flow characteristics in order for enough numbers of
equations to exist. [15, 16],

It is a good and proven assumption that the event of turbulence can be expressed due to
increased viscosity. This is based on the fact that in laminar flows, energy dissipation and
the transport of mass, momentum and energy across the streamlines are also regulated
by viscosity. Using the Boussinesq approach, this eventually leads to the definition of the
Reynolds stress:

τij = 2µTSij −
2

3
ρkδij (7)

with µT the eddy-viscosity and k the turbulent kinetic energy defined as:

k =
1

2
u′iu
′
i =

1

2
(u′2 + v′2 + w′2) (8)

The turbulent kinetic energy k determines the energy in the turbulence. One way to
model k is by deriving the eddy-viscosity, in such case, additional transport equations are
required. The mechanism of transport in flows are convection (transport with the flow)
and diffusion (transport through mixing). This is based on the perception that turbulence
is produced in certain areas of the flow, transported to other areas and drained there by
friction. One of the transport models which describes turbulent flows is the two-equation
k-ε model. [17], [18]

3.2.2 The k-ε Model

Standard k-ε Model: The k-ε Model was first introduced in 1968 by Harlow and
Nakayama. The equations include many unmeasurable and unknown terms, therefore, the
paper [19] published by Launder and Spalding in 1974 is the more reasonable approach
and often referred to as the standard k-ε Model. It is a robust, efficient, reasonable and
hence one of the most common turbulence models. [20]

Two transport equations (PDEs) represent the turbulent properties of a flow.
The first transport variable is the turbulent kinetic energy k which is derived from the
following transport equation:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj
[(µ+

µt
σk

)
∂k

∂xj
] +Gk +Gb − ρε− YM + Sk (9)

The second transported variable is the rate of dissipation of turbulence energy ε, it de-
termines the scale of the turbulence and can be derived from the following equation:

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj
[(µ+

µt
σε

)
∂ε

∂xj
] + C1ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
+ Sε (10)
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In these equations ui represents the velocity components in the corresponding directions.
Gk stands for the production of turbulent energy due to mean velocity gradients and is
defined as:

Gk = −ρu′iu′j
∂uj
∂xi

(11)

Gb is the generation of turbulent kinetic energy which arises due to buoyancy and YM
represents compressibility effects in turbulence flows through dilation dissipation. Sk and
Sε are user defined terms. The constants C1ε, C2ε and Cµ and the turbulent Prandtl
numbers for k and ε, σk and σε, have been determined experimentally for fundamental
turbulent flows and are defined as follows:

C1ε=1.44
C2ε=1.92
Cµ=0.09
σk=1.0
σε=1.3

The turbulent viscosity is computed by combining the turbulent kinetic energy with the
dissipation rate:

µt = ρCµ
k2

ε
(12)

with Cµ being the same constant as defined above.

Therefore, the physical meaning of the terms in the equations (9) and (10) can be seen
as:

Rate of change of k or ε + Transport of k or ε by convection
= Transport of k or ε by diffusion + Rate of production by k or ε

- Rate of destruction of k or ε

The standard k-ε model is the most commonly used turbulence model for a wide range of
applications in CFD. Although it delivers good results and predictions for many flows, it
can be considered the simplest turbulence model. The standard k-ε model is inappropriate
for more complex problems and performs poorly for applications such as:

• Flows with boundary layer separation

• Flows over curved surfaces

• Unconfined flows

• Flows with sudden changes in the mean strain rate

• Flows in rotating fluids

For these reasons the realizable k-ε model was introduced as it differs from the standard
model and brings superior ability in solving turbulent flows of more complex structures.
[17]
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Realizable k-ε Model: The realizable k-ε model developed by Shih et al [Paper
einfügen [shih 1995] has two major changes compared to the standard k-ε model:

• Alternative formula for the turbulent viscosity µt

• Modified transport equation for the dissipation rate ε, derived from the dynamic
equation of the mean-square vorticity fluctuation.

The transport equation for the turbulent kinetic energy k of the realizable k-ε model stays
the same as in the standard model, except for some model constants:

∂

∂t
(ρk) +

∂

∂xj
(ρkuj) =

∂

∂xj
[(µ+

µt
σk

)
∂k

∂xj
] +Gk +Gb − ρε− YM + Sk (13)

However, the equation for the rate of dissipation ε changes a lot in comparison to the
standard model. Especially the production term of ε, the second term on the right side
of the equation (14), does not involve the production of k, in this case Gk.

∂

∂t
(ρε) +

∂

∂xj
(ρεuj) =

∂

∂xj
[(µ+

µt
σε

)
∂ε

∂xj
] + ρC1Sε− ρC2

ε2

k +
√
νε

+ C1
ε

k
C3εGb + Sε (14)

where C1 is defined by the form:

C1 = max[0.43,
η

η
+ 5], η = S

k

ε
(15)

with S the modulus of the mean rate-of-strain tensor:

S ≡
√

2SijSij (16)

The second major change of the realizable model is that Cµ of the turbulent viscosity

µt = ρCµ
k2

ε
(17)

is no longer constant and computed by the relation:

Cµ =
ε

A0ε+ AskS
(18)

With the constants defined as:
A0 = 4.04 (19)

As = 61/2 cos Θ (20)

Θ = (1/3) cos− 1(61/2S2) (21)

The other constants are set as followed and defined to perform well for different turbulent
flows:

10



3 Theory

C1ε=1.44
C2ε=1.9
σk=1.0
σε=1.2

The realizable k-ε model modifies the dissipation rate ε and thus improves one of the
weaknesses of the standard k-ε model. Additionally, the important coefficient Cµ in the
turbulent viscosity equation is not assumed to be constant. Instead it is dependant on
the mean rotation and turbulent properties. These improvements make the model more
consistent with the physics of turbulent flows and superior for a wide range of flows,
including flows involving rotation, channel and boundary layers, free flows including jets
and recirculation. [21, 22]

11



3 Theory

3.3 Particle Image Velocimetry (PIV)

Particle Image Velocimetry (PIV) is a measuring technique for flow visualisation providing
instantaneous velocity vectors. Trace particles are added to the flow and illuminated at
least twice between a short time interval ∆t. The light scattered by the particles is
recorded on a frame to determine the displacement. Consequently, the distance covered
by the particle ∆x and the time interval ∆t gives the velocity.

3.3.1 General Setup of a PIV System

Figure 2 shows a general and simplified setup for a PIV system. In most applications
lasers are predominant for illuminating the particles due to their high power light beams
at a short pulse duration. Specialised, high repetition rate lasers, specifically designed for
PIV are used as they also provide a steady beam profile and stability. A light sheet optic
inside the laser produces a planar light sheet to illuminate the particles. Then, a high-
quality camera records the light scattered by the particles at two different times and the
output is transferred to a computer. The recording is usually divided into small subareas
called “interrogation areas”. Following this, the displacement vector of the particles in
each of these small areas is determined using statistical methods. It is estimated that
all particles within one interrogation area have moved homogenously during this time
interval. With these values the velocity vector for the flow can be calculated. [23]

Figure 2: Experimental arrangement for a typical PIV system [23]
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3.3.2 Particle Properties and Seeding

As the PIV is only measuring the tracer particle velocity instead of the fluid velocity, the
fluid mechanical properties of the particles need to be examined. For instance, particles
that are to big can change the original flow and cause for velocity lags. On the other
hand, particles that are too small - especially in gaseous fluids - require a high-power light
source in order to be illuminated enough to then record the scattered light. Therefore, it
is important to find and acceptable compromise for each application.
One major source of error is the difference between the density of the tracer particles ρP
and the fluid ρ due to the influence of gravity. Considering the Stokes Law - an expression
for small - spherical objects in a viscous fluid, it is possible to derive the gravitationally
induced velocity lag for a particle in a continuously accelerating fluid.

Us = UP −U = d2
p

ρp − ρ
18µ

(22)

If the density of the tracer particle is much bigger than the fluid density, the step response
of Up follows an exponential law:

UP (t) = U(1− exp(− t

τs
) (23)

with the relaxation time τs:

τs = d2
p

ρP
18µ

(24)

In order to accelerate fluids or high flow velocities, the Stokes Law does not apply any-
more, and the particle motion equations are no longer a simple exponential function.
Nevertheless, τs gives a good proximity if the particles attain velocity equilibrium with
the fluid. Figure 3 shows the time response of oil particles with different diameters in
a decelerating air flow. Bigger particles lead to a higher velocity lag. It also displays
the fact that particles beyond the size of 1µm do not make much sense. This evidence
was also confirmed when calculating a theoretical approach, considering compressibility,
deformation and high Reynolds numbers. [4, 23]
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Figure 3: Time response of oil particles with different diameters [23]

Seeding of liquids is usually very easy in comparison to seeding of gases, sometimes it is
not even necessary. For most liquid flows it is enough to suspend solid particles into the
fluid and mixing them to achieve homogeneous distributions. Different oils, hollow glass
spheres or aluminium flakes are the most common tracer particles for liquid flows. Seeding
of gases is more complex and health risks must be taken into considerations. For instance,
experimentalists may inhale the harmful seeded air in open test sections. For most of the
PIV experiments in air flows oil droplets have been used. However, in cases where the
stability of the tracer particles is not guaranteed (e.g. increased temperatures, reactive
environments) droplet-based seeding is no longer possible. Metal oxide powders, such as
aluminium oxide or titanium dioxide, show high melting points, and inertness at low cost.
Yet these particles for gaseous fluids tend to agglomerate and are hard to disperse. A
common approach is the use of a fluidised bed seeding device to de-agglomerate and to
ensure homogenous distribution of the particles with the gas. However, the main issue
of solid particles is the difference in density, which can lead to a velocity lag. Therefore,
smoke particles are sufficient for most air flows, especially for the experiment performed
in this thesis. Smoke particles are produced by heating up specific non-toxic oils. These
particles are usually easy to disperse and their size does not change during the experiment.
However, the lower scattering efficiency compared to solid particles are a disadvantage.
[23, 24]
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3.3.3 Cross-Correlation

The cross-correlation is the backbone of each PIV experiment. It is a statistical analysis
tool which in general determines the relationship between two functions. In the context
of PIV it finds the ”most probable” displacement within two reference areas. The process
steps of this analysis are: 1) division of the image into small interrogation areas (IA). A
broad rule is that at least N>10 particles should be visible in the IA. 2) cross-correlation
analysis of two IAs at time t and t + ∆t. Within each IA the average displacement is
calculated. It can be seen as ’moving area 1 over area 2 until the best match of the
particles is found’. Perfect matching is usually not possible as particles enter and leave
the IAs. Therefore, the maximum displacement of particles should not exceed 25% of
the length of the IA in order to make sure that enough particles stay in a single IA. The
cross-correlation is very time-consuming due to the large number of particles. A more
efficient way is the use of fast Fourier transforms (FFT), reducing the computations from
O(N4) to O(N2 log2N) 3) determination of the displacement peak: the result of the
cross-correlation is the highest correlation peak whereby its location is also the average
displacement in the IA 4) calculation of the velocity vector. The displacement is in pixel
and can then be transformed into metric units with the information obtained by the
calibration 5) repetition for all IAs. The repetition of all steps for each IA results in a
complete vector field representation of the flow field. [23, 25]
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4 Method

Figure 4 shows the burner inlet, an assembly of swirler parts and centre and outer tube.
It was built in the workshop for the PIV experiment and parts were designed in CAD
for the CFD simulation. For the experiment, the centre and outer tubes were inserted
into a glass tube and fixed with another component to the burner flange. The glass tube
represents the ’real’ combustion chamber and was also modelled with the same dimensions
for the CFD simulation.

Figure 4: Cross-section geometry of swirl generator

4.1 Calculation of Swirl Number

The swirler used in the experiment is shaped 5.
It consists of 16 blocks, half of them are mounted on the bottom of the swirler case.
Further eight blocks are attached on the perforated plate which is inserted into the casing.
By moving this top part, it is possible to set different positions of the moveable blocks
to each of the fixed blocks at the bottom of the casing. Hence, it is possible to achieve
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Figure 5: Cross-section geometry of the swirl generator

different magnitudes of tangential and radial flows through the vanes. If the swirler is
fully closed ξ = 0, it means that air only flows through the radial vanes and the swirl
number is S=0. By opening the swirler and thereby increasing the angle ξ, more air flows
through the tangential vanes until the limit ξm = 12◦ and full swirl is reached.

The equation for the swirl number, as defined in equation (1) is very general. This is
due to a lot of different types of swirl generators and calculation can be very difficult
for complex swirl geometries. Therefore, it is necessary to refer to W. Leuckel [26] who
calculated the swirl number for the moveable block swirler as seen in figure (5) as followed:

The exit area of all n radial channels with the adjustment angle ξ and height B is deter-
mined as:

Ar = (ξm − ξ) · n ·R1 ·B (25)

The exit area of all ’tangential’ channels with the adjustment angle ξ and height B is
determined as:

At = ξ · n ·R1cosα ·B (26)

Consequently, the total exit area for the adjustment angle ξ follows as:

A = [(ξm − ξ) + ξ · cosα] · n ·R1 ·B (27)

By neglecting the pressure term as mentioned after equation (1) we can assume that the
exit velocity is the same for the radial and ’tangential’ channels and determine the velocity
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as followed:

v = ṁ · ρ · A (28)

and for the angular momentum flux Gt:

Gt = ṁt · V · sinα ·R1 (29)

and for the ratio of mass flow:

ṁt

ṁ
=
At
A

(30)

The last three equations combined lead to:

Gt =
ṁt · At
ρ · A2

· sinα ·R1 (31)

By substituting the exit areas from above we obtain:

Gt =
ṁ2 · sinα
ρ · n · ξm ·B

·
cosα · ξ

ξm

[1− (1− cosα) · ξ
ξm

]2
(32)

Leuckel [26] furthermore expresses the angular momentum flux Gt by a dimensionless
number, the swirl number, which represents the ratio between the mean tangential velocity
and the mean radial velocity at the swirl generator exit (radius R1).

S =
Gt

ṁ·R1

ṁ
ρ·2πR1·B

=
Gt · ρ2πB

ṁ2
(33)

By substituting Gt into the above equation we finally get:

S =
2π

n · ξm
· tanα ·

cos2α · ξ
ξm

[1− (1− cosα) · ξ
ξm

]2
(34)

This equation of the swirl number as a function of the angle of adjustment ξ is displayed
in figure (6) and in table (1). For the PIV experiment and CFD simulation it was decided
to investigate three different swirl settings. No-swirl at 0◦, half-swirl at 6◦ and full swirl
at 12◦.
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Angle of adjustment [◦] Swirl number
ξ S

0 0
1 0.11
2 0.24
3 0.38
4 0.54
5 0.73
6 0.93
7 1.15
8 1.40
9 1.67
10 1.97
11 2.30
12 2.65

Table 1: Angle ξ and swirl number S

Figure 6: Swirl number as function of angle ξ
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4.2 Flow Rate Calculation

In order to set the air flow rate for the experiment the calculation was performed as if
biomass was being burnt in the real burner. Burning biomass with oxygen lead to a
combustion reaction which liberates heat and combustion products. This heat could then
be used for various objectives, however, they will not be further discussed here. The
combustion products are mainly the most common oxides such as carbon dioxide and
sulphur dioxide, and water.

Biomass+O2 = Combustion products + heat (35)

For the following calculation we will use the simplified assumption that biomass consists
only of carbon, hydrogen and oxygen with the following mass fraction:

• C = 50%

• H = 6%

• O = 44%

The combustion reaction will follow as:

CxHyOz + a ∗O2 = b ∗ CO2 + c ∗H2O (36)

From this equation we can calculate for 1 mol carbon the correct stoichiometric coefficients
a,b and c:

CxHyOz + (x+ y/4− z) ∗O2 = x ∗ CO2 + y/2 ∗H2O (37)

CH1.44O0.66 + 1.03 ∗O2 = CO2 + 0.72 ∗H2O (38)

Therefore, 1 mol carbon needs 1.03 mol O2 and together with the molar mass of carbon
(MC = 12.01g/mol) we obtain the molar flow rate of O2 as followed:

ṅ =
0.5%

12.01 g
mol

∗ 103 ∗ 1.03mol = 42.917
mol

kg biomass
(39)

As the molar volume at ’Normal Temperature and Pressure’ (NTP) at T=20◦C and
p=1atm is 24.04 L/mol we obtain the flow rate of O2 per kg biomass for complete com-
bustion:

42.917
mol

kg biomass
∗ 24.04

L

mol
= 1111.54

L

kg biomass
(40)

Parameters of burner and inlet

• Amount of biomass flow rate: 2 kg/hr

• Air-fuel ratio λ:

– λ=0.4 for gasification
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– λ=1.3 for combustion (with excess air)

• Inner diameter of centre tube di CT : 7.747mm

• Outer diameter of centre tube da CT : 9.525mm

• Inner diameter of outer tube di OT : 36.576mm

• Minimum velocity of centre tube for pneumatic transport: 3 m/s

• Percent of minimum velocity: 120%

• Composition of air: 21% O2, 79% N2

With the information of the list above as well as calculating from (40) and considering
the biomass flow rate and the composition of air, we can obtain a stoichiometric air flow
of 176.4 L/min.

By setting 120% of the minimum velocity in the centre tube and together with the area
of the centre tube and the area of the annulus of the outer tube we can finally obtain the
volume flow rates for the two tubes. In addition, four different velocity ratios between
centre and outer tube were set. For VR1, the most minimal velocity of the centre tube
was set and from this value, the volume flow rate for both tubes were calculated. For
VR2 and VR3, the exit velocity of the centre tube were each time doubled. For VR4,
the volume flow rate was calculated for λ=0.4 which is used for gasification. Figure 7
shows the velocity and volume flow rate for each velocity ratio. The PIV experiment was
performed for all velocity ratios but due to time limitations, the CFD was only simulated
for VR1.

Figure 7: Flow Rate and Velocity Ratios for the Experiment
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4.3 CFD Simulation Procedure

Computational simulation was done using ANSYS, Inc. - Fluent, Version 19.0. ANSYS -
Fluent is a computational fluid dynamics (CFD) tool to model and solve flow, turbulence,
heat and reaction applications. The software is among other things capable of modelling
three-dimensional flow structures of laminar, turbulent, steady, transient, compressible
or incompressible flow patterns. ANSYS Workbench is the main interface and combines
all the available add-on modules. In the context of this simulation, the modules ’Design
Modeler’, ’Meshing’ and ’Fluent’ were used and linked together in the workbench interface.
The procedure of the CFD Simulation can be seen in figure 8 and each step is then
described in the following chapters.

Figure 8: Procedure of CFD Simulation
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The first step was the CAD modelling of the fluid domain for the different swirl setups. As
the position of the tangential and radial vanes change for the three swirling setups, each
one had to be modelled and meshed in ANSYS individually. The 3D-CAD model of the
structure including inlets, swirler and tubes was first created in the CAD-software CATIA
V5R20, then transferred via the Initial Graphics Exchange Specification (IGES) file format
to ANSYS and eventually generated in the ’DesignModeler’. Due to limited computer
performance I did not model the eight inlets for the swirling air at the top and also omitted
the perforated plate. The meshing of all 2mm holes on the plate would produce a lot of
elements. Furthermore, the purpose of the perforated plate is to homogeneously distribute
the air before entering the swirl vanes. In ANSYS the velocity magnitude defined on the
inlet area is already homogeneously distributed and hence, the function of the plate for
the CFD simulation would end up being meaningless. Therefore, I set the exit area of the
little holes on the perforated plate as the air inlet for the simulation. This adjustment
would immensely reduce the number of elements for the grid. Since the calculation time
is generally proportional to the number of cells, the time for simulation could also be cut
down hugely. The final model can be seen in Figure 9.

Figure 9: CAD-Model
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4.3.1 Meshing

After the model was loaded into the meshing module, the first step was to define the inlets
for centre and swirling air as well as the outlet of the system. Following this, a suitable and
feasible mesh had to be applied to the model. I identified five separate sections (Sections
1-5) in the system which needed different mesh management as follows: Inlet (Section
1), swirling section (Section 2), connection tube to the combustion chamber (Section 3),
upper (Section 4) and lower (Section 5) part of the combustion chamber (see Figure 9). To
begin with, initial tests and information found in adequate literature [18, 27, 28] allowed
to determine the approximate length of the velocity field inside the combustion chamber.
As the longest possible flow field in the combustion chamber was around 40cm, it was
possible to apply a much coarser mesh in the lower part (section 5) of the chamber in
comparison to the upper part (section 4). Further attention had to be set on section 2
as, especially the little vanes needed to be meshed precisely. Regarding the inlet area as
well as the connection tube between the swirler and the combustion chamber, I also set
different mesh sizes always with an eye on mesh quality and total number of elements.
The mesh for the full-swirl setup can be seen in Figure 10. Due to the even smaller radial
and tangential vanes for the half swirl setup, the sizing for this section in the half swirl
model was even more refined. This is the reason why the number of elements for the half
swirl setup is almost doubled in comparison to the other swirl setups. Details and Sizing
of the meshes can be found in Table 2 and Table 3. For the size function which defines
how the mesh is spread and distributed over the surface and volume of the model, I chose
the curvature function. It is defined by the Min/Max Size of the elements, growth rate
and normal angle.

Details and Sizing of the Mesh

Cell shape Tetrahedron

Element order linear

Size Function Curvature

Growth Rate 1.20

Curvature Normal Angle 18◦

Element Size Section 1 2,e-003m

Element Size Section 2 for Full/No Swirl 8,e-004m

Element Size Section 2 for Half Swirl 5,e-004m

Element Size Section 3 2,e-003m

Element Size Section 4 5,e-003m

Max. Element Size Section 5 6,1e-002m

Table 2: Details and Sizing of the Mesh

24



4 Method

No Swirl #

Number of Nodes 731,245

Number of Elements 4,113,890

Half Swirl #

Number of Nodes 1,371,052

Number of Elements 7,852,398

Full Swirl #

Number of Nodes 805,250

Number of Elements 4,539,145

Table 3: Number of Nodes and Elements

Figure 10: Mesh for Full-Swirl Setup
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4.3.1.1 Mesh Validation

The quality of the mesh greatly influences the accuracy, convergence, stability and speed
of the solution. A bad mesh leads to convergence difficulties, poor physics description and
diffusive solution. The reason for this is very complex due to the fact that mesh-quality
is relative and the solution is an approximation. Therefore, checking and validating the
quality of the mesh is essential. The perfect shape for the tetrahedron element is a cell
with four equilateral triangle faces. Most of the quality criteria check how far a given cell
deviates from this ideal shape. Two parameters have been examined to determine and
analyse the quality of the mesh:

• Skewness

• Orthogonal Quality

Skewness will help to determine the quality inside the cell itself and orthogonal quality
gives information regarding the quality of adjacent cells. The validation of results will be
discussed in chapter 4.3.3.

Figure 11: Skewness Definition

Skewness: This factor is defined as the volume
deviation between the ideal cell which consists of
all angles at 60◦, and the actual cell with the same
radius (see Figure 11).

Skewness =
OptimalCellSize− CellSize

OptimalCellSize
(41)

The distribution of the skewness for all elements
of the mesh can be seen in figure 14. The heat
map which was taken from [29] shows the allocation
for cells with value 0 (perfect) to 1 (unacceptable).
The average skewness value for the whole mesh was
0.203.
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Figure 12: Skewness Distribution

Figure 13: Orthogonal Quality Def-
inition

Orthogonal Quality: The orthogonal quality is
calculated for elements using the face normal vec-
tor ~Ai, ~fi being the vector from the centroid of the
cell to the centroid of that face and ~ci, which is the
vector from the centroid of a cell to centroid of the
adjacent cell that shares the same face. The orthog-
onal quality is then defined as the minimum of the
following equations:

~Ai ∗ ~fi
| ~Ai| ∗ |~fi|

and
~Ai ∗ ~ci
| ~Ai| ∗ |~ci|

(42)

The orthogonal quality of all cells of the modell can
be seen in Figure 14 with the heat map again taken
from [29]. The worst cells will have an orthogonal
quality closer to 0, with the best cells closer to 1.
The average value for all cells is 0.81.
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Figure 14: Orthogonal Quality Distribution

4.3.2 Simulation Setup

After the quality of the mesh was checked, the next step was to load the model into the
Fluentenvironment. There, the boundary conditions were applied to the model. The
velocity at the inlets were set for the centre and swirling air as calculated in chapter 4.2.
Air was chosen as the main fluid with density at 1.225 kg

m3 and the dynamic viscosity at

1.789 ∗ 10−5 kg
ms

. No-slip walls for the model were defined with the material aluminium.
Furthermore, a pressure-outlet was specified as the exit.

Regarding the solver I chose to use the steady-state pressure-based solver. Although
ANSYS FLUENT has two solvers, the pressure-based and the density-based solver, the
pressure-based solver was considered to be the preferred option for this simulation as it is
applicable for a wide range of flow regimes. The pressure-based solver employs a solution
where the governing equations are solved sequentially. This is done by deriving a pressure
equation from the continuity and the momentum equation in a way that the velocity field
satisfies the continuity. As a result of the non-linearity of the governing equations and
the coupling to one another, the solution procedure requires iterations. All the governing
equations are solved repeatedly until the solution converges.
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As an initialisation, I ran the simulation for 200 iterations. The discretisation scheme
for turbulent kinetic energy k and the turbulent dissipation rate ε was resolved at ’First
Order Upwind’ scheme. Subsequently, another 800 iterations followed, this time with a
’Second Order Upwind’ discretisation scheme for k and ε. This procedure was not only
done to decrease calculation time, but the solutions also converged slightly better than
running the simulation only for 1000 iterations at ’Second Order Upwind’.

4.3.3 Result Validation

Before results can be analysed, the CFD simulation has to be validated as it is a major
part in any CFD project. There are several methods to determine simulation convergence.
Current reasearch, especially [14, 30, 31], recommends a combination of holistic (e.g.
specific residuals which represent the error across all control volumes in the simulation)
and an amount of local quantities to ensure a correct and converged solution. For this
simulation I additionally applied a grid independence study to make sure that the solution
does not change with further grid refinement. The mesh itself was already checked in
chapter 4.3.1.1. This chapter is about certifying the solution results and for that purpose
I use in total three different methods:

• Residual Convergence

• Monitoring Points

• Grid Independence Study

4.3.3.1 Residual Convergence

Residuals are probably the best-known measurements of an iterative simulation’s conver-
gence. They directly quantify the imbalances (or errors) in the solved equations for each
variable between two iterations. Therefore, at the end of each solver iteration, the residual
sum is calculated out of every control volume in the model for each equation being solved.
For infinite iterations steps with infinite precision, the residual will reach at some point
zero but for an ordinary computer, the residuals decay to some small value. The smaller
the value, the more numerically accurate the final solution. The default convergence to
stop the calculations in Fluent is 10−3, this was changed to 10−6 as most literature rec-
ommend this value for a better, more converged solution. The following Figure 15 shows
the behaviour of the residuals for the full swirl setup on a logarithmic axis. The continu-
ity and velocity variables reach values of 5 − 9 ∗ 10−6 and the k and ε variables around
1− 3 ∗ 10−5, depending on the no-, half- or full-swirl setup.
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Figure 15: Convergence of Residuals for Full Swirl Simulation

4.3.3.2 Monitoring Points

Beside the convergence of the residuals, another main indicator for convergence of the
simulation is the change of ’local quantities’ throughout the calculation domain. This
means for a steady state analysis, variables should no longer change from iteration to
iteration for a simulation to be deemed acceptable. For this method, three monitor points
were set in the model at different locations. The position of the points in the model can be
seen in Figure 16. Two points were set at 5cm, and respectively 10cm after the entry into
the combustion chamber. Another monitor point was set in the outer tube. This third
point was set to check the progression of the velocity but also to look at the convergence
of the swirling velocity in the narrow tube.
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Figure 16: Position of Monitor Points

The results for the monitor points can be seen in Figure 17. It shows the velocity over the
number of iterations for the three different monitor points in the full swirl setup. The two
different colours for each graph show the progress of first and second order discretisation
scheme. An acceptable convergence to a certain value is given for all three monitor points
and a simulation for more than 1000 iterations was deemed surplus.

Figure 17: Velocity over Iterations for the Monitor Points
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4.3.3.3 Grid Independence Study

In order to ensure that the solution is mesh-independent, a finer grid was created. Due
to high time-consumption of the calculation, only the grid for the full swirl setup was
modified. To compare the coarser with the finer mesh, the same monitor points as in the
previous chapter were used. The sizing of the initial mesh can be seen in Table 2 and 3
and the position of the sections in Figure 9 . The element size for section 1, 3 & 4 was
decreased by 50%. Due to the very large number of cells in section 2, the element size
for this section was only reduced by 25%. The maximum element size for section 5 was
not changed, as finer cells in this area would not have a significant impact on the final
solution and would only raise the number of cells. This would unnecessarily increase the
simulation time. A detailed listing of the new and finer mesh can be seen in Table 4.
It also shows that the number of elements and nodes in the new mesh compared to the
initial mesh almost quadrupled.

Details and Sizing of the finer Mesh

Element Size Section 1 1,e-003m

Element Size Section 2 6,e-004m

Element Size Section 3 1,e-003m

Element Size Section 4 2.5,e-003m

Max. Element Size Section 5 6,1e-002m

Number of Nodes 3,102,254

Number of Cells 17,594,531

Table 4: Details and Sizing of the finer Mesh

Figure 18 shows the velocity at the monitor points over the iterations for the two different
meshes, the initial grid 1 (G1) and the finer grid 2 (G2). After around 500 iterations the
difference of the solution between the two meshes becomes very small. The final difference
in velocity after 1000 iteration for G1 and G2 is for every point below the value of 0.6%.

Summarising all validation methods, it can be stated that the results are based on ac-
ceptable and sufficient CFD simulations. The mesh analysis in chapter 4.3.1.1 showed
an excellent value for the skewness of the average cell according to the ANSYS Fluent
guide. The orthogonal quality predicted the quality of adjacent cells and the average value
displayed a very good distribution. For the calculation, the residuals of all variables con-
verged towards acceptable values as well as the velocity magnitudes in the monitor points
that showed a sufficient trend. The grid refinement resulted in a very small error of 0.6%
between the coarse and fine mesh which made a Richardson extrapolation redundant.
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Figure 18: Monitor Points for Grid Independence Study
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4.4 PIV Experiment

4.4.1 Setup

Figure 19: Setup of PIV Experiment - left) view from the laser, right) view from the
camera

Figure 19 shows the experimental setup of the PIV system used in the experiment. All
important parts are marked in the image. The whole structure with all the metal beams
was specifically built for this experiment. The camera was mounted on the horizontal
beam and in a central position focussing on the glass tube. The glass tube represents the
combustion chamber. The laser pointed orthogonally to the camera at the glass tube.
The process to determine the exact position of camera and laser will be further discussed
in chapter 4.4.2.1. The swirler assembly was mounted on a lift in order to allow for height
adjustment. By turning the black wheel on the top, it was possible to move the swirler
assembly up and down. Therefore, by changing the height of the swirler, the nozzle exit
could also move up and down inside the glass tube because the glass tube was attached
to the beam structure. The advantage of this system was to allow for easy changes to the
position of the nozzle outlet by moving the lift up and down. This made it possible to
look at different areas of the flow field by keeping the camera and the laser always at the
same position. Hence, it was also only ever necessary once to calibrate the camera.
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An air compressor supplied the air for the experiment and the air flow rate was con-
trolled and regulated on a laptop with the software FlowmasterTM. It was possible to
set different volume flow rates for the centre and swirling air which were connected via
plastic pipes to the metal tubes. The outlet of the glass tube was connected with a pipe
to the ventilation system.

Figure 20: Connection Setup of Synchronizer
with Camera and Laser

The software used for the PIV experiment
was DynamicStudio 6.0 by Dantec Dy-
namics which was particularly designed for
the PIV technique. The software provides
setup and control of hardware and the de-
vice connections. Calibration, data acqui-
sition, storage and analysis were all per-
formed with DynamicStudio. Connected
to the PC was also the synchroniser Model
575 by Berkeley Nucleonics Corp. Its task
was to synchronise the pulses from the laser
and the recording of the camera. The laser
was connected with two and the camera
with one trigger cable to the synchroniser.
The camera was also connected with an
ethernet-cable connection to the computer.
The connection setup can be seen in Figure
20.

4.4.1.1 Smoke Seeding

For air flows, the particles are usually small oil droplets in the range 1µm to 5µm as
recommended by the manufacturer of the PIV system, Dantec Dynamic, and the following
literature [24, 32]. The particle seeding was achieved with an ’Aerotech Smoke Generator’.
It produces smoke by pumping white oil from the control unit to the tip of the wand,
where a low voltage electrical coil heats it to produce a dense plume of smoke. The wand
was placed inside an acrylic box, the seeding box, which also had an air in- and outlet.
Clean air from the compressor entered inside the box with a certain flow rate controlled
by the software and got seeded with small smoke particles. It then leaves the box via a
plastic pipe to the central metal tube.

4.4.1.2 Camera

For recording the PIV experiment, a SpeedSense VEO 410 from Dantec Dynamics was
used as seen in Figure 21. It is a high-speed, high image quality camera particularly
designed for special requirements of experiments including PIV, LIF and spray character-
isation. Attached to it was a ZEISS Milvus2/100M optical lens with manual focus. More
detailed specifications can be seen in the table below:
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Figure 21: SpeedSense VEO 410

Technical Specifications

Speed (fps) 5,200

Resolution (MP) 1

Sensor Resolution (Pixel x Pixel) 1,2800 x 800

Interframe time (ns) 480

Pixel Size (µm) 20

Pixel depth (bit) 12

Memory Storage (GB) 36

Table 5: Technical Specifications of the Camera

4.4.1.3 Laser

The laser used for the experiment was the Nd:YLF LDY303 by Litron Lasers and can
be seen in Figure 22. LDY-PIV series lasers are a dedicated configuration primarily in
use as illumination source for Particle Imaging Velocimetry. The system uses two CW Q-
switched Nd:YLF DPSS laser resonators producing infrared laser light at 1053nm which is
converted to visible 527nm laser light by an intra-cavity Harmonic Generation Assembly
(HGA). The harmonic generator produces a laser output at 527nm (green). To ensure
that both laser outputs can be used with a single set of external optics the 527nm laser
beams are combined using polarisers and exit through a single port of the laser head.
The use of two independently pulsed and controlled resonators allows the generation of
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a double pulse output with inter-pulse separation times of less than 10 nano-seconds
where required. This ultra-short inter-pulse separation cannot be achieved using a single
resonator laser fitted with an electronic double pulse option. The short pulse duration
achieved by acousto-optic Q-switching the laser resonator allows the motion of fast-moving
particles to be frozen in the image. [33]

As the laser is very powerful and can be harmful, it was very important to follow laser
safety measures. This included attaching laser barriers to the windows, laser safety shields
behind the glass tube and wearing safety goggles at all time when the laser was in use.

Figure 22: Litron Laer LDY303 PIV Laser

4.4.2 Procedure

The following figure 23 shows the process of the PIV experiments. The steps will be
described more in detail in the following chapters. For each velocity ratio and each swirl
number, it was necessary to look at three different positions. This was done due the length
of the flow field compared to the relative small height of 7cm of the recorded image. For
this, the swirler-outlet was moved upward 7cm to the 2nd position with the help of the
lift and then another time to the 3rd position. Resulting from this 3 swirl numbers x 4
velocity ratio x 3 positions = a total of 36 runs had to be recorded.
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Figure 23: PIV Experiment Procedure

4.4.2.1 Calibration

First of all, it had to be ensured that the laser was positioned orthogonal to the camera
and its beam pointing centrally towards the glass tube. The position of the laser is very
important as even small deviations can influence the result. This was done applying the
following method: A white sheet was inserted into the glass tube with the position of the
axial centre line marked on the sheet. It was essential for the line to be placed exactly in
the middle of the tube and the laser beam had to overlap the drawn line. Furthermore,
the laser beam was also focused and the laser sheet thickness was around 2mm. A second
step had to be done to guarantee the orthogonal position of the laser to the camera. The
axial centre line of the glass tube was ’projected’ on the black laser safety shield which
was mounted around 50cm behind the tube. The axial centre line was precisely measured
and marked on a white sheet and applied on the laser safety shield. Then, the laser was
rotated in a way that the laser beam went through the glass tube and overlapped the
projection of the axial centre line marked on the laser safety shield. If the laser beam
then overlapped the centre line in the glass tube as well as the projection on the safety
shield, the laser was correctly positioned.

The next step was the calibration the camera. First, the calibration-target was inserted
into the glass tube and fixed in a central and horizontal position. With the help of a
strong LED lamp mounted on the camera, the target plate was illuminated. ’Dynamic-
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Studio’ allows the user to choose between three different modes: ’Free Run’, ’Preview’
and ’Acquire’. In ’Free Run’-mode only the camera is running to adjust the aperture and
focus in a way that the target plate was well visible and focused on the centre dot of
the target plate. ’Preview’ and ’Acquire’ will be described in chapter 4.4.2.2. Figure 24
shows the image of the target plate with the big, white centre dot in the middle. The
feature ’Measure Scale Factor’ provides the software with the size-correlation between the
recorded image and the ’real’ dimensions. The real distance between each dot was 10mm,
by setting the dots ’A’ and ’B’ we know the distance of 40mm and the software then
calculated the magnification of the image. This software tool is called ’Scale Factor’ and
resulted in 3.962. The dot ’Origo’ determined the origin of the image which is later used
for the vector fields.

Figure 24: Measure Scale Factor for Calibration of the Camera
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4.4.2.2 Acquisition

After the ’Measure Scale Factor’ was calculated and the calibration accepted by the
software, it was possible to run the PIV experiments. First, the laser main switch together
with the pump for the coolant was activated. The Q-switching mode was set on ’TRIG’
which triggered the laser now externally by the synchroniser. The laser shutter was still
set on ’closed’, so no light was emitted by accident. The next step was switching on the
smoke generator as the electrical coil needed some minutes to heat up. Only then it was
possible to switch on the pump of the generator and smoke filled the seeding box. Next, the
volume air flow was set on the right values for centre and swirling air and the laser shutter
was opened. From now on, it was possible to control the next steps of the experiment
only from the software on the computer. By running the system in ’preview’ mode all

Figure 25: Particle Density in the Interrogation Windows

devices were synchronised, the laser was flashing and the trigger of the camera acquired
images at the rate specified in the system control panel. In ’preview’ mode, the camera
did not stop acquiring images when the requested number of images was acquired, but
simply overwrite the oldest image with the most recent one. The instantaneous particle
flow could be seen on the screen. This mode was to adapt the camera by changing the
aperture to the much brighter light of the laser compared to the LED lamp used for the
calibration. The amount of smoke was also adjusted by changing the production rate of
the oil pump of the smoke generator. It was important to check the particle density Ni,
i.e. the number of particles in the interrogation area (IA). At least Ni > 10 per IA should
be detected by the software. Figure 25 illustrates the preview-window and the particles
detected by the software. The window on the right shows exactly the particles encircled
by the white square. The red squares in the left image are the IAs. The contrast and
brightness were changed in a way so that the particles are very well visible as white dots,
because without the changes the image would have been considerably darker.
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Once the ’preview’ images were satisfying it was time for recording. The ’Acquire’ function
did almost exactly the same as ’preview’ with the exception that it stopped recording when
the requested number of images had been acquired. Table 6 shows the recording, camera
and laser settings the experiments was based on. It means effectively that the camera
records one double frame image every 1ms. The time between the frames is 30µs. After
4000 images the laser stops automatically and for analysis it is necessary to transfer all
images from the camera to the hard disk of the computer. Figure 26 shows the timing
diagram with the trigger signals for the laser and the exposure of the camera over the
time used for the experiments.

Recording settings

Time between pulses (µs) 30

Trigger rate (Hz) 1000

Number of images 4000

Camera settings

Mode (µs) Double frame mode

Delay to open (µs) 0.2

Delay to open (µs) 0.35

Exposure time frame 1 (µs) 500.00

Laser settings

Q-switch activation delay (µs) 5

Light pulse duration (ns) 9

Table 6: Settings for recording, camera and laser

Figure 26: Timing Diagram
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4.4.2.3 Analysis Sequence

Once all the images were transferred to the database, a analysis sequence was applied to
all the runs to calculate the final velocity fields. The following sequence was applied to
all runs:

⇒ Cross-Correlation

⇒ Average Filter

⇒ Vector Statistics

⇒ Profile Plot

Cross-Correlation: First, it was necessary to estimate the size of the interrogation
area. As stated in chapter 3.3.3 the in-plane movement of the particles should be below
25%. The maximum velocity calculated in chapter ?? is at the outlet of the centre tube at
volume ratio 3 and 12.2m/s. With the time between pulses of 30µs this leads to following
maximal displacement of a particle:

12.2
m

s
∗ 30µs = 366µm (43)

With an interrogation area of 32x32 pixel this accounts to a metric size of:

32Pix ∗ 20
µm

Pix
∗ 3.962 = 2, 535µm (44)

20 µm
Pix

is the size of each pixel and 3.962 the image magnification. This means that the
displacement at maximum velocity is around 14% of the interrogation area. This is ac-
cording to literature [23, 34] an optimal value for PIV.

Furthermore, the cross-correlation was done with 50% overlap on all four lateral edges on
each IAs. The motivation behind this method is increased quality of result because the
particle pairs near edges usually contribute less to the outcome. With the help of the over-
laps between adjacent interrogation areas, these pairs contribute to the result and lead to
a better accuracy. The downside of this method was the notable longer calculation time.

Average Filter: This method filters and smooths the vector maps calculated by the
cross-correlation. A weighted arithmetic averaging inside a defined area was applied to
every vector on each of the 4000 vector maps. For this experiment the area size was
chosen as 3x3 pixel and the result showed vector maps with clearly less spurious vectors.

Vector Statistics: As indicated by the name, this method calculates different statis-
tics for multiple vector maps. For this experiment, the method calculated the mean
velocity vector map out of the 4000 vector maps which will be seen in the result chapter
5.2.
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Profile Plot: The last step of the analysis sequence is the profile plot method. It
allows to draw an arbitrary line across the mean vector map and extract the value along
this line. This method was used for the velocity along a horizontal line in chapter 4.4.3
and along a vertical line in chapter 5.2.

4.4.3 Validation

Before starting with the experiments, a validation of the whole PIV system was necessary.
By running several tests with the exact same settings it was possible to predict the
reproducibility of the system. As the trigger frequency of the laser was already at the
lowest available value of 1000Hz, it was not possible any more to extend the time interval
between the images. The only chance to prolong the recording time was to increase the
number of images. The following graphs in Figure 27 show the velocity over a horizontal
line 5cm after the outlet for three different recording settings. They were all taken for the
same swirl number, same camera and laser setting and same outlet position. The only
difference was the number of images recorded. The top diagram shows the graphs for tests
with 500, 1000 and 4000 images. For 500 images, with the laser trigger at 1000Hz, this
means 0.5s recording time. The figure also shows that at only 4000 images recorded, the
deviation has an acceptable dimension. As one image takes around 4000kB this means
around 16GB data storage is required for one run of 4000 images. It has to be said at this
place that a longer recording time would probably improve the quality of the experiments
but due to the limited storage on the camera, the extensive time to transfer the images
from the camera to the computer and also the time for post-processing this high amount
of images, it was recommended to run the experiment with 4000 images. The maximal
deviation for 4000 images occurred at 14mm on the x-axis. The mean value at this position
was 0.848 with 0.049 being the largest deviation at 5.78%. This is the reason for the error
which still occurred for each run and the little ’jumps’ between the different positions in
the result chapter. An improvement of the deviation and more accurate results would
require a longer recording time of the flow. This can be either achieved with a laser which
has a trigger frequency below 1000Hz or more recorded images. Although the camera has
a storage limit and the question, the question would still arise if the very long time of
post-processing due to the larger number of images would justify the outcome.
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Figure 27: PIV reproducibility tests with 500, 2000 and 4000 images
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5.1 CFD Results

5.1.1 Velocity Fields

Figure 28 shows the velocity magnitude profiles generated by the CFD simulation for
the three different swirler settings: no, half and full swirl. In exact terms, it is the
velocity on the plane located in the centre of the combustion chamber. Most noticeable
is the reduced length of the flow pattern. Especially the change from half swirl to full
swirl varies considerably with a smaller shift between no and half swirl. The no-swirl jet
reaches a length of approximately 40cm and the half-swirl jet around 33cm. Both have
in common that the velocity pattern stops rather abruptly. This is not the case for the
full-swirl setup which shows a slower reduction. Therefore, it makes no sense to identify
a certain flow length in this case. A more valid comparison regarding the flow length has
been made in figure 29 where the axial velocity of all swirl-setups is analysed. In contrast
to the length of the velocity field which reduces with a higher swirl number, the width
increases. This effect can be better seen in the next figure 29 or in chapter 5.1.2 showing
the radial velocity distributions.

Figure 28: Velocity Fields for No, Half and Full Swirl
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Figure 29 shows the velocity profiles of the tube for different positions in the centre after
the nozzle exit. The first horizontal line is 3cm after the nozzle exit with the following
lines each at 5cm distance. The figure displays in a detailed way the progress of size and
shape of the velocity. Compared to figure 28 it illustrates very well the spread of the
velocity field: the more the swirl number increases, the more the width grows. It also
dissipates a lot faster for higher swirl.

Figure 29: Velocity Profile at different Positions after the exit for No, Half and Full Swirl

5.1.2 Radial Velocity

Figures 30 and 31 display the radial velocity field in the combustion chamber using dif-
ferent positions. The full-swirl setup is on the left side of the images and the half-swirl on
the right side. The circular planes are of the same diameter as the combustion chamber
and are set every 5cm after the nozzle exit. The figures demonstrate that the velocity
at full swirl located already 5cm after the exit is significantly higher than the half swirl
setup. At 10cm after the exit, the full swirl velocity profile has a peculiar shape as it
is not a circular form as expected. This phenomenon does not appear for the half swirl
setup and also vanishes for the following positions. A reason for this effect could be the
k-ε model which to a good extent is able to compute swirling flows. However, due to re-
strictions and assumptions, it is limited in certain calculation procedures which can cause
this anomaly. At the position 10cm after the exit the full swirling vortex reaches around
10cm in diameter, whereas the half swirling vortex has a diameter of 5.5cm. Figure 28
shows that the half swirl setup has a much longer velocity field. This is also the case for
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the radial velocity, because at 20cm after the exit it shows - in opposite to the full swirl
setup - still a noticeable swirling motion.

The exact velocity distribution at every position is illustrated in figure 32. It shows
the velocity magnitude of the two radial axes at different positions in the tube. On the
left side is the full swirl setup, on the right side the half swirl setup. At 5cm after the
nozzle exit, the full-swirling velocity is 40% higher than the one in the half swirl setup at
1cm radial distance. The longer radial distance and the higher velocity are also noticeable
for the following positions although to a smaller extent. At the position 20cm after the
outlet, the velocity at the full swirl setup is only 21% bigger than for half swirl. For 25cm,
the radial size and the velocity have inverted and are now larger for the half swirl setup.
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Figure 30: Radial Velocity at different Positions after the exit for Half and Full Swirl
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Figure 31: Radial Velocity at different Positions after the exit for Half and Full Swirl
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Figure 32: Radial Velocity Distribution at different Positions after the exit for Full and
Half Swirl
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5.2 PIV Results

This chapter not only presents the results obtained by the PIV experiments but also
includes the obstacles and challenges faced during the experiments. As they mostly occur
in different ways for each swirl setup, it is best to include and discuss these problems in
their respective chapter. The size of the following velocity vector fields is 21cm in height
and 10.5cm in width.

5.2.1 No Swirl

The main challenge for the no-swirl setup was the very low dispersion of the smoke par-
ticles especially for the first position. This effect is shown in figure 33 where it is also
recognisable in the resulting vector fields. Before describing the problem it is advanta-
geous to first describe the image: Figure 33 displays three different flow regimes: The
smoke jet in the middle coming from the centre tube is very dense and the dispersion of
the particles is very low. On each side of the centre jet is the outer ’swirling’-air which
in this setup is not swirling. The air is not seeded with smoke and therefore dark. Next
to the ’swirling’ stream particles can be seen. These particles are useless ’noise’ without
any specific flow direction, because the smoke particles are not leaving the glass tube
immediately. Instead most of them flow back along the edge of the glass tube and are
slowly filling the tube.

The effect of the low dispersion of the seeded centre air occurs primarily for the no-
swirl setup and most notably for higher velocity ratios (VR), ratio 2 and especially ratio
3, as they have higher velocities and therefore the dispersion is even worse. VR 1 & 4 have
lower velocities and single particles can be detected more easily. Modifications such as
changing the image recording settings, the image depiction or a different aperture did not
solve the issue. One method which helped, was to move the camera closer. By reducing
the distance to the laser sheet by one third to the original distance, single particles could
be seen already 1cm after the outlet. The big drawback was the considerable reduction
of the size of the recorded image. This would have meant an intolerable reduction of
image- and flow field width and therefore was eventually discarded. Nevertheless, the
software can detect and calculate the particle displacement even in a very low dispersed
smoke jet as seen in figure 33. Especially the occurrence of ’smoke clouds’, small areas
of dispersed particles in the flow, can easily be detected by the software. Comparing the
displacement of the smoke clouds to the displacement of the rest of the particles inside
the jet helped to verify the outcome. It became obvious that the further away from the
outlet, the better the dispersion got and it was not an issue anymore for position 2 and
3. As already mentioned above, the problem of the low dispersion also occurred mainly
for the no-swirl setup and even inverted for the full-swirl setup as particles got dispersed
too quickly due to the swirling air.

Figure 34 to 37 show the velocity fields for the no-swirl setup for the velocity ratios
1-4. Each figure exists of three images merged together for the three positions. To allow
for a better comparison the velocity magnitude map had the same values for every veloc-
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Figure 33: No Swirl Image for Ratio 3 and 1st Position

ity ratio. As stated and described in chapter 4.3.3, there is still a relatively small error
between each run. This is the reason for the little but considerable ’jump’ of the velocity
field between adjacent positions. This effect is present for all velocity fields and all swirl
setups. The reason for this has already been discussed in chapter 4.3.3 and suggestions
to counteract this issue will be stated in chapter 6.

The resulting vectors just after the outlet are mostly not correct and point in almost
every direction. The reason is described above and can be seen in figure 33 as the smoke
particles are not dispersed and the software cannot detect correct particle displacement
between two images. Furthermore, the white ’holes’ at the top are also noticeable. This is
due to the not-seeded, swirling air where the software cannot detect any particles. 1-2cm
behind the outlet this problem does not occur anymore and the vectors are calculated out
of useful and true particle displacements. Also, the vectors outside the main jet are for
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some positions (e.g. figure 34 1st Position or 36 Position 3) not based on true particle
displacements and point in different directions, too. The reason for this is wrong cross-
correlation of ’noise’-particles which results in wrong vectors. It would have been possible
to exclude them but it was decided against it. An effect which affected the amount of
’noise’ particles was the time between switching on the pump of the smoke generator
and acquiring the images. The longer the time the more particles filled the glass tube.
However, this would not have any effect on the main jet in the middle.
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Figure 34: Velocity Field for No Swirl and Velocity Ratio 1
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Figure 35: Velocity Field for No Swirl and Velocity Ratio 2
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Figure 36: Velocity Field for No Swirl and Velocity Ratio 3
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Figure 37: Velocity Field for No Swirl and Velocity Ratio 4
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5.2.2 Half Swirl

Figure 38: Smoke vortices for two different time points a) and b) at Position 3

Figure 38 shows another issue we faced during the experiments: Pictures a) and b) were
taken at two different moments during the same run. The image position for both pictures
is the same. Picture a) shows smoke vortices with a high number of particles in a down-
ward movement. In picture b) there are no vortices and the displayed particles are mostly
considered ’noise’. During the run it could have happened that no smoke vortices reach
the lowest position 3. Due to the turbulence, the vortices appear and evolve randomly.
If during the 4 seconds acquiring time no or only one or two of these vortices reached
position 3, the resulting vectors would have been wrong or amiss. The experiments show
that the higher the swirl and the slower the centre air, the shorter the vortices travel. The
result of this effect can be seen in the figures 39 and 42 as only position 1 and 2 exists.
For position 3, no significant particle movement was recorded. A possibility to include
more flow vortices is to extend the recording duration. Yet, this option was discarded as
already stated in chapter 4.4.3.

Figures 39 to 42 show the resulting vector fields for the half-swirl setup. For a better
comparison the velocity magnitude map is the same as for the no-swirl setup. The much
shorter length of the velocity field compared to the no-swirl experiments is noticeable.
Furthermore, the slight left sided drift of the vector field for VR 1,2 and 4 is striking.
This phenomenon occurred only for the half-swirl setup and intensified for lower veloci-
ties. It was even visible with the naked eye. However, it was not possible to find a trigger
for this effect, a possible explanation could be a manufacture inaccuracy of the swirler
components by the workshop. This would require further testing in future experiments.
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Figure 39: Velocity Field for Half Swirl and Velocity Ratio 1
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Figure 40: Velocity Field for Half Swirl and Velocity Ratio 2
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Figure 41: Velocity Field for Half Swirl and Velocity Ratio 3
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Figure 42: Velocity Field for Half Swirl and Velocity Ratio 4
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5.2.3 Full Swirl

For the full-swirl setup, it was very difficult to obtain a meaningful and correct velocity
field. The issue for the no-swirl measurements, that the smoke did not disperse properly,
now inverted for the full-swirl setup. This was mainly due to the high amount of turbulent,
swirling air which spread and dispersed the smoke particles almost immediately after the
smoke left the centre tube. Figure 43 shows a typical particle distribution for the full-swirl
setup. On the upper part of the image the centre tube can be seen in the middle with
the outer tube around it. The bright white areas on the left and right side of the image
are screws which are illuminated by the laser. The smoke vortices leaving the centre tube
vanish already at around 2-3cm distance to the outlet. Inside this region the flow is highly
turbulent and no real flow pattern of the particles is recognisable. The almost chaotic
movement of particles during two frames makes the calculation of the displacement very
difficult for the software. The highly swirling radial air coming from the outer tube rapidly
takes away the axial movement of the smoke particles and turns it into a radial movement.
It basically means that the particles also shift form an in-plane flow to an out-of-plane
flow. This implies that the movement of the particles turns out of the plane of the laser
sheet and particles can leave the illuminated area. Correct cross-correlation of particle
pairs under these circumstances is very complex and intricate.

Figure 43: Smoke particles for the Full-Swirl Setup

Furthermore, the particles of figure 43 already show a relative strong movement to the
right. This effect strongly reflects in the resulting vector fields in the following figures 44
to 47, especially for VRs 2 and 3. Due to the chaotic movement the averaged velocity
fields for the lower velocities of VRs 1 and 4 also show very low magnitudes. The velocity
fields for velocity ratios 2 and 3 have a more distinct pattern but turn immediately to the
right.
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Figure 44: Velocity Field for Full Swirl and Velocity Ratio 1
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Figure 45: Velocity Field for Full Swirl and Velocity Ratio 2
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Figure 46: Velocity Field for Full Swirl and Velocity Ratio 3
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Figure 47: Velocity Field for Full Swirl and Velocity Ratio 4

5.3 Comparison of CFD and PIV Results

The comparison of the results of the CFD simulation and the PIV experiments is a part
which evolved during the process of this thesis. As the construction and setup of the PIV
experiment took longer than expected the focus was split and a numerical simulation was
taken into account. The question regarding the comparison of CFD and PIV came up
pretty early in the progress and a few possibilities were considered. One option would
have been the simulation of multi-phase CFD simulation. The smoke particles would have
been included as a second phase to the simulation. This would have allowed an almost
accurate and close comparison. However, due to time limitations and lacking knowledge
on multi-phase simulation this option was discarded. Especially turbulent multi-phase
CFD simulation requires long-term experience and particular know-how which cannot be
achieved during the process of a master thesis. Another option to compare the velocity
fields was the idea to also seed the swirling air, coming from the outer tube during the
PIV experiments. However, the smoke was so finely dispersed that it was not possible
to detect single particles. The dispersion was probably the result of the perforated plate
which was attached to the blocks of the swirler and therefore was not removable.
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Hence, it was decided to compare the axial velocity of the simulation with the exper-
iment. By extracting the values of the simulation along the centre line in the ’combustion
chamber’ and comparing it to the values of the experiment along the centre line in the
glass tube, a comparison between CFD and PIV is possible. Figures 48 and 49 show the
axial velocity along a vertical line for the for the no- and half-swirl setup. It includes the
data points for the CFD simulation and the PIV experiment. As described in chapter
5.2.1 the poor dispersion of the smoke particles shortly after the outlet led to wrong or
inaccurate vectors. This is also evident for the graph of the PIV experiment for both swirl
setups. However, after around 2cm the data points of the graph get more stable. From
that point on until around 10cm for the no-swirl and 8cm for the half-swirl setup in the
’combustion chamber’, the values of the simulation and experiment are very similar. In
this area the CFD and PIV show a high congruence. It is also noticeable that the velocity
magnitude for the no- and half-swirl setup is not so different with only a slightly higher
value for the no-swirl setup. Thereafter, the graphs differ for both swirl setups. For the
no-swirl setup, the PIV graph decreases rapidly until it reaches around 1m/s at the end
of position 3. The CFD simulation in comparison decreases a lot slower. Almost the same
applies to the half-swirl setup. A comparison for the full-swirl setup was not reasonable
due to the spurious values of the PIV experiment.

Figure 48: Comparison of CFD and PIV of the Axial Velocity for No Swirl Setup
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Figure 49: Comparison of CFD and PIV of the Axial Velocity for Half Swirl Setup
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6 Conclusion

The objective of this thesis was to study of the influence of different burner designs on
the flow field. In particular, the impact of a swirling motion caused by a swirler inlet
was investigated and for this task, a PIV experiment and a CFD simulation were per-
formed. It started with the construction and setup of the experiment and learning of the
PIV technique and its components which were new in the university’s laboratory. Before
running the PIV experiments a validation check was performed and around 6% maximal
deviation of the mean value was measured. This possible difference between each run was
accepted as the components of the system reached their limits. Either a larger number of
recorded images or a laser with a trigger frequency below 1000Hz would reduce the error
between each run and would be recommended for further studies. For this experiment,
the flow field for three different swirl settings- no-, half- and full-swirl- and four different
velocity ratios were acquired. The flow rates were calculated as if biomass was burned
in the ’real’ burner. The resulting vector fields can be seen in chapter 5.2 which also in-
cludes the challenges faced during the runs. For each swirl-setup different issues occurred
during the operation of the experiments. For the no-swirl setup, the low dispersion of
the smoke particles especially shortly after the outlet posed a problem. The experiment
with different particles such as titanium oxide with a seeding device would be interesting
and worth an attempt. Especially as the flow field will also be examined under reaction
conditions inside the burner in the upcoming stages of the project where smoke particles
are ineligible and solid particles will be necessary. However, solid particles can easily
agglomerate and lead to velocity lags inside the flow and therefore need special attention.
For the full-swirl setup the opposite was the problem as the particles dispersed too fast.
The movement inside the glass chamber turned from an axial into a radial movement
which also meant that the movement was out of the plane of the laser sheet. This re-
sulted in spurious vector velocity fields and a better understanding of particle movement
for the full-swirl setup will be necessary for future work. The project plan states the
prospective use of stereoscopic PIV which is two cameras recording a 2D velocity field
but with three velocity components. For this method, the requirements and limitations
for correct cross-correlation are even more important. In this context it has to be stated
that Particle Image Velocimetry is a very challenging and complex technique with a long
learning period. The particle flow field was unique for each swirl setting and each velocity
ratio, therefore, it required different camera settings and acquisition techniques. In order
to perfectly master and perform PIV it certainly would take more time than a treatise of a
master thesis albeit this study gives a good guidance for future steps of the project as the
experiments of the no- and half-swirl setup delivered reasonable and replicable resulting
velocity fields for four different velocity ratios.

To validate the results of the PIV method it was decided to simulate the experiment
with a CFD simulation. This was done during the downtime of the PIV setup as delays
with the swirler components and the software occurred. Beyond that, it also offered a
very good opportunity to compare the PIV and CFD results. The swirler assembly with
the centre and outer tubes and the combustion chamber were modelled and simulated
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with ANSYS - Fluent. For the turbulence model the realizable k-ε model was used which
has a good reputation for the simulation of swirling flows with an acceptable calculation
time. However, the model has its limitations and other turbulence models such as the
Reynolds Stress Model (RSM) or the Large Eddy Simulation Model (LES) would deliver
more accurate results. These models require a high expertise and experience in CFD sim-
ulation and the simulation time is considerably longer but may be an option for further
studies. The validation of the CFD simulation was based on two methods: mesh vali-
dation and result validation. The mesh validation resulted in very good to perfect mesh
elements and together with the result validation it can be confirmed that the results are
based on a reasonable simulation procedure. The velocity fields show the obvious impact
of the different swirl setups on the flow pattern. The axial and radial development of
the flow field inside the combustion chamber are set side by side to highlight differences.
The velocity fields show a strong dependence on length for the different swirl settings.
In addition a comparison of the PIV and CFD results was performed where applicable.
It confirmed good congruence for the distance 2-10cm after the outlet. Afterwards the
velocity of the PIV experiment converged faster to lower values compared to the simula-
tion. For further studies a CFD simulation with multiphase flows would be beneficial for
a better comparison. The level of detail can be further increased by simulating flow of
biomass particles or even including combustion reactions.
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