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Abstract

One of the most investigated materials in microelectronics is currently the wide bandgap
semiconductor silicon carbide. Due to its attractive material properties, silicon carbide-
based applications are promising higher energy efficiencies and at the same time higher
operating temperatures, frequencies, and voltages, whilst allowing further physical
downscaling. However, for a broad utilization, silicon carbide is facing several lim-
itations due to crystal orientation-dependent phenomena as well as poor electrical
characteristics. In order to significantly boost the exploitation of silicon carbide as a
key substrate material for microelectronic devices, it is crucial to fully comprehend and
predict the physical effects of the involved fabrication processing steps. Those predic-
tions are based on modeling and simulation techniques, which are vital for the design
and optimization of devices and device fabrication processes. The ultimate goal of
simulation-based predictions is to reduce the need for conventional, cost-intensive ex-
perimental investigations and thus to reduce development costs, ultimately allowing to
sustain the high pace of progress in semiconductor industry. In this work two key chal-
lenges in modeling and simulation of silicon carbide device fabrication are investigated
and overcome: Thermal oxidation and dopant activation. The first part focuses on the
oxidation mechanisms and models, in particular Massoud’s model, which is calibrated
for the four most common crystal orientations. In addition, a novel interpolation
method for oxidation growth rates, which enables accurate three-dimensional simu-
lations of arbitrary structures, is presented and evaluated. The second part focuses
on the activation of dopants during post-implantation annealing. After a discussion
of the physics involved in annealing processes, three activation models are presented.
The developed models and their calibrated parameters have been implemented into
Silvaco’s Victory Process simulator which is used to perform numerous studies of var-
ious silicon carbide devices to verify the modeling approaches. The results show that
it is crucial for device fabrication simulations to be able to accurately predict the
geometry and doping profiles of silicon carbide devices. For this reason, this work pro-
vides a new understanding of the oxidation and activation mechanisms, promotes the
advancement of the silicon carbide semiconductor technology, and, finally, enables to
advance technology computer-aided design tools with novel modeling and simulation
capabilities for oxidation and post-implantation annealing processes.
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Kurzfassung

Eines der am meisten untersuchten Materialien in der Mikroelektronik ist derzeit
der Halbleiter mit großer Bandlücke Siliziumkarbid. Aufgrund seiner attraktiven
Materialeigenschaften versprechen Anwendungen auf Siliziumkarbid-Basis eine höhere
Energieeffizienz trotz höherer Betriebstemperaturen, -frequenzen und -spannungen,
während gleichzeitig ein weiteres Verkleinern von Bauelementen ermöglicht wird. Die
breite Verwendung von Siliziumkarbid ist jedoch aufgrund von kristallorientierungs-
abhängigen Phänomenen, sowie schlechten elektrischen Eigenschaften begrenzt. Um
die Nutzung von Siliziumkarbid als wichtiges Substratmaterial für mikroelektronische
Bauelemente signifikant zu steigern, ist es entscheidend, die physikalischen Effekte der
involvierten Herstellungsschritte ganzheitlich zu verstehen und vorherzusagen. Diese
Vorhersagen basieren auf Modellierungs- und Simulationstechniken, welche entschei-
dend sind für den Entwurf und die Optimierung von Geräten und Herstellungsprozessen.
Das ultimative Ziel dieser simulationsbasierten Vorhersagen ist es, den Bedarf für
konventionelle, kostenintensive, experimentelle Untersuchungen und somit die Ent-
wicklungskosten zu reduzieren, um letztlich das hohe Tempo des Fortschritts in der
Halbleiterindustrie aufrechtzuerhalten. In dieser Arbeit werden zwei zentrale Heraus-
forderungen bei der Modellierung und Simulation der Herstellung von Siliziumkarbid-
Bauelementen untersucht und überwunden: Thermische Oxidation und Dotierstoff-
aktivierung. Der erste Teil befasst sich mit Oxidationsmechanismen und -modellen,
insbesondere mit Massoud’s empirischem Modell, welches für die vier häufigsten Kri-
stallorientierungen kalibriert ist. Darüber hinaus wird eine neuartige Interpolation-
smethode für Oxidationswachstumsraten, die eine genaue dreidimensionale Simula-
tion beliebiger Strukturen ermöglicht, vorgestellt und untersucht. Der zweite Teil
konzentriert sich auf die Aktivierung von Dopanden während des Ausheilens nach der
Ionenimplantation. Nach einer Beschreibung der involvierten Physik in den Ausheil-
verfahren werden drei Aktivierungsmodelle vorgestellt. Die entwickelten Modelle und
ihre kalibrierten Parameter wurden in Silvacos Simulationswerkzeug, Victory Process,
implementiert, welches zur Durchführung zahlreicher Untersuchungen verschiedener
Siliziumkarbid-Bauelemente zur Verifizierung der Modellierungsansätze verwendet wird.
Die Ergebnisse zeigen, dass es für die Herstellung von Bauelementen entscheidend ist,
die Geometrie und Dotierungsprofile von Siliziumkarbid-Bauelementen genau vorher-
sagen zu können. Aus diesem Grunde schafft diese Arbeit ein neues Verständnis der
Oxidations- und Aktivierungsmechanismen und kann so die Weiterentwicklung der
Siliziumkarbid-Halbleitertechnologie fördern, wodurch ein Fortschritt von computer-
gestützten Entwurfswerkzeugen mit neuartigen Modellierungs- und Simulationsfähig-
keiten für Oxidations- und Post-Implantationsausheilverfahren ermöglicht wird.
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I would also like to thank Dr. Andreas Hössinger, product manager for process sim-
ulations at Silvaco Europe Ltd., for constant support, availability, and motivation by
providing unique research challenges and discussions.

I am very grateful to my colleagues Paul Manstetten, Giorgios Diamantopoulos, Lukas
Gnam, and others for their support and numerous excellent discussions, which con-
structively pushed research further. In addition, I am thankful to our research group
for making me feel like a part of a big collective and making it a pleasure to work
every day.

To my girlfriend, I am grateful for showing me that the research is not the only thing
to fall in love with. To my parents Ivanka Režonja Šimonka and Jožef Šimonka, who
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1 Introduction

Semiconductor devices were the key enabler for the arrival of the computer age, also
known as the second industrial revolution. At the heart of the information and com-
munication technologies, integrated circuits (ICs) - based on an ensemble of semi-
conductor devices - find applications in consumer electronics, automobiles, medical
equipment, industrial devices, and many more. The dominant semiconductor for the
majority of electronic devices has for a long time been silicon (Si). However, recently
wide-bandgap semiconductors, particularly silicon carbide (SiC), attracted much at-
tention because of many key benefits over other semiconductor materials in a large
number of industrial and military applications [1], [2]. Although Si has been used for
high-power, high-temperature, and high-frequency devices, significant performance im-
provements of Si devices can no longer be expected, because the devices have reached
their performance limit introduced by the material’s inherent physical properties [3].
Thus, SiC power devices will set new standards in power savings for virtually every-
thing that converts or uses electricity, from wind turbines and solar installations to
industrial data centers, hybrid cars, and medical imaging systems, just to name a
few. Apart from the significant progress achieved in the area of SiC-based electronics
continued advancements in numerical simulations are necessary to enhance the design
and optimization of SiC devices, which will further optimize the devices and reduce
fabrication costs. The development of novel electronic devices thus requires accurate
one- (1D), two- (2D), and three-dimensional (3D) modeling approaches to be able to
predict physical phenomena during device fabrication and operation.

1.1 Silicon Carbide

Naturally occurring SiC, also known as moissanite, is extremely rare and can be found
only in certain types of meteorite. It was found in 1983 as a small component of the
Canyon Diablo meteorite in Arizona [4]. Because of the rarity of natural moissanite,
most of SiC is synthetic. The simplest manufacturing process is to combine silica
sand and carbon (C) in an Acheson graphite electric resistance furnace [5] at a high-
temperature, between 1600◦C and 2500◦C. The material formed in the Acheson furnace
varies in purity, according to its distance from the graphite resistor heat source. Pure
SiC can be made by the Lely process, in which SiC powder is sublimated into high-
temperature species of Si, C, silicon dicarbide (SiC2), and disilicon carbide (Si2C) in an
argon gas ambient at 2500◦C and finally redeposited into flake-like single crystals [6].
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1. Introduction

This method was extended as seeded sublimation technique in the late 1970s [7].
The latter method was further refined in the early 1990s [8] for producing large-
diameter SiC boules. Various modifications of these techniques are now used at many
laboratories worldwide. Bulk single crystals of SiC with diameters of > 100 mm are
fabricated today [9].

Among the wide-bandgap semiconductors, SiC is the only compound semiconductor
which can be thermally oxidized in the form of silicon dioxide (SiO2), similarly to
Si. Devices which can be fabricated on Si substrates, such as power metal-oxide-
semiconductor field-effect transistors (MOSFET) and insulated-gate bipolar transis-
tors (IGBT), can thus also be fabricated on SiC substrates. Therefore, SiC is consid-
ered to be a post Si power device material, as SiC offers superior physical properties
over Si, such as wide-bandgap, high electrical breakdown voltage, and high thermal
conductivity [10], [11]. However, in order to take advantage of these superior prop-
erties of SiC, many challenges on the material level must be better understood and
eventually overcome, particularly concerning crystal structure, substrate orientation,
bond formation, dopant activation, and ionization [12].

1.1.1 Crystallography

SiC exists in more than 250 crystal structures, known as crystalline forms, which are
called polytypes [13]. They are variations of the same chemical compound, which are
identical in two dimensions and differ in the third. Thus, the polytypes can be viewed
as layers stacked in a certain sequence [14]. Each SiC bilayer can be oriented into only
three possible positions with respect to the lattice, while the tetrahedral bonding is
maintained. These three layers are arbitrarily denoted A, B, and C. The most common
polytypes of SiC presently being developed for electronics are the cubic 3C-SiC, the
hexagonal 4H-SiC and 6H-SiC, and the rhombohedral 15R-SiC. 3C-SiC is the only
form of SiC with a cubic crystal lattice structure which is similar to Si. The prefix
number, e.g., 3 in 3C-SiC, refers to the number of layers needed for periodicity, i.e., the
stacking sequence ABC. 4H-SiC consists of an equal number of cubic and hexagonal
bonds with a stacking sequences of ABAC, while 6H-SiC is composed of two-thirds
cubic bonds and one-third hexagonal bonds with a stacking sequence of ABCACB.
The overall symmetry is hexagonal for both polytypes, despite the cubic bonds which
are present in each. Cubic lattice sites are typically denoted as k and hexagonal sites
as h. Similarly, 15R-SiC is a rhombohedral crystal structure composed of three-fifth
cubic bonds and two-fifth hexagonal bonds. The stacking sequences among common
SiC polytypes are summarized in Table 1.1.

2



1. Introduction

Changing the stacking sequence of SiC has an impact on the mechanical material
properties [15], particularly on lattice constants, i.e., basic cell dimensions. The lattice
height b of 6H-SiC is approximately 1.5 times higher than of 4H-SiC. However, the
lattice width a is almost identical for both hexagonal polytypes. In contrary, the basic
cube dimension of 3C-SiC is higher than the hexagon width of 4H- and 6H-SiC, while
the density of all three polytypes remains equal. The common SiC polytypes have,
compared to Si, gallium nitride (GaN), and gallium arsenide (GaAs), approximately a
five times higher thermal conductivity and an approximately two times higher melting
point1. The mechanical properties of 3C-SiC, 4H-SiC, 6H-SiC, Si, and GaAs are
summarized in Table 1.2.

Table 1.1: Stacking sequences of common SiC polytypes. k and h refer to cubic and
hexagonal lattice sites, respectively.

Polytype Stacking Sequence No. k No. h

3C ABC 1 0

4H ABAC 1 1

6H ABCACB 2 1

15R ABCACBCABACABCB 3 2

Table 1.2: Mechanical material properties of common SiC polytypes and other com-
mon semiconductors. a and b are the width and the height of the crystal
unit cell, respectively, ρ is the density of the crystal unit cell, λ is the
thermal conductivity, and Tmelt is the melting point.

Property 3C-SiC 4H-SiC 6H-SiC Si GaAs

a [Å] 4.359 3.073 3.081 5.43 5.65

b [Å] 4.359 10.05 15.12 5.43 5.65

ρ [gm/cm3] 3.2 3.2 3.2 2.3 5.3

λ [W/cmK] 5 5 5 1.5 0.5

Tmelt [◦C] 2830 2830 2830 1420 1240

1The melting point refers to the temperature at which a solid changes its state to liquid at atmo-
spheric pressure.
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1. Introduction

Today, only 4H- and 6H-SiC polytypes are available commercially as substrate mate-
rials. Among the hexagonal polytypes, 4H-SiC is the most promising polytype being
already implemented in various applications, such as high-voltage MOSFETs [16], [17],
and is thus the focus of this thesis. 4H-SiC has the stacking sequence ABAC. The
layer structure of 4H-SiC is shown in Figure 1.1.

The typically used notation system for crystallographic planes, also known as faces,
are Miller indices [18]. For the cubic crystal three Miller indices, h, k, and l, are used
to describe directions and planes in the crystal. These are integers with the same ratio
as the reciprocals of the intercepts with x-, y-, and z-axis, respectively. h, k, and l
denote the family of planes orthogonal to hb1 + kb2 + lb3, where b1, b2, and b3 are the
reciprocal lattice vectors. Correspondingly, the three primitive lattice vectors which
define the unit cell are a1, a2, and a3.

For hexagonal structures, however, four Miller indices are commonly used, denoted
h, k, i, and l, which must obey the constraint h + k + i = 0. Correspondingly, four
primitive lattice vectors a1, a2, a3, and c are defined for the hexagonal unit cell. The
sum of the reciprocal intercepts with a1, a2, and a3 is zero. The angle γ between
the a-vectors is 120◦, whereas the c-vector is perpendicular to the plane of the a-
vectors. A representative selection of basic planes as examples of determining Miller
indices is shown in Figure 1.2. In the case of 4H-SiC the four commonly investigated
crystallographic faces are the (0001) Si-, (0001̄) C-, (11̄00) m-, and (112̄0) a-face,
shown in Figure 1.3. Despite the fact that all SiC polytypes chemically consist of 50%
carbon atoms bonded with covalent (i.e., molecular) bonds to 50% Si atoms, each SiC
polytype has its own distinct set of physical properties [19].

A

B

A

C

Figure 1.1: Cross-section of a basic cell of 4H-SiC with the stacking sequence ABAC.
The yellow and gray spheres represent Si and C, respectively.
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Figure 1.2: Examples of Miller indices for a hexagonal crystal structure, showing a
representative selection of basic planes: (1̄010) (green), (01̄10) (violet),
(11̄00) (red), and (112̄0) (blue square). a1, a2, a3, and c are the primitive
lattice vectors and γ = 120◦ is the angle between the a-vectors. The vector
c is perpendicular to the a-vectors and points into the drawing plane.
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Figure 1.3: 3D schematic illustrations of various perspectives of a 4H-SiC polytype
with the stacking sequence ABAC. The brown spheres represent Si atoms,
the gray spheres C atoms, and the arrows show directions towards cor-
responding crystallographic faces. The Miller indices are: Si-face (0001),
C-face (0001̄), m-face (11̄00), and a-face (112̄0). h and k stand for the
hexagonal and cubic lattice sites, respectively.
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1.1.2 Physical Properties

The properties of SiC make it the foremost semiconductor material for short wave-
length optoelectronic, high-temperature, radiation resistant, high-power, and high-
frequency electronic devices [20]. SiC-based devices can operate at high temperatures
without suffering from intrinsic conduction effects, because of its wide-bandgap. SiC
can withstand electric fields five to twenty times larger than Si or GaAs without under-
going avalanche breakdown [21]. This high breakdown electric field allows the devices
to be closer together, providing high device packing density for integrated circuits.
SiC is in addition an excellent thermal conductor, e.g., at room temperature (300 K)
it has a three to thirteen times higher thermal conductivity than Si [22]. The high
thermal conductivity enables SiC-based devices to operate at extremely high power
levels whilst still being able to dissipate the large amounts of generated excess heat.
SiC devices can operate at high frequencies, such as radio and microwave frequency
ranges, due to the larger saturated electron drift velocity, which is two to two-and-
a-half times larger than that of Si [23]. Comparisons of the bandgap, breakdown
field, thermal conductivity, melting point, and saturation velocity of Si, GaN, GaAs,
4H-SiC, and 6H-SiC are shown in Figure 1.4.

The arrangement of next neighbors in the lattice is the same for all SiC polytypes,
but crystallographic nonequivalent lattice sites exist in different polytypes. Thus,
electronic properties, such as effective mass, carrier mobility, and bandgap, vary be-
tween different SiC stacking sequences and crystal orientations. Different polytypes
have profound effects on the material properties, for example, the bandgap changes
from 3.2 eV (4H-SiC) to 2.4 eV (3C-SiC). Some of the SiC properties are anisotropic,
i.e., direction-dependent with respect to the crystal orientation. One example is the
electron mobility which is in the case of 6H-SiC 60 cm2/Vs parallel to the c-axis and
400 cm2/Vs perpendicular to the c-axis. The low anisotropy of the electron mobility in
4H-SiC is one of the primary reasons for the emerging popularity of 4H-SiC, compared
to 6H-SiC which has an extremely high anisotropic electron mobility.

Dopants in SiC can be incorporated into energetically nonequivalent cubic (k) or
quasi-hexagonal (h) lattice sites, as shown in Figure 1.5. Hall measurements have
yielded two donor levels upon the occupancy site in 6H-SiC, i.e., the hexagonal site
is 85 meV and the cubic site is 140 meV. In 4H-SiC the donor levels of nitrogen (N)-
doped SiC are 50 meV and 92 meV for hexagonal and cubic sites, respectively. For
phosphorus (P)-doped SiC the donor levels are 54 meV and 93 meV for hexagonal
and cubit sites, respectively [10]. The fact that most dopant levels are deeper than
those found comparably in Si explains the partial carrier freeze-out in SiC at room
temperature, since the thermal energy is only ≈ 25.9 meV at 300 K. In contrast, for
p-type aluminium (Al)-doped SiC, an average acceptor energy level in the range of
200 to 240 meV is found for all polytypes. Other p-type dopants such as boron (B)
have deeper acceptor levels (≈ 300 meV), but are not commonly used.
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Figure 1.4: Comparison of relevant material properties of Si (violet), GaN (red), GaAs
(green), 4H-SiC (blue), and 6H-SiC (black line).
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Figure 1.5: Diagram of the common dopants in SiC showing the donor and acceptor
energy levels. h and k stand for the hexagonal and cubic lattice sites,
respectively.

The effective mass of an electron or a hole is usually stated in units of the rest mass of
an electron m0 = 9.11 · 10−31 kg. In these units the effective mass of electrons or holes
is commonly in the range from 0.01 to 10, but can be as high as 1000 for exotic heavy
fermion materials [24]. The experimental and theoretical values of the longitudinal
and transverse effective mass of electrons and holes in SiC are still diverging across
the literature for various polytypes and directions [1]. However, typically used values
for calculating carrier concentrations are based on Hall effect analyses: The effective
mass of electrons at 300 K for 4H-SiC is 0.4m0 [25] and for 6H-SiC 0.6m0 [26]. The
effective mass of holes at 300 K for 4H-SiC is 2.6m0 and for 6H-SiC 2.8m0. These
differences clearly show that the effective mass of the electrons and holes are polytype-
dependent.

All of the electrical properties of 4H- and 6H-SiC are summarized in Table 1.3. For
comparison the properties of Si are shown as well. The major SiC polytypes exhibit
advantages and disadvantages in basic material properties compared to Si. However,
the main advantages of SiC over Si are particularly the thermal conductivity, the
electrical breakdown strength, and the bandgap, which all together allow for higher
temperature, frequency, and voltage operation of SiC-based devices.
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Table 1.3: Comparison of electrical properties of common SiC polytypes, SiC
anisotropy, and Si. Eg is the bandgap, εs the relative dielectric constant,
EB the breakdown field, λ the thermal conductivity, ni the intrinsic car-
rier concentration, µn the electron mobility, µp the hole mobility, ED the
ionization energy of donors, EA the ionization energy of acceptors, MC the
number of equivalent minima in the conduction band, m∗e the effective mass
of an electron, m∗h the effective mass of a hole, and m0 = 9.11 · 1031 kg the
electron rest mass. ‖ and ⊥ refer to parallel and perpendicular directions,
respectively, and k and h refer to cubic and hexagonal lattice sites. µn and
µp are measured at donor and acceptor concentration 1016 cm−3, EB at
donor concentration 1017 cm−3, and m∗e and m∗h at temperature 300 K [1],
[10], [25], [26], [27], [28], [29], [30].

Property 4H-SiC 6H-SiC Si

Eg [eV] 3.2 3.0 1.12

εs 9.7 9.66 11.9

EB [MV/cm] ‖ c-axis: 3.0
⊥c-axis: 1.0

‖ c-axis: 3.2
⊥c-axis: 1.0

0.3

λ [W/cm K] 3.7 4.9 1.31

ni [cm−3] 5.0 · 10−9 1.6 · 10−6 9.65 · 109

µn [cm2/Vs] ‖ c-axis: 900
⊥c-axis: 800

‖ c-axis: 60
⊥c-axis: 400

1430

µp [cm2/Vs] 115 90 480

Donor: ED [meV] N: 50 (k), 92 (h)
P: 54 (k), 93 (h)

N: 85 (k), 140 (h)
P: 80 (k), 110 (h)

P: 45
As: 54

Acceptor: EA [meV] Al: 200
B: 285

Al: 240
B: 300

Al: 67
B: 45

MC 3 6 6

m∗e 0.4m0 0.6m0 0.2m0

m∗h 2.6m0 2.8m0 0.4m0
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1.1.3 Device Applications

Several SiC semiconductor devices, utilized mostly in high-power applications [31],
[32], [33], are commercially available, such as Schottky barrier diodes (SBDs), junction-
gate field-effect transistors (JFETs), and MOSFETs, shown in Figure 1.6. The first
commercial 1200 V JFETs were introduced in 2008, followed by the first commercial
1200 V MOSFETs in 2011. In the same timeframe some companies started implement-
ing bare SiC Schottky diode chips into their power electronic modules. In fact, SiC
SBDs are widely used in IGBT power modules and power factor correction circuits.

Power devices and electronics are critical components which regulate the delivered
and used power. For the generation of energy sources, such as wind and solar energy,
SiC-based devices convert energy for households and industries. In hybrid or electric
vehicles power devices manage the electricity running through electric motors and for
data centers the same devices control power usage by the large scale computer systems.
As an exemplary outlook, performance gains from SiC electronics could enable the
public power grid to handle increased consumer electricity demand without building
additional generation plants, and improve power quality and operational reliability
through smart power management [27].

What makes SiC-based power electronics so attractive is the fact that for a given
blocking voltage the doping concentration can be almost one hundred times higher
than in Si-based devices. This results in a high blocking voltage at a low on-resistance,
which is crucial for high-power applications, since less heat will be generated as the
on-resistance decreases, reducing the system’s thermal load and increasing overall
efficiency.

In the area of future power applications, GaN is another important wide bandgap
material which shows a great promise in device performance improvements. There
is a great deal of ongoing discussions about differences in advances and challenges
between SiC and GaN. On one hand, GaN is seen as the competitor to SiC, but on
the other hand, it is believed that each of them will settle into its own niche [34], [35].
Currently many companies and research institutions rather focus on SiC due to the
following reasons: 1) SiC devices fit very well into the markets and applications as
are known from Si technology. 2) SiC power device technology is more mature than
GaN. 3) Path to profitable growth seems shorter with SiC than GaN. 4) SiC offers the
possibility of producing MOSFETs, while GaN does not.

However, there are a few difficulties inherent in manufacturing SiC-based electronic
components, with the elimination of defects being the foremost problem. These defects
result in poor reverse blocking performance in components made of SiC crystals [36].
In addition to this crystal quality problem, difficulties in the interface of SiO2 with
SiC have hindered the advance of both SiC-based power MOSFETs and IGBTs.
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Figure 1.6: Examples of commercially available SiC devices: JBS (left), JFET (center),
and MOSFET (right).

The principal optoelectronic applications for SiC are low-intensity blue light emit-
ting diodes (LEDs) and substrates for GaN-based high-intensity blue LEDs or laser
diodes [37]. In fact, electroluminescence was first discovered in 1907 using a crystal
of SiC together with a cat’s whisker detector. After some years of development SiC
LEDs were commercially produced worldwide, i.e., yellow SiC LEDs in the 1970s and
blue SiC LEDs in the 1980s. However, with the introduction of GaN LEDs, which
can produce ten to hundred times brighter emissions, SiC LED production was inter-
rupted. Nevertheless, SiC is still popular as a substrate for GaN-based devices and
mostly utilized for high-temperature, -voltage, and -frequency applications.

High-temperature SiC-based devices are developed for aircraft and automotive en-
gine sensors, jet engine ignition systems, transmitters for deep well drilling, and a
number of industrial process measurement and control systems [38], [39]. The use of
electromechanical controls which are capable of harsh-ambient operation will enable
substantial jet-aircraft weight savings, reduced maintenance, reduced pollution, higher
fuel efficiency, and increased operational reliability [40]. SiC semiconductor devices can
function at much higher temperatures than Si devices, due to the wide-bandgap and
low intrinsic carrier concentration of SiC. The intrinsic carrier concentration increases
exponentially with temperature [27], thus the undesired junction reverse-bias leakage
current becomes unacceptably large. In this case the semiconductor device’s opera-
tion is overcome by uncontrolled conductivity, when the intrinsic carrier concentration
exceeds device doping levels. Therefore, very small intrinsic carrier concentrations of
SiC enable junction temperatures and device operation temperatures above 800◦C and
600◦C, respectively [36], [41].

High-voltage SiC-based devices have tremendous potential due to the high electric
breakdown field in the range of 1 · 106 V/cm to 4 · 106 V/cm and high thermal con-
ductivity in the range of 2 W/cm K to 5 W/cm K of SiC [42]. The high breakdown
field of SiC-based devices enables much higher doping levels and thinner layers for a
particular voltage, compared to Si devices. This results in up to a three hundred times
lower on-resistance for SiC unipolar devices compared to equivalent Si devices.
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Moreover, the high breakdown field and wide-bandgap allow for much faster power
switching devices. High-frequency SiC-based devices are being used in power sup-
plies, cellular phone base stations, phased array radar systems, and lightweight radio
frequency and microwave transmitters, where conventional devices cannot operate ad-
equately due to high power densities and high temperature demands [43]. However,
the SiC technology faces many challenges in fabrication processes, particularly due to
the unique material properties of SiC.

1.2 Device Fabrication

Semiconductor device fabrication is a process to create ICs present in everyday elec-
tronic devices, such as computers, mobile phones, televisions, radios, cameras, washing
machines, lights, vehicles, and many more. Fabrication processes are a sequential set
of tasks utilizing photolithographic and physical as well as chemical processing tech-
niques during which the 3D IC structures are gradually created on a semiconductor
wafer [44]. The processes are performed in highly specialized facilities, known as fabs.
The device fabrication process times are very cost-intensive and lengthy, i.e., the en-
tire manufacturing process takes approximately six to eight weeks and can in certain
circumstances take up to fifteen weeks [44].

The previously mentioned step-by-step and layer-upon-layer method of producing ICs
in a wafer is called planar technology. A big advantage of this technology is that each
fabrication step is applied to the entire wafer. Therefore, it is possible to interconnect
many devices with high precision and to fabricate many ICs on one wafer at the same
time. Thus, from an economical perspective, it is highly beneficial to reduce the area
of each IC, i.e., reduce the size of the devices and interconnects, in order to get more
chips per wafer and thus reduce costs [44]. For example, over the last decades the
node sizes decreased from 10 µm in 1971 to 10 nm in 2017 [45], which is a decrease
of three orders of magnitude, meaning that on the same wafer size approximately 106

more chips can be produced via the same process. This development was projected
by Moore’s law [46], [47], [48], which states that the number of transistors on a dense
IC for the same costs doubles every 18 to 24 months.

The most commonly used processing steps for IC fabrication are photolithography,
etching, deposition, ion implantation, thermal oxidation, annealing, and diffusion [44],
[49]. The manufacturing steps involved in the fabrication of semiconductor devices are
briefly discussed in the following sections. As an example of a device fabrication, sim-
plified processing steps of a SiC MOSFET are schematically depicted in Figure 1.7.
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Figure 1.7: Schematic summary of the major processing steps in the fabrication of
a SiC MOSFET: 1) p-type SiC substrate wafer, 2) thermal oxidation,
3) photolithography, 4) oxide etching, 5) n+ ion implantation, 6) annealing
and diffusion, 7) thermal oxidation, 8) oxide etching, 9) metal deposition,
10) metal etching, 11) dicing and packaging, and 12) final device (left) and
device’s circuit scheme (right). D, S, and G stand for drain, source, and
gate, respectively.
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The fabrication of a SiC MOSFET begins with the SiC substrate wafer, followed by
thermal oxidation, photolithography, and etching in order to create a mask for ion
implantation. In this way, the oxide is produced selectively, which protects particular
areas from ion implantation. The rest of the substrate is implanted with dopants and
annealed in order to increase the electrical activity of implanted regions, to repair
the crystal lattice, and to reduce the trap density. After that, a high quality oxide
is grown on the surface and selectively removed by photolithography and etching to
create a gate oxide for the device. Afterwards a metal is deposited and etched on the
top and the bottom of the device to create ohmic contacts for the source, gate, and
drain. Finally, the device is diced from the wafer and packaged in order to protect it
from the external environment and to provide connections to drain, gate, and source
for the use in external circuits [1], [49].

1.2.1 Photolithography

Photolithography, also known as optical or UV lithography, is a process to pattern
parts of a thin film or the bulk of a semiconductor substrate. It is a photographic
process by which a light sensitive polymer, called a photoresist, is exposed and devel-
oped to ultimately form 3D relief images on the substrate using a geometric pattern,
called a mask [44]. In general, the ideal photoresist image has the exact shape of the
intended pattern given by the mask in the plane of the substrate, with vertical walls
through the resist. Thus, the final resist pattern is binary, i.e., parts of the substrate
are covered with resist while other parts are not. This binary pattern is needed for
pattern transfer since the parts of the substrate covered with resist will be protected
from etching, ion implantation, or other pattern transfer mechanisms.

The general sequence of processing steps for a typical photolithography process is
1) substrate preparation, 2) photoresist spin coat, 3) pre-bake, 4) exposure to ultravi-
olet light, 5) post-exposure bake, 6) development, i.e., making photoresist soluble, and
7) post-bake [44], [49]. A resist strip is the final operation in the lithographic process,
after the resist pattern has been transferred onto the underlying layer. This sequence
is generally performed on several tools linked together into a contiguous unit called a
lithographic cluster. In common ICs a modern MOSFET wafer will go through the
photolithographic cycle up to fifty times [44].

1.2.2 Etching

Etching is a process to physically or chemically remove layers from the surface of a
wafer during device fabrication. In order to generate the desired patterns and geome-
tries on a wafer, several etching steps must be performed before the wafer design is
complete [44]. Patterns are controlled via protecting materials which resist etching.
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Commonly the protective material is a photoresist which is patterned by photolithog-
raphy (cf. Section 1.2.1).

Etching techniques exist in several varieties, i.e., selective or non-selective and isotropic
or anisotropic [44], [49]. If the etching step is intended to make a cavity in a material,
the depth of the cavity can be controlled using the etching time and the known etch
rate. Many times etching must entirely remove the top layer of a multilayer structure,
without damaging the underlying or masking layers. The etching ability to remove one
particular material while partly or fully preserving another is selectivity which depends
on the ratio of the etch rates for different materials. Some etches undercut the masking
layer and form cavities with sloping sidewalls. The distance of undercutting is called
bias. Etchants with large bias are called isotropic, because they erode the substrate
equally in all directions. Modern processes greatly prefer anisotropic etches, because
they produce sharp, well-controlled features [50].

The two fundamental types of etching techniques are liquid-phase (wet) and plasma-
phase (dry) etching [44], [49]. The dry etching uses a plasma process where ions
and neutral radicals are accelerated towards the surface to remove certain materials.
The plasma process is typically anisotropic, where the etch rate is mainly in the
direction of the accelerated ions [44]. Wet chemical processes are typically isotropic,
i.e., they etch in all directions with the same rate. However, both dry and wet etching
can be anisotropic by causing an etch rate variation with different material crystal
orientations [49].

1.2.3 Deposition

Deposition is a process that grows, coats, or in any way transfers a material onto the
wafer. Various deposition techniques are available today, such as physical vapor depo-
sition (PVD), chemical vapor deposition (CVD), electrochemical deposition (ECD),
molecular beam epitaxy (MBE), and atomic layer deposition (ALD) [49], [50]. PVD
and CVD are currently the most commonly used techniques in the semiconductor
industry.

PVD refers to a variety of vacuum deposition methods which can be used to produce
thin films and coatings. It is characterized by a process in which a material changes
from the condensed phase to a vapor phase and back to a thin film in condensed phase.
No chemical reaction occurs at the deposition site, but rather a material is released
from a source and transferred to a substrate [49]. The most commonly used PVD
techniques are sputtering and evaporation [44]. Common industrial coatings applied
by PVD are titanium nitride (TiN), zirconium nitride (ZrN), chromium nitride, (CrN),
and titanium aluminium nitride (TiAlN).

CVD, on the other hand, refers to a chemical process used to produce high-quality and
high-performance solid materials. In typical CVD techniques, a wafer is exposed to one
or multiple volatile precursors, which react and decompose on the substrate surface to
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produce the desired deposit. A high deposition temperature is usually required in order
to drive the reaction where the resulting film has a very good step coverage and better
uniformity, compared to PVD. Industry-related CVD processes include deposition of
materials in various forms, such as monocrystalline, polycrystalline, amorphous, and
epitaxial [49]. The most common deposition materials are SiO2, C, germanium (Ge),
tungsten (W), and titanium (Ti).

1.2.4 Oxidation

Oxidation is a process which generates a layer of oxide, usually SiO2, on the surface of
a semiconductor wafer. The oxidation is typically performed at temperatures above
800◦C in oxidation furnaces which can accept several wafers at the same time [49].
The orientation of the semiconductor crystal affects the oxidation growth rate as well
as the oxide cleanness [1]. An oxide can be either thermally oxidized or chemically
deposited [49]. In cases where the oxide must be grown on non-Si-based surfaces,
only deposition can be used, because non-Si materials are unable to form SiO2. The
chemical deposition is usually performed using tetraethyl orthosilicate or silane py-
rolysis [50]. However, the thermal oxidation of any variety is commonly preferred,
because it produces a higher-quality oxide with a much cleaner interface, i.e., less
interface defects, than the chemical deposition [44].

SiO2 layers of precisely controlled thicknesses are produced during IC fabrication by
exposing a semiconductor to either oxygen gas (O2) or water vapor (H2O) at elevated
temperatures. In either case the oxidizing species diffuse through the existing oxide
and react at the interface, e.g., SiC-SiO2. SiO2 is used for several purposes, ranging
from serving as a mask controlling dopant implantation to serving as the most critical
component in the MOSFET technology, i.e., the gate oxide [1], [50]. The oxidation
process is discussed in more detail in the Chapter 2.

1.2.5 Ion Implantation

Ion implantation is a process which introduces dopants into a material and thereby
changes its physical, chemical, or electrical properties. In this process, ions of an
element, such as Al, B, P, or N, are accelerated into a solid target like Si or SiC at
relatively low temperatures (below 300◦C) [44]. Ion implantation equipment typically
consists of 1) an ion source, where ions of the desired element are produced, 2) an
accelerator, where the ions are electrostatically accelerated to a high energy, and
3) a target chamber, where the ions impinge on a target, which is the material to
be implanted. Therefore, ion implantation is considered a special case of particle
radiation. Each ion is typically a single atom or molecule. The total amount of
implanted material in a target is the integral over time of the ion current, also known
as the dose, measured commonly in cm−2 [49].
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Dopant ions are generally created from a gas source, for purity reasons, and are after-
wards accelerated towards the wafer to penetrate into the crystal lattice. This process
generates a charge carrier in a semiconductor for each dopant atom in the lattice [44].
The generated charge carrier can be an electron or a hole, depending on the type
of dopants, i.e., donors or acceptors. Doping an intrinsic semiconductor with donor
impurities produces n-type semiconductors, which have a large electron concentration
after implantation and are negatively charged, thus the term n, which stands for neg-
ative. On the other hand, p-type semiconductors are created by doping an intrinsic
semiconductor with acceptor impurities and thus have a large hole concentration, and
are positively charged, thus the term p, which stands for positive [49].

The crystal structure of a target can be damaged or even destroyed by the energetic
collision cascades with ions of high energies. Moreover, the desired carrier concentra-
tion is typically not achieved after the implantation, due to defects and clusters which
occur during the implantation process. Therefore, post-implantation annealing steps
are necessary in order to repair lattice damage and increase electrical activation of the
implanted species [1], [50].

1.2.6 Annealing and Diffusion

Annealing is a heat treatment of wafers, which alters the physical and chemical proper-
ties of semiconductors. In device fabrication typical techniques are furnace annealing
(FA) and rapid thermal annealing (RTA) [44]. Both processes utilize high tempera-
tures (commonly above 1000◦C) in order to affect the semiconductors’ electrical and
chemical properties, i.e., activate and diffuse dopants, change substrate interfaces,
densify deposited layers, change states of the grown films, and repair crystal lattice
damage [50]. The main difference between FA and RTA is the timescale of the process,
which is in the order of 10-60 minutes for FA and several seconds for RTA. Recently
RTA is favored in the semiconductor industry, because the relatively long thermal
cycle of FA causes dopants, especially B, to diffuse further than intended. It is im-
portant that during the thermal cycles the cooling of wafers must be slow to prevent
dislocations and wafer breakage due to the thermal shock [44].

An alternative to ion implantation is diffusion which typically occurs during annealing
steps. Charge carriers are introduced into a wafer via the diffusion of dopants from
the surface into a semiconductor at relatively high temperatures (above 1000◦C). The
depth of the diffusion within a semiconductor is a function of the temperature and
must be thus carefully executed so that the desired doping profile is not damaged by
further processing steps which require high temperatures, e.g., oxidation [49]. One
advantage of diffusion over ion implantation is that no damage is introduced to the
lattice or the surface, since there is no ion bombardment. Another advantage is the
ability to create very shallow and predictable charge concentration profiles. However,
for SiC the diffusion of the common dopants is very low and cannot be conveniently
used as a doping technique [1].
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1.2.7 Dicing and Packaging

Wafer dicing is a process by which the dies, i.e., small blocks of functional circuits
on a wafer, are separated from the wafer [44]. The dicing methods include breaking,
mechanical sawing, or laser cutting and are typically automated to ensure precision,
accuracy, and high throughput. Once a wafer is diced into individual dies, every die
is packaged or placed on a circuit substrate [44], [49].

IC packaging is the final stage of the device fabrication, where the tiny blocks of
functional circuits, i.e., dies, are each encapsulated in a supporting case which prevents
physical damage and corrosion. Packages also include contact pins which are used to
connect the produced devices to external circuits, e.g., a central processing unit must
be connected to a motherboard [44], [49]. Larger devices, intended particularly for
high-power applications, are installed in carefully designed heat sinks so that they can
dissipate hundreds or thousands of watts of waste heat produced in a device [50].

1.3 TCAD

Technology computer-aided design (TCAD) mimics semiconductor device fabrication,
design, and operation by modeling, analysis, and simulation approaches based on
fundamental physics or empirical observations. One of the most important uses of
TCAD tools is to explore new device technologies, where many exploratory simulations
are performed in order to give the device engineers a better understanding of the
possible benefits and drawbacks of a potential technology.

Conventional industrial development of new devices based on experimental evalua-
tions involves several iterations of trial and error in fabrication, until a specified goal
in terms of design conditions is reached. Therein lies the importance of TCAD, that is
to substantially decrease development time and costs of a new semiconductor technol-
ogy. The fact that computer resources are becoming cheaper, compared to drastically
increasing costs of experimental investigations, is further underlining the importance
of TCAD-based predictions [51]. Therefore, TCAD plays a crucial role in the evolution
of semiconductor technologies by replacing many cost- and time-intensive experiments
with computer simulations.

The first numerical modeling was suggested in 1964 for a 1D bipolar transistor [52].
This approach was further developed and applied to PN-junction diodes and junc-
tion isolated, double-diffused, and bipolar transistors in the late 1960s. These devices
and technology were the basis of the first ICs, but had many scaling issues and pro-
cess variabilities, i.e., when various devices of the identical fabrication process exhibit
significant differences in the electrical or mechanical properties [51]. With the develop-
ment of electronic devices and ICs in the past decades, TCAD evolved along the way
into a very strong branch of electronic design automation. The fast-moving progress
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1. Introduction

in semiconductor technologies thus demands continued research in all areas related to
TCAD in order to keep up with the rapid developments. The individual simulation
steps involved in TCAD are process, device, and circuit simulations and are discussed
in the following.

1.3.1 Process Simulations

The accuracy and robustness of the process technology, its variability, and operating
conditions of the ICs are critical in determining performance, yield, and reliability of
devices. Therefore, process simulations are necessary to accurately predict, for exam-
ple, the active dopant distribution, the stress distribution, and the device geometry.
The development of models and methods for a better representation of the actual
physical processes is the key driver for continued advances in process simulations.
Model development is typically based on fundamental physics and/or on empirical ob-
servations. Process simulation is thus an interdisciplinary field where scientists from
chemistry, physics, computer science, mathematics, and engineering collaborate in de-
veloping new models involved in predicting the fabrication of various semiconductor
devices.

Industries typically prefer simple modeling approaches which approximate the desired
properties and simultaneously require negligible computational efforts, i.e., empirical
modeling approaches. In order to obtain reliable parameters for empirical modeling it
is necessary to calibrate the parameters relative to experimental data. In summary,
the ultimate goal of process simulations is modeling and simulation of the fabrication
processes, such as oxidation, implantation, and annealing, in order to provide doping
profiles and geometries for consecutive device simulations.

1.3.2 Device Simulations

In order to be able to predict device characteristics, models for the behavior of electri-
cal devices are necessary. These models, i.e., compact and physics-driven models, are
at the core of device simulations, which require device geometries and doping levels as
input. Device simulations are particularly useful for predictive parametric analysis of
novel device structures, i.e., conducting vast parameter studies to obtain, for exam-
ple, current density, threshold voltage, on-resistance, and breakdown voltage. Device
modeling and simulation enables to obtain a better understanding of conceived prop-
erties and behavior of the semiconductor devices and to improve their reliability and
scalability. Furthermore, device simulation increases development speed and reduces
risks as well as uncertainties. The final output of device simulations is the electrical
characteristics of a device. The obtained device properties are forwarded to circuit
simulations, which predict the behavior of the final products, such as amplifiers, filters,
inverters, and rectifiers.
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1.3.3 Circuit Simulations

Circuit simulations use mathematical models with accurate modeling capabilities to
replicate the behavior of an actual circuit, i.e., combination of electronic components,
such as resistors, transistors, capacitors, inductors, and diodes. The ultimate goal
of circuit simulations is to improve the design and the overall operation efficiency
of circuits before they are actually fabricated. Typical circuit simulation types are:
Analog, digital, mixed-signal, and piecewise linear, which differ in their underlying
algorithms. A circuit simulator can be used for various types of simulations, such
as: transient, noise, and Monte Carlo analysis, which all provide different kinds of
information about the circuit.

1.3.4 TCAD Tools

TCAD simulation tools are critical to address the full complexity of semiconductor
technologies including design rules, parasitic effects, operation in harsh environments,
and more. Currently available tools include 1D, 2D, and 3D simulators and sup-
port a large variety of application scenarios along the entire TCAD simulation chain,
starting from process simulations over device simulations and ultimately to circuit
simulations. Current major suppliers of TCAD tools are: Cogenda, Crosslight, Global
TCAD Solutions, Silvaco, Synopsys, and Tiberlab. In this thesis, Silvaco’s Victory
Process [53] and Victory Device [54] simulators are used.

Victory Process is a general purpose process simulator for applications including etch-
ing and deposition, implantation, annealing, and stress simulation. Etching and depo-
sition can be performed via geometrical models for fast structure prototyping or with
physical models for detailed process analysis. The simulator provides fast analytical
models as well as a very accurate Monte Carlo method for ion implantation. Anneal-
ing steps include a comprehensive set of doping diffusion models and a hierarchy of
oxidation models.

Victory Device is a simulator, which is used to predict electrical, optical, and thermal
behavior of semiconductor devices. It provides a physics-based modular and extensible
platform to analyze direct and alternating current as well as the time domain responses
for devices manufactured with various materials. It offers an advanced tetrahedral
meshing engine for fast and accurate discretization of complex 3D geometries for rapid-
prototyping.

20
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1.4 Research Goals

The significant progress of SiC material development achieved in recent years opened
the possibility to utilize unique features of SiC-based devices. However, advanced
and SiC-specific modeling techniques have to be developed in order to optimize device
properties and device fabrication steps. The goal of this work is, therefore, to introduce
novel modeling approaches and extend simulation capabilities of thermal oxidation and
dopant activation for SiC-based devices. In particular:

1. Oxidation growth rate coefficients for certain crystal orientations are missing
or are inconsistent across the literature. A full set of oxidation coefficients will
enable accurate simulations of SiC oxidation.

2. In order to be able to perform multi-dimensional simulations of SiC oxidation
a direction-dependent oxidation model is necessary. A novel method, besides
the currently available oxidation models, is needed in order to obtain unknown
oxidation growth rates for arbitrary crystal directions.

3. The SiC oxidation models, which are typically expressed as differential equa-
tions, depend on initial conditions. Therefore, a detailed investigation of the
initial oxidation stages of SiC is required to accurately determine initial oxide
thicknesses.

4. Beside the SiC oxidation challenges, an accurate prediction of doping profiles
in SiC is currently not available. The temperature-dependent activation rate
of dopants must be investigated and an accurate modeling approach must be
found.

5. The activation of dopants is not at all trivial, but rather highly dependent on the
process parameters such as total doping concentration, annealing time, ambient
gas concentration, and implantation temperature. Therefore, an appropriate
approach to include various doping dependences in simulations is necessary.

One of the biggest challenges of this work is the lack of available experimental data,
which does not provide the whole picture needed for investigations. In addition, the
physics behind oxidation and activation mechanisms is not fully understood and im-
possible to predict without further investigations. Several phenomena are purely SiC-
specific, therefore, the chemical mechanisms, physical processes, and computational
models cannot be directly inherited from other semiconductor materials.
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1.4.1 Research Setting

The research presented in this work was conducted within the scope of the Christian
Doppler Laboratory for High Performance Technology Computer-Aided Design. The
Christian Doppler Association funds cooperations between companies and research in-
stitutions pursuing application-orientated basic research. In this case, the cooperation
was established between the Institute for Microelectronics at the TU Wien and Silvaco
Inc., a company developing and providing electronic device automation and TCAD
software tools.

1.5 Outline

This thesis addresses in particular modeling and simulation challenges of the two
important fabrication processes of SiC, i.e., thermal oxidation and electrical activation
of dopants.

Chapter 2 reviews the thermal oxidation of SiC, starting with the characteristics, prop-
erties, and structure of SiO2, followed by the fundamentals of the oxidation mecha-
nisms. Next, the oxidation models, i.e., the Deal-Grove model, Massoud’s model, and
the Si and C emission model, are described in detail. The core of this chapter dis-
cusses growth rate coefficients, fitting, and calibration as well as the parametric and
explicit expression of the unique interpolation method. Process simulations utilizing
the obtained parameters and the proposed interpolation method are presented as well.
Finally, ReaxFF molecular dynamics simulations and analyses of the early stage of the
SiC oxidation are presented.

Chapter 3 reviews the electrical activation of dopants in SiC, first introducing fun-
damentals of semiconductor physics, which is needed to obtain donor or acceptor
concentrations from ionized impurity concentrations. Next, the activation models,
i.e., activation ratio model, semi-empirical model, and transient model, are presented.
Each of the models includes a mathematical description, calibrations relative to exper-
imental data, characterization of methodology, and finally process simulations followed
by device simulations to validate the results.

Chapter 4 provides conclusions.
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2 Thermal Oxidation

This chapter discusses key contributions made to modeling and understanding of SiC
oxidation mechanisms, in particular, oxidation growth rates, orientation-dependent
interpolation method, and first principle simulations. But first, fundamentals of the
thermal oxidation process are introduced in the following.

One of the essential steps in fabrication of electronic devices is thermal oxidation [1],
which is a chemical process to produce ten to hundred nanometer thick oxide layers,
usually SiO2, on the surface of a wafer. The produced SiO2 layers find their application
in insulating and protecting layers as well as gate oxides of MOSFETs. The oxidation
technique forces an oxidizing agent to diffuse into the wafer at high temperatures
(usually above 700◦C) in an oxidizing environment, such as O2, steam, or nitric oxide
(NO) [44]. A native oxide layer of a thickness of up to 2 nm rapidly forms on the
surface. After this initial native oxide layer, the oxidation rate is significantly reduced
and the oxidation effectively stops after a final thickness in the order of a few hundreds
of nanometer is reached. The oxidation stops when oxygen molecules at particular
oxidation temperatures do not have enough energy to diffuse through the formed
oxide layer, which acts as a passivation layer for the oxidation process [49].

Thermal oxidation is accomplished using an oxidation furnace which provides the heat
needed to elevate the oxidizing ambient temperature. A furnace typically consists of
1) a cabinet, 2) a heating system, 3) a temperature measurement together with a
control system, 4) fused quartz process tubes, where the wafers undergo oxidation,
5) a system for moving process gases in and out of the process tubes, and 6) a loading
station used for loading (or unloading) wafers into (or from) the process tubes. The
heating system usually consists of several heating coils which control the temperature
around the furnace tubes. The wafers are placed in quartz glassware known as boats
which are supported by fused silica paddles inside the process tube. A boat can
contain many wafers, typically 50 or more. The oxidizing agent (O2 or steam) then
enters the process tube through its source end, subsequently diffusing to the wafers
where the oxidation occurs. Typically, an additional gas species (e.g., NO) is added
to the oxidizing ambient in order to increase the quality of the grown oxide, i.e., to
reduce the density of interface traps [1], [55]. A schematic representation of a thermal
oxidation furnace is shown in Figure 2.1.
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Figure 2.1: Schematic representation of a thermal oxidation furnace, which has control
over the oxide growth conditions to ensure reproducibility and quality of
the oxide layers.

SiO2 layers can be also produced with various deposition techniques, e.g., CVD which
is typically less expensive compared to thermal oxidation. However, for the deposition
process it is extremely challenging to be able to accurately control deposition for oxide
thicknesses below 10 nm. Another disadvantage is the poor electrical property of the
interface between a deposited oxide layer and the underlying material (e.g., Si or
SiC). In addition, the density of the deposited oxide is lower compared to one of the
thermally grown oxide [44]. The details of the thermal oxidation mechanism and the
properties of SiO2 are discussed in detail in the following sections.

2.1 Silicon Dioxide

SiO2 offers many desired properties and advantages for semiconductor electronic de-
vices, particularly MOSFETs. SiO2 layers can be grown thermally on many desired
semiconductor materials (such as Si and SiC) and are resistant to most of the chemi-
cals used in device fabrication processes [44]. Oxide layers can be in addition relatively
easily patterned and selectively dry or wet etched. Commonly, oxides are used to pre-
vent in- or out-diffusion of dopants or other impurities from the wafer [49]. SiO2 has
an indispensable thermal stability for process and device integration (up to 1600◦C).
Furthermore, SiO2 is an excellent insulator with a wide-bandgap of ≈ 8.9 eV and a
high dielectric strength of ≈ 107 V/cm [56]. The key properties of SiO2 are shown
in Table 2.1. The bandgap of SiO2 is more than seven times larger compared to Si,
which makes it very suitable for, e.g., dielectric isolation.
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2. Thermal Oxidation

The structure of SiO2 is constructed of four oxygen atoms and a single Si atom in
the centre of a tetrahedron. The length of a Si-O bond is normally 1.62 Å and the
distance between the oxygen atoms is 2.62 Å. The distance between the two Si atoms,
i.e., between the two unit cells, in a complete oxide structure is typically 3.1 Å. The
molecular structure of a single SiO2 molecule is shown in Figure 2.2.

Table 2.1: Relevant chemical and electrical properties of SiO2 including molar mass,
melting point, thermal density, thermal conductivity, relative dielectric con-
stant, and energy bandgap [56].

Molar Mass 60.08 g/mol

Melting Point 1713◦C

Thermal Density 2.18− 2.27 g/cm−3

Thermal Conductivity 3.2 · 10−3 W/(cm K)

Relative Dielectric Constant 3.7− 3.9

Dielectric Strength 107 V/cm

Energy Bandgap 8.9 eV

Oxygen

Silicon

1
.6

2
 Å

Figure 2.2: Molecular structure of SiO2. The yellow sphere refers to Si and the blue
spheres to O atoms. The Si-O and O-O bond lengths are 1.62 Å and
2.62 Å, respectively.
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2. Thermal Oxidation

2.2 Fundamentals of the Oxidation Mechanism

Thermal oxidation of semiconductors (e.g., Si or SiC) is usually performed at tem-
peratures between 800◦C and 1400◦C to artificially enhance the growth of the SiO2

layers [1], [44]. The oxide-semiconductor interface thickness is in the majority of appli-
cations in the order of a few layers of atoms [36]. Semiconductor atoms are consumed
in the oxidation process, thus the interface moves from the surface into the substrate
during the oxidation process [57]. Because of the different molecule densities of semi-
conductor atoms compared to SiO2, the formed oxide typically expands in volume.
If no mechanical boundary conditions are present, SiO2 expands in all dimensions to
accumulate oxygen atoms. The oxide practically grows into the wafer and on top of
the wafer. For every thickness unit consumed of, e.g., Si, 2.2 thickness units of oxide
will grow. Typically, after the oxidation approximately half of the oxide thickness will
reside below the initial surface and half above it.

Depending on which oxidant species is used (O2 or H2O), the thermal oxidation of SiO2

may either be in the form of dry oxidation (wherein the oxidant is O2) or wet oxidation
(wherein the oxidant is H2O). The reaction for dry (O2 environment) oxidation of Si
is governed by the chemical reaction

Si (solid) + O2 (vapor)→ SiO2 (solid). (2.1)

During dry oxidation, the Si wafer reacts with the ambient oxygen, forming a layer
of SiO2 on its surface. The dry oxidation rate is ≈ 100 nm/h, which results in high-
quality oxide films with thicknesses of up to 100 nm. The reaction for wet (H2O
environment) oxidation of Si is governed by the chemical reaction

Si (solid) + 2H2O (vapor)→ SiO2 (solid) + 2H2 (vapor). (2.2)

In wet oxidation, hydrogen and oxygen gases are introduced into a torch chamber
where they react to form water molecules which then enter the reactor where they
diffuse toward the wafers. Oxides in a wet environment grow relatively fast compared
to dry oxidation, which is the only advantage of the H2O oxidation. The reason for the
fast growth is the higher oxidant solubility limit in SiO2 for wet oxidation compared
to dry oxidation. At 1000◦C the typical solubility limit value for dry oxidation is
5.2 ·1016 cm−3 and for wet oxidation 3.0 ·1019 cm−3. However, SiO2 grown in a wet en-
vironment exhibits lower dielectric strength and more porosity to impurity penetration
than SiO2 grown in a dry environment. Therefore, wet oxidation is typically applied
for thick (i.e., > 100 nm [58]) SiO2, particularly for insulation and passivation layers,
where the electrical and chemical properties of the SiO2 layers are not critical [1],
[49]. The oxide grown in a dry environment has superior material characteristics and
electrical properties, compared with oxides grown in other environments. For these
reasons, the focus for the remainder of this work is on dry oxidation.
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2. Thermal Oxidation

SiC is a compound semiconductor which can be thermally oxidized in a dry environ-
ment to form SiO2, similar to conventional Si [1]. The oxidation of Si is, however,
considerably less complicated. The reaction for dry oxidation of SiC is governed by
the chemical reaction

SiC (solid) +
3

2
O2 (vapor)↔ SiO2 (solid) + CO (vapor). (2.3)

Thermal oxidation of SiC includes more rate-controlling steps compared to the oxida-
tion of Si [59], [60], [61]. Those steps are: 1) Transport of molecular oxygen gas to the
oxide surface, 2) in-diffusion of oxygen through the oxide film, 3) reaction with SiC
at the SiO2/SiC interface, 4) out-diffusion of product gases through the oxide film,
and 5) removal of product gases away from the oxide surface, shown in Figure 2.3.
The last two steps are not involved in the oxidation of Si. The first and the last
step are relatively fast and are not considered rate-controlling steps. In addition to
the complex chemical reaction of SiC oxidation, SiC-based fabrication processes face
many challenges due to SiC-based phenomena which are related to the complexity of
the chemical structure and the crystal orientation. Therefore, it is extremely vital to
understand and to be able to model and simulate, thus predict, SiC-related oxidation
phenomena. For this reason numerous experimental and theoretical studies have been
conducted in the recent decades, which laid the ground work for oxidation models, but
still fell short in some aspects, e.g., crystal orientation dependence, as is discussed in
the following.

Air

SiO2

SiC

O2 O2

O2

CO
CO2

O2

SiO2 + CO

SiC +    O2

3

2

CO

CO2

O2

1)

2)

3)

4)

5)

Figure 2.3: Schematic representation of the thermal oxidation process steps of SiC.
1) Solution of oxygen in the SiO2, 2) diffusion of oxygen through the SiO2,
3) reaction between SiC and O2 at the SiC/SiO2 interface, 4) diffusion of
product gases through the SiO2, and 5) removal of product gases away
from the SiO2.
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2.3 Oxidation Models

The established macroscopic oxidation model for Si is the Deal-Grove model [62],
which provides a relationship between the oxide thickness (X) and the oxidation time
(t). The Deal-Grove model has also been applied in a modified form for the oxidation
of SiC [63]. However, the oxidation growth cannot be described properly with the
Deal-Grove model in the entire thickness region due to the rapid rate decrease in the
initial oxidation stage for both Si [64], [65] and SiC [66], [67], [68], [69]. In order to rep-
resent the oxidation growth rates below an oxide thickness of a few tens of nanometers,
Massoud’s model [64], [65] has been proposed based on empirical observations. Both,
in principal, successfully reproduce the growth rate data for SiC oxidation [70], [71],
[72]. However, these modeling approaches lacked orientation dependence dictated by
the SiC’s crystal structure, which is presented in this work (cf. Section 2.5), in order
to enable high accuracy 3D SiC process simulations [73]. Moreover, the exponential
term of Massoud’s model is not based on physical considerations, but only on fitting
experimental results. To overcome this shortcoming, a Si and C emission model [69]
has been proposed based on the interfacial Si and C emission phenomenon [74]. This
model introduces Si and C emission into the oxide, which reduce the interfacial reac-
tion rate [75]. However, the growth rate data is restricted to the Si-, C-, and a-face.
Therefore, the orientation-dependent oxidation mechanism of SiC cannot be fully val-
idated with experiments. For this reason, the initial oxidation process of SiC has been
studied - and is presented in this work (cf. Section 2.7) - based on molecular-level
simulations at various temperatures [76] and various SiC faces [77]. All of the oxida-
tion models and molecular level investigations are described in detail in the following
sections.

2.3.1 Deal-Grove Model

The basic Deal-Grove oxidation model has been proposed in the 1960s [62]. The model
is solely based on two parameters, which are typically extracted from experiments.
The model assumes a 1D structure and can be thus reasonably applied only to oxide
films grown on planar substrates. The Deal-Grove model assumes that the oxidation
process is dominated by the transport and interaction of the oxidant species: 1) The
oxidant is transported from the gas ambient to the outer surface of the oxide, 2) the
oxidant diffuses through the oxide film, and 3) the oxidant reaches the surface and
reacts with Si to form SiO2, i.e., the reaction of the oxidation occurs. The three stages
of the oxidation process are illustrated in Figure 2.4. Each of these steps is described
as an independent flux F1, F2, and F3. The adsorption of the oxidant species through
the surface of the oxide is

F1 = h (C∗ − C0) , (2.4)

where h is the gas-phase transport coefficient, C∗ the concentration of the oxidant
in the gas ambient, and C0 the concentration of the oxidant at the SiO2 surface.
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Figure 2.4: Illustration of the oxidation stages described by the Deal-Grove model.
F1, F2, and F3 are the three oxidation fluxes and C∗, C0, and CS are the
concentration of the oxidant in the gas ambient, the concentration of the
oxidant at the oxide surface, and the concentration of the oxidant at the
interface, respectively. The red, yellow, and gray spheres are O, Si, and C
atoms, respectively. The blue lines refer to the concentration of oxidant
species as a function of the distance.

Assuming saturation of the oxidation in the gas, C∗ is effectively the solubility limit
in the oxide and is related to the partial pressure in the atmosphere by Henry’s law:

C∗ = H · px (2.5)

px is the partial pressure and H the solute-, solvent-, and temperature-dependent
inverse Henry’s law constant. During the oxidation process the diffusivity from the
gas to the oxide surface of the oxidant species is much faster than the diffusion through
the oxide and the chemical reaction at the surface. Therefore, F1 can be neglected
when determining the overall oxidation kinetics.

The diffusion of the oxidant from the oxide surface to the oxide substrate interface is
represented with the flux F2. The diffusion is expressed by Fick’s law:

F2 = D
∂C

∂x
= D

C0 − CS

X
(2.6)

D the oxidant diffusion coefficient in the oxide, CS the concentration of the oxidant
at the interface, and X the thickness of the oxide film. Fick’s law is valid under the
assumption of steady state, i.e., when the variables which define the behavior of the
system (concentration in this case) are not changing with time. Oxygen molecules
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do not interact with SiO2 during the diffusion and maintain their molecular form.
Thus, the diffusion process is straightforward, i.e., O2 diffuses from the region of high
concentration to the region of low concentration. Water vapor molecules, however,
interact with SiO2 during the diffusion, thus, the diffusion process is rather complex.

The concentration of the consumed oxidant during the chemical reaction with Si atoms
at the substrate surface is described with the flux F3. The chemical oxidation reaction
is given by

F3 = ks · CS , (2.7)

where ks is the surface rate coefficient. For the sake of simplicity, various reactions at
the interface, such as Si-C bond breaking, Si-O bond formation, and O2 or H2O bond
dissociation, are here represented by a single reaction coefficient ks. Since steady
state conditions are assumed, the three fluxes representing the different stages of
the oxidation process must be equal. The rate of the overall oxidation process is
determined, i.e., limited, by the rate of the slowest process, such that

F1 = F2 = F3 =
C∗

1
ks

+ 1
h

+ X
D

. (2.8)

Since h is very large it can be neglected so that the oxidation reduces to a diffu-
sion of oxidant followed by a chemical reaction. For a thin oxide (ksX/D � 1) the
chemical reaction rate is the rate limiting step. On the other hand, for a thick oxide
(ksX/D � 1) the rate limiting step is the diffusion.

The oxidation rate is proportional to the flux of the oxidant molecules and is repre-
sented by the first order differential equation

dX

dt
=
F

N
=

C∗

N
1
ks

+ 1
h

+ X
D

, (2.9)

where N (for dry ≈ 2 · 1022 cm−3 and for wet oxidation ≈ 4 · 1022 cm−3) is the number
of oxidant species per unit volume of the grown oxide. The differential equation (2.9)
is simplified to

dX

dt
=

B

A+ 2X
, (2.10)

where

A = 2D

(
1

ks

+
1

h

)
(2.11)

and

B = 2D
C∗

N
(2.12)

are the model parameters. B is known as the parabolic rate coefficient and

B

A
=

C∗

N
(

1
ks

+ 1
h

) (2.13)
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is known as the linear rate coefficient of the Deal-Grove model. The linear rate coef-
ficient (2.13) can be simplified under the assumption h� ks to

B

A
' C∗ks

N
. (2.14)

The parameters B and B/A are determined experimentally, because not all of the
quantities in (2.11) and (2.13) are known. In particular ks is determined by a lot
of hidden physical processes associated with the numerous interface reactions. For
thin oxides (X < 50 nm) the dominant Deal-Grove parameter is the parabolic rate
coefficient (B) and for thick oxides (X > 50 nm) the dominant parameter is the linear
rate coefficient (B/A).

In order to obtain an analytical solution of the oxide thickness, the first order differ-
ential equation (2.9) is rewritten in the form

(A+ 2X) dX = Bdt (2.15)

and integrated over time from 0 to t and over the oxide thickness from Xinit to X,
such that ∫ X

Xinit

(A+ 2 X) dX = B

∫ t

0

dt. (2.16)

The solution of the integral yields a quadratic equation:

X2 + AX = B (t+ τ) (2.17)

τ is the initial oxide thickness-dependent characteristic time of the initial oxidation
given by

τ =
X2

init + AXinit

B
. (2.18)

The oxidation time for a desired oxide thickness can be estimated by

t =
X2 −X2

init

B
+
X −Xinit

B/A
. (2.19)

The oxide thickness for a desired oxidation time can be estimated by the solution of
the quadratic equation

X =
A

2

(√
1 +

4B

A2
(t+ τ)− 1

)
. (2.20)

For very long oxidation times, where t � τ and t � A2/4B, the oxide thickness is
estimated as

X '
√
B · t. (2.21)
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For very short times, with t� A2/4B, the oxide thickness is estimated as

X ' B

A
(t+ τ) . (2.22)

It is clear by now that the Deal-Grove model yields a simple relationship between
the oxide thickness and the oxidation time, which can be determined in a straightfor-
ward fashion. In addition, the computational effort for the oxide thickness calculation
is, compared to the otherwise necessary solution of the diffusion equation, negligible.
Therefore, calculating the oxide thickness is very desirable as it does not significantly
increase simulation runtimes. However, as device sizes and geometries began to shrink,
the limitations of the Deal-Grove model became evident. It has been observed exper-
imentally that the oxidation growth for the initial stage of oxidation and thin oxide
layers is much faster than predicted by the Deal-Grove model [1].

2.3.2 Massoud’s Model

For both Si and SiC the oxidation mechanism for an oxide thickness < 50 nm is ex-
tremely fast and non-linear [64], [65], [66], [67], [68], [69]. The causes for the increased
oxidation rate are parallel oxidation mechanisms such as Si interstitials injected into
the oxide, oxygen vacancies, diffusion of atomic oxygen, surface oxygen exchange, and
the effects of a finite non-stoichiometric transition region between amorphous SiO2 and
Si. In order to include these oxidation phenomena in the initial stage of the oxidation,
the Deal-Grove model has been extended with Massoud’s model [64], [65], which is
more accurate, but also a lot more complex.

Massoud’s model is practically the Deal-Grove model with the addition of two expo-
nential terms, which refer to the initial and intermediate oxidation regime [64]. The
SiO2 growth rate is thus

dX

dt
=

B

A+ 2X
+ C1e

− X
L1 + C2e

− X
L2 . (2.23)

B and B/A are the parabolic and the linear rate coefficients, respectively, as defined
by the Deal-Grove model, but their values are completely different for Massoud’s
model [64]. The two exponential terms represent the rate enhancement in the thin
regime. It has been found that the first decaying exponential term C1 exp(−X/L1)
affects the fit only slightly for oxide thicknesses up to ≈ 10 nm [64]. Neglecting this
term results in errors of less than 5%, therefore, the empirical expression often includes
only the exponential term C2 exp(−X/L2) in addition to the linear-parabolic term.
Massoud’s model is thus commonly expressed as

dX

dt
=

B

A+ 2X
+ Ce−

X
L , (2.24)

where C is the initial enhancement parameter and L the characteristic length.
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Massoud’s model can be expressed as [78]

dX

dt
=
B +K1e

− t
τ1 +K2e

− t
τ2

A+ 2X
, (2.25)

in order to obtain an analytical solution. K1 and K2 are the pre-exponential constants
and τ1 and τ2 the time constants. Inverting (2.25) gives a convenient expression

(A+ 2X) dX =
(
B +K1e

− t
τ1 +K2e

− t
τ2

)
dt, (2.26)

which is then integrated over time from 0 to t and over the oxide thickness from xinit
to X, such that ∫ X

Xinit

(A+ 2X) dX =

∫ t

0

(
B +K1e

− t
τ1 +K2e

− t
τ2

)
dt. (2.27)

The solution of the integral yields

X2 + A ·X = B · t+M1

(
1− e−

t
τ1

)
M2

(
1− e−

t
τ2

)
+M0, (2.28)

where

M0 = X2
init + A ·Xinit, (2.29)

M1 = K1 · τ1, (2.30)

and

M2 = K2 · τ2. (2.31)

Solving (2.28) yields an analytic expression for the oxide thickness as a function of
time:

X = −A
2

+

√(
A

2

)2

+B · t+M1

(
1− e−

t
τ1

)
M2

(
1− e−

t
τ2

)
+M0 (2.32)

This expression can quite accurately describe the oxidation mechanism of Si and SiC,
particularly for very thin oxide layers. However, the exponential term in Massoud’s
model is considered non-physical 1, therefore, in order to represent all parameters as
physical quantities, another modeling approach is necessary, which is discussed in the
following section.

1A model is considered non-physical when its parameters are empirical, i.e., do not refer to any of
the physical quantities, such as, e.g., diffusion coefficients, reaction rates, or solubility limits.
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2.3.3 C and Si Emission Model

Among the various Si oxidation models which describe the enhancement in the initial
stage of oxidation [74], [79], [80], the interfacial Si emission model shows the best
ability to accurately fit the experimental oxidation growth rate data. According to
this model, Si atoms are emitted as interstitials into the oxide layer accompanied by
oxidation of Si, which is caused by the strain due to the expansion of the Si lattice
during the oxidation. The oxidation rate at the interface is initially large and is
suppressed by the accumulation of emitted Si atoms near the interface with increasing
oxide thickness, i.e., the oxidation rate is not constant, but is a function of the oxide
thickness. In the Deal-Grove model and in Massoud’s model, it is considered that
the oxide growth occurs only or mainly at the Si-oxide interface. However, according
to the interfacial Si emission model [74], oxidation can occur inside the SiO2 layer as
well. In addition, for very thin oxide layers some of the emitted Si atoms can diffuse
through the oxide layer and reach the oxide surface where diffused Si atoms are then
instantly oxidized.

Since the density of Si atoms in 4H-SiC (4.8 · 1022 cm−3 [81]) is almost equal to the
density of Si atoms in Si (5.0 ·1022 cm−3 [1]) and the residual carbon is unlikely to exist
at the oxide-SiC interface in the early stage of SiC oxidation [82], the stress near or at
the interface is considered to be almost identical to the oxidation of Si. Therefore, the
atomic emission due to the interfacial stress also accounts for the growth enhancement
for the oxidation of SiC. In addition, for the oxidation of SiC, the C emission must be
taken into account as well.

The Si and C emission model has been recently proposed for the oxidation of SiC [69],
which takes into account both Si and SiC emission into the oxide layer. The emission
of Si and C leads to a reduction of the interfacial reaction rate. The reaction equation
for SiC oxidation can be written as [82]

SiC +
(

2− νSi − νC −
αCO

2

)
O2 → (1− νSi) SiO2 + νSiSi

+ νCC + αCOCO + (1− νC − αCO) CO2,
(2.33)

where αCO is the production ratio of CO and νSi and νC the emission ratio of Si and
C, respectively. The interfacial reaction rate k is based on the assumption that the
concentration of interstitials does not exceed the solubility limit [69]:

k = k0

(
1− CI

Si

C0
Si

)(
1− CI

C

C0
C

)
(2.34)

k0 is the initial interfacial oxidation rate, CI
Si is the concentration of Si interstitials,

CI
C is the concentration of C interstitials, C0

Si is the solubility limit of Si, and C0
C is the

solubility limit of C. This equation implies that the growth rate in the initial stage of
oxidation is reduced, because the accumulation rates for Si and C interstitials should
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be different from each other. Hence, the oxidation time, when the concentration of
interstitials saturates, is different between Si and C interstitials.

The diffusion equations are given as [82]

∂CSi

∂t
=

∂

∂x

(
DSi

∂CSi

∂x

)
−R1 −R2, where

R1 = ηCS
SiC

S
O and

R2 = κ1CSiCO + κ2CSiC
2
O,

(2.35)

∂CC

∂t
=

∂

∂x

(
DC

∂CC

∂x

)
−R′1 −R′2, where

R′1 = η′CS
CC

S
O and

R′2 = κ′1CCCO + κ′2CCC
2
O,

(2.36)

and

∂CO

∂t
=

∂

∂x

(
DO

∂CO

∂x

)
−R1 −R′1 −R2 −R′2 −R3, where

R3 = h
(
CS

O − C0
O

)
.

(2.37)

CSi, CC, and CO are the concentrations of Si, C, and O, respectively. CS
Si, C

S
C, and

CS
O are the concentrations of Si, C, and O at the oxide surface, respectively. DSi, DC,

and DO are the diffusion coefficients of Si, C, and O, respectively. η is the oxidation
rate of Si interstitials on the oxide surface and η′ the oxidation rate of C interstitials
on the oxide surface. κ1 and κ2 are the oxidation rates of Si interstitials on the oxide
surface and κ′1 and κ′2 the oxidation rates of C interstitials on the oxide surface. R2

and R′2 represent the absorption of interstitials inside the oxide and are each assumed
to consist of two terms [83].

The boundary conditions are determined from the chemical reaction of SiC oxidation
(2.33), such that [69]

DSi
∂CSi

∂x

∣∣∣∣
x=0

= −νSikC
I
O, (2.38)

DC
∂CC

∂x

∣∣∣∣
x=0

= −νCkC
I
O, (2.39)

and

DO
∂CO

∂x

∣∣∣∣
x=0

=
(

2− νSi − νC −
αCO

2

)
kCI

O. (2.40)

It should be noted that the oxidation rate in the thick oxide region is limited solely by
the in-diffusion of the oxidant [70], and that the out-diffusion of CO in SiO2 is much
faster than that of O2 [69]. Thus, it is assumed that the diffusion of CO is independent
of the oxidation growth rate.
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2.3.4 Summary of Oxidation Models

Each of the described oxidation models has its own advantages and disadvantages,
including computational effort and accuracy of predicting the oxide thickness. Taking
all the variabilities in account, the most appropriate approach for process TCAD
simulations is currently Massoud’s model due to the balance between computational
costs and accuracy. The computational effort of Massoud’s model is lower compared
to the C and Si emission model, especially when the model is recalculated for many
(> 103) crystal directions in 3D simulations. On the other hand, the accuracy of
Massoud’s model is higher compared to the Deal-Grove model, in particular for the
initial oxide thicknesses. Therefore, Massoud’s model is used as the starting point for
the modeling approach throughout the remainder of this work.

2.4 Growth Rates

Particularly important for the thermal oxidation of SiC is the dependence of the ox-
idation growth rates on the crystal orientation [67], [84], [85], which has significant
consequences for non-planar device structures. For instance, the orientation depen-
dence has a very high impact on the trench design of U-MOSFETs [86], where the oxide
is located on all crystallographic faces [19]. In this case the oxide growth thicknesses
will vary depending on the particular face, requiring advanced high-accuracy multi-
dimensional modeling to correctly predict the oxide formation of the overall device. It
is thus essential to carefully distinguish between the different crystal orientations of
SiC. The highest difference in the growth rates of oxidation is between the top, i.e.,
(0001) Si-face, and the bottom, i.e., (0001̄) C-face [67], [84], [85]. The oxidation of
SiC varies also with other common crystallographic faces, e.g., (11̄00) m- and (112̄0)
a-face [87], [88].

Recently, several experimental investigations of SiC oxidation of different crystallo-
graphic faces have been performed [58], [63], [70], [89], [90], but some of the published
time-dependent oxide thicknesses are inconsistent. Certain measurements from dif-
ferent publications vary up to a factor of three for the same material and oxidation
environment. Available experimental and theoretical data has been thus collected and
evaluated [72] to provide a full picture of the oxidation parameters and enable further
progress in modeling and simulation of SiC-based devices.

The collected data is shown in Figures 2.5, 2.6, 2.7, and 2.8. The solid lines are
fits using Massoud’s model and the data points are measured values obtained from
Gupta et al. [89], Goto et al. [70], Song et al. [63], Hosoi et al. [58], Kakubari et al. [90],
and Shenoy et al. [91]. For all the investigated oxidation temperatures, the oxide
thickness is largest for the C-face followed by the m-, a-, and Si-face.
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Figure 2.5: Oxide thicknesses as a function of time for various temperatures of dry
thermal oxidation of the 4H-SiC (0001) Si-face. The solid lines are fits
by (2.24), the symbols are measurements, and the colors indicate various
temperatures.
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Figure 2.6: Oxide thicknesses as a function of time for various temperatures of dry
thermal oxidation of the 4H-SiC (112̄0) a-face. The solid lines are fits
by (2.24), the symbols are measurements, and the colors indicate various
temperatures.
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Figure 2.7: Oxide thicknesses as a function of time for various temperatures of dry
thermal oxidation of the 4H-SiC (11̄00) m-face. The solid lines are fits by
(2.24), the symbols are predicted oxide thicknesses, and the colors indicate
various temperatures.
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Figure 2.8: Oxide thicknesses as a function of time for various temperatures of dry
thermal oxidation of the 4H-SiC (0001̄) C-face. The solid lines are fits
by (2.24), the symbols are measurements, and the colors indicate various
temperatures.
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The growth of the oxide on SiC depends on various factors, e.g., cut-off angle, dop-
ing density, and crystal quality, which are the reasons for the various differences of
experimental results. The most severe inconsistencies are observed in the measure-
ments of Si-oriented SiC oxidation, as can be clearly seen in Figure 2.5. Therefore,
only the data sets which yield conclusive results for the same oxidation environments
and crystal orientations are fitted. The fitted curves are deviating less than 5% from
the chosen measurements in the entire thickness region (2X � A and 2X � A),
considering different surface orientations and a typical temperature range from 950 to
1150◦C.

As there are no measurement sets available for the (11̄00) m-face orientation, the oxida-
tion kinetics for the m-face is predicted (Figure 2.7) according to the oxide thicknesses
of the a-face [88]. The prediction is based on the oxide thickness ratio between the
m- and a-face X(11̄00)(t = 720 min)/X(112̄0)(t = 720 min) = 1.073. Accordingly, the
m-face kinetics is calculated from the oxidation kinetics of the a-face [92].

The processes of SiC oxidation can be presented by time-dependent oxide thick-
nesses (X(t)) or growth rates (dX/dt(t)), and/or thickness-dependent growth rates
(dX/dt(X)) [64], [65]. All of the fits use an industry-proven procedure, i.e., the time-
dependent oxide thickness data is fitted with the differential expression of Massoud’s
model (2.24). The very well known fourth-order Runge-Kutta method [93], [94] is used
to find a numerical approximation for the solution of the ordinary differential equa-
tion. The numerical integration of Massoud’s model includes the following growth
rate coefficients: B/A, B, C, and L, whose values must be correctly set for accurate
fitting. Thus, a fitting algorithm with an auto-step size adjustment is typically used
to ensure the best fit [95]. The ratio of the SiC oxidation process highly depends
on the temperature, i.e., all of the growth rate coefficients B/A, B, C, and L are
temperature-dependent. The relation between the absolute temperature T and the
rate constant k is typically given by an Arrhenius equation [96].

2.4.1 Arrhenius Equation

Rates of chemical reactions depend on various physical quantities, e.g., temperature
and pressure. The collision theory and transition state theory implies that chemical
reactions typically proceed faster at higher temperature or pressure and slower at lower
temperature or pressure. The molecules move faster as the temperature increases and
therefore collide more frequently, which changes the properties of the involved chemical
reactions.

In order to mathematically describe and analyze the temperature dependence of chem-
ical reaction rate coefficients, they are typically expressed with an Arrhenius equation
and displayed as an Arrhenius plot, i.e., logarithm of coefficient as a function of the
inverse temperature [96]. The Arrhenius equation has an important application in
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determining activation energies of chemical reactions and is used to model the tem-
perature variation of diffusion coefficients, population of crystal vacancies, creep rates,
and many other thermally-induced processes or reactions. The Arrhenius equation is
given in the form

k = Ze
− Ea
kBT , (2.41)

where Z is the pre-exponential factor, Ea the activation energy of the reaction, kB the
Boltzmann constant, and T the absolute temperature. Alternatively, the Arrhenius
equation may be expressed as

k = Ze−
Ea
RT , (2.42)

where R is the ideal gas constant.

Taking the natural logarithm of the Arrhenius equation (2.41) yields

ln k = − Ea

kBT
+ lnZ. (2.43)

The logarithmic representation has the same form as the linear function

Y = KX +M, (2.44)

where

Y = ln k, (2.45)

K = −Ea

kB

, (2.46)

X =
1

T
, (2.47)

and

M = lnZ. (2.48)

The linear expression of the Arrhenius equation is commonly used to determine Ea

and Z of a specific chemical reaction by a linear fitting method [94].

The most common fitting approach for the linear function is the linear regression
model [97] with a single explanatory variable [98], [99]. The linear regression model
takes into account one independent and one dependent variable of the 2D sample of
points and finds the best fit of the linear function according to the ordinary least
squares method [100]. The linear regression tends to minimize the sum of the errors
between the values of the fitting function and the data sets. The least-squares method
thus finds its optimum, when the error Err, i.e., sum of the squared residuals,

Err =
n∑

i=1

R2
i (2.49)
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is minimal. The residual is defined as the difference between the actual value of the
dependent variable Yi and the value predicted by the fitting function according to the
independent variable Xi. The residual is thus

Ri = Yi − f(Xi). (2.50)

With a simple linear regression analysis and the linear expression of the Arrhenius
equation (2.43) any temperature-dependent parameter can be fitted. With this ap-
proach one is able to obtain Ea and Z for each of the oxidation growth rate coeffi-
cients.

2.4.2 Calibrated Parameters

The growth rate coefficient B of Massoud’s model describes the diffusivity in SiO2.
Therefore, B is determined by the nature of the oxide. Thus, B is not crystal
orientation-dependent, but is identical for all SiC orientations. Since converting a
SiC molecule into SiO2 and CO (as in the case for SiC oxidation) consumes 1.5 times
the amount of oxygen than converting Si into SiO2 only (as in the case for Si oxidation),
B is assumed to be 1/1.5 of that of Si [70]

B =
2DSD

O

1.5
, (2.51)

where DSD
O is the oxygen self-diffusivity in SiO2 for the Si oxidation. The diffusivity is

in general temperature-dependent and can be predicted by an Arrhenius equation [101]

DSD
O = D0e

(
−E

SD
a

kBT

)
, (2.52)

where D0 is the diffusion coefficient and ESD
a is the activation energy. In the case of Si

oxidation, D0 = 192 µm2 min−1 and ESD
a = 1.64 eV, as reported in Kageshima et al. [101].

Accordingly, the value of B is assumed to be

B = 256 · e
(
− 1.64 eV

kBT

)
µm2 min−1. (2.53)

The rest of the growth rate coefficients (B/A, C, and L) are highly orientation-
dependent. These are determined with the fitting procedure as shown in Figures 2.5,
2.6, 2.7, and 2.8. The temperature dependence of the parabolic growth rate coeffi-
cient B, the linear growth rate coefficient B/A, the initial enhancement parameter
C, and the characteristic length L are shown in Figures 2.9, 2.10, 2.11, and 2.12,
respectively.

41



2. Thermal Oxidation

0 . 6 0 0 . 6 5 0 . 7 0 0 . 7 5 0 . 8 0 0 . 8 5 0 . 9 01 0 - 5

1 0 - 4

1 0 - 3

T � � � � �

�

� � ⋅� � � � �

� � � � � � � �
� � � � � � �
� � � � � � �
� � � � �

B [
µm

2 /m
in]

� � � � � T � � � � 
 �

	 � ⋅� � � � �

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 
 � �

1 2 0 0 1 4 0 0 1 6 0 0

B [
µm

2 /m
in]

T � � 
 �

Figure 2.9: Temperature-dependent parabolic growth rate coefficient B for the (0001)
Si- (green triangles), the (112̄0) a- (blue squares), the (11̄00) m- (red di-
amonds), and the (0001̄) C-face (orange circles) of 4H-SiC dry thermal
oxidation. The data sets for the Si-, a-, and C-face (symbols) are obtained
from experimental findings [70]. The dashed lines represent fits by (2.53).
The inset figure shows linear y axis and non-reciprocal x axis.

0 . 6 0 0 . 6 5 0 . 7 0 0 . 7 5 0 . 8 0 0 . 8 5 0 . 9 0

1 0 - 5

1 0 - 4

1 0 - 3

1 0 - 2
� � � � � � � �
� � � � � � �
� � � � � � �
� 	 � � � � �
� 
 � � �

B/A
 [µ

m/
mi

n]

� � � � � T � 
 � � � �

T � 
 � 	 �
� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Figure 2.10: Temperature-dependent linear growth rate coefficient B/A for the (0001)
Si- (green triangles), the (112̄0) a- (blue squares), the (11̄00) m- (red di-
amonds), and the (0001̄) C-face (orange circles) of 4H-SiC dry thermal
oxidation. The rate coefficients at various temperatures (symbols) are
obtained by fitting Massoud’s model to the data shown in Figures 2.5,
2.6, 2.7, and 2.8. The dashed lines represent fits by the Arrhenius equa-
tion (2.43).
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Figure 2.11: Temperature-dependent initial enhancement parameter C for the (0001)
Si- (green triangles), the (112̄0) a- (blue squares), the (11̄00) m- (red di-
amonds), and the (0001̄) C-face (orange circles) of 4H-SiC dry thermal
oxidation. The rate coefficients at various temperatures (symbols) are
obtained by fitting Massoud’s model to the data shown in Figures 2.5,
2.6, 2.7, and 2.8. The dashed lines represent fits by the Arrhenius equa-
tion (2.43).
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Figure 2.12: Temperature-dependent characteristic length L for the (0001) Si- (green
triangles), the (112̄0) a- (blue squares), the (11̄00) m- (red diamonds),
and the (0001̄) C-face (orange circles) of 4H-SiC dry thermal oxidation.
The rate coefficients at various temperatures (symbols) are obtained by
fitting Massoud’s model to the data shown in Figures 2.5, 2.6, 2.7, and
2.8. The dashed lines represent fits by the Arrhenius equation (2.43).
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The slopes of the Arrhenius plots of the Si- and the C-face (Figure 2.10) are almost
identical, i.e., the values of the activation energies Ea are comparable for both orienta-
tions. The activation energy of the linear growth rate coefficient defines the interfacial
reaction rate and is strongly correlated with the crystal structure of the oxidizing
surface [89], [102]. Additionally, it is evident that the slopes of the Arrhenius plot
of the a- and m-face are almost identical as well. Therefore, the activation energies
are expected to be similar for surfaces with similar structures, which is verified by
Figure 2.10.

The crystal structure of 4H-SiC is almost identical for the Si-face (top) and C-face
(bottom), as well as for the a- (one side) and m-face (another side of the crystal).
Comparing this observation with the thermal oxidation of Si, the interface chemical
reaction is almost the same for the Si- and the C-face [103]. Nevertheless, the oxidation
growth rates for the Si and the C-face are different as the areal density of atoms and
the mechanical stress effects at the interface play a crucial role in the oxidation, which
can be explained by the magnitude of the pre-exponential factor of the linear growth
rate coefficient [63]. This is in agreement with recent theoretical findings [72], where
the differences in the growth rates of the Si- and the C-face are mainly significant
in the pre-exponential factor Z, which is an order of magnitude larger for the C-
face compared to the Si-face. Figure 2.10 also shows that the activation energies of
the m- and a-face are higher than the activation energies of the C- and the Si-face.
Additionally, the results in Figure 2.10 suggest that the difference of the linear growth
rate coefficient between the a- and m-face is negligible for the low temperature regime,
which is in agreement with experimental findings [86].

Figure 2.11 shows that the growth rate enhancement parameter for thin oxides for
all four crystallographic faces is temperature-dependent. These results suggest that
the initial oxidation growth rate is highest for the C-face, followed by the m, a, and
Si-face orientation. By comparing the results of Figures 2.10 and 2.11 it becomes clear
that the ratios of the growth rate coefficients between the four crystallographic faces
are different. This suggests that the temperature dependence of the initial and the
linear growth rates is diverse. The values of B/A are in the same order of magnitude
than the values of C, hence, the contribution of the initial oxide growth enhancement
cannot be neglected [66], [68]. This fact is in alignment with the already established
knowledge that the Deal-Grove model cannot accurately predict the oxidation kinetics
for SiC.

The results in Figure 2.12 suggest that also the characteristic length L is temperature-
and orientation-dependent. L is determined by the oxidation and the diffusion coeffi-
cient of SiO2 interstitials and the emission ratios of Si and C interstitials. An increase
in the diffusion coefficient leads to an increase of L, while an increase of the oxidation
coefficient or the emission ratio of interstitials leads to a reduction of L [70]. The
results in Figure 2.12 are consistent with the reports from experimental findings [70],
[80], which suggest that a temperature increase is more significant for the diffusion
coefficient than the oxidation coefficient or emission ratios.
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Higher values of L are observed for the C-face orientation than for the Si-face for
the temperature regime below 1265◦C, which is consistent with the predictions that
the emission ratio for the Si-face is significantly larger than that for the C-face [71],
[104]. Interestingly, higher values of L for the m- and the a-face than the ones for the
C-face are in addition observed for T < 1265◦C, i.e., the initial growth enhancement
is larger for the m- and the a-face for this temperature regime. It is believed that
the reason for this phenomenon is a higher diffusion coefficient, lower emission ratio,
and lower oxidation coefficient of the m- and the a-face compared to the C-face [72].
Results in Figure 2.12 also suggest that the above mentioned relations are reversed
for temperatures above 1265◦C. In addition, the differences in L between the Si and
the C-face at very high oxidation temperatures are lower than 5%. Therefore, in
the high-temperature region the value of L for both these faces is approximately the
same.

An overview of the activation energies and the pre-exponential factors of the Arrhenius
plots for all four inspected crystallographic faces is provided in Table 2.2. As discussed
before, the pre-exponential factor has a significant role in the temperature dependence
of the SiC oxidation kinetics. Therefore, it is always necessary to present Arrhenius
plots, enabling to consider Ea together with Z.

With these validated parameters (Table 2.2) it is now possible to accurately calculate
multi-dimensional 4H-SiC oxidation kinetics. The predicted oxidation growth rates
as a function of oxide thickness for the Si-, a-, m-, and C-face at various relevant
temperatures (T = 950, 1000, 1050, 1100, and 1150◦C) are shown in Figure 2.13.
The calculations suggest that the initial enhancement of the oxide growth is strongest
for the Si-face. Furthermore, at low temperatures the differences in the growth rates
between the m- and the a-face orientations are less than 5%.

Table 2.2: Activation energies and pre-exponential factors of the Arrhenius plots for
the (0001) Si-, (112̄0) a-, (11̄00) m-, and (0001̄) C-face of 4H-SiC dry ther-
mal oxidation. The linear rate coefficient B/A, the initial enhancement
parameter C, and the characteristic length L have been obtained by fitting
Eq. (2.43) to the data presented in Figure 2.10, 2.11, and 2.12.

4H-SiC B/A C L

face Ea [eV] Z [µm/min] Ea [eV] Z [µm/min] Ea [eV] Z [µm]

Si 1.429 5.751 1.604 412.9 1.724 1.190 · 104

a 1.927 7.404 · 103 1.241 67.51 1.180 189.5

m 2.015 1.791 · 104 1.132 31.84 1.305 539.8

C 1.249 42.70 1.069 22.22 1.473 2.096 · 103
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Figure 2.13: Oxide growth rates as a function of the oxide thickness at various tem-
peratures for the (0001) Si- (green triangles), (112̄0) a- (blue squares),
(11̄00) m- (red diamonds), and (0001̄) C-face (orange circles) of 4H-SiC
dry thermal oxidation.

Additionally, the growth rate of the C-face is significantly larger compared to the other
orientations at low temperatures, e.g., T = 950◦C, the average growth rates for the
Si-, a-, m-, and C-face are 0.12 · 10−4, 0.90 · 10−4, 0.93 · 10−4, and 1.82 · 10−4 µm/min,
respectively. On the other hand, this difference is less pronounced at higher temper-
atures, e.g., T = 1150◦C, the average growth rates for the Si-, a-, m-, and C-face are
0.93 · 10−4, 5.70 · 10−4, 6.02 · 10−4, and 6.39 · 10−4 µm/min, respectively.

The saturation of the oxidation process depends on the temperature and pressure as
well as on the chemical nature of the substances. The derivatives of the curves shown
in Figure 2.13 indicate that the saturation of the oxide growth is highest, i.e., the
oxidation process is hindered the most, for Si-oriented SiC. This is consistent with
experimental and theoretical reports [66], [69], [70]. The calculations corroborate that
the saturation of SiC oxidation is indeed orientation-dependent. However, in order to
describe the oxidation in an arbitrary crystal direction, an extension of the oxidation
models is necessary.
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2.5 Interpolation Method

The available oxidation models alone fail to predict the oxide growth for 3D structures
due to their 1D nature. An approach which extends these models by incorporating
the crystal direction dependence into the oxidation growth rates has thus been devel-
oped [73], [92] and is discussed in the following.

The geometrical aspects of SiC can be mathematically described according to basic
crystallography [105] and experimental findings [86], [88]. A unit cell of the hexagonal
crystal structure includes six (11̄00) m-faces and six (112̄0) a-faces symmetric with
respect to the z axis, while there is only one (0001) Si-face on the top and one (0001̄)
C-face on the bottom of the crystal structure.

To obtain the oxidation growth rate for an arbitrary crystal direction, a direction-
dependent interpolation method [92] is utilized. This interpolation method computes
a growth rate for a given crystal direction based on a set of known growth rate values.
The known growth rates have been discussed in the previous section (cf. Section 2.4),
i.e., the growth rates of the Si-, m-, a-, and C-face, which correspond to the (0001),
(11̄00), (112̄0), and (0001̄) crystal directions, respectively [63], [70], [87]. These four
oxidation growth rates are input arguments for the interpolation method.

The interpolation method consists of a symmetric star shape in the x-y plane and
a tangent-continuous union of two half-ellipses in z direction. The method yields a
symmetry in the x-y plane such that the oxidation growth rates in direction of a- and
m-faces repeat six times with an enclosed angle of π/6. A schematic representation
of the interpolation in the x-y and x-z plane is shown in Figure 2.14. The blue
lines refer to the interpolation between the known growth rates, indicated with the
cross symbols. The direction and the length of the arrows represent crystal directions
toward SiC faces and oxidation growth rate values, respectively. A less accurate linear
interpolation could be considered as well, shown with the dotted black lines and sharp
edges, which would also fit the geometry of SiC. However, the non-linear method offers
considerable higher accuracy [92]. The interpolation method can be represented in a
parametric or an explicit expression. Both approaches are discussed in the following
sections.
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Figure 2.14: Schematic representation of the interpolation method in the (a) x-y and
(b) x-z plane. A linear (black dotted) and a non-linear (blue line) inter-
polation is calculated according to four known growth rate values (black
crosses) of Si- (green), m- (red), a- (blue), and C-face (orange square).
Colored arrows represent crystal directions towards the corresponding
faces. The arrow lengths are proportional to the oxidation growth rates.

2.5.1 Parametric Expression

For plotting surfaces of higher dimensions, the most convenient representation of the
interpolation method in 3D space is the parametric expression, written as [73]

x =
(
ky + (kx − ky) cos2(3t)

)
cos(t) cos(u),

y =
(
ky + (kx − ky) cos2(3t)

)
sin(t) cos(u),

z = kz sin(u),

(2.54)

where x, y, and z are the Cartesian coordinates, t ∈ [0, 2π] and u ∈ [−π/2, π/2] are
the arbitrary parametric variables, and kx, ky, and kz are the oxidation growth rates in
directions of x, y, and z, respectively. In this case the following values are considered:
kx = km, ky = ka, and kz = kC or kSi.

As shown in several studies [69], [70], [79], the oxide growth on the top and the
bottom of the SiC crystal is different, thus the positive and the negative z coordinates
are calculated separately, yielding

z = k+
z sin(u) for u ≥ 0 and

z = k−z sin(u) for u < 0.
(2.55)
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k+
z and k−z correspond to the growth rates in the direction of the Si- and C-face,

respectively. Thus, it is defined that k+
z = kSi and k−z = kC.

The parametric expression of the interpolation method (2.54) is utilized to calculate,
for example, linear oxidation growth rates (B/A) in 3D space, shown in Figure 2.15.
Calculations are performed with the known oxidation parameters at T = 1100◦C,
i.e., kSi = 1.81 nm/h, ka = 35.9 nm/h, km = 41.0 nm/h, and kC = 70.2 nm/h
(cf. Section 2.4.2) [72].

The growth rate surface is given by a nonlinear interpolation between these known
growth rate values and follows the geometry of SiC, i.e., the crystallographic planes
tangent to the growth rate surface at kSi, km, ka, and kC are parallel to the corre-
sponding faces. The distance from the origin (0, 0, 0) to any point on the growth
rate surface gives the oxidation rate in direction to this point. For example, if we
consider to calculate a single oxidation growth rate in direction of t = 1/4π and
u = 1/4π, the result according to (2.54) is: k(x) = 19.23 nm/h, k(y) = 19.23 nm/h,
and k(z) = 1.28 nm/h. The final oxidation growth rate is the distance from the origin
to (x, y, z): (19.232 + 19.232 + 1.282)1/2 nm/h = 27.22 nm/h.
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Figure 2.15: 3D calculations of the linear oxidation growth rates B/A obtained with
the parametric expression of the interpolation method. The figure shows
(a) the top and (b) the front view of the growth rates’ surface. An
arbitrary direction growth rate is calculated according to the four known
growth rates (kSi, km, ka, and kC) shown with the black arrows. The
surface colors show calculations for positive (green) and negative (orange)
z direction. The calculations are performed for oxidation at T = 1100◦C.
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2.5.2 Explicit Expression

The parametric expression of the interpolation method can be converted into an ex-
plicit expression, which describes the surface as the zero set of equation f(x, y, z) = 0,
where x, y, and z are the vector coordinates of the arbitrary direction of interest.
The explicit expression follows the geometry of the hexagonal structure just like the
parametric expression, but returns a value in the range from 0 to 1. The explicit
expression is thus

f(x, y, z) =
(

2(x2 + y2)3 − (x2 + y2)4 − x2(x2 − 3y2)2
)

+ z2. (2.56)

The direction vector ~v(x, y, z) must be normalized, i.e., vector length |~v| = 1. Us-
ing expression (2.56), the growth rate coefficients are rewritten into an interpolation
method such that [106]

k(x, y, z) = ky +
(
kx − ky

)(
2(x2 + y2)3

− (x2 + y2)4

− x2(x2 − 3y2)2
)

+
(
kz − ky

)
z2.

(2.57)

Including the four known growth rate values in the 3D interpolation method and
treating the positive and the negative z coordinates separately yields

k(x, y, z) = ka +
(
km − ka

)(
2(x2 + y2)3

− (x2 + y2)4

− x2(x2 − 3y2)2
)

+
(
kSi − ka

)
z2 for z ≥ 0 or

+
(
kC − ka

)
z2 for z < 0.

(2.58)

kSi, km, ka, and kC are the four known growth rate values, which correspond to the
Si-, m-, a-, and C-face, respectively.

The explicit representation is more general and more suitable for 1D and 2D calcula-
tions, because it is more closely related to the concepts of constructive solid geometry
and is typically represented with x and y coordinates. However, the parametric form
is more convenient for 3D plotting and remains dominant in computer graphics and
geometrical modeling due to the ability to reduce the number of independent variables,
i.e., it replaces the coordinates x, y, and z with two parametric variables t and u.
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Schematic representations of the hexagonal crystal structure and the variables for
the following calculations are shown in Figure 2.16. 2D calculations are typically
performed either in the x-y, x-z, or (x+ y)/2-z plane. The input of the interpolation
method is an arbitrary crystal direction vector ~v contained in the x-y or x-z plane for
which the oxidation growth rate has to be computed. Denoting the angle between ~v
and the x axis by α in x-y plane or by β in x-z plane yields the following relations

x =|~v| cosα,

y =|~v| sinα,
(2.59)

and

x =|~v| cos β,

z =|~v| sin β.
(2.60)

The explicit expression of the interpolation method (2.58) is utilized for calculations
of arbitrary oxidation growth rates in 2D space. For example, the linear growth rates
(B/A) of the thermal SiC oxidation, shown in Figure 2.17, are calculated with the
known growth rate parameters at T = 1100◦C, i.e., kSi = 1.81 nm/h, ka = 35.9 nm/h,
km = 41.0 nm/h, and kC = 70.2 nm/h (cf. Section 2.4.2) [72]. Calculations are per-
formed in the x-y and x-z plane using normalized crystal direction vector coordinates
x, y, and z as input for the interpolation method. The combination of vector co-
ordinates (x, y or x, z) define the crystal direction for which the oxide thickness is
calculated. The considered vectors cover the whole x-y and x-z plane of the given
crystal directions, which is clearly seen by the gray circle below the plots.
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Figure 2.16: Schematic representation of the hexagonal crystal structure in the
(a) x-y, (b) x-z, and (c) (x + y)/2-z plane. ~v is the crystal direction
vector, α is an angle in the x-y plane, and β is an angle in the x-z or
(x+ y)/2-z plane. The blue, red, green, and orange squares represent the
a-, m-, Si-, and C-face, respectively.
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The thicknesses of SiC thermal oxidation in 2D space are calculated with Massoud’s
model (cf. Section 2.3.2) and the interpolation method for the growth rate parameters
B/A, C, and L. The oxide thicknesses as a function of the vector coordinates x, y,
and z (calculated for the x-y and x-z plane) are shown in Figure 2.18. In the first
plot six maxima and six minima are observed, which correspond to the m- and a-face,
respectively. The final oxide thickness in the direction of the m-face is approximately
288 nm and in the direction of the a-face 273 nm. On the second plot one maximal and
one minimal oxide thickness is observed, which correspond to the C- and the Si-face,
respectively. The final oxide thickness in the direction of the Si-face is approximately
39 nm and in the direction of the C-face 327 nm. These results are in a good agreement
with experimental findings [88].

In order to allow for a straightforward comparison between theoretical calculations and
experimental data, the oxide thicknesses X are normalized with the maximal oxide
thickness Xmax, such that

X̂ = X/Xmax. (2.61)

Thus, X̂ = 1 corresponds to the maximum oxide thickness and X̂ = 0 corresponds to
no oxide on the surface of SiC. The main goal of such a comparison is to validate and
corroborate the ratios between the growth rates for various crystal directions. The
oxide thicknesses as a function of α and β, i.e., the angle between the crystal direction
vector and the x axis, are shown in Figure 2.19. The calculations are performed for an
angle ranging from 0◦ to 360◦ for both planes. The calculated results for the normalized
oxide thicknesses are in good agreement with available measurements [87].

Moreover, these results provide the basis for multi-dimensional simulations of dry oxi-
dation of 4H-SiC. 2D and 3D simulations can thus be augmented by the interpolation
method for the oxidation growth rates, where the only limiting factor is the set of
known growth rate values, which is optimally obtained from measurements. The fact
that the only limiting factor of the interpolation method is the four extreme growth
rates in the Cartesian directions expands the applicability of this approach beyond
SiC. It is very likely that the same interpolation method can be utilized for predict-
ing oxidation growth rates for other semiconductor materials, which possess the same
hexagonal crystal structure as SiC.
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Figure 2.17: 2D calculations of the linear growth rates B/A in the (a) x-y and (b) x-z
plane obtained with the explicit expression of the interpolation method.
x, y, and z are normalized crystal direction vector coordinates. The
calculations are performed for oxidation at T = 1100◦C.
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Figure 2.18: 2D calculations of the oxide thicknesses in the (a) x-y and (b) x-z plane.
The figures show the final oxide thicknesses as a function of the normalized
crystal direction vector coordinates x, y, and z. The red, blue, orange,
and green colors represent oxide thicknesses for the m-, a-, C-, and Si-face,
respectively. The calculations are performed for oxidation at T = 1100◦C
for 720 min.
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Figure 2.19: Normalized oxide thicknesses as a function of angle (a) α in x-y plane
and (b) β in x-z plane as shown in Figure 2.16. The oxide thickness
is normalized with the maximal oxide thickness to enable a direct com-
parison between calculations and experiments. The blue solid lines are
calculations performed with Massoud’s model and the presented interpo-
lation method. The orange triangles and red squares are measurement
results [86], [88]. The black arrows indicate the known growth rates for
the interpolation method, i.e., km, ka, kSi, and kC.
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2.6 Orientation-Dependent Oxidation Model

Considering the above discussed Massoud’s model (cf. Section 2.3.2), the calibrated
oxidation growth rates (cf. Section 2.4.2), and the developed 3D interpolation method
(cf. Section 2.5), the full expression of the orientation-dependent oxidation model is
written as

dX(x, y, z)

dt
=

B

A3D + 2X
+ C3De−

X

L3D , with (2.62)

B = D0e

(
−E

SD
a

kBT

)
µm2 min−1, (2.63)

A3D =
B

B/A
=

= B

[
Za-face

B/A e

(
−
Ea-face
a,B/A
kBT

)

+
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B/A e

(
−
Em-face
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kBT

)
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B/A e

(
−
Ea-face
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ZSi-face
B/A e

(
−
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)
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(
−
Ea-face
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kBT
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]−1
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ZC-face
B/A e

(
−
EC-face
a,B/A
kBT

)
− Za-face

B/A e

(
−
Ea-face
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) z2
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(2.64)
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C e
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C e

(
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)
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C e

(
−
Ea-face
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+
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C e
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(2.65)
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(
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(2.66)

and
f(x, y) =

(
2(x2 + y2)3 − (x2 + y2)4 − x2(x2 − 3y2)2

)
. (2.67)

x, y, and z are vector coordinates for the desired direction of oxidation. The subscripts
B/A, C, and L refer to Massoud’s model parameters. This modified oxidation model
enables to fully simulate thermal oxidation of arbitrary 2D and 3D structures with
a high precision in all crystal directions. The orientation-dependent oxidation model
(i.e., the calibrated parameters and the interpolation method) was implemented into
Silvaco’s Victory Process simulator [53] and is evaluated in the following section based
on 3D simulations of SiC thermal oxidation for various simulation setups.

2.6.1 Process Simulations

An exemplary 3D simulation of the thermal oxidation of an arbitrary SiC structure is
shown in Figure 2.20 and its 2D cross-sections in Figure 2.21. The simulation results
clearly demonstrate that the oxide thickness on the C-face is the thickest and the
oxide on the Si-face is the thinnest. The oxide in the x direction, i.e., m-face, is
approximately 10% thicker than the oxide in the y direction, i.e., a-face. Despite the
fact that the thickness difference of the m- and the a-face seems negligible, the small
variations in the oxide thicknesses still play a significant role in the design of MOS
devices, in particular for non-planar devices such as U-MOSFET [107], due to the high
oxide thickness-dependent device characteristics.

Figure 2.22 depicts additional 3D simulations by using a sphere-shaped plot for direct
comparison with measurement results [88]. The shown optical micrographs have been
obtained with Rutherford backscattering spectrometry (RBS). The SiO2 thickness is
determined based on the width of the RBS spectrum corresponding to Si atoms in
SiC and O atoms in SiO2. The experimental results show a remarkable anisotropic
coating with SiO2, which can be seen from the optical micrographs, i.e., spheres.
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Figure 2.20: 3D simulation of dry thermal oxidation of SiC. The simulation is per-
formed for the (0001) Si-face at T = 1100◦C for 120 min. The gray areas
represent 4H-SiC and the blue areas the grown SiO2.
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Figure 2.21: 2D cross-sections of the conducted 3D simulations of dry thermal oxida-
tion (cf. Figure 2.20). (a) x-z cross section at y = 0.0 µm and (b) y-z
cross section at x = 0.2 µm. Note the different oxide thicknesses based
on different directions.
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Figure 2.22: (a) Measurement results (optical micrographs) of an oxidized SiC from
Christiansen et al. [88]. The contrast of colors is due to the light in-
terference with the different oxide thickness. (b) The sphere of SiC ox-
ide thicknesses obtained with the developed interpolation-based modeling
method. The colors represent calculated thicknesses towards correspond-
ing crystal directions. The simulations have been performed for (0001)
Si-face at T = 1100◦C for 720 min.

The experimental study has thus identified the two polar regions (assigned to the Si-
and C-face) and an equatorial zone, which shows six maxima and six minima. It
was determined that the maximum of the oxide thickness corresponds to the m-face
and the minimum to the a-face. Therefore, a six-fold symmetry yields a star-shaped
directional dependence. This observation indicates that the initial assumption of the
interpolation method, i.e., a symmetric star shape in the x-y plane and a tangent-
continuous union of two half-ellipses in z direction, are equitable.

Another analysis evaluates a step-like shape of a SiC substrate, which is reproduced
from the experimental work of Hosoi et al. [108] to establish a frame of reference.
The experimental research utilized atomic force microscopy (AFM) to measure the
SiC surface thickness before and after oxidation. The thermal oxidation, in both
experiment and simulation, is performed for the most common industry-related SiC
oxidation setup, i.e., a (0001) Si-face substrate with 4◦ off-axis angle in a dry ambient
at 1100◦C, shown in Figure 2.23.

It is clearly seen from the results that the oxidation in the direction of the a-face is
stronger than in the direction of the Si-face. The time evolution confirms that the
SiC/SiO2 interface is heavily influenced by oxidation mechanisms [109], i.e., the inter-
face is deformed and moves towards inside the substrate for≈ 0.15 µm within 720 min.
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Figure 2.23: Simulations of thermal oxidation of a step-like shaped 4H-SiC. The
simulation is performed for a (0001) Si-face 4◦ off-axis substrate at
T = 1100◦C. The results show the time evolution of the SiC oxidation
for every 120 min. The gray and the blue shapes refer to the 4H-SiC and
SiO2, respectively.
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Comparing the simulation results with the measurement results [108] demonstrates
a very good agreement, justifying the importance of the calibrated oxidation growth
rate parameters and the discussed multi-dimensional interpolation method.

The final verification is based on transmission electron microscopy (TEM) measure-
ments of a macrostep at the SiO2/SiC interface from Woerle et al. [110]. Epitaxial
layers formed by step-controlled epitaxial growth are an important example of a sur-
face requiring a substrate cut, which is several degrees off-angle for high-purity epitax-
ies [111]. At the same time, however, this growth technique can lead to the formation
of several nanometer high macrosteps [112], [113] with faces perpendicular to either
the (0001) or (112̄0) direction. The TEM image of the SiO2/SiC interface and the
corresponding results from simulations are shown in Figure 2.24.

A TEM analysis of 4◦ off-axis (0001) Si-face 4H-SiC with a 5 µm thick n-type epitaxial
layer has been performed. The substrate has been first cleaned and then oxidized in
dry ambient at 1050◦C for 4 hours. In order to protect the SiO2 during lamella
preparation, a 500 nm thick aluminium layer has been deposited on the oxide before
the focused ion-beam treatment. The TEM lamella has been oriented along (112̄0)
direction, perpendicular to the step-flow of the epitaxial layer and taken from a region
of the sample where isolated macrosteps were present. From the TEM image, the
oxide thickness at the terrace and riser were determined to be 7 nm and 11 nm,
respectively.

In parallel to the experimental investigation, the oxidation growth process has been
simulated using the developed modeling approach and the Victory Process simulator.
The results predict the oxide thickness at the terrace and riser to be 7.54 nm and
11.2 nm, respectively: These results are in good agreement, in particular at the riser
(cf. Figure 2.24). Finally, the experimental results suggest that variations in the oxide
thickness due to the surface morphology of off-axis 4H-SiC epilayers must be considered
for a complete picture of the reliability-limiting factors of thermally grown oxides on
SiC [110].
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Figure 2.24: (a) TEM cross-section of the SiO2/SiC interface and the close-up image
of a macrostep [110]. (b) Results of the oxide growth simulations for this
specific surface morphology, showing a good agreement with the measured
oxide thicknesses.
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2.7 Molecular Dynamics Simulations of Orientation
Dependences

Heretofore, the macroscopic oxidation models, parameters, and methods to improve
2D and 3D simulations have been discussed, but not the oxidation kinetics on the
atomistic level. Within this work’s context, molecular dynamics (MD) simulations
enable first principles investigations of the early stages of the oxidation process, where
experimental methods fail to provide the necessary data, due to technical limitations.
The main limitation of oxide thickness measurements is a low accuracy of measure-
ments of the oxide growth on very short time scales or oxide thicknesses below 5 nm.
The first principles approach is thus essential in order to further develop macroscopic
physical models and to estimate initial oxide thicknesses for macroscopic models.

Computational methods on atomic or molecular levels provide powerful ways to ex-
plore, develop, and optimize novel materials. Such methods, commonly based on
quantum mechanics (QM) [114], are computationally very expensive and can thus be
reasonably applied only to small-sized atomic systems, typically containing a few tens
of atoms. To overcome this issue, QM structure and energy data can be used to train
empirical force fields in order to reduce the computational effort [76]. Therefore, a
novel empirical reactive force-field (ReaxFF) method [115], [116] can be utilized. The
ReaxFF method replaces harmonic bonds of conventional MD with bond orders and
energies that depend on interatomic distances, which thus reduces simulation time by
several orders of magnitude [117], [118], [119], [120].

The parameters involved in the ReaxFF potential functions must be parametrized
against high-level ab initio calculations and experimental results. The potentials for
the atoms involved in the SiC oxidation, i.e., Si/C/O, have been previously devel-
oped, calibrated, and parametrized [76], [121], [122]. State-of-the-art implementations
of ReaxFF, e.g., provided by the large-scale atomic/molecular massively parallel sim-
ulator (LAMMPS) [123], have demonstrated reasonable computational efficiency and
accuracy. Furthermore, LAMMPS is distributed as an open-source code and supports
parallel computing via OpenMP and MPI. In order to take advantage of the paral-
lel computing features, the analyses presented in the following were executed on the
Vienna Scientific Cluster (VSC-3) [124], which consists of 2020 nodes, each equipped
with two 8-core Intel Xeon E5-2650v2 2.6 GHz processors (total of 16 physical/32
logical cores per node) and 64 GB of main memory.

An evaluation of the parallelization backends of LAMMPS (i.e., USER-OMP package,
including OpenMP and MPI) shows better performance with a pure MPI approach,
compared to using a hybrid MPI - OpenMP approach. The benchmark of an exam-
ple MD simulation for various atom numbers is shown in Figure 2.25. Despite the
relatively low parallel efficiency of the simulations (i.e., 35 % in the best case), the
LAMMPS’ USER-OMP package enables a significant reduction of the overall simula-
tion runtime (e.g., from 18 days to 4 days for 104 particles).
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Figure 2.25: Runtime and speedup of LAMMPS simulations as a function of MPI
processes for various total number of atoms Ntot. The benchmarks have
been recorded on VSC-3 for pure MPI, i.e., 1 OpenMP thread and 16
MPI processes per core.

2.7.1 Simulation Setup

The goal is to investigate several layers of SiO2 and to shed light on the oxide growth
differences of various SiC orientations. Therefore, 1 ns oxide growth is simulated
with 2 · 106 timesteps using a step size of 0.5 fs. The number of atoms involved in the
simulations must be properly limited in order to be able to perform the desired number
of timesteps. On the other hand, the number of O2 molecules must be high enough
to ensure a constant gas flow. For this reason, numerous control simulations have
been performed with respect to various simulation sizes to ensure that the product
gases in the air do not further affect the oxidation and that an adequate number of O2

molecules is available at every timestep of the simulation. The initial structure setup
consists of approximately 10 SiC layers in x and y directions and 27 SiC layers in z
direction. The space on top of the substrate is three times the height of the crystal
with uniform random distribution of O2 molecules, indicating dry air conditions for
the thermal oxidation. The schematic representation of the 3 · 3 · 24 nm3 simulation
domain is shown in Figure 2.26. The total number of particles in all simulations is
approximately 104, out of which ≈ 3600 are Si and C atoms. The surfaces of SiC are
not initially passivated, as the passivated surfaces could affect the investigation of the
orientation dependence of the initial oxidation growth rates [125].
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Figure 2.26: Schematic representation of the simulation setup. The simulation domain
is composed of two cuboids, namely air and crystal. The air includes only
O2 molecules and the crystal only SiC compounds.

All simulations are performed in the canonical ensemble, depending on the absolute
temperature, number of particles, and volume (NVT). The boundary conditions are
periodic in x and y directions and reflective in z direction, to avoid undesired oxidation
on the bottom of the substrate. The temperature of the simulations is controlled with
the Berendsen thermostat [126] with a temperature damping constant of 100 fs. Sim-
ulations are performed with four common industry-focused oxidation temperatures:
T = 900, 1000, 1100, and 1200◦C. In order to investigate orientation dependence, four
different initial structures are prepared, which represent the four considered SiC faces,
shown in Figure 2.27.

2.7.2 Simulation Results and Analyses

The structural evolution of the SiC/O2 system is shown in Figure 2.28 for 103, 104,
105, and 106 fs, respectively. The time evolution clearly shows all of the oxidation
process steps: 1) transport of O2 to the oxide surface, 2) in-diffusion of O2 through
the oxide film, 3) reaction of O2 and SiC at the SiO2/SiC interface, 4) out-diffusion of
carbon oxide (CO) through the oxide film, and 5) removal of the product gases away
from the oxide surface. To follow the oxidation process, the number of O atoms in the
SiC crystal (NSiC

O ) and air (NAir
O ) is analyzed. The evolution of the O atoms reacting

with the SiC structure for the four crystallographic faces at T = 900, 1000, 1100, and
1200◦C is shown in Figure 2.29.
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a-face                          C-face                          m-face                          Si-face

Figure 2.27: Simulation snapshots of initial structures of the SiC/O2 interfaces for
a- (112̄0), C- (0001̄), m- (11̄00), and Si- (0001) oriented SiC at time= 0.

1000 fs 10000 fs 100000 fs 1000000 fs

Figure 2.28: Simulation snapshots of the structural evolution of the SiC (0001) Si-face
oxidation process for t = 103, 104, 105, and 106 fs at T = 1100◦C. The
timestep is 1 fs.
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Figure 2.29: Time evolution of the number of O atoms in the SiC crystal (closed sym-
bols, left axis) and air (open symbols, right axis) for the (a) a-, (b) C-,
(c) m-, and (d) Si-face. The colors refer to various oxidation tempera-
tures in the range from 900 to 1200◦C.

It is clearly evident that the concentration of the O atoms in SiC is increasing with
time, which indicates a successful oxidation process. As the SiO2 is formed on top
of the crystal, the chemical reaction is passivated, which is evident by the decreasing
slope of the curves. The formed oxide affects the in-diffusion of the O2 and the out-
diffusion of the product gases through the oxide film, therefore, the oxidation process
is decelerated.

Another essential figure of merit is the time evolution of the number of Si (NSiC
Si ) and

C (NSiC
C ) atoms in the SiC crystal. The results for the four SiC faces and for the

four investigated temperatures are shown in Figure 2.30. Si and C in this case are
traced as single atoms, but are in fact diffused out of the crystal as product gases.
The oxidation temperature clearly affects the diffusion of the Si, C, and O species,
which confirms that even the early stage of the oxidation mechanism, i.e., < 1 ns, is
temperature-dependent.
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Figure 2.30: Time evolution of the number of Si (closed symbols) and C (open symbols)
atoms in the SiC crystal for the (a) a-, (b) C-, (c) m-, and (d) Si-face.
The colors refer to various oxidation temperatures in the range from 900
to 1200◦C.

The Figure 2.30 additionally suggest that the out-diffusion of the C interstitials is
higher than the one of the Si interstitials. This is in agreement with previous re-
ports [69] and confirms the assumption of the Si and C emission model [75], [102],
that the accumulation of the C interstitials becomes saturated prior to that of the Si
interstitials. In addition, C and Si emission suppresses the interfacial reaction rate
during oxidation.

The impact of the anisotropy on the oxide thickness is further investigated for the
particular case of 1100◦C, as seen in Figure 2.31 for the four crystallographic faces.
The oxide thickness is calculated for each time step of the simulation. The results
show that even after a very short time of oxidation (i.e., 1 ns) the thickness of the
oxide grows up to 2.7 nm. This suggests that the initial oxidation is taking place
almost instantaneously relative to the industry-focused oxidation times and clarifies
the assumption of the macroscopic models [70], [72], [75], that the oxide thickness at
t = 0 is approximately 2-5 nm.
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Figure 2.31: Time evolution of the oxide thickness for the a-, C-, m-, and Si-face at
T = 1100◦C. The dashed line shows a symbolic assumption of inaccurate
linear growth of the SiO2 thickness. The inset figure uses a linear x axis.

A symbolic linear growth rate (dashed line) with the slope of 1 · 10−3 nm/fs and
the intercept 0.3 nm highlights the difference between the simulation results and a
hypothetical but inaccurate linear assumption. This clearly shows that a linear growth
rate cannot be assumed. Comparing the oxide evolution with linear growth, it is
evident that the growth rate is significantly reduced as the oxide layer grows. Thus,
it can be concluded that the relationship between the oxide thickness and time is
non-linear for the early stage of the oxidation.

In addition, the emitted Si and C species are normalized as RSi = N emitted
Si /N tot

Si and
RC = N emitted

C /N tot
C , respectively, where N emitted is the number of emitted and N tot the

total number of Si or C. The time evolution of the normalized emission and the emission
rates of Si and C are shown in Figure 2.32. The results suggest differences between the
four crystallographic faces and indicate that RC is approximately three times higher
than RSi across the whole time scale. An unexpected peak has been observed for the
emission rates between 10 and 100 ps, regardless of the crystal orientation. It appears,
that at times < 10 ps the oxidation mechanism does not yet require an emission of the
Si and C species. On the other hand, for times > 100 ps the emission is considerably
decelerated due to the formation of the SiO2 layer. However, the oxidation rate appears
not to be limited by the diffusion of the Si and C interstitials, but is limited by the
reaction of the surface oxidation.
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Figure 2.32: Time evolution of the emitted Si (closed) and C (open symbols) atoms
for the a-, C-, m-, and Si-face at T = 1100◦C. The inset figure shows the
emission rates of Si and C.

To investigate the orientation-dependent oxidation further, the growth rates of SiC
oxidation (dX/dt) [127] are calculated at t = 101, 102, 103, 104, 105, and 106 fs, re-
spectively, as shown in Figure 2.33. It is evident, that the oxidation rate decreases
exponentially with time. In fact, the growth rates are extremely high at the begin-
ning, when the oxide layer has not been formed yet due to the absence of rate limiting
barriers, such as, e.g., substantial mass transport. Therefore, the rates are comparable
with the relative movement of the O2 molecules in air. The orientation dependence
of the SiC oxidation is evident during the entire simulation. In particular, the C-face
has by far the highest growth rate, followed by the m- and the a-face, and finally the
Si-face with the lowest oxidation rate. This sequence is consistent with the currently
available macroscopic models [63], [70], [72] and experimental findings [87], [89], [90].
Normalized growth rates show that the orientation dependence is highest at the be-
ginning and decreases with the growing oxide. This implies, that the passivation of
the oxidation mechanism due to the in-diffusion of O2 and the out-diffusion of product
gases through the grown oxide layer is not orientation-dependent. Goto et al. [70] sug-
gested that the growth rates of the surface oxidation of SiC correspond to the number
of Si-C broken bonds, i.e., one Si-C back-bond for the C-face, two Si-C back-bonds
for the a-face, and three Si-C back-bonds for the Si-face, yielding growth rate ratios
of the C-face : a-face : Si-face close to 1 : 2 : 3. The results for the different crystal
structures from the simulations in Figure 2.27 are in agreement with assumptions from
macroscopic modeling.
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Figure 2.33: Time evolution of the oxidation growth rate for the a-, C-, m-, and Si-
face at T = 1100◦C. The dashed lines are best linear fits of the log-log
figure to guide the eye. The inset figure shows normalized growth rates
according to the SiC orientation.

Referring back to Figures 2.29 and 2.30, equivalent ratios between the three faces
are observed. On the other hand, the reason for the growth rates for the m-face
being 5 − 10% higher than for the a-face is still not fully understood and should be
investigated further. Homo-epitaxial layers of m-face SiC are currently not available,
therefore, experimental findings are not available.

In addition, growth rates as a function of the oxide thicknesses are calculated for
temperatures T = 900, 1000, 1100, and 1200◦C, shown in Figure 2.34. The results
show that the growth rates below 3 nm are extremely high and decrease exponentially.
The slopes of the curves do not decrease, which, according to the Si and C emission
theory [75], suggests that the surface oxidation is the rate limiting step, rather than the
interface oxidation or diffusion. Note, for thin oxides (below 10 nm) the rate-limiting
step cannot be exactly determined. Unfortunately, comparing MD results to results
from macroscopic models [63], [70], [75] is not possible, as these focus on thicknesses
above 10 nm, which is not feasible with current first principles simulation capabilities
due to the required simulation times in the regime of several months.
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Figure 2.34: Growth rate of the oxidation process as a function of the oxide thickness
for the (a) a-, (b) C-, (c) m-, and (d) Si-face. The colors refer to various
oxidation temperatures in the range from 900 to 1200◦C.

To summarize, the discussed findings prove that MD simulations contribute to the
development of orientation-dependent SiC oxidation models [73], which are in turn
fundamental for device fabrication simulators, e.g., Silvaco’s Victory Process simula-
tor [53]. As has been pointed out already in several instances, it is crucial for device
fabrication modeling to accurately predict oxidation growth of SiC by incorporating
the geometry of the oxide. In addition, the presented results promote the advancement
of the theory of SiC oxidation. As an outlook, investigations of various oxidation atmo-
spheres, e.g., nitric oxide (NO) [55], are of further interest due to a potentially reduced
trap density in SiO2 and other (yet unknown) effects. Finally, a deeper fundamental
understanding of the oxidation mechanisms will enable performance improvements of
emerging SiC-based devices.
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2.8 Summary of Research Achievements

In summary, within the scope of SiC oxidation, the following research goals have been
achieved:

1. A full set of dry SiC oxidation growth rate coefficients for the (0001) Si-, (112̄0)
a-, (11̄00) m-, and (0001̄) C-face has been obtained, which enables high-accuracy
simulations of SiC oxidation [72].

2. A novel 3D interpolation method to compute oxidation growth rate coefficients
for arbitrary crystal direction has been developed and calibrated. The direction-
dependent interpolation method captures oxidation anisotropy of SiC and thus
enables the simulation of SiC oxidation for arbitrary crystal orientations and
device structures [73].

3. The initial SiC oxidation stages (in the regime of ns) have been investigated
in order to extend the understanding of the orientation-dependent oxidation
mechanisms and to better estimate initial (i.e., native) oxide thicknesses from
first principles simulations [77].
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3 Dopant Activation

This chapter will discuss key contributions made to modeling and understanding of
dopant activation mechanisms in SiC, in particular, a model to predict activation ratios
as well as a semi-empirical and a transient activation model. But first, fundamentals
of the dopant activation process are introduced in the following.

Semiconductor impurities can be either unintentional, due limited quality control of
fabrication steps, or intentional, to provide free charge carriers and to specifically
design the electrical properties of the semiconductor material. The intentional intro-
duction of impurities into an intrinsic semiconductor is called doping. In order to
generate free carriers in a semiconductor, it is necessary for the implanted impurities
to donate electrons to the conduction band (in which case they are called donors) or
to provide holes to the valence band (in which case they are called acceptors) [15].

A typical doping technique for SiC applications is ion implantation [128], which must
be followed by other processing steps in order to activate the implanted dopants. The
activation typically takes place during a thermal annealing step, which is typically
performed at elevated temperatures (900-2200◦C), in order to eliminate vacancy de-
fects by facilitating the movement of impurity species from interstitial to substitution
lattice sites, as shown in Figure 3.1. Moreover, the amorphization damage from im-
plantation is repaired during the annealing step, consequently, the crystal structure is
recrystallized [129].

Impurities are divided in two groups, namely shallow and deep impurities. The ioniza-
tion of shallow impurities typically requires energy levels in the order of the thermal
energy (kBT ) or less. Deep impurities, however, require significantly more energy
than the thermal energy to ionize, which means that only a fraction of the impurities
present in a semiconductor will contribute free carriers. Deep impurities, which are
more than five times the thermal energy (> 5 · kBT ) away from either band edge, are
very unlikely to be ionized. These are called traps and can be effective recombination
centers in which carriers (electrons and holes) annihilate each other [15].

Impurity doping in SiC is primarily accomplished through the introduction of N and
P for n-type and Al and B for p-type doping. The properties of these dopants are
shown in Table 3.1. Dopants in SiC incorporate themselves into either cubic (k)
or hexagonal (h) lattice sites [130]. 4H-SiC includes an equal number of cubic and
hexagonal sites which experience different surroundings and therefore enforce various
activation energies.
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3. Dopant Activation

Implanted Annealed

-

-

Electron

Interstitial 

impurity
Substitutional 
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Impurities are electrically active.Not all impurities are incorporated into the lattice.

Vacancy

Figure 3.1: Schematic representation of the implanted and annealed impurities in SiC
indicating differences in electrical activity due to the change in the crystal
lattice. The yellow, gray, white, and red spheres represent Si, C, vacancies,
and impurities, respectively.

Table 3.1: Chemical properties of typical SiC dopants. p and n stand for acceptor-
and donor-type doping, respectively.

Element Symbol Group Relative Mass Doping Type

Aluminium Al 3 26.98 p

Boron B 3 10.81 p

Nitrogen N 5 14.01 n

Phosphorus P 5 30.97 n
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3. Dopant Activation

3.1 Fundamentals of Carrier Concentration

In order to investigate electrical properties of SiC, its doping levels, and activation
of implanted species, it is necessary to understand fundamental aspects of carrier
concentration in semiconductors. As mentioned above, shallow impurities are ionized
with energies ≈ kBT , for which it can be assumed that the ionization of impurities
is always 100% [24]. This implies that the free carrier concentration approximately
equals the impurity concentration. Therefore, for donors the electron concentration n
equals the donor concentration ND

n ≈ ND (3.1)

and for acceptors the hole concentration p equals the acceptor concentration NA

p ≈ NA. (3.2)

In compensated semiconductors the carrier concentration is approximately equal to
the difference between the donor and acceptor concentration [131]. For donors this
yields

n ≈ ND −NA, if ND > NA (3.3)

and for acceptors

p ≈ NA −ND, if NA > ND. (3.4)

3.1.1 General Analysis of Impurities

Here a so called general analysis is considered, which in contrary to a regular analysis
takes into account that ionization of impurities is not always 100%, as for deep im-
purities, but is rather given by the impurity distribution function [132]. The general
analysis of incomplete impurity ionization assumes no net charge in semiconductors.
This implies that the total concentration of positively charged particles (holes or ion-
ized donors N+

D ) must equal the total concentration of negatively charged particles
(electrons or ionized acceptors N−A ), such that

n+N−A = p+N+
D . (3.5)

In order to obtain expressions for the carrier concentrations we have to integrate the
density of states multiplied with the corresponding carrier distribution function over
the energy space [51]. The electron concentration is thus

n =

∫ ∞
EC

ρC(E) · fD · dE, (3.6)
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3. Dopant Activation

where EC is the bottom edge of the conduction band, ρC is the density of states in
the conduction band, and fD the distribution function for donors. Similarly, the hole
concentration is

p =

∫ EV

−∞
ρV(E) · fA · dE, (3.7)

where EV is the top edge of the valence band, ρV is the density of states in the valence
band, and fA the distribution function for acceptors.

The concentration of carriers is obtained by integrating the density of states per unit
energy over all possible energies within a band. The density of states in a semicon-
ductor is obtained by solving the Schrödinger equation for the particles in the semi-
conductor using the simple particle-in-a box model [24]. This model assumes that the
particle is free to move within the material and that the band structure is parabolic
and isotropic [51]. For an electron which behaves as a free particle with an effective
mass m∗e and Planck constant h, the density of states in the conduction band is given
by [133]

ρC =
8π
√

2

h3
m∗3/2

e

√
E − EC for E ≥ EC. (3.8)

The effective mass of electrons for density of state calculations is m∗e = 3
√
mMmKmL.

mM and mK are the effective masses in directions perpendicular to the c-axis and mL

is the effective mass in direction along the hexagonal c-axis in the Brillouin zone. For
a hole, which behaves as a free particle with the effective mass of holes m∗h, the density
of states in the valence band is given by

ρV =
8π
√

2

h3
m
∗3/2
h

√
EV − E for E ≤ EC, (3.9)

The effective mass of holes for density of states calculations is m∗h = 3
√
mMmKmL.

The thermal energy and the position of the impurity level within the bandgap affects
the ionization of the impurities. Statistical thermodynamics is used to obtain the
probability of the ionization of the impurities, described with the modified Fermi-
Dirac distribution function [132]. A filled donor energy level contains only one electron,
which can have either spin up or spin down, while having two electrons with opposite
spin in one level is not allowed. A distribution function for donors is thus

fD =
1

1 + gDe
EF−ED
kBT

, (3.10)

where gD is the spin degeneracy factor of donors, EF the Fermi level, ED ionization
energy of donors, kB the Boltzmann constant, and T the absolute temperature. On
the other hand, the distribution function for acceptors differs due to the two-fold
degenerate valence band of SiC, thus the function is given by

fA =
1

1 + gAe
EA−EF
kBT

, (3.11)
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3. Dopant Activation

where gA is the spin degeneracy factor of acceptors and EA the ionization energy of
acceptors.

Both of these apply in general for degenerate (i.e., heavily doped) semiconductors.
However, non-degenerate semiconductors are lightly doped semiconductors, which by
definition follow the approximation that the Fermi energy is at least 3kBT away from
either the valence or the conduction band edge. This definition allows for a replace-
ment of the Fermi distribution function with a simpler exponential function, i.e., the
Maxwell-Boltzmann distribution function [133]. The distribution function for donors
in non-degenerate semiconductors is thus

fD = e
EF−ED
kBT (3.12)

and for acceptors

fA = e
EA−EF
kBT . (3.13)

The electron concentration can be now analytically solved by integrating (3.6) over all
possible states, i.e., from the bottom of the conduction band to infinity

n ∼=
∫ ∞
EC

8π
√

2

h3
m∗3/2

e

√
E − EC e

EF−E
kBT dE. (3.14)

The approximate solution of the integral for electrons is thus

n ∼= NCe
EF−EC
kBT , (3.15)

where NC is the effective density of states in the conduction band [50]

NC = 2MC

(
2πm∗ekBT

h2

)3/2

. (3.16)

MC is the number of equivalent minima in the conduction band. Similarly for the
holes, (3.7) is written as

p ∼=
∫ EV

−∞

8π
√

2

h3
m
∗3/2
h

√
EV − E e

E−EF
kBT dE. (3.17)

The analytical solution of the integral for holes is thus

p ∼= NVe
EV−EF
kBT , (3.18)

where NV is the effective density of states in the valence band [50]

NV = 2

(
2πm∗hkBT

h2

)3/2

. (3.19)
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3.1.2 Charge Neutrality Equation

The analysis of the non-degenerate two-type semiconductors can be further expanded
with the assumption that an intrinsic carrier concentration is much smaller than the
doping concentration and that the compensating acceptors (donors) are fully ionized,
i.e., N+

A = NA (N+
D = ND). This assumption yields the very well known charge

neutrality equation with the Boltzmann approximation [50] for n-type doping

n = N+
D −N

cp
A =

ND

1 + n gD
NC
e
ED
kBT

−N cp
A , (3.20)

where N cp
A is the concentration of the compensating acceptors. Similarly, the charge

neutrality equation for p-type doping is

p = N−A −N
cp
D =

NA

1 + p gA
NV
e
EA
kBT

−N cp
D , (3.21)

where N cp
D is the concentration of the compensating donors.

The implicit expressions (3.20) and (3.21) can be simplified to explicit expressions
via the solution of the quadratic equation. The derivative of the charge neutrality
equation for the n-type doped semiconductor is thus

n =
1

2

NC

gD

e
ED
kBT −N cp

A +

√(
N cp

A −
NC

gD

e
ED
kBT

)2

+ 4
NC

gD

e
ED
kBTND

 (3.22)

and for the p-type doped semiconductor

p =
1

2

NV

gA

e
EA
kBT −N cp

D +

√(
N cp

D −
NV

gA

e
EA
kBT

)2

+ 4
NV

gA

e
EA
kBTNA

 . (3.23)

In order to obtain donor (acceptor) concentrations and activation energies, the charge
neutrality equation is typically fitted over the electron (hole) concentrations as a func-
tion of sample temperature.
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3. Dopant Activation

3.1.3 Charge Neutrality Fitting

Data for fitting must be based on identical material properties (e.g., polytypes 1 and
orientations) of SiC and processing techniques in order to enable a meaningful in-
vestigation of the impact of annealing on the electrical activation. Furthermore, the
fabrication process parameters and techniques of the data must be identical, i.e., 1) im-
plantation temperatures, 2) annealing ambient (commonly argon (Ar)), 3) heating
method (furnace or microwave), and 4) Hall measurement technique.

The charge neutrality fits are performed to obtain the donor (ND) or the acceptor
(NA) concentration. It is typically assumed that the active concentration Cact = ND

for n-type and Cact = NA for p-type doping. The fitting parameters are the ionization
energy (ED or EA) and the concentration of compensation (N cp

A or N co
D ) [135], [136].

Two donor (or acceptor) species are necessary to fit the experimental data. These
species are attributed to donors (acceptors) that reside at hexagonal (h) and cubic (k)
Si lattice sites. The total concentration of donors ND (acceptors NA) is given by the
sum of donors (acceptors) at hexagonal and cubic lattice sites.

The ionization energy (ED or EA) of the implanted species is determined by the charge
neutrality fitting. For P-implanted SiC the ionization energy is in average 45 meV for
hexagonal and 90 meV for cubic lattice sites [137]. For N-implanted SiC the ionization
energy is in average 33 meV for hexagonal and 89 meV for cubic lattice sites [138]. For
Al and B-implanted SiC the total ionization energy is in the range of 191− 230 meV
and 285− 390 meV [139]. The ionization energies are summarized in Table 3.2. The
variations in ionization energies originate mostly from numerical errors due to the
fitting algorithm and measurement errors due to the Hall measurement methods. The
compensation concentrations are for each of the data sets different and depend on
the intrinsic doping. See the provided references in Table 3.2 for a particular data
set for details. The material parameters of SiC for the charge neutrality equation are
described in Chapter 2, see Table 1.3.

Despite the similar electrical activation ratio of 4H- and 6H-SiC, the effective mass
and the number of conduction band minima differ. The number of equivalent minima
in the conduction band is 3 for 4H- [140] and 6 for 6H-SiC [141]. The effective mass
is in general temperature- and polytype-dependent [30]. Thus, for charge neutrality
fitting the temperature-dependent effective masses of electrons and holes for 4H- and
6H-SiC are considered, shown in Figure 3.2. The effective mass of electrons for 4H-SiC
is close to constant 0.4 e0 − 0.5 e0, while for 6H-SiC the effective mass varies from
0.5 e0 up to 0.8 e0. The effective mass of holes is highly temperature-dependent for
T < 200 K, but for T > 200 it becomes constant. In the temperature range T < 200 K
the effective mass of holes is higher for 6H-SiC (2.8 e0), compared to 4H-SiC (2.5 e0).
Moreover, the degeneracy factors are different for certain SiC dopants. The value of
the degeneracy factor is 2 for N [141] and 4 for P [140], Al [142], and B [143] dopants.

1Electrical activation between the hexagonal SiC structures, i.e., 6H- and 4H-SiC, is close to
equal [134].
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The data for the charge neutrality fitting is obtained from experimental results [138],
[140], [141], [144] for P- and N-implanted (n-type) SiC and [143], [145], [146], [147]
for Al- and B-implanted (p-type) SiC. The collection of these data sets for various
annealing temperatures TA of the n- and p-type SiC is shown in Figures 3.3 and 3.4,
respectively, where the solid lines indicate the charge neutrality fits.

Table 3.2: Ionization energies of P, N, Al, and B dopants in 4H-SiC. h and k refer to
the species residing at hexagonal and cubic lattice sites, respectively.

Dopant Ionization Energy [meV] Reference

P 43− 48 (h) [137], [140], [144]

87− 95 (k) [137], [140], [144]

N 32− 34 (h) [138], [140], [144]

80− 92 (k) [138], [140], [144]

Al 191− 230 (h+k) [139], [148]

B 285− 390 (h+k) [139], [143]
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Figure 3.2: Effective mass of (a) electrons and (b) holes as a function of temperature
for 6H- (dashed) and 4H-SiC (solid lines) [30]. The effective masses are
stated in units of the rest mass of an electron m0 = 9.11 · 1031 kg.
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Figure 3.3: Free carrier concentration as a function of the sample temperature for
(a) P- and (b) N-implanted SiC. The symbols refer to various experimental
data, the solid lines are the neutrality equation fits, and the colors represent
various annealing temperatures.
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Figure 3.4: Free carrier concentration as a function of the sample temperature for
(a) Al- and (b) B-implanted SiC. The symbols refer to various experi-
mental data, the solid lines are the neutrality equation fits, and the colors
represent various annealing temperatures.
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3.2 Activation Ratio Model

In order to simplify the understanding and characteristics of the doping in semicon-
ductors, the ratio of electrical activation of impurities has been introduced and is
presented in the following [135], [149]. The activation ratio of an n-type doped semi-
conductor is defined as the donor concentration ND over the total concentration of the
n-type doping Cn

tot

Rn
act =

ND

Cn
tot

. (3.24)

Likewise, the activation ratio of a p-type doped semiconductor is defined as the ac-
ceptor concentration NA over the total concentration of the p-type doping Cp

tot

Rp
act =

NA

Cp
tot

. (3.25)

The donor and acceptor concentrations from (3.24) and (3.25) are commonly obtained
via least squares fitting [150] of the charge neutrality equation to the data of the free
carrier concentration as a function of the sample temperature. The carrier concentra-
tions are in general increased with increased annealing time, annealing temperature,
total doping concentration, implantation temperature, and other processing variables.
The annealing temperature has by far the highest influence on the activation ratio of
impurities in SiC.

3.2.1 Methodology

The activation ratio model describes the relationship between the electrical activation
ratio and the annealing temperatures. Based on this theoretical approach it is now
possible to predict the activation ratios for an arbitrary annealing temperature of P-,
N-, Al-, or B-implanted SiC. The model avoids computationally expensive numerical
calculations, thereby significantly improving the overall simulation speed, whilst si-
multaneously providing a highly accurate approximation. The proposed model is an
important step to further enhance the process simulation capabilities for SiC technolo-
gies.

The major assumption of the activation ratio model is that the time of the annealing
processes is a minimum of 30 minutes, which assures that the doped material reaches
the full activation state for the corresponding annealing temperature [135]. The acti-
vation ratio model characterizes the electrical activation ratio Ract (i.e., Rn

act and Rp
act

for n- and p-type SiC, respectively) as a function of the annealing temperature TA.
The model [136] is formulated as

Ract = R 1
2

+
(
Rmax −R 1

2

)
tanh (kslope (TA − Tip)) , (3.26)
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with

R 1
2

=
(Rmin +Rmax

2

)
. (3.27)

k, Rmin, Rmax, and Tip are the model parameters. R 1
2
, Rmax, and Rmin are the half-

maximal, maximal, and minimal electrical activation ratio, respectively, kslope is the
slope of the step, and Tip the temperature at the inflection of the curve, as shown in
Figure 3.5.

TA

Ract

Rmax

Rmin

Tip

R

k

1

2

Figure 3.5: Schematic representation of parameters of the activation ratio model and
its characteristics of the curve. The red line indicates the model and the
black line the slope of the curve at the inflection point, i.e., (Tip, R 1

2
).

3.2.2 Calibration

For the corresponding annealing temperature the donor and acceptor concentrations
(obtained via charge neutrality fitting) are incorporated into the ratios of electrical
activation via (3.24) and (3.25), respectively. The activation ratios as a function of
the annealing temperature for n- and p-type SiC are shown in Figures 3.6 and 3.7.
The acceptor and donor concentrations obtained via the charge neutrality fitting are
in good agreement with experimental data [1], [130], [151], [152], [153] and provide
additional insights into the activation mechanism. The activation ratios are highly
temperature-dependent and can be characterized with the activation ratio model ac-
curately predicting the temperature-related effects of the annealing steps. The param-
eters of the activation ratio model fitting from Figures 3.6 and 3.7 are summarized in
Table 3.3.
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Figure 3.6: Electrical activation ratios of (a) P and (b) N donors as a function of
the annealing temperature. The open symbols refer to experimental data
sets, the closed symbols are results from fitting, and the solid lines are
computed with the activation ratio model.
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Figure 3.7: Electrical activation ratios of (a) Al and (b) B acceptors as a function of
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computed with the activation ratio model.
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Table 3.3: Model parameters for P-, N-, Al-, and B-implanted SiC.

Dopant Rmin [/] Rmax [/] Tip [◦C] k [1/◦C]

P 0.062 1.0 1475 0.0063

N 0.041 1.0 1515 0.019

Al 0.021 1.0 1570 0.015

B 0.026 1.0 1640 0.011

The activation ratio model suggest that the P and N species reach full activation at
high temperatures TA > 1700◦C and that the minimal activation of both donor-type
dopants is approximately 5%. Additionally, the model shows that the ratio of the
N-implanted SiC is similar to a step function, while the ratio for the P-implanted
SiC increases continuously with temperature, i.e., k(N) ≈ 3k(P ). A high activation
(above 95 %) is achieved for TA > 1800◦C for Al and TA > 1700◦C for B impurities
and a very low activation (below 10 %) is detected for TA > 1500◦C for both Al
and B implantations. These findings imply that the thermal activation mechanism
dominates within the temperature range 1500◦C < TA < 1800◦C and must be therefore
appropriately characterized, i.e., calculated with the introduced model.

The activation ratio model includes only a dependence on the annealing temperature.
For a majority of semiconductor materials the total doping concentration has, in ad-
dition to the annealing temperature, a considerable effect on the electrical activation
of impurities. For this reason a semi-empirical model is introduced in order to further
increase the accuracy of process simulations.

3.3 Semi-Empirical Model

In the previous section a temperature-dependent activation model has been demon-
strated in detail. However, the post-implantation annealing steps of process simu-
lations are much more complex, i.e., include many more dependences. Besides the
annealing temperature the next most significant dependence is on the total doping
concentration [1]. Both process variables (TA and Ctot) are essential in order to maxi-
mize the efficiency of SiC devices and must be accurately predicted by TCAD process
simulations. For this reason, the semi-empirical activation model has been proposed,
evaluated, and tested [154] and is presented in the following.
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3.3.1 Methodology

The semi-empirical model has been inherited and modified from the model for the
electrical activation of dopants in silicon [53]. The modification for SiC introduces a
continuous transition between the linear and the logarithmic component of the model,
which enables model fitting on the entire scale of the investigated variables. The
semi-empirical model is represented by an empirical time-independent formula and
assumes that the activation of dopants happens instantaneously, i.e., in a fraction of
time. The donor ND or acceptor concentration NA is represented as the active dopant
concentration Ctot and is described as [154]

Cact = S1Ctot + S2CthSt, where (3.28)

S1 = 1/2 (1 + tanh (Cth − Ctot)) ,

S2 = 1/2 (1 + tanh (Ctot − Cth)) , and
(3.29)

St =

(
1 + (1− Fact) ln

(
|Ctot/Cth − Fact|

1− Fact

))
. (3.30)

Ctot is the total concentration of (e.g., implanted) dopants, Cth is the dopant specific
threshold concentration, Fact is the empirical scalar parameter, St is the saturation
ratio, and S1 and S2 are model pre-factors.

For the total dopant concentration below the threshold concentration (Ctot < Cth)
the model suggests that after annealing at a given temperature the acceptor concen-
tration equals the total doping concentration (NA = Ctot). Note, Cth varies with
annealing temperature, therefore, the regime of full dopant activation is indirectly
temperature-dependent. For the total dopant concentration above the threshold con-
centration (Ctot > Cth) the model introduces dopant and temperature-dependent sat-
uration effects, described by (3.30). Thus, a continuous switching between the linear
and the logarithmic region of the activation response is required, which is handled
via pre-factors (3.29) according to the difference between Ctot and NA. This is a key
contribution of the SiC modeling approach and enables model fitting and calibration
of simulation tools.

Despite the complexity of the model expression, an advantage of the model is the low
number of free model parameters and its analytic nature: The computational com-
plexity is thus significantly smaller than a first principles simulation, e.g., a molecular
dynamics simulation. In an industry-focused simulation context the empirical ap-
proach is thus preferred.
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3. Dopant Activation

3.3.2 Calibration

In order to calibrate the semi-empirical model a sufficient amount of sets of annealing
data must be collected for various implanted concentrations and annealing tempera-
tures [136]. These are obtained via charge neutrality fitting of the measurements [137],
[138], [140], [141], [144] for P- and N-implanted (n-type) SiC and [130], [134], [143],
[144], [147], [152], [155] for Al- and B-implanted (p-type) SiC. The acceptor con-
centrations as a function of the total implanted concentrations for various annealing
temperatures are shown in Figures 3.8 and 3.9 for n- and p-type SiC, respectively.

Doping concentrations from 1016 cm−3 to 1021 cm−3 and annealing temperatures from
1300◦C to 1900◦C have been investigated. Only the data which is based on identical
crystal orientations, annealing ambient, implantation temperatures, and measurement
methods is considered. As already discussed, this data selection is necessary to en-
sure a meaningful and correct investigation of the annealing temperature and total
concentration-dependent effects on the activation of impurities. The annealing steps
of the collected data include microwave heating in an Ar ambient. The collection of
these data sets assumes no differences in activation ratios between hexagonal struc-
tures of SiC, i.e., 4H- and 6H-SiC. The error due to this assumption is in average
very small, i.e., < 5% [134] and can thus be neglected. In addition, the fitted data
must only include the activation state of impurities at the thermodynamic equilibrium,
which is a fundamental requirement of the model. Overall, these important criteria
limit the amount of relevant data, but in turn ensure a proper frame of reference for
the semi-empirical model.

An iterative fitting method, evaluated by least squares error, is used to accurately fit
the model (3.28−3.30) to the pre-processed data of the acceptor concentrations as a
function of the total doping concentration. In order to minimize the numerical fitting
error due to the low amount of relevant data, 100% activation is assumed for samples
with low implanted concentration, which are annealed at high temperatures relative to
the implanted dose. The model parameter Cth for P-, N-, Al-, and B-implanted SiC is
obtained with respect to the various annealing temperatures. It has been empirically
determined that the best fits are accomplished for Fact ≈ 0.9. Therefore, the empirical
scalar parameter is, particularly for SiC, fixed to 0.9 for all cases.

The temperature-dependent parameter Cth introduces the dopant concentration limit
where saturation effects start to manifest. The activation ratio is significantly reduced
(i.e., saturates) above the threshold for a particular annealing temperature. The
threshold concentrations for the p- and n-type implantation, obtained by model fitting,
is shown in Figures 3.10 and 3.11, respectively.
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Figure 3.8: Acceptor concentrations as a function of the total doping concentration
for (a) P- and (b) N-implanted SiC. The closed symbols refer to the ref-
erences [137], [138], [140], [141], [144] and the open symbols refer to the
assumed values, which are used to increase the accuracy of the model fit-
ting. The solid lines are model fits and the dashed lines indicate the linear
dependence of ND. The colors refer to the various annealing temperatures.
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Figure 3.9: Acceptor concentrations as a function of the total doping concentration
for (a) Al- and (b) B-implanted SiC. The closed symbols refer to the
references [130], [134], [143], [144], [147], [152], [155] and the open symbols
refer to the assumed values, which are used to increase the accuracy of the
model fitting. The solid lines are model fits and the dashed lines indicate
the linear dependence of NA. The colors refer to the various annealing
temperatures.

91



3. Dopant Activation

0 . 4 0 . 5 0 . 6 0 . 7 0 . 81 0 1 5

1 0 1 6

1 0 1 7

1 0 1 8

1 0 1 9

1 0 2 0

1 0 2 1

Z � 	 � � 	 � ⋅� � � � 


E � � � � � 
 � � �

� � � � � T A � � � � � �

Th
res

hol
d C

onc
ent

rat
ion

 [c
m-3 ]

� � � � � � �

� � � � � � �

� � $ $ � � " � ' % � � � &

Z � � � � � � ⋅� � � � �

E � � � � 
 
 � � �

� " " � �  � " � � � � ! # � $ � & ' $ � � � ( � �
� � � � � � � � � � � � � � � � � � � � 	 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Figure 3.10: Threshold concentration as a function of the annealing temperature for
P- and N-implanted SiC. The symbols refer to results obtained by the
semi-empirical model and the dashed lines are Arrhenius fits.
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Figure 3.11: Threshold concentration as a function of the annealing temperature for
Al- and B-implanted SiC. The symbols refer to results obtained by the
semi-empirical model and the dashed lines are Arrhenius fits.
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3. Dopant Activation

An Arrhenius function is used in order to introduce a continuous temperature depen-
dence of the model parameter. The best fit is achieved with an activation energy
Ea = 1.55 eV and a pre-exponential factor Z = 1.32 · 1022 cm−3 for P, Ea = 3.85 eV
and Z = 4.24 · 1029 cm−3 for N, Ea = 2.69 eV and Z = 1.18 · 1025 cm−3 for Al, and
Ea = 2.94 eV and Z = 2.78·1026 cm−3 for B dopants. The Arrhenius parameters of the
threshold concentrations for each of the SiC dopants are summarized in Table 3.4.

N donors have by far the highest activation energies of Cth, followed by B and Al
acceptors, and finally P donors. Comparing the two donor-type dopants, Cth of N is
higher above and lower below 1290◦C. This indicates that N dopants achieve 100%
activation for higher total concentrations than P dopants at high annealing temper-
atures. Comparing the two acceptor-type dopants, the threshold of B-implanted SiC
becomes significantly larger at high annealing temperatures than the threshold of Al-
implanted SiC. This effect is associated with the atomic mass of the dopants, i.e., B
ions are lighter than Al ions [143], see Table 3.1.

Table 3.4: Arrhenius parameters of threshold concentration (Cth) for P-, N-, Al-, and
B-implanted SiC.

Dopant Z [cm−3] Ea [eV]

P 1.32 · 1022 1.55

N 4.24 · 1029 3.85

Al 1.18 · 1025 2.69

B 2.78 · 1026 2.94

3.3.3 Characterization

In order to characterize the model’s predictive character and analyze results thor-
oughly, parameter studies were performed, which are based on > 106 individual sim-
ulations to cover a wide range of parameter variations. Each of the simulations must
satisfy thermal equilibrium criteria. In the case of the semi-empirical model, the ac-
tivation is assumed to be instant, therefore, the resulting values correspond to the
values in the thermal equilibrium.

The results are collected in phase diagrams, which show the conditions, such as tem-
perature and concentration, at which thermodynamically distinct phases occur and
coexist at thermal equilibrium: Results of ion implantation followed by various ther-
mal annealing steps for P- and N-implanted SiC are shown in Figure 3.12 and for Al-
and B-implanted SiC in Figure 3.13. The phase diagrams suggest activation regions
of the dopants for various doping concentrations and annealing temperatures.
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Figure 3.12: Phase diagrams of electrical activation as a function of the total con-
centration and annealing temperature for P- and N-implanted SiC. The
contour lines refer to the electrical activation ratio Ract.
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Figure 3.13: Phase diagrams of electrical activation as a function of the total con-
centration and annealing temperature for Al- and B-implanted SiC. The
contour lines refer to the electrical activation ratio Ract.
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3. Dopant Activation

The predicted phase diagrams are crucial to correctly predict parameters for SiC de-
vice processing, where the balance between the efficiency of electrical properties and
the costs for post-implantation annealing must be carefully considered to optimize
fabrication steps. When comparing donor-type dopants it is clear that P implants
in general require higher annealing temperatures for successful anneals (i.e., activa-
tion above 90%), compared to N implants. For the low-dose implantations, below
1017 cm−3, both of the implants are activated even for TA < 1200◦C. However, for
high-dose implantation (Ctot = 1.0 · 1020 cm−3), P implants are poorly activated (i.e.,
Ract < 0.1) even at TA ≈ 2000◦C, while on the other hand, N implants for the same
Ctot are fully activated at TA = 1750◦C. Comparing acceptor-type dopants at low-
dose implantation, the full activation state (Ract = 1) is achieved at TA = 1070◦C for
Al-implanted and TA = 1010◦C for B-implanted SiC. In contrast, for high-dose im-
plantation the full activation in thermal equilibrium is achieved at TA = 1940◦C for Al
and TA = 1695◦C for B-implanted SiC. This suggests that for low Ctot lower tempera-
tures are sufficient for full activation of Al, compared to B. However, for high Ctot this
effect reverses. In addition, for Ctot = 1020 cm−3 the full activation of Al acceptors is
not achieved for the investigated annealing temperatures, but in contrast, B acceptors
with the identical implantation dose reached full activation at TA = 2010◦C.

3.3.4 Simulations

The semi-empirical activation model has been integrated into Silvaco’s Victory Pro-
cess simulator [53], which now includes calibrated model parameters as discussed in
Section 3.3.2. In this section, in order to verify predictions of the semi-empirical
model, the results of process simulations are compared to experimental findings. As
will be discussed, process simulations include all the steps of typical device fabrica-
tion processes, such as implantation, oxidation, and annealing. For the verification of
the model numerous simulations of the same device are performed, but with different
values of a single parameter involved in a particular simulation step. More concretely,
numerous SiC diodes are processed with various annealing temperatures to examine
and clarify the effects of the temperature involved in the annealing step.

This section focuses on Al- and B-implanted SiC due to the availability of experimental
data with respect to various annealing temperatures. The doping as well as the an-
nealing steps follow the experimental setups of Saks et al. [134] and Troffer et al. [147]
in order to enable an elaborate comparison. The implantation steps have been per-
formed with Silvaco’s Victory Process simulator using Monte Carlo ion implantation
on (0001) Si-oriented 4H-SiC. The annealing steps have been performed with the semi-
empirical model and parameters, alongside the Fermi diffusion model. An example of
the simulated device is shown in Figure 3.14. The simplicity of the simulated devices is
vital in order to ensure a proper, focused investigation of the process annealing steps,
including the total doping concentration and the annealing temperature.
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Figure 3.14: Schematic representation of the doping profile and geometry of the pro-
cessed device in Silvaco’s Victory Process simulator. The colors (left) refer
to different doping regions, the gray region (right) is SiC substrate, and
the light rose regions (right) are ohmic contacts, i.e., anode and cathode.

The semi-empirical activation model is evaluated by comparisons between simulations
and experiments, shown in Figure 3.15. The first simulation setup (Figure 3.15a)
follows the experimental setup of Saks et al. [134], which consists of an N-doped, n-
type SiC wafer with a compensation concentration of ≈ 5 · 1015 cm−3, followed by
several Al-implantations generating a rectangular profile with a mean concentration
of ≈ 1017 cm−3. The annealing steps are 12 h at TA = 1300◦C, 1 h at TA = 1400◦C,
and 10 min at TA = 1500◦C. The time of the thermal treatment influences the diffu-
sion, but does not enter the proposed activation model. The second simulation setup
(Figure 3.15b) follows the experimental setup of Troffer et al. [147], which consists of
a N-doped, n-type SiC wafer with a compensation concentration of ≈ 1.5 · 1016 cm−3,
followed by several B-implantations generating a rectangular profile with a mean con-
centration of ≈ 1019 cm−3. The annealing steps are 30 min at TA = 1500◦C, 30 min
at TA = 1600◦C, and 30 min at TA = 1700◦C.

The depth profiles of both p-type dopants are reproduced with an average variation
σ < 3% for all of the implantation and annealing steps. This confirms that the semi-
empirical model predicts acceptor concentrations very accurately in the temperature
range of TA > 1200◦C and TA < 1800◦C and total implanted concentration range
of Ctot > 1016 cm−3 and Ctot < 1020 cm−3. Outside of these limitations the model
extrapolates predictions according to Arrhenius fits.

In addition to the verification by comparison with experimental data, various simula-
tions to predict a minimal required temperature for the full activation of the implants
are performed. In the first case of 1.0 · 1017 cm−3 Al-implanted SiC, an activation
ratio Ract = 1 is achieved for the thermal treatments above TA = 1700◦C. In the
case of 1.0 · 1019 cm−3 B-implanted SiC, Ract = 1 is achieved for the annealing steps
above TA = 1750◦C. The annealing steps of B-implanted SiC additionally show a high
diffusion of B ions over the entire implanted region. However, the diffusion of Al ions
is negligible and evident only at the surface, i.e., depth < 0.05 µm. These findings are
consistent with the conclusions of Saks et al. [134].

96



3. Dopant Activation

(a)

0 . 0 0 . 2 0 . 4 0 . 6 0 . 81 0 1 6

1 0 1 7


 ! � � � � � � � " � � � � � � ! � e t  a l . � � � � � � � � � � � � �  � � # � � �
� 	 � � $ � � � � � � � � � � � � � � ! � e t  a l . � � � � � � � � � � � � �  � � # � � �
� � � � $ � � � � � � � � � � � � � � ! � e t  a l . � � � � � � � � � � � � �  � � # � � �
� 
 � � $ � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �  � � � � " � �

T



� � � � � $ �

T



� � 	 � � $ �
Al 

and
 N A [c

m-3 ]

� � � " � � [µ� �


 � � � � � � � � " � �

T



� � 
 � � $ �

(b)

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 01 0 1 8

1 0 1 9


 " � � �  � � � # � � � � ! � � � � ! � e t  a l . � � � 
 
 	 � � � � � �  ! � � $ � � �
� 	 � � % � � � � � � � � � � � � ! � � � � ! � e t  a l . � � � 
 
 	 � � � � � �  ! � � $ � � �
� � � � % � � � � � � � � � � � � ! � � � � ! � e t  a l . � � � 
 
 	 � � � � � �  ! � � $ � � �
� � � � % � � � � � � � � � � � � ! � � � � ! � e t  a l . � � � 
 
 	 � � � � � �  ! � � $ � � �
� 	 � � % � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � ! � � � � # � �

� � � �  � � � # � �

� �  # � � [µ� �

B a
nd 

N A [c
m-3 ]

T


� � � � � % �

T


� � � � � % �

T


� � 	 � � % �

T


� � 	 � � % �

Figure 3.15: Depth profiles of implanted dopant and annealed acceptor concentrations
of (a) Al- and (b) B-implanted SiC. The open symbols refer to the im-
planted profiles, colored symbols refer to the experimental data of average
concentrations from Saks et al. [134] and Troffer et al. [147], and the solid
lines refer to the reproduced and predicted results obtained in this study.
The simulations have been performed with Silvaco’s Victory Process sim-
ulator using Monte Carlo ion implantation, the Fermi diffusion model,
and the here presented semi-empirical activation model.
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3. Dopant Activation

To further corroborate the predictability of the semi-empirical model, device simula-
tions of the processed Al-implanted SiC diodes are performed. The third simulation
setup follows the experimental setup of Nipoti et al. [156], which consists of an n-type
SiC wafer with a compensation concentration of ≈ 3 · 1015 cm−3, followed by sev-
eral Al-implantations generating a rectangular profile with a mean concentration of
≈ 1020 cm−3. The annealing steps are 30 min at TA = 1500◦C, 30 min at TA = 1600◦C,
30 min at TA = 1700◦C, and 1 min at TA = 1950◦C. The mean concentration of this
setup exceeds the mean concentrations of the data considered for the model calibra-
tion, therefore, these simulations reflect model predictions based on the extrapolation
of the model parameters. The resistivity of the variously processed devices, i.e., differ-
ent annealing temperatures, is shown in Figure 3.16. The simulations show excellent
agreement with the experimental data, which indicates that the model correctly pre-
dicts the device properties outside of the calibrated regions as well. The figure in
addition confirms the importance of the post-implantation annealing steps, which can
be seen by the four times decrease in resistivity. This further underlines the importance
of the proposed activation model, as a 100% activation for high-dose implantation can-
not be assumed, but must be accurately predicted, because this critically affects device
performance.
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Figure 3.16: Resistivity of the Al-implanted SiC as a function of the annealing
temperature. The open squares refer to the experimental data from
Nipoti et al. [156] and the closed symbols refer to the resistivity calcu-
lated from the simulations. The inset figure shows simulation results, i.e.,
current as a function of voltage for samples annealed at various annealing
temperatures.
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3. Dopant Activation

3.4 Transient Model

Industry-related annealing steps typically take up to 30 min for low temperature an-
neals (1100◦C−1600◦C) and up to 5 min for high temperatures (1700◦C−2200◦C) [157].
Regardless, a time-dependent activation model can provide additional suggestions,
such as, minimal time needed for sufficient activation (e.g., Ract > 90%), to poten-
tially optimize production costs. In addition, a time-dependent model provides deeper
insights into the activation mechanism and supports further investigations of the an-
nealing processes [158]. Therefore, in order to better understand and to be able to
control annealing steps in device fabrication, a transient activation model has been
developed [159] and is presented in the following.

3.4.1 Methodology

The preferred acceptor-type dopant species in SiC is Al for low resistivity appli-
cations [160], while the preferred donor-type dopant is P for high-dose implanta-
tions [161]. In addition, implantation and annealing steps of Al and P show potential
for a wide utilization of SiC devices [130], [137], [152], [161], which is why the focus
here is on Al- and P-implantation of 4H-SiC. A comprehensive collection of experi-
mental data of various post-implantation steps of Al and P impurities in SiC has been
gathered. The acceptor [130], [134], [152], [162], [163], [164] and donor [1], [138], [141],
[144], [161], [164] concentrations have been obtained from experimental studies for
various annealing temperatures, annealing times, and total implanted concentrations.
The collected Al- and P-implanted data is plotted as a function of annealing time in
Figure 3.17. As previously discussed, the experimental data has been selected such
that identical crystal orientations, annealing ambients, implantation temperatures,
and measuring methods are considered. This is particularly important as it enables
proper model fitting for predicting the annealing temperature, annealing time, and
total concentration [135]. It has been assumed that the different annealing methods
(microwave, inductive, and restive heating) result in the same activation ratios [154].
All of the selected data is based on annealing in an Ar ambient. In addition, no dif-
ferences in activation rates between 4H- and 6H-SiC are assumed [134]. According to
the available experimental data, the error due to this assumption is less than 5% and
is thus considered negligible.

The transient model for electrical activation of dopants in SiC has been inherited and
modified from the model for Si [53], which is described with a differential equation and
represents the reaction of the dopants’ activation processes. The active concentration
of dopants in SiC is [159] modeled by

dCact

dt
= −κ

(
Cact −

Ctot

1 + Ctot

Css

)
. (3.31)

99



3. Dopant Activation

(a)

0 . 0 1 0 . 1 1 1 0 1 0 0 1 0 0 01 0 1 6

1 0 1 7

1 0 1 8

1 0 1 9

1 0 2 0

1 0 2 1

� � � " ! % � � e t  a l .  � � � � � �
� � � � � � � � e t  a l .  � � � � � �
� � &  � � # � $ �  � e t  a l . � � � � � 
 �
� � � � $ � e t  a l . � � � � � 	 �
� � � � $ � e t  a l . � � � � � � �
� � � � ! % ! � e t  a l . � � � � � � �

� � ! � � � � � � % $


 � � � � � " � �  % � �


   � � � �  � � � � � � � � � �  �

Ac
cep

tor
 Co

nce
ntr

atio
n [

cm
-3 ]

T 
 � � ' � �

1 0 0 0
1 2 0 0
1 4 0 0
1 6 0 0
1 8 0 0
2 0 0 0
2 2 0 0

(b)

0 . 0 1 0 . 1 1 1 0 1 0 0 1 0 0 01 0 1 5

1 0 1 6

1 0 1 7

1 0 1 8

1 0 1 9

1 0 2 0

1 0 2 1

� � �  " & " � � ! � � � " " # � $ � � � � � 	 �
� � ' ! � � $ � % � !  e t  a l . � � � � � � �
� � � ! ( � � �  e t  a l . � � � � � � �
� � � ' � �  e t  a l . � � � � � � �
� � � # � ! "  e t  a l . � � � � � � �
� � $ " � � � $  e t  a l . � � � � � 
 �

� � � �  # � � ! & � �

� � " � � � � � � & %

Do
nor

 Co
nce

ntr
atio

n [
cm

-3 ]


 ! ! � � � � ! � � � �  � � �  � ! �

1 0 0 0
1 2 0 0
1 4 0 0
1 6 0 0
1 8 0 0
2 0 0 0
2 2 0 0

T


� � ) � �

Figure 3.17: (a) Acceptor and (b) donor concentrations as a function of annealing
time for various total concentrations and annealing temperatures. The
data has been taken from previous experimental studies for acceptor-
[130], [134], [152], [162], [163], [164] and donor [1], [138], [141], [144],
[161], [164]-type doping. The solid lines refer to model fits.
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3. Dopant Activation

Ctot is the total implanted concentration of dopants. Css and κ are solid solubility and
characteristic reaction rate, respectively, and are the key parameters of the model,
obtained by model fitting. In the case of SiC, Cact is approximated to be equal to the
electrically measured (i.e., Hall and sheet resistance measurements) acceptor (NA) or
donor concentration (ND), which originate from the ionized dopants only. Css is the
limiting parameter for the total active concentration and κ is the limiting parameter
for the reaction rate of the activation mechanism, i.e., the slope of the curve.

3.4.2 Calibration

Several iterations of least squares approximation [165] have been performed for each
individual data set to reduce the numerical error, when fitting the proposed activation
model (3.31) to the data presented in Figure 3.17. The fitting parameters are Css and
κ, which are individually obtained for each annealing temperature. The temperature-
dependent parameters are then fitted with the Arrhenius equation [96] to ensure a
continuous, interpolated, and extrapolated dependence on the annealing temperature.
The calibrated Arrhenius parameters, i.e., activation energy Ea and pre-exponential
factor Z, are summarized in Table 3.5.

The corresponding Arrhenius plots are shown in Figure 3.18. The activation energy for
Al-implanted SiC is for both parameters (Css and κ) higher, compared to P-implanted
SiC. Css is for relatively low temperatures (around 1150◦C) identical for Al and P
impurities. On the contrary, κ is for Al and P identical for relatively high temper-
atures around 1950◦C. For the steady state solution of the model, i.e., solution for
the thermal equilibrium, Css plays a significant role by defining the upper limits of
the active concentration of the dopants for particular annealing temperatures. More-
over, Css varies up to an order of magnitude between the Al and P dopants for high
temperatures. Additionally, the Arrhenius plots suggest that the solubility limit for
Al-implanted SiC is higher, compared to P-implanted SiC.

Table 3.5: Arrhenius parameters, i.e., activation energy and pre-exponential factor, of
the solid solubility and characteristic rate for Al- and P-implanted SiC.

Css κ

Dopant Z [cm−3] Ea [eV] Z [min−1] Ea [eV]

Al 1.21 · 1026 2.58 5.83 · 106 2.72

P 7.17 · 1023 2.09 6.51 · 103 1.38
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Figure 3.18: Model parameter (a) solid solubility and (b) characteristic rate as a func-
tion of annealing temperature for Al- (closed) and P-implanted (open
symbols) SiC. The dashed lines refer to the fits with the Arrhenius equa-
tion.
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3. Dopant Activation

The proposed transient model, together with the obtained model parameters, enable
the prediction of the transient active concentration or activation ratio after thermal
annealing steps of SiC device fabrication. In the next sections the calibrated model is
analyzed and the model results are validated based on the gathered experimental data.
In particular, in-depth modeling and parameter aspects are discussed, followed by
actual process simulations of representative PN-junction diodes including validations
with experimental data. These analyses are concluded with evaluating the electrical
characteristics via device simulations in comparison to experimental data.

3.4.3 Characterization

The transient activation model has been characterized based on two investigations, one
considering constant implanted concentration with annealing time and temperature
being the independent variables, and another considering a steady state with annealing
temperature and total concentration being the independent variables. The steady
state case refers to the dopant activation state where a prolonged annealing treatment
will not affect the concentration of activated dopants. This is typically in the range
above 1000 min of annealing time. The parameter studies have been performed based
on numerous (i.e., 106) calculations of Al and P implantations in SiC, followed by
various annealing steps. Phase diagrams of activation regions as a function of annealing
temperature and annealing time are shown in Figure 3.19. Due to the Arrhenius fitting
of the parameters, the results are extrapolated for certain annealing temperatures,
shown with dashed lines.

The phase diagrams enable an estimation of the minimally required TA and tA to reach
full (i.e., above 90%) activation. The phase diagrams additionally show that the phase
region 0.1 < Ract < 1.0 is smaller for Al acceptors than for P donors. The difference in
those areas indicates that P acceptors require less energy for activation than P donors,
which is consistent with experimental findings [1]. Figure 3.19 in addition shows the
steady states for different annealing temperatures. For instance, at 1700◦C the steady
state for Al acceptors is reached for an annealing time above ≈ 25 min and for P
donors above ≈ 3 min, i.e., the activation ratio is not affected beyond these times.

In addition, it has been shown [159] that for high TA the initial activation speed is
extremely high and decreases rapidly with time. This implies that the activation
process for high TA is mostly significant for tA < 5 min. In contrast, for low TA the
initial activation speed is a few orders of magnitude lower and decreases slowly, thus
tA > 15 min is required for the effective activation of impurities. The activation process
for TA = 1800, 2000, and 2200◦C is almost instant and achieves > 90% activation. This
indicates that rapid thermal annealing methods are indeed suitable for the activation
of dopants in SiC, provided that the annealing temperatures are above ≈ 1700◦C.
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Figure 3.19: Phase diagrams of electrical activation as a function of annealing temper-
ature and annealing time for (a) Al- and (b) P-implanted SiC. The sim-
ulations are performed for the total concentration Ctot = 1.0 · 1018 cm−3.
The gray, red, and white regions refer to the low, intermediate, and high
activation of SiC impurities, respectively. The dashed lines are the ex-
trapolation boundaries.
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3. Dopant Activation

One of the significant issues of wide-bandgap semiconductors is that the rate of the
dopant activation after high dose implantation (i.e., above 1018 cm−3) significantly de-
creases [152] and saturates [154]. In order to investigate the saturation effects due to
high implantation doses, another parameter study is performed via calculating phase
diagrams of activation regions as a function of annealing temperature and total im-
planted concentration, shown in Figure 3.20. These results suggest that the saturation
region of the activation mechanism in SiC is temperature-dependent. As the annealing
temperature increases, the boundary of the saturation region, shown with the dashed
red lines, increases as well. This indicates that for annealing steps with high TA the
doping doses can be a few orders of magnitude higher than with a low TA, while main-
taining the same ratio of activation. The model predicts that annealing steps with
TA below 1000◦C for Al-implanted and 850◦C for P-implanted SiC do not contribute
to the improvement of electrical properties, regardless of the doping dose. The white
region of the phase diagram, which refers to the full dopant activation, is larger for the
Al-implanted SiC compared to P-implanted SiC. This indicates that a wider span of
the parameter variety can be chosen for the acceptor-type doping, while maintaining
the desired high activation ratio > 90%. These findings support the latest trend of Al
being the preferable dopant for the SiC technology [160], [166], [167].

105



3. Dopant Activation

(a)

5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0

 


 � � � � � � � �
� � � � � � � � � � � � � � �

 

To
tal 

Co
nce

ntr
atio

n [
cm

-3 ]
� � � � � � � � � � � �

� � � � � � � � � � � � � � � � � � � � � � � � 	 


0 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0
R � � �
 � � � � � � � � �

� � � � � � � � � �

� � � �

� � � �

� � � �

� � � �

(b)

5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0

� � � �

� � � �

� � � �

  

�

� � � � � � � � � � � � � � � � � � � � � � 
  	 �

0 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

� � � �

� � � � � � � � �
� � � � � � � � � � � � � � �

To
tal 

Co
nce

ntr
atio

n [
cm

-3 ]


 � � � � � � � � � �

R � � �� � � � � � � � � �
� � � � � � � � � �

Figure 3.20: Phase diagrams of electrical activation as a function of annealing tem-
perature and total concentration for (a) Al- and (b) P-implanted SiC.
Simulations have been performed for an annealing time tA = 1000 min,
i.e., steady state. The colors indicate various activation ratios (Ract) and
the red dashed lines indicate the boundaries of the saturation regions.
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3.4.4 Simulations

The transient model and the parameters from Table 3.5 have been implemented into
Silvaco’s Victory Process simulator [53]. Various PN-junction diodes have been pro-
cessed and evaluated according to model predictions. Each of the simulated PN-diodes
varies with regard to the annealing temperature, annealing time, and/or total concen-
tration. An exemplary device structure is shown in Figure 3.21 and the respective
doping parameters are given in Table 3.6. The device processing setups are based on
three different experimental investigations [137], [141], [161], which have been chosen
to ensure a focused study of the annealing process. All of the setups include implan-
tation of P in an Al-doped SiC substrate and a (0001) Si-face crystal orientation. The
simulated processing steps are: 1) p-type (Al-doped) SiC substrate. 2) n-type (P)
implantation according to the chosen setup. The Monte Carlo implantation model
from the Victory Process simulator has been utilized. 3) Deposition of SiO2. 4) An-
nealing of implanted species according to the experimental setups. This step includes
the proposed model and parameters. 5) Removal of SiO2. 6) Deposition of metal for
contacts on top and bottom of the device.

Metal contact (anode)

n-type (P+) implantation

p-type (Al+) SiC substrate

Metal contact (cathode)

Figure 3.21: Schematic design of the PN-junction diode used in simulations utilizing
the introduced transient activation model. The red and green region refer
to the n- and p-type region, respectively. The gray regions indicate the
contacts, i.e., cathode and anode.
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Table 3.6: Implantation setups for p-type SiC (0001) Si-face.

Setup 1 2 3

Reference Schmid et al. [137] Troffer et al. [141] Senzaki et al. [161]

Substrate Al+ 1.0 · 1016 1.3 · 1017 5.0 · 1015

concentration [cm−3]

Implanted P+ 70, 180, 320, 70, 160, 280, 40, 70, 160,

energies [keV] 500, 750 450, 600, 800, 180, 220, 250

1100, 1500, 2000

Total fluence [cm−2] 1.4 · 1016 1.3 · 1014 7.0 · 1015

The depth profiles, i.e., P and donor concentration, of the two implantation setups
and simulations are shown in Figure 3.22. The solid lines refer to the results from
the process simulations and the symbols refer to the experimental findings. The red
color indicates implanted profiles of both simulations and experiments. The simulated
implanted profiles of Setup 1 (Figure 3.22 (a)) and Setup 2 (Figure 3.22 (b)) are
identical to the profiles from the corresponding references. The implanted species are
annealed for 30 min at 1700◦C and 30 min at 1550◦C in the case of Setup 1 and for
30 min at 1700◦C and 30 min at 1400◦C in the case of Setup 2. The deviation between
the results from simulation and experiment for the annealed samples is in average
σ < 3%. This indicates that the proposed model captures the key characteristics
of the activation mechanism and provides an accurate prediction of the activation
levels. It can be seen from Figure 3.22 (a) that a very low activation ratio of high-dose
acceptor-type impurities is achieved after the typical annealing step, i.e., 30 min at
1700◦C. Furthermore, an estimate of the required processing variables for sufficient
(> 90%) activation is provided. Experimental methods have not been able to provide
such an estimate due to technical limitations [137]. The prediction is based on the
proposed model (blue lines) and suggests that the activation of high-dose implantation
is significantly improved after an annealing step of 1 min at 2250◦C. In the case of
high-dose implantation ND has been increased from 3 · 1018 cm−3 to 6 · 1019 cm−3.
Moreover, such simulations can provide an estimate for the shortest annealing time
and lowest annealing temperature, which result in a desired active concentration. For
instance, for Setup 2, it is evident that an annealing step of 5 min at 1650◦C is sufficient
to achieve an identical activation as compared to annealing for 30 min at 1700◦C. This
underlines that already small temperature variations (e.g., 50◦C) have a strong impact
on the activation process.
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Figure 3.22: Depth profiles of P concentration and donor concentration utilizing im-
plantation (a) Setup 1 and (b) Setup 2. The red and black symbols
are P and ND from [137], [141], respectively, the red and black lines are
reproduced P and ND, respectively, and the blue lines are predicted ND.
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3. Dopant Activation

According to the obtained depth profiles of Setup 1 and Setup 2, device simulations
have been performed to characterize the electrical properties of the implanted SiC
after the investigated annealing steps. In order to characterize the processed PN-
diodes, the carrier concentration as a function of sample temperature is investigated
and shown in Figure 3.23. The comparison of the experimental data (red symbols) and
simulation results (black lines) clearly demonstrates a very low deviation, in average
σ < 1%. The PN-junction diode, processed with the previously proposed annealing
step from Setup 1, shows improved device characteristics (Figure 3.23 (a), blue line).
The carrier concentration is significantly increased by one order of magnitude, which
provides better overall device operation. Moreover, the diode, which is fabricated with
the proposed annealing step from Setup 2 (i.e., reduced time and temperature), shows
an almost identical behavior (Figure 3.23 (b), blue line) as the diode with the non-
modified annealing step. Small variations between the two annealing steps are evident
in extreme operation temperatures, i.e, below 150 K and above 700 K, but are almost
identical in the typical device operation regime, i.e., 200 − 600 K. Thus, the shorter
annealing step is sufficient to achieve the same characteristics yet within considerable
shorter time.

The simulation capabilities of the transient model are further evaluated by process-
ing SiC diodes based on the implantation and annealing parameters of Setup 3 (cf.
Table 3.6). Numerous process simulations of the PN-junction diodes have been per-
formed followed by device simulations to obtain the current-voltage (IV) characteristics
of each individual device. This approach, i.e., numerous process simulations, which
are distinctive in the annealing variables only, provides a focused investigation of the
annealing steps. Various tA from 0.01 min to 1000 min at TA from 1200◦C to 1700◦C
have been investigated. The IV plots for various tA and TA are shown in Figure 3.24.
For the sake of readability, only the two extreme conditions are shown, i.e., TA = 1200
and 1700◦C. The knee voltage is, regardless of the processing conditions, ≈ 2.5 V,
which is approximately three times higher than that of an equivalent diode based on
Si. It becomes clear from the results, that both annealing variables, TA and tA, signif-
icantly affect the slope of the IV characteristics and consequently the resistance of the
samples. The IV plots (Figure 3.24) have been used to calculate the resistance-time
characteristics of each individual device. The sheet resistance is obtained from the
slope of the IV plots and the diode geometries for various tA and TA, as shown in
Figure 3.25. For TA > 1600◦C the sheet resistance decreases until tA ≈ 1 min. This
implies that for high annealing temperatures a rapid annealing step is sufficient. In
this case no significant decrease of the sheet resistance is observed for tA > 1 min.
On the other hand, low-temperature annealing shows a continuous decrease of the
sheet resistance over 1000 min. The figure in addition suggests that the sheet resis-
tance is reduced for more than 500 Ω/sq between the annealing step of TA = 1200◦C
and 1700◦C. The comparison of the results (solid lines) to the experimental findings
(symbols) shows a very good agreement, i.e., in average less than 5% deviation. This
implies that the proposed model provides a very accurate prediction of the annealing
temperature-dependent sheet resistance of SiC devices.
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Figure 3.23: Carrier concentration as a function of sample temperature utilizing im-
plantation (a) Setup 1 and (b) Setup 2. The symbols refer to experi-
mental data from [137], [141], the black lines are simulation results from
reproduced depth profiles, and the blue lines are simulation results from
predicted depth profiles. The reproduced and predicted depth profiles are
shown in Figure 3.22.
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Figure 3.24: Current as a function of voltage of the PN-junction diodes annealed for
tA = 0.01, 0.1, 1, 10, 100, and 1000 min at TA = 1200 and 1700◦C,
utilizing implantation Setup 3.
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Figure 3.25: Sheet resistance as a function of annealing time of the PN-junction diodes
annealed for various tA at TA = 1200, 1600, and 1700◦C, utilizing implan-
tation Setup 3. The symbols refer to the experimental data [161] and the
lines are results from our simulations.
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3. Dopant Activation

3.5 Summary of Research Achievements

In summary, within the scope of SiC dopant activation, the following research goals
have been achieved:

1. A novel temperature-dependent model for activation of Al-, B-, P-, and N-
implanted SiC has been developed and calibrated, which enables accurate pre-
dictions of doping profiles for arbitrary temperatures after post-implantation
annealing steps [136].

2. Two activation models, a semi-empirical model and a transient model, which
differ in the number of independent variables, have been calibrated for Al-, B-,
P-, and N-implanted SiC. The models have been characterized based on exten-
sive simulations and have been verified via comparisons with experimental data.
Finally, numerous process and device simulations have been performed in order
to evaluate the modeling approaches and parameters [154], [159].
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4 Conclusions

State-of-the-art technologies as well as novel modeling and simulation approaches for
SiC device fabrication steps, in particular, oxidation and post-implantation annealing,
have been presented. More concretely, the main focus has been on thermal oxidation
and electrical activation of various dopants. Important SiC properties, applications,
and device fabrication technologies have been discussed, followed by a brief overview
of TCAD. The required background for modeling and simulation of oxidation and
annealing has been provided and the developed models and model extensions - rep-
resenting the core contributions of this thesis - have been discussed in detail. The
modeling approaches have been verified with process and device simulations based on
reference SiC-based applications.

SiC is a semiconductor with an energy bandgap of 3.2 eV and is thus highly desir-
able for high-power and high-temperature applications due to its outstanding electric
breakdown field of 3 MV/cm and thermal conductivity of 3.7 W/cmK. As many other
materials, SiC exhibits various polytypes, which differ in the stacking sequence of
the layers. For semiconductor device applications 4H-SiC is the most promising SiC
polytype and thus commonly utilized and is therefore the focus of this work. Due to
the hexagonal structure of SiC many crystallographic faces are available. However,
typically the (0001) Si-, (112̄0) a-, (11̄00) m-, or (0001̄) C-face is considered due to
the crystal symmetry.

The first part of the thesis deals with thermal oxidation of SiC, which is one of the
most important processing steps of fabricating MOS devices in order to form SiO2, i.e.,
an oxide with an energy bandgap of 8.9 eV. Oxidation of SiC is a complex non-linear
chemical process and thus requires accurate modeling techniques in order to be able to
correctly predict oxide thicknesses. To set the stage, the three SiC oxidation modeling
techniques, i.e., the Deal-Grove model, Massoud’s model, and the C and Si emission
model, have been presented and discussed in detail. The most accurate and advanced
model is to this day Massoud’s model, which has thus been used to fit experimental
data and to obtain model parameters with low numerical fitting errors. Due to the
orientation dependence of SiC (induced by the hexagonal crystal structure of 4H-SiC),
the model parameters have been obtained for the four crystal faces, i.e., Si, a, m, and
C. In order to introduce temperature dependence into the parameters, the growth
rate coefficients have been fitted with the Arrhenius equation to obtain activation
energies and pre-exponential factors for each crystal orientation: 4 model parameters
times 4 faces times 2 Arrhenius parameters result in 32 parameters, which have all
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been analyzed and calibrated. Interface reaction rates of SiC oxidation are similar for
the Si- and C-face as well as for the a- and m-face, but for these orientations, the
areal density of atoms and the mechanical stress effects are different. The oxidation
rates are therefore the highest for the C-face followed by the m-, a-face, and lastly
the Si-face. All the growth rate coefficients play an important role in the oxidation
anisotropy of SiC. From the predicted oxidation growth rates it has been concluded
that the saturation of the oxide growth is highest for the Si-face and the initial oxide
enhancement is strongest for the m- and a-face.

In order to be able to utilize the obtained oxidation parameters in an actual process
simulation, an interpolation method has been proposed to compute oxidation growth
rate coefficients for arbitrary 3D problems. The interpolation method includes a well-
known anisotropy of the oxidation of the Si- and C-face, as well as the anisotropic
behavior of the m- and a-face. The interpolation method consists of six maxima
and six minima (corresponding to the crystal symmetry in the shape of a star) in
the x-y plane, which intersects with the origin of the unit cell. In the x-z and y-z
planes the method consists of a tangent-continuous union of two half-ellipses. The
interpolation method has been used together with Massoud’s model to perform 2D
and 3D simulations of the thermal oxidation of SiC. These results have been proven
to be in a good agreement with experimental findings from the literature.

Additionally, ReaxFF MD simulations have been performed in order to investigate the
early stage of SiC oxidation for various crystallographic faces. The time evolution of
the Si, C, and O atoms incorporated into the crystal structure has been extracted and
analyzed for the considered oxidation temperatures ranging from 900◦C to 1200◦C.
Oxide thicknesses have been accurately determined from the simulation results show-
ing that even in the early stage of SiC oxidation (up to 1 ns) an orientation dependence
is evident. The initial oxide thickness has been found to be approximately 2.7 nm.
The comparison between the emitted Si and C species from the SiC crystal has shown
a three-times higher emission of the C interstitials. An unexpected maximum has been
observed for the time evolution of the Si and C emission rates between 104 and 105 fs.
Emissions of Si and C have been observed to be orientation-dependent as well. The
calculated growth rates indicate that the C-face has the highest oxidation rate, fol-
lowed by the m-, a-, and Si-face. Furthermore, the differences in growth rates between
the various faces are decreasing with time.

The second part of the thesis focuses on the electrical activation of dopants in SiC,
introducing three novel modeling approaches, i.e., the activation ratio model, the semi-
empirical model, and the transient model. All the discussed models enable to augment
process simulations by an accurate prediction of the active concentration of dopants,
but differ in the number of independent variables, i.e., annealing temperature, total
implanted concentration, and annealing time. Each of the models has been fitted to
the pre-processed experimental data of Al-, B-, P-, and N-implanted SiC. The obtained
model parameters have in turn been fitted with the Arrhenius equation to incorporate
temperature dependence. Extensive simulations have been performed to characterize
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and evaluate each of the models via comparisons to reference experimental data. The
activation ratio model has predicted a 50% activation for P-, N-, Al-, and B-implanted
SiC at annealing temperatures 1475◦C, 1515◦C, 1570◦C, and 1640◦C, respectively.
Results from the semi-empirical model have shown that for low-dose implantations
(1015 cm−3) relatively high activation ratios have been achieved for the temperatures
below 1200◦C, e.g., a full activation was achieved at 1070◦C for Al- and 1010◦C for B-
implanted SiC. In contrast, for high-dose implantations (1020 cm−3) the full activation
of Al impurities was not achieved even at very high temperatures (> 2200◦C), but B
impurities reached full activation (> 90%) at 2010◦C. Results from the transient model
have further corroborated that the annealing time has profound effects for anneals
with < 30 min and that the activation is dopant-specific. For the cases of annealing
time < 1 min, the dopants have been fully activated for temperatures above 2000◦C.
For longer annealing times (> 1 min) the donor- and acceptor-type dopants have
exhibited various differences in annealing temperatures as well as the total implanted
concentrations. On top of that, simulation results have suggested that the saturation
effects of the SiC activation processes are temperature-dependent.

To sum up, this thesis presents key contributions to SiC modeling capabilities in
the area of oxidation and annealing. The formulated research goals presented in
Section 1.4 have been met. The novel modeling capabilities as well as the empirically
determined parameters enable highly accurate predictions of 2D and in particular 3D
oxidation and annealing processing steps and are thus of paramount importance to
TCAD processing tools. All developed models have been calibrated and evaluated
using extensive process and device simulation studies. Finally, many fundamental
questions have been answered, based on the obtained results, further extending the
understanding of SiC on the material but also on the device fabrication level.
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[30] G. Wellenhofer and U. Rössler. “Global Band Structure and Near-Band-Edge
States”. Physica Status Solidi (b) 202.1 (1997), pp. 107–123. doi:
10.1002/1521-3951(199707)202:1〈107::aid-pssb107〉3.0.co;2-9.

[31] R. R. Lamichhane, N. Ericsson, S. Frank, C. Britton, L. Marlino,
A. Mantooth, M. Francis, P. Shepherd, M. Glover, S. Perez, T. McNutt,
B. Whitaker, and Z. Cole. “A Wide Bandgap Silicon Carbide (SiC) Gate
Driver for High-Temperature and High-Voltage Applications”. Proceedings of
the IEEE International Symposium on Power Semiconductor Devices & IC’s
(ISPSD). 2014, pp. 414–417. doi: 10.1109/ispsd.2014.6856064.

[32] Z. Wang, X. Shi, L. M. Tolbert, F. F. Wang, Z. Liang, D. Costinett, and
B. J. Blalock. “A High Temperature Silicon Carbide MOSFET Power Module
with Integrated Silicon-on-Insulator-Based Gate Drive”. IEEE Transactions
on Power Electronics 30.3 (2015), pp. 1432–1445. doi:
10.1109/ecce.2014.6953997.

[33] B. Whitaker, A. Barkley, Z. Cole, B. Passmore, D. Martin, T. R. McNutt,
A. B. Lostetter, J. S. Lee, and K. Shiozaki. “A High-Density, High-Efficiency,
Isolated On-Board Vehicle Battery Charger Utilizing Silicon Carbide Power
Devices”. IEEE Transactions on Power Electronics 29.5 (2014),
pp. 2606–2617. doi: 10.1109/tpel.2013.2279950.
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[105] V. Šimonka, G. Nawratil, A. Hössinger, J. Weinbub, and S. Selberherr.
“Geometrical Aspects of Three-Dimensional Silicon Carbide Oxidation
Growth Rate Modeling”. Book of Abstracts of the Joint International
EUROSOI Workshop and International Conference on Ultimate Integration
on Silicon (EUROSOI-ULIS). 2016, pp. 128–129.
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[5] V. Šimonka, A. Hössinger, J. Weinbub, and S. Selberherr. ”ReaxFF Reac-
tive Molecular Dynamics Study of Orientation Dependence of Initial Silicon
Carbide Oxidation”. Journal of Physical Chemistry A 121 (2017), pp. 8791–
8798. DOI: 10.1021/acs.jpca.7b08983.
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