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Abstract

In this thesis the one-dimensional complex scaling method for generalized scaling profiles
is introduced and applied to equations of Helmholtz-type with well known solutions in
the exterior domain. We discuss the meaning of radiating solutions, prove conditions
for the existence of unique radiating solutions to scattering problems, and show that
solutions to scaled and unscaled problems are equivalent in some sense. We transfer
most of these results to the time-independent Schrödinger equation with quadratically
decaying potential functions Va(x) = x2(1 + (x/a)4)−1. Potential functions of this type
are non-trivial in the exterior domain and lead to solutions with inexplicit asymptotic
behavior. We analyze the discrete spectrum of the associated Hamilton operator and test
its dependence on the parameter a as well as the influence of discretization parameters.
The method is implemented with the finite element software NGSolve.
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Introduction

We are concerned with the propagation of waves on unbounded domains Ω, which are
partitioned into a bounded interior domain Ωint and an unbounded exterior domain
Ωext. For the proper mathematical formulation of such problems, it is essential to pose
boundary conditions at infinity. Such conditions are referred to as radiation conditions
and their function is twofold. In the physical sense, they model asymptotic energy flow
away from the origin. Their mathematical purpose is the guarantee for unique solutions.

A common condition for the Helmholtz equation ∆u + ω2u = 0 is the Sommerfeld
radiation condition. The disadvantage of this condition is its conditional validity depen-
dent on ω > 0, a constraint that is not met by resonance problems. In some cases the
asymptotic properties of solutions are well understood and allow the formulation of a
more robust radiation condition in the form of a series representation on the exterior
domain. In the absence of such a representation a so called pole condition [HSZ03a;
HSZ03b] has been proposed which requires the Laplace transform of solutions in radial
direction to have no poles in the lower complex half-plane. In this thesis we will analyze
the complex scaling method. It transforms variational formulations on Ω by deforming,
or scaling, the exterior domain into the complex plane. Under certain conditions it
can be shown, that a solution to the unscaled problem is radiating if and only if its
holomorphic extension is solution to a complex scaled variational problem. In this sense,
the complex scaling method can induce an alternate, but equivalent radiation condition.

When developing numerical methods capable of solving problems on unbounded domains,
the problem of discretizing an unbounded domain arises. Some methods are based on
the construction of infinite elements [HN09] in order to approximate function spaces
on the entire unbounded domain. We will focus on a truncation based approach. A
characterizing feature of wave functions is their slow decay in space, as is exemplified by
the spherical wave functions u±(x) = exp(±iω|x|)

|x| , which are solutions to the Helmholtz
equation in three dimensions. This property is significant, as local perturbations
have impact over large distances. A discretization method that aims to truncate the
unbounded domain to a bounded domain Ωint has to pose a boundary condition on the
artificially generated boundary Γ of Ωint. Common conditions of Dirichlet, Neumann
or Robin type are not capable of encoding the desired radiating condition, and local
inaccuracies at the artificial boundary would cause large errors on the entire domain.
Some radiation conditions based on series representations in the exterior domain allow
the construction of a Dirichlet-to-Neumann, or DtN, operator. Such operators perfectly
encode the radiating property at infinity into a local operator on Γ. Boundary conditions
of this type are referred to as transparent or absorbing. The value of DtN operators
lies mainly in their analytic application. A numerical implementation is theoretically
possible, but infeasible for dimensions larger than one.
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INTRODUCTION

Figure 1: Wave propagation on an unbounded domain (left). Wave propagation on a
bounded domain using a reflecting boundary condition (middle). Wave propagation on
a bounded domain using an absorbing boundary condition in the form of a perfectly
matched layer (right).

The complex scaling method presents a solution to these obstacles, as the core goal of the
applied deformation is the construction of a scaled variational formulation that forces
its solutions to decay exponentially in radial direction in Ωext. From a theoretical point
of view, this has the advantage of eliminating the need for a DtN operator, whereas
numerically it allows for truncation to a bounded domain. The discretized domain
consists of the interior domain, which is surrounded by an additional layer called the
perfectly matched layer or PML, within which the scaled solution decays exponentially.
The boundary condition posed on the exterior boundary of the perfectly matched layer
no longer has major impact on the interior domain and can be chosen, for example, as
a homogeneous Dirichlet condition. The truncation error introduced by this method is
exponentially falling in the thickness of the perfectly matched layer. Hence, the total
numerical error is a combination of the standard discretization error and a truncation
error. Since a thicker layer increases the computational complexity of the numerical
method it is desirable to find a balance between the two.

Implementation

All numerical examples presented in chapter 3 were implemented and executed using
the finite element software NGSolve1, see [Sch14].

Outline of the thesis

The first chapter introduces the complex scaling method. It roughly follows [Nan16]
and proves generalizations to some of the stated theorems. However, all considerations
are restricted to the one-dimensional case. We discuss the solvability of the complex
scaled variational problem and provide conditions under which solutions to scaled and
unscaled problems are equivalent in some sense.

In the second chapter we attempt to transfer results previously proven for Helmholtz-
type equations to the time-independent Schrödinger equation. Since solutions to the
problem on the exterior domain are no longer known explicitly, the treatment of such
equations is much more difficult and some asymptotic assumptions have to be made.

1https://ngsolve.org
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INTRODUCTION

The third chapter consists of numerical tests that aim to demonstrate the practicality of
the complex scaling method. We investigate the behavior of the discrete spectrum as a
function of the parameter a of the examined potential functions Va(x) = x2(1+(x/a)4)−1

and the impact of its poles on our method.

The appendix lists some implications of abstract results proven in the first two chapters.
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Chapter 1

Complex scaling

1.1 General
The following two chapters analyze properties of Helmholtz- and Schrödinger-type
equations in several variations of weak formulations. The general problem setting can
be stated in the form:

Find u ∈ V : s(u, v) = f(v), v ∈ V, (1.1.1)

for some sesquilinear form s on V × V , linear form f on V and Hilbert space (V, (·, ·)V ).
We reformulate this problem declaration and define the linear operator S : V → V
satisfying s(u, v) = (Su, v)V , v ∈ V and use the Riesz representation theorem to assign
an element f ∈ V to the functional f , satisfying f(v) = (f, v)V , v ∈ V . Then (1.1.1) is
equivalent to

Su = f. (1.1.2)

A common theme in our treatment of these problems is our pursuit to construct a
linear, compact operator K such that S + K is coercive and bounded. It allows the
interpretation of S = (S+K)−K as the difference of a coercive, bounded operator S+K
and a compact operator K. This representation gives access to the Riesz-Fredholm
theory, which in turn allows to draw conclusions about the convergence behavior of
discrete eigenvalues and the uniqueness of solutions of some scattering problems (see
Appendix / Section B).

The usual application of this method involves the use of a form of Gårdings inequality.
Assume (H, (·, ·)H) is another Hilbert space satisfying V ⊂ H and there exists a compact
embedding E : V → H. If there are constants c, α > 0 such that the Gårding inequality∣∣s(u, u) + c(u, u)H

∣∣ ≥ α‖u‖2V , u ∈ V,

holds, then K = cE∗E and S = (S + cE∗E)− cE∗E is the sought representation of this
example. The operator K may also take a more involved form.

1.2 Radiating solutions for equations of Helmholtz-type

Let Ω = R be unbounded, H1
loc(R) be the subspace of H1(R) containing all locally

integrable functions, H1
comp(R) the subspace of H1(R) containing all functions f with
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1.2. RADIATING SOLUTIONS FOR EQUATIONS OF HELMHOLTZ-TYPE

−R R

x
ΩintΩ−ext Ω+

ext

Figure 1.1: The decomposition of R.

compact support supp f := {x ∈ Ω : f(x) 6= 0 } and L∞(R) the space of essentially
bounded functions. For a fixed parameter R > 0 we split R into the interior space
Ωint = (−R,R) and the exterior space Ωext = (−∞,−R] ∪ [R,∞). We further pose the
restrictions p ∈ L∞(Ω), g ∈ L2(Ω) and supp p, supp g ⊂ Ωint.

For values ω ∈ C, <[ω] > 0 we are interested in solutions u ∈ H2
loc(Ω) of the scattering

problem

−u′′(x)− ω2 (1 + p(x)
)
u(x) = g(x), x ∈ Ω, (1.2.1)

u is radiating for |x| → ∞. (1.2.2)

Condition (1.2.2) should pose two restrictions on solutions of (1.2.1): Uniqueness and
physical sensibility. The latter is essentially a constraint on the energy flow J through
Γ = Ωint ∩ Ωext

JΓ(u) = − 1
2ω=[

∫
Γ
u
∂u

∂n
ds], (1.2.3)

where n is the outer normal vector of Ωint. Since we are solely interested in sources
located in the interior Ωint, the energy flow should be non-negative. Unfortunately this
constraint is not sufficiently restrictive to achieve uniqueness. Let uext := u|Ωext

, then
(1.2.1) restricted to Ωext reduces to the Helmholtz equation

−u′′ext − ω2uext = 0, x ∈ Ωext, (1.2.4)

and can be solved easily. The exterior domain consists of the two sections Ω−ext :=
Ωext ∩R≤0 and Ω+

ext := Ωext ∩R≥0. For x ∈ Ω+
ext and ω 6= 0 the general solution of the

Helmholtz equation is given by

C1 exp(iω(x−R)) + C2 exp(−iω(x−R)), C1, C2 ∈ C. (1.2.5)

Here, the energy flow through the partial boundary Ωint ∩ Ω+
ext = {R} is J{R}(uext) =

(|C1|2−|C2|2)/2. Although this restriction does not yield a unique solution, it is clear that
exp(−iω(x − R)) is responsible for negative energy flow. Therefore we will require
C2 = 0 for x ∈ Ω+

ext and through analog reasoning C1 = 0 for x ∈ Ω−ext. We are now
able to formulate a radiation condition for equations of Helmholtz-type.

Definition 1.2.1. (Radiation condition (1.2.2)) A solution u of (1.2.4) is said to be
radiating, if and only if uext is of the form

uext(x) =

C1 exp(iω(x−R)), x ∈ Ω+
ext

C2 exp(−iω(x+R)), x ∈ Ω−ext
,

for some C1, C2 ∈ C.
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CHAPTER 1. COMPLEX SCALING

For given boundary values u+
0 , u

−
0 the exterior problem

−u′′ext − ω2uext = 0, x ∈ Ωext,

uext(±R) = u±0 ,

uext is radiating,

has a unique solution and allows the definition of unique, continuous and linear Dirichlet-
to-Neumann operators DtNω

± : C→ C as

DtNω
+[u+

0 ] := u′ext(u+
0 ) and DtNω

−[u−0 ] := −u′ext(u−0 ).

Note, that the evaluation of these operators simplifies to DtNω
±[u±0 ] = iωuext(u±0 ). If

the dependence on ω is inconsequential, we will omit the argument and write DtN±
instead of DtNω

±. We multiply (1.2.1) with test functions v ∈ H1(Ωint) and integrate on
the interior domain. For uint := u|Ωint

we use the Dirichlet-to-Neumann operators and
partial integration to get∫

Ωint

(
−u′′intv − ω2(1 + p)uintv

)
dx =

∫
Ωint

(
u′intv

′ − ω2(1 + p)uintv
)

dx

+ DtN−[u(−R)]v(−R)−DtN+[u(R)]v(R),

and similarly on the exterior domain with v ∈ H1
comp(Ωint)∫

Ω±ext

(
−u′′extv − ω2uextv

)
dx =

∫
Ω±ext

(
u′extv

′ − ω2uextv
)

dx±DtN±[u(±R)]v(±R).

We arrive at a weak formulations for the interior problem:

Find uint ∈ H1(Ωint) : sω(uint, v) = f(v), v ∈ H1(Ω), (1.2.6)

where

sω(uint, v) :=
∫

Ωint

(
u′intv

′ − ω2(1 + p)uintv
)

dx

+ DtN−[uint(−R)]v(−R)−DtN+[uint(R)]v(R),

f(v) :=
∫

Ωint
gv dx.

and a formulation for the exterior problem:

Find uext ∈ H1
loc(Ωext) :

∫
Ω±ext

(
u′extv

′ − ω2uextv
)

dx = ∓DtN±[uext(±R)]v(±R),

(1.2.7)

for all v ∈ H1
comp(Ωext) under the continuity constraints uint(±R) = uext(±R). It is

convenient to pose (1.2.6) and (1.2.7) as a combined weak formulation on R as:

Find u ∈ H1
loc(R) :

∫
R

(
u′v′ − ω2(1 + p)uv

)
dx =

∫
R
gv dx, v ∈ H1

comp(R). (1.2.8)

Since the boundary terms of sω are scalar, we write TrR : Ωint → C to denote continuous
(and compact) point evaluation at the point R (see A.1), whereas in higher dimensions
the use of the trace operator Tr: H1(Ω)→ L2(∂Ω) (see A.2) would be appropriate. In
order to prove the continuity of sω we first reinterpret the boundary terms as follows

6



1.3. COMPLEX SCALED VARIABLES

(we only demonstrate treatment of the term at R and omit the brackets of DtN if
convenient):

DtN+[uint(R)]v(R) = (DtN+[uint(R)], v(R))C
= (DtN+ TrRuint,TrRv)C
= (Tr∗R DtN+ TrRuint, v)H1(Ωint).

It is now easy to see that the sesquilinear form sω is continuous onH1(Ωint)×H1(Ωint), as
a result of the boundedness of p and continuity of the operator (Tr∗R DtN+ TrR) : H1(Ωint)→
H1(Ωint). Let E be the compact embedding E : H1(Ωint)→ L2(Ωint) (see A.4), then we
are able to define the operator K : H1(Ωint)→ H1(Ωint) as

K(ω) := C(ω)E?E +
(
Tr?−R DtN−Tr−R + Tr?R DtN+ TrR

)
,

with C(ω) = 1 + |ω|2 (1 +‖p‖L∞(Ωint)). It is compact and sω satisfies the Gårding
inequality ∣∣∣sω(vint, vint) + (K(ω)vint, vint)H1(Ωint)

∣∣∣ ≥‖vint‖2H1(Ωint) . (1.2.9)

This estimation already gives full insight into the existence of unique radiating solutions
of the weak scattering problem (1.2.8).

Definition 1.2.2. (Resonances to scattering problem (1.2.1)) Let Ω = R, u ∈ H1
loc \{0}

and <[ω] > 0. If (u, ω) solves the problem

−u′′(x) = ω2(1 + p(x))u(x) , x ∈ Ω, (1.2.10)
u is radiating,

then ω is said to be a resonance to the scattering problem (1.2.1).

Corollary 1.2.3. (to Appendix / Theorem B.1) The weak scattering problem (1.2.8)
has a unique solution if and only if ω is not a resonance. Radiating solutions are of the
form

u(x) =


uint(−R) exp(−iω(x−R)), x ∈ Ω−ext
uint(x), x ∈ Ωint

uint(R) exp(iω(x−R)), x ∈ Ω+
ext

, (1.2.11)

where uint ∈ H1(Ωint) is a solution to (1.2.6).

1.3 Complex scaled variables

Although the numerical implementation of DtN operators in one dimension is straightfor-
ward, their use in higher dimensions becomes impractical, since an analogous construction
of radiation condition 1.2.1 in higher dimensions is usually stated in the form of an
infinite series. Additionally, the dependence of DtN operators on ω would be a hindrance
in the numerical treatment of resonance problems, as it would lead to a nonlinear system
of equations. The complex scaling method avoids these issues by treating variational
formulations on the entire unbounded domain Ω.

7



CHAPTER 1. COMPLEX SCALING

Definition 1.3.1. (Deformation function) We refer to a function τ : R≥0 → R≥0 as a
deformation function if it is twice differentiable and satisfies the conditions

(i) τ(0) = 0.
(ii) τ ′(x) > 0 for x > 0.
(iii) lim infx→∞ τ ′(x) > 0.

Deformation functions serve as an important component in the introduction of complex
scaled variables. For any deformation function τ and scaling parameter α > 0 we can
define the complex scaling function γ : R≥0 → C as

γτ,α,R(r) :=

r, r ∈ [0, R]
r + iατ(r −R), r ≥ R

, (1.3.1)

along with the corresponding complex scaled variable

xγ(x) := sgn(x)γτ,α,R(|x|). (1.3.2)

The complex scaled variable is continuous on its entire domain and inherits the regularity
of τ for all x ∈ R \ {−R,R}. Last, we introduce the complex scaled function

uγ := u ◦ xγ . (1.3.3)

Remark 1.3.2. Solutions u of (1.2.8) are functions on R, and as such the composition
u ◦ xγ with the complex valued variable xγ is not well defined on Ωext. We can resolve
this problem by extending uext to ΩCext := { z ∈ C : <[z] ∈ Ωext }. Solution representation
(1.2.11) shows that the restrictions uext|Ω+

ext
and uext|Ω−ext

are holomorphic functions.
According to the identity theorem, there exists a unique holomorphic extension uCext onto
ΩCext satisfying uCext|Ωext

= uext. In order to improve legibility, we will continue to write
u ◦ xγ with the understanding that the extension of u is used whenever necessary. Since
xγ is continuous and differentiable for all x > R, there holds uγ ∈ H1

loc(R).

Definition 1.3.3. (Critical region of a complex scaled variable) Each complex scaled
variable xγ induces a critical region

critxγ := crit+ xγ ∪ crit− xγ , (1.3.4)

where
crit+ xγ :=

{
z ∈ C : =[z] ∈ (0,=[xγ

(
<[z]

) ]) } and

crit− xγ :=
{
z ∈ C : =[z] ∈ (=[xγ

(
<[z]

) ], 0) } .
The importance of the critical region (see Figure 1.2) of complex scaled variables will
become apparent in chapter 2.

1.4 Analysis of scaled solutions

1.4.1 Preparations

The introduction of complex scaled functions leads us to a generalized scaled variational
formulation which we will motivate as follows: Assume u solves the Helmholtz equation

−u′′ − ω2u = 0, x ∈ Ω.

8



1.4. ANALYSIS OF SCALED SOLUTIONS

-1 1 2

-1

1

<[xγ ] = x

=[xγ ]

crit+xγ

crit−xγ

Figure 1.2: An example of a complex scaled variable with parameters τ(r) = r, α = 1
and R = 1.

After some careful consideration, we can see that the complex scaled counterpart uγ of
such solutions solves the scaled equation

−
(
u′γ
x′γ

)′
− ω2x′γuγ = 0, x ∈ Ω,

where the terms x′γ and 1/x′γ can be interpreted as weights. The same weights can be
found in (1.4.1).

The following sections will deal with a generalized sesquilinear form

sγ(u, v) = a(u, v)− b(u, v), (1.4.1)

a(u, v) :=
∫
R

1
x′γ(x)u

′(x)v′(x) dx,

b(u, v) :=
∫
R
ργ(x)x′γ(x)u(x)v(x) dx,

which operates on some yet to be determined Hilbert space. If ρ(x) = ω2(1 + p(x)) then
(1.4.1) acts as a scaled form for equations of Helmholtz-type. Other functions ρ will be
used in chapter 2 to proof results for the time-independent Schrödinger equation.
Definition 1.4.1. (Inequality modulo constant) The symbol � is used to express in-
equality modulo constant, or more specifically a �θ b if and only if there exists some
C > 0 independent of θ such that a ≤ Cb. We will usually simply write � instead of �θ
if the parameter θ is clear from context, or otherwise clarify it beforehand. Similarly we
write b � a if and only if a � b.
Proposition 1.4.2. Let I ⊂ R and f : I → C. If there exists a fixed θ ∈ R and ε > 0
such that arg(f(x)) ∈ [θ − (π2 − ε), θ + (π2 − ε)] for all x ∈ I, then there holds

<[exp(−iθ)f(x)] �
∣∣f(x)

∣∣ , x ∈ I. (1.4.2)

Proof.

<[exp(−iθ)f(x)] =
∣∣f(x)

∣∣<[exp
(
i
(
arg(f(x))− θ

))]
=
∣∣f(x)

∣∣ cos
(
arg
(
f(x)

)
− θ

)
≥
∣∣f(x)

∣∣ cos
(
π

2 − ε
)
.

9



CHAPTER 1. COMPLEX SCALING

1.4.2 Weighted Sobolev spaces

Unfortunately, in the standard norm ‖·‖H1(R) the sesquilinear form sγ(·, ·) defined in
(1.4.1) is neither continuous nor does it adhere to a Gårding inequality of the form∣∣∣s(u, u) + C1(u, u)L2([−C3,C3])

∣∣∣ ≥ C2‖u‖2H1(R) for some C1, C2, C3 > 0. The following
example illustrates these issues in a simplified setting.
Example 1.4.3. Let Ωint = [−1, 1], Ωext = R\Ωint and observe the weak formulation of
the complex scaled Helmholtz-type equation with parameters p(x) = 1Ωint(x) and ω = 1.
The deformation function is quadratic τ(r) = r2 with scaling constant α = 1. Under
these circumstances, the sesquilinear form of interest becomes

s(u, v) =
∫
R

(
1
x′γ
u′v′ − x′γ(1 + p)uv

)
dx,

with x′γ = 1 for x ∈ Ωint and x′γ = 1 + i2(x− 1) otherwise.
To show that s(·, ·) is not continuous on H1(R)×H1(R) we define (ϕk)k∈Z as ϕk(x) :=
δk,x + δk+1,x for x ∈ Z, and linearly interpolated otherwise. Since all ϕk are piecewise
linear, continuous and suppϕk = [k − 1, k + 2] is bounded, these functions lie in H1(R).
We further observe that suppϕ′k = [k−1, k]∪ [k+1, k+2] and consequently ϕ′kϕ′k+1 = 0.
For k > 2 we can estimate∣∣s(ϕk, ϕk+1)

∣∣ =
∣∣∣∣∫
R
x′γ(1 + p)ϕkϕk+1 dx

∣∣∣∣
≥
∫ k+2

k−1
=
[
x′γ(1 + p)ϕkϕk+1

]
dx

≥ 2(k − 2)
∫ k+2

k−1
ϕkϕk+1 dx.

If we assume that s(·, ·) is continuous, then there exists a constant C > 0 such that

2(k − 2)
∫ k+2

k−1
ϕkϕk+1 dx ≤

∣∣s(ϕk, ϕk+1)
∣∣ ≤ C‖ϕk‖H1(R)‖ϕk+1‖H1(R) .

Since both
∫ k+2
k−1 ϕkϕk+1 dx and‖ϕk‖H1(R)‖ϕk+1‖H1(R) are strictly positive and constant

in k, the assumption must be wrong.

Similarly, we can construct a counterexample to show that a form of Gårdings inequality
cannot hold. To do so, we define the sequence (ψk)k∈N (see Figure 1.3), starting with
ψ1(x) := δx,1 for x ∈ Z and linearly interpolated otherwise. For k ≥ 2 we set

ψk(x) :=


1
k2ψ1

(
k2x mod 2

)
, x ∈ [k − 1, k + 1]

0, otherwise
.

These functions have the properties
∣∣ψk(x)

∣∣ ≤ 1/k2 and
∣∣ψ′k(x)

∣∣ = 1 for x ∈ [k −
1, k + 1] and are both zero otherwise. If we assume that the Gårding inequality∣∣∣s(u, u) + C1(u, u)L2([−C3,C3])

∣∣∣ ≥ C2‖u‖2H1(R) holds for some constants C1, C2, C3 > 0
and all u ∈ H1(R), then we get

C2

∫
R

(
ψ2
k + ψ′ 2k

)
dx ≤

∣∣∣∣∣∣
∫ C3

−C3
C1ψ

2
k dx+

∫
R

((
−x′γ(1 + p)

)
ψ2
k + 1

x′γ
ψ′ 2k

)
dx

∣∣∣∣∣∣
≤
∫
R

(∣∣∣C11[−C3,C3] − x′γ(1 + p)
∣∣∣ψ2

k + 1
|x′γ |

ψ′ 2k

)
dx,

10
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Figure 1.3: Some of the functions used in the counterexamples for continuity and the
Gårding inequality with respect to H1(R).

or equivalently for k large enough such that |x′γ(k − 1)| ≥ 2/C2

0 ≤
∫
R

(∣∣∣C11[−C3,C3] − x′γ(1 + p)
∣∣∣− C2

)
ψ2
k dx+

∫
R

(
1
|x′γ |
− C2

)
ψ′ 2k dx

≤
∫ k+1

k−1

∣∣O(x)
∣∣ 1
k2 dx+

∫ k+1

k−1

(
C2
2 − C2

)
dx

≤ O
(
1/k
)
− C2,

which cannot hold for all k. //

To circumvent these problems we will construct Sobolev spaces that are tailored to our
needs.

Definition 1.4.4. (Weight function) We call w a weight function on Ω, if it is an
almost everywhere positive, measurable function mapping Ω to R.

Weight functions usually occur in sets and we will write w to express a set

w = {wα : |α| ≤ k } ,

for some k ∈ N and multiindices α.

Definition 1.4.5. (Weighted Lp spaces) Let 1 ≤ p ≤ ∞ and w a weight function, then
the weighted Lp space on Ω with respect to weight function w, denoted Lp(Ω, w), is the
space of all measurable functions u such that

‖u‖Lp(Ω,w) =
(∫

Ω

∣∣u(x)
∣∣pw(x) dx

)1/p

<∞,

if p <∞ and

‖u‖Lp(Ω,w) = ess sup
x∈Ω

(w(x)u(x)) <∞

otherwise.

Definition 1.4.6. (Weighted Sobolev space) The weighted Sobolev space Hk(Ω,w) is
the space of all functions L2(Ω, w0), such that

‖u‖Hk(Ω,w) =

∑
|α|≤k

∫
Ω

(
Dαu(x)

)2
wα(x) dx


1/2

<∞.

11
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Theorem 1.4.7. Let w−1
α ∈ L1

loc(Ω) for all wα ∈ w, then the space Hk(Ω,w) forms a
Hilbert space.

Proof. See [Fau09], Theorem 3.3.

Each complex scaled variable xγ allows the definition of an associated Hilbert space
H1
γ (R) with weight functions (w0, w1) := (|x′γ | ,

∣∣1/x′γ∣∣). Since x′γ has a constant real part
of 1 and τ ′ is continuous, we see that both |x′γ | and

∣∣1/x′γ∣∣ are positive and continuous.
Hence, they are valid weight functions and elements of L1

loc(R). We define H1
γ(R) :=

H1(R, {w0, w1}) and are able to employ theorem 1.4.7 which states that H1
γ (R) is indeed

a Hilbert space as initially claimed and its inner product is given by

(u, v)H1
γ(R) :=

∫
R

(∣∣1/x′γ∣∣u′(x)v′(x) + |x′γ |u(x)v(x)
)

dx.

Theorem 1.4.8. If there exists c > 0 such that wα(x) ≥ c holds almost everywhere in
Ω, then Hk(Ω,w) continuously embeds into Hk(Ω).

Proof. See [Fau09], Theorem 3.21.

Remark 1.4.9. For any bounded subset A of R the weight functions (w0, w1) =
(|x′γ | ,

∣∣1/x′γ∣∣) satisfy the requirement of the previous theorem. Together with Theorem A.4
we see that H1

γ(A) is compactly embedded in L2(A).

We have finally finished all preparations. The constructed Sobolev spaces will prove
their utility in the next section.

1.4.3 Uniqueness of scaled solutions

The following theorem makes statements for sγ(·, ·) which are very similar to the
properties of sω(·, ·) shown in section 1.2 – we will prove continuity and a form of
Gårdings inequality. The main differences, apart from a more involved argument, are sγ
acting on the unbounded domain Ω = R and the use of a different compact perturbation
in the Gårding inequality.

Theorem 1.4.10. Let τ be a deformation function and α > 0. Furthermore, let the
function ρ : C → C be holomorphic in the critical region of xγ, bounded in Ωint and
satisfying ργ(x) := (ρ ◦ xγ)(x) → ρ0 for |x| → ∞ and ρ0 ∈ C. Last, let sγ(u, v) =
a(u, v)− b(u, v) be composed of the two sesquilinear forms

a(u, v) =
∫
R

1
x′γ(x)u

′(x)v′(x) dx,

b(u, v) =
∫
R
ργ(x)x′γ(x)u(x)v(x) dx,

and ‖ · ‖H1
γ(R) the weighted Sobolev norm associated with the complex scaled variable xγ

arising from τ and α.

If there exists R̃ > R and φ ∈ (0, π) such that arg(ργ(x)x′γ(x)) ∈ [φ, φ+ π
2 ] and

∣∣ργ(x)
∣∣ ≥

|ρ0|
2 for all |x| ≥ R̃, then the sesquilinear form sγ is continuous on H1

γ (R)×H1
γ (R) and

satisfies a Gårding inequality:∣∣sγ(u, v)
∣∣ �‖u‖H1

γ(R)‖v‖H1
γ(R) , u, v ∈ H1

γ(R), (1.4.3)∣∣∣sγ(u, u) + C(u, u)L2([−R̃,R̃])

∣∣∣ �‖u‖2H1
γ(R) , u,∈ H1

γ(R), (1.4.4)

12
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−R̃ −R 0 R R̃

−π
−π + ε

0
ε

x

Figure 1.4: The complex arguments of terms in the special case of Example 1.4.3.
arg

(
1/x′γ

)
, arg

(
−(1 + p)x′γ

)
, Argument interval used in Proposition 1.4.2.,

Influence area of (u, u)L2([−R̃,R̃]).

for some constant C > 0. The constants obscured by � and � are independent of u and
v but not independent of ρ.

The stated theorem is posed in a very general form. Before we start its proof we will
attempt to facilitate better insight into the key ideas. We will do so in the simplified
setting of Example 1.4.3.

While it is not difficult to show the continuity of sγ(·, ·), the proof of Gårdings inequality
requires some creativity. We would like to apply an inverse version of the triangle
inequality of the form |a+ b| ≥ |a| + |b| and

∣∣∣∫A f(x) dx
∣∣∣ ≥ ∫

A

∣∣f(x)
∣∣ dx. Then, the

Gårding inequality would follow immediately. Although these inequalities are obviously
incorrect, slightly weaker forms do hold indeed, if we pose some restrictions on the
complex arguments of the terms involved. By taking the detour

∣∣f(x)
∣∣ ≥ <[exp(iθ)f(x)]

for any θ ∈ [−π, π), we are able to exploit the otherwise unavailable additive properties
<[a + b] = <[a] + <[b] and <

[∫
A f(x) dx

]
=
∫
A<[f(x)] dx. If we manage to apply

Proposition 1.4.2 we arrive at the desired result:∣∣∣∣∫
A

(
f(x) + g(x)

)
dx
∣∣∣∣ ≥ < [exp(iθ)

∫
A

(
f(x) + g(x)

)
dx
]

=
∫
A

(
<[exp(iθ)f(x)] + <[exp(iθ)g(x)]

)
dx

1.4.2
�
∫
A

∣∣f(x)
∣∣ dx+

∫
A

∣∣g(x)
∣∣ dx.

We will have to find bounds for the argument of the terms 1/x′γ and −ργx′γ . In the
setting of Example 1.4.3, the second expression becomes −(1 + 1[−1,1](x))x′γ and
since p is non-negative and real, it has no influence on the argument, which is to
say arg

(
−(1 + 1[−1,1](x))x′γ

)
= arg(−x′γ). Seeing further that 1/x′γ = x′γ/|x′γ |2 we get

arg
(
1/x′γ

)
= arg (x′γ) = − arg (x′γ) and can make sense of Figure 1.4. Outside of the

interval [−R̃, R̃] it will be possible to restrict the complex argument of terms to an
interval of less than π width. Inside this interval the term (u, u)L2([−R̃,R̃]) is used. It
allows us to shift the complex argument of the mass term

(
C − (1 + 1[−1,1](x))x′γ

)
uv

into an arbitrarily small neighborhood of 0.

Proof of Theorem 1.4.10. The first claim follows quickly from the asymptotic constraint
posed on ργ :∣∣sγ(u, v)

∣∣ ≤ max(1,
∥∥ργ∥∥L∞(R))(u, v)H1

γ(R) �‖u‖H1
γ(R)‖v‖H1

γ(R) .

13
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We would like to show the coercive property separately on the intervals (−∞,−R̃),
[−R̃,−R), [−R,R], (R, R̃] and (R̃,∞). This requires the intermediate step∣∣∣sγ(u, u) + C(u, u)L2([−R̃,R̃])

∣∣∣ ≥ < [exp(iθ)
(
s(u, u) + C(u, u)L2([−R̃,R̃])

)]
,

with some yet to be determined θ ∈ [−π, π). The subsequent goal is the application of
Proposition 1.4.2 in each of these intervals, which requires us to show that the argument
of all components of sγ(u, u) +C(u, u)L2([−R̃,R̃]) are restricted to the same fixed complex
half plane (with an ε to spare). The proofs for the exterior sections (−∞,−R̃) and
(R̃,∞) as well as [−R̃,−R) and (R, R̃] are entirely analogous. Therefore, we will only
show one of each. As an initial step, it is helpful to form the derivative of xγ . We have

x′γ(x) :=

1, x ∈ [−R,R]
1 + iατ ′(|x| −R), otherwise

.

The case x ∈ (R, R̃]: Combining terms on the left hand side we get

I(R,R̃] :=
∫ R̃

R

1
x′γ(x)

∣∣∣u′(x)
∣∣∣2 dx+

∫ R̃

R

(
C − ργ(x)x′γ(x)

)∣∣u(x)
∣∣2 dx.

We are interested in the argument of the terms 1/x′γ and C − ργx′γ . Since 1/x′γ = x′γ/|x′γ |2,
we have arg(1/x′γ) = arg(x′γ) = − arg(x′γ). In the currently chosen domain we have
<[x′γ ] = 1 > 0 and τ ′ ≥ 0 by definition of deformation functions, which implies
arg(x′γ) ⊆ [0, π2 ] and arg(1/x′γ) ⊆ [−π

2 , 0]. The term ργx
′
γ is continuous and therefore

bounded in the interval (R, R̃]. Thus, the range of C − ργx′γ is subset of some ball
Bδ(R̃)(C) with radius δ dependent on R̃. For sufficiently large C we can restrict
arg

(
C − ργx′γ

)
to the interval (−ε1, ε1) for an arbitrarily small ε1 > 0. In summary, we

are now able to apply Proposition 1.4.2 on the interval (R, R̃] with some θ satisfying
[θ − (π2 − ε1), θ + (π2 − ε1)] ⊇ [−π

2 , ε1]. This leads to

<
[
exp(iθ)I(R,R̃]

]
=
∫ R̃

R
<
[
exp(iθ)1/x′γ(x)

]∣∣∣u′(x)
∣∣∣2 dx

+
∫ R̃

R
<
[
exp(iθ)

(
C − ργ(x)x′γ(x)

)]∣∣u(x)
∣∣2 dx

�
∫ R̃

R

∣∣1/x′γ(x)
∣∣∣∣∣u′(x)

∣∣∣2 dx+
∫ R̃

R

∣∣∣C − ργ(x)x′γ(x)
∣∣∣∣∣u(x)

∣∣2 dx

≥ min
(
1, min

[−R̃,R̃]

∣∣C/x′γ − ργ∣∣)‖u‖2H1
γ((R,R̃])) .

The constant min[−R̃,R̃]
∣∣C/x′γ − ργ∣∣ in the last line is well defined, and the previously

chosen C already guarantees that it is positive.

The case x ∈ [−R,R]: In this case we have simply x′γ = 1 and arg(1/x′γ) = 0. Choosing
C sufficiently large, the argument of C − ργx′γ = C − ργ can again be restricted to the
interval (−ε1, ε1) by using the same argument as in the case of x ∈ (R, R̃].

The case x ∈ (R̃,∞): We use the same approach as in the previous intervals on the
slightly different terms 1/x′γ and −ργx′γ . As before, we have arg(1/x′γ) ⊆ [−π

2 , 0]. The
requirements on the argument of ργx′γ guarantee the existence of a θ ∈ (−π

2 , 0) and
ε2 > 0 such that arg(1/x′γ)∪ arg(ργx′γ) ⊆ [θ− (π2 − ε2), θ+ (π2 − ε2)]. Using the notation

I(R̃,∞) :=
∫ ∞
R̃

1
x′γ(x)

∣∣∣u′(x)
∣∣∣2 dx+

∫ R̃

R
ργ(x)x′γ(x)

∣∣u(x)
∣∣2 dx.
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π2

ε1

φ

φ
+
π2

<[x]

=[x]

π2

ε1

φ

φ
+

π 2

<[x]

=[x]

Figure 1.5: A possible argument distribution for the cases φ close to 0 (left) and φ
close to π (right). The argument interval containing arg(−ργ(x)x′γ(x)) in the case
x ∈ (R̃,∞). The argument interval containing the argument of all other terms
involved. The complex halfspace used in Proposition 1.4.2.

we get

<
[
exp(iθ)I(R̃,∞)

]
=
∫ ∞
R̃
<
[
exp(iθ)1/x′γ(x)

]∣∣∣u′(x)
∣∣∣2 dx

+
∫ R̃

R
<
[
exp(iθ)ργ(x)x′γ(x)

]∣∣u(x)
∣∣2 dx

�
∫ ∞
R̃

∣∣1/x′γ(x)
∣∣∣∣∣u′(x)

∣∣∣2 dx+
∫ ∞
R̃

∣∣∣ργ(x)x′γ(x)
∣∣∣∣∣u(x)

∣∣2 dx

≥ min
(
1, |ρ0|

2

)
‖u‖2H1

γ((R̃,∞)) .

The parameters θ, ε1 and ε2 can be chosen such that the interval [θ− π
2 + ε2, θ+ π

2 − ε2]
contains the arguments of all terms and all cases (see Figure 1.5).

Let ER̃ be the embedding ER̃ : H1
γ ([−R̃, R̃])→ L2([−R̃, R̃]). It is compact according to

Remark 1.4.9 and can be easily extended to an embedding E : H1
γ(R)→ L2([−R̃, R̃])

with the assignment Ev := ER̃(v|[−R̃,R̃]). The restriction operator is continuous because
‖v|[−R̃,R̃]‖H1

γ([−R̃,R̃]) ≤‖v‖H1
γ(R) ,∀v ∈ H1

γ(R) which makes the extension E compact as
well, since it is the composition of the continuous restriction operator · |[−R̃,R̃] : H1

γ (R)→
H1
γ([−R̃, R̃]) and the compact embedding ER̃. Using the embedding E, we can write

the Gårding inequality (1.4.4) as∣∣∣sγ(u, u) + (Ku, u)H1
γ(R)

∣∣∣ �‖u‖2H1
γ(R) , u,∈ H1

γ(R),

with the compact operator K = CE∗E. For equations of Helmholtz-type the constant
C – and therefore also the operator K – will depend on ω, i.e. K = K(ω).

1.5 Results for equations of Helmholtz-type
The complex scaled variational formulation of Helmholtz-type equations is obtained
from the scaled sesquilinear form sγ with the substitution ρ(x) = ω2(1 + p(x)). In
chapter 2 we will use a similar substitution of ρ to arrive at the time-independent

15
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Schrödinger equation.

For now we get:

Find u ∈ H1
γ(R) : sHγ (u, v) = f(v), v ∈ H1

γ(R), (1.5.1)

where

sHγ (u, v) :=
∫
R

(
1
x′γ
u′v′ − ω2(1 + p)x′γuv

)
dx,

f(v) :=
∫
R
gv dx.

The proof of Theorem 1.4.10 alone is not useful to us yet, since it is not immediately
obvious how it applies to Helmholtz-type equations. In order to quickly remedy any
confusion, we prove the following corollary.

Corollary 1.5.1. (to Theorem 1.4.10) Let ω ∈ C, <[ω] > 0 and p ∈ L∞(R) with
bounded support supp p ⊂ (−R,R). If τ is a deformation function satisfying

lim inf
x→∞

arg(x′γ(x)) > −2 arg(ω), (1.5.2)

then Theorem 1.4.10 is applicable to complex scaled Helmholtz-type variational formula-
tions, i.e. ρ(x) = ω2(1 + p(x)).

Proof. We have to show that ρ(x) = ω2(1 + p(x)) satisfies all conditions posed in the
premise of Theorem 1.4.10. Most are easily confirmed, as ω2(1 + p(x)) is bounded in
Ωint and constant otherwise which immediately implies the holomorphic property in
{x ∈ C : <[x] ∈ Ωext } ⊃ critxγ . What is left is the abstract requirement

∃φ ∈ (0, π) : arg(ργ(x)x′γ(x)) ∈
[
φ, φ+ π/2

]
,

which translates to

∃φ ∈ (0, π) : arg(ω2(1 + iατ ′(|x| −R))) ∈
[
φ, φ+ π/2

]
.

Since τ ′(x) > 0, there holds arg(1 + iατ ′(|x| − R)) ∈ [0, π2 ] and due to <[ω] > 0 we
know arg(ω2) < π. Consequently, we can bound the argument within an interval of
width π

2 and the required parameter φ will never exceed π. On the other hand we need
the existence of some ε > 0 such that arg(ω2(1 + iατ ′(|x| − R))) ≥ ε > 0 for large x,
or equivalently lim infx→∞ arg(1 + iατ ′(|x| −R)) > −2 arg(ω), which is the condition
posed in the beginning. Again, the argument holds for x < R as well.

Remark 1.5.2. For x > R we have x′γ(x) = 1+iατ ′(x−R). Since lim infx→∞ τ ′(x) > 0
by definition of deformation functions, there holds

lim inf
x→∞

arg(x′γ(x)) > 0,

and condition (1.5.2) always holds if ω is real and positive or arg(ω) > 0.

What is left to show is how solutions of the unscaled problem (1.2.8) are related to
solutions of the scaled problem (1.5.1). This will only be possible for certain deformation
functions τ and scaling constants α.

We call a function f : R → R polynomially bounded if there exists k ∈ N and C > 0
such that f(x) ≤ xk for all x ≥ C.
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Proposition 1.5.3. Let ω ∈ C with <[ω] > 0 and u be a solution satisfying representa-
tion (1.2.11). Given a deformation function τ and scaling parameter α, assume that τ ′
is polynomially bounded and there holds either

(i) τ(x) = x and α > −=[w]
<[w] , or

(ii) τ is increasing at superlinear pace, i.e. limx→∞
x

τ(x) = 0 and α > 0,

then u ◦ uγ =: uγ ∈ H1
γ(R) and

∣∣uγ∣∣ decays exponentially in Ωext.

Proof. In order to determine the space membership uγ ∈ H1
γ(R) and its asymptotic

behavior it is sufficient to analyze uγ in Ωext. We use solution representation (1.2.11)
for x ∈ Ω+

ext and get

uγ(x) = uint(R) exp(iω(xγ −R)).

We need to show that∥∥uγ∥∥H1
γ(Ω+

ext) =
∫

Ω+
ext

(∣∣1/x′γ∣∣|u′γ |2 +|x′γ |
∣∣uγ∣∣2) dx <∞. (1.5.3)

In the chosen interval we have xγ = x+ iατ(x−R) and x′γ = 1 + iατ ′(x−R), which
shows that both |x′γ | and |1/x′γ| are polynomially bounded. Furthermore, using the
simplifying expression u0 := uint(R) exp(−iωR) there holds

uγ = u0 exp(iωxγ) and
u′γ = u0iωx

′
γ exp(iωxγ).

With the chosen upper bound on τ ′ all terms of (1.5.3) except uγ = u0 exp(iωxγ)
are polynomially bounded. Therefore, we have uγ ∈ H1

γ(R) if and only if
∣∣uγ∣∣ decays

exponentially. We can estimate∣∣uγ(x)
∣∣ =

∣∣uint(R) exp(−iωR)
∣∣∣∣exp(iωxγ)

∣∣
= |u0| exp

(
<
[
iω
(
x+ iατ(x−R)

)] )
= |u0| exp(−=[ω]x− α<[ω]τ(x−R)).

We see, that exponential decay of
∣∣uγ∣∣ is equivalent to −=[ω]x− α<[ω]τ(x−R) < 0 for

large x. In the easiest case of τ(x) = x, this condition translates to

−=[ω]x− α<[ω](x−R) < 0

⇔ −=[ω]
<[ω] < α

(
1− R

x

)
,

resulting in the claimed bound for α. Otherwise we get

−=[ω]x− α<[ω]τ(x−R) < 0

⇔ − =[ω]
α<[ω]

x

τ(x−R) < 1,

which holds for any superlinear τ and sufficiently large x. The same argument can be
repeated for x ∈ Ω−ext.
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The bounding condition on τ ′ used in Proposition 1.5.3 is not necessarily an exhaustive
description of all triplets (u, τ, α) for which uγ ∈ H1

γ(R) and
∣∣uγ∣∣ decays exponentially.

However, this behavior will be necessary in the following theorem. It will give us another
characterization of the radiating property and states that for certain ω and scaling
profiles (τ, α) the capability of uγ to act as a solution of (1.5.1) is equivalent to u being
a radiating solution of (1.2.8).

Theorem 1.5.4. Let ω ∈ C where <[ω] > 0, p ∈ L∞(R) and g ∈ L2(R) with bounded
supports supp p, supp g ⊆ Ωint. Further, let u be a solution satisfying representation
(1.2.11) and (τ, α) a deformation function and scaling parameter such that uγ = u◦xγ ∈
H1
γ(R) and

∣∣uγ∣∣ decays exponentially in Ωext. Then the following two statements are
equivalent:

(i) u ∈ H1
loc(R) is a radiating solution of (1.2.8).

(ii) uγ = u ◦ xγ ∈ H1
γ(R) solves the scaled variational problem (1.5.1).

Proof. Assume (i): Solutions of (1.2.8) are smooth in the exterior domain and satisfy
(1.2.4). Consequently uγ satisfies

−
(
u′γ
x′γ

)′
− ω2x′γuγ = 0, x ∈ Ω+

ext. (1.5.4)

According to Proposition 1.5.3 the scaled solution uγ lies in H1
γ(R) which allows us to

multiply with test functions w ∈ H1
γ(R) and use partial integration as usual, to get∫

Ω+
ext

(
1
x′γ
u′γw

′ − ω2x′γuγw

)
dx = −

(
u′γ
x′γ

)
(R)w(R)

= −u′(R)w(R)
= −DtN+[u(R)]w(R).

After performing analogous steps in Ω−ext and using (1.2.7) we get∫
Ωext

(
u′v′ − ω2uv

)
dx =

∫
Ωext

(
1
x′γ
u′γw

′ − ω2x′γuγw

)
dx,

for all (v, w) ∈ H1
comp(R)×H1

γ(R) satisfying v(R) = w(R) which in conjunction with
u = uγ on the interior domain implies (ii).

Assume (ii): The test space H1
γ (R) contains test functions w that satisfy suppw ⊂ Ω+

ext
and w(R) = 0. For such w there holds∫

Ω+
ext

(
1
x′γ
u′γw

′ − ω2x′γuγw

)
dx = 0.

Regularity results for elliptic differential equations guarantee that uγ,+ := uγ
∣∣
Ω+

ext
∈

H2((R,∞)). Using partial integration, we see that uγ,+ satisfies (1.5.4) and therefore
can be written as

uγ,+(x) = C1 exp
(
iω(xγ −R)

)
+ C2 exp

(
−iω(xγ −R)

)
, x ∈ Ω+

ext,

for some C1, C2 ∈ C. Since the chosen deformation parameters τ and α guarantee the
exponential decay of uγ,+(x) and uγ(x) ∈ H1

γ(R), it is implied that C2 = 0 and we get

18
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uγ,+(R) = iωx′γ(R)u′γ,+(R). We return to general test functions w ∈ H1
γ(R) and apply

partial integration∫
Ω+

ext

(
1
x′γ
u′γw

′ − ω2x′γuγw

)
dx = −iωuγ(R)w(R)

= −DtN+[u(R)]w(R).

Once again, we repeat the argument in Ω−ext and argue that xγ = x in the interior
domain.
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Chapter 2

The time-independent
Schrödinger equation

2.1 Preamble
The non-relativistic time-dependent Schrödinger equation

i~
∂

∂t
Ψ(x, t) = − ~2

2m
∂2

∂x2 Ψ(x, t) + V (x)Ψ(x, t) (2.1.1)

describes the movement of a single particle of mass m and impulse p in an electric field.
Its total energy E is the sum of its kinetic energy p2

2m and potential energy V (x). Here
~ denotes the reduced Planck constant.

To isolate the time dependence of (2.1.1), a method of separation of variables is used.
By taking the ansatz

Ψ(x, t) = ψ(x) exp
(
− iEt

~

)
,

and substituting it into (2.1.1) we get

Eψ(x) exp
(
− iEt

~

)
= − ~2

2m
d2ψ(x)

dx2 exp
(
− iEt

~

)
+ V (x)ψ(x) exp

(
− iEt

~

)
.

We cancel the term exp
(
− iEt

~

)
on both sides and arrive at the time-independent

Schrödinger equation

− ~2

2m
d2

dx2ψ(x) + V (x)ψ(x) = Eψ(x). (2.1.2)

Let I be the identity operator on H2
loc(Ω), then (2.1.2) is an eigenvalue equation of the

Hamilton operator

H =
(
− ~2

2m
d2

dx2 + V

)
I. (2.1.3)

Renaming and rescaling of terms leads to themathematicians time-independent Schrödinger
equation with an additional abstract radiation condition

−u′′ + V (x)u = λ2u, x ∈ Ω, (2.1.4)
u is radiating for |x| → ∞. (2.1.5)
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2.2. DECAYING POTENTIALS

−a a
x

Va(x)

Figure 2.1: The shape of the studied potentials Va(x) = x2(1 +
(
x/a
)4)−1.

The meaning of condition (2.1.5) is not clear yet since our previous definition of radiating
solutions is invalid for solutions u ∈ H2

loc of (2.1.4).

We will exclusively work with the equation in its variational formulation:

find u ∈ H1
loc : sλ(u, v) = 0, v ∈ H1

comp, (2.1.6)
u is radiating for |x| → ∞,

where the sesquilinear form sλ(·, ·) on H1(R)×H1(R) is obtained by multiplying with
test functions v ∈ H1(R) and partial integration as usual:

sλ(u, v) :=
∫
R

(
u′v′ − (λ2 − V (x))uv

)
dx. (2.1.7)

Definition 2.1.1. (Resonance of the Hamilton operator) Let Ω = R, u ∈ H1
loc \ {0}

and <[λ] > 0. If (u, λ) solves the variational formulation (2.1.6), then λ is said to be a
resonance of the Hamilton operator (2.1.3).

2.2 Decaying potentials
We are mainly interested in rational potential functions of the form

Va(x) = x2

1 + (xa)4 , (2.2.1)

where a > 0. For small x, these potentials are approximations to the harmonic oscillator
with potential function V (x) = x2, and decay at quadratic pace for |x| → ∞. The origin
point is a local minimum and called a potential well. In classical physics, potential
wells can act as a trap for particles that possess an insufficient amount of energy –
a fundamental property, that changes in the realm of quantum physics. Due to its
probabilistic nature, a quantum particle may tunnel through the walls of a potential
well.

The eigenpairs (λn, ψn) of the Hamilton operator represent stable energy states and the
probability densities of quantum wave functions. We expect lower energy states to be
close to real values, as the quantum wave function is mostly trapped in the potential
well. As higher energy states are approached, more energy surpasses the well and is
transported outward. This is reflected in the imaginary component of λn.

2.2.1 Radiating solutions

In the previous chapter we have treated Helmholtz-type equations −u′′(x) − ω2(1 +
p(x))u(x) = g(x), and required the function p to be zero in the exterior domain. In this
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CHAPTER 2. THE TIME-INDEPENDENT SCHRÖDINGER EQUATION

sense, the exterior domain was homogeneous. Since suppVa(x) = R, we call the exterior
domain of this chapter inhomogeneous. The formulation of a radiation condition for
the time-independent Schrödinger equation is more difficult since its solutions are not
explicitly known in the exterior domain. We will pose it in the form of a constraint on
the asymptotic decay of solutions.

Definition 2.2.1. (Radiation condition (2.1.5)) A solution u of (2.1.4) is said to be
radiating if and only if there exist constants C1 > 0 and C2 ∈ C with <[C2] > 0, such
that ∣∣u(x)

∣∣ ≤ ∣∣exp(iC2x)
∣∣ ,

for all x ∈ {x ∈ C : <[iC2x] < −C1 }.

Note, that for solutions uext of (1.2.4) this radiation condition coincides with the
condition posed in Definition 1.2.1.

2.2.2 Results for inhomogeneous exterior domains

The application of Theorem 1.4.10 to the time-independent Schrödinger equation is
done in a manner similar to the previous chapter. The following corollary serves as an
analog to Corollary 1.5.1.

For two sets A,B ⊆ R and a scalar c ∈ R we will use the notation A+B to express the
set { a+ b : a ∈ A, b ∈ B } and c+A for the set { c+ a : a ∈ A }.

Corollary 2.2.2. (to Theorem 1.4.10) Let λ ∈ C with <[λ] > 0 and Va a potential
of the form (2.2.1) for some a > 0. If τ is a deformation function and α a scaling
parameter such that

a√
2

(±1± i) 6∈ critxγ ,

and there holds

lim inf
x→∞

arg(x′γ(x)) > −2 arg(λ),

then Theorem 1.4.10 is applicable to the weak form of the Schrödinger equation (2.1.6)
with potential Va and ρ(x) = λ2 − Va(x).

Proof. The denominator of Va is a polynomial of degree four. It has exactly four zeros,
which are the poles of Va. Elementary operations show that these poles lie at a√

2(±1± i).
Therefore, Va is holomorphic in critxγ if and only if a√

2(±1± i) 6∈ critxγ .

The potential is bounded in Ωint and since lim|x|→∞ Va(x) = 0, we have

lim
|x|→∞

ργ(x) = lim
|x|→∞

(λ2 − Va(xγ)) = λ2 =: ρ0.

The requirement <[λ] > 0 implies arg λ2 6∈ C \ R≤0. Since the complex argument
operator is continuous on C \R≤0, there holds

lim
|x|→∞

arg(ργ(x)) = lim
|x|→∞

arg(λ2 − Va(xγ)) = arg(λ2).
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2.2. DECAYING POTENTIALS

By the definition of deformation functions, we know lim infx→∞ τ ′(x) > 0, which implies
the existence of some β > 0 and c1 > 0 such that arg(x′γ) = arg(1+iατ ′(|x|−R)) ∈ [β, π2 ]
for |x| > c1. We combine these facts and, after assuring ourselves that arg acts
continuously on all terms, there exists an arbitrarily small ε > 0 and c2(ε) > 0 such that

arg(ργ(x)x′γ) = arg(ργ(x)) + arg(x′γ) ∈
([

arg(λ2)− ε, arg(λ2) + ε
]

+
[
β,
π

2
])

=: I,

for all |x| > c2(ε). We can rewrite I = arg(λ2) + [β − ε, π2 + ε] and see, that for ε < β
2

the complex argument lies within an interval of less than π
2 width. It remains to be

shown, that there exists φ within bounds (0, π) such that I ⊆ [φ, φ + π
2 ]. For the

upper bound of φ, we set φ = arg(λ2) + ε to get φ < π for sufficiently small ε and
I = φ + [β − 2ε, π2 ]. The lower bound is critical if arg(λ2) < 0 and follows from the
initial requirement lim infx→∞ arg(x′γ(x)) > − arg(λ2). It allows us to choose β more
strictly as β > − arg(λ2) + 2ε > 0 and for φ = ε > 0 this results in

I = arg(λ2) +
[
β − ε, π2 + ε

]
= ε+

[
arg(λ2) + β − 2ε, arg(λ2) + π

2

]
⊆ φ+

[
0, arg(λ2) + π

2

]
.

2.2.3 Necessary conditions for the equivalence of scaled and unscaled
solutions

In Theorem 1.5.4 of the last chapter conditions were proven under which functions u,
that solve the complex scaled variational problem (1.5.1), are exactly the complex scaled
radiating solutions of the unscaled formulation. We will show necessary conditions
for a similar result in the framework of the time-independent Schrödinger equation
and potentials Va. Numerical tests suggest that these conditions might even be sufficient.

The complex scaled variational formulation for the time-independent Schrödinger equa-
tion reads:

Find u ∈ H1
γ(R) : sSγ (u, v) = 0, v ∈ H1

γ(R), (2.2.2)

where

sSγ (u, v) :=
∫
R

(
1
x′γ
u′v′ − (λ2 − Va(xγ))x′γuv

)
dx,

is a sesquilinear form on H1
γ(R)×H1

γ(R).

Lemma 2.2.3. Let g ∈ L∞(R) and u be a solution to the variational problem: Find
u ∈ H1

loc(R) such that s(u, v) = 0 for all v ∈ H1
comp(R), where

s(u, v) =
∫
R

(
u′v′ − guv

)
dx,

and u satisfies the asymptotic constraint∣∣u(x)
∣∣+∣∣∣u′(x)

∣∣∣ ≤ C2
∣∣exp(C1x)

∣∣ , x ∈ { y ∈ C : <[y] > −1 } ,
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CHAPTER 2. THE TIME-INDEPENDENT SCHRÖDINGER EQUATION

for some C3 > C1 ≥ 1 and C2 > 0. Then s(u,w) = 0, where w : C → C is a test
function in ∈ H1(R) \H1

comp(R) and is defined by

w(x) :=


exp(−C3x), 0 ≤ <[x]
exp(−C3x)(1 + <[x]), −1 ≤ <[x] < 0
0, <[x] < −1

.

Proof. Our goal is to apply the dominated convergence theorem. It is easy to see, that
w|R =: wR ∈ H1(R) and

∣∣w′R∣∣ ≤ (1 +C3)wR. In the following we will only work with w
on the real axis and omit the subscript of wR and use the asymptotic constraint on u
to estimate ∣∣s(u,w)

∣∣ =
∣∣∣∣∫
R

(
u′w′ − guw

)
dx
∣∣∣∣

≤
∫ ∞
−1

(
|u′w′|+|guw|

)
dx

�
∫ ∞
−1

(1 + C3)|w|
(
|u′|+|u|

)
dx

�
∫ ∞
−1

(1 + C3) exp
(
(C1 − C3)x

)
dx <∞

We further define wk ∈ H1
comp(R) as

wk(x) :=


w(x), x ≤ k
w(x)(k + 1− x), k < x ≤ k + 1
0, k + 1 < x

.

Let I(u, v) := u′v′−guv, then s(u, v) =
∫
R I(u, v) dx and I(u,w)−I(u,wk) converges to 0

almost everywhere. Simple estimates show that
∣∣wk(x)

∣∣ ≤ ∣∣w(x)
∣∣ and ∣∣w′k(x)

∣∣ ≤ 2
∣∣w′(x)

∣∣,
which imply

∣∣I(u,wk)(x)
∣∣ ≤ 2(

∣∣u′w′∣∣+|guw|) almost everywhere. Since (
∣∣u′w′∣∣+|guw|) is

integrable as seen in the estimation of s(u,w) <∞ above, we can apply the dominated
convergence theorem to get

s(u,w) = lim
k→∞

s(u,wk) = 0.

In the next theorem the residue theorem will be required.
Definition 2.2.4. (Residue) Let f be a holomorphic function with an isolated singularity
at z0 and define the family γε(t) := z0 + ε exp(2πit) of closed paths around z0. Then the
value

Resz0 f := 1
2πi

∫
γε
f(z) dz,

is well defined for sufficiently small ε and called the residue of f at z0.
Theorem 2.2.5. (Residue theorem) Let G be an open, simply connected subset of C
and f holomorphic on G with the exception of a set S ⊂ G of isolated singularities.
Further, let γ be a path in G which does not intersect with any points in S and denote
the winding number of γ around a point a by νγ(a). Then γ revolves only around a
finite number of points in S and there holds the residue formula

1
2πi

∫
γ
f(z) dz =

∑
a∈S

νγ(a) Resa f.

24



2.2. DECAYING POTENTIALS

Proof. See [Jän11].

Theorem 2.2.6. Let a > 0, λ ∈ C with <[λ] > 0 and τ(x) = x the linear deformation
function with scaling constant α = 1. Further, let u be a solution to (2.1.6) that is
holomorphic on an open superset O of critxγ and non-zero at the poles of Va. Assume
there exist constants C1, C2 > 0 such that u satisfies the constraint∣∣u(x)

∣∣+∣∣∣u′(x)
∣∣∣ ≤ C2 exp(C1

∣∣<[x]
∣∣), x ∈ C. (2.2.3)

If the following two statements are equivalent:

(i) u ∈ H1
loc(R) is a solution of (2.1.6),

(ii) uγ = u ◦ xγ ∈ H1
γ(R) solves the scaled variational problem (2.2.2),

then Va is holomorphic on critxγ, or equivalently
a√
2

(±1± i) 6∈ critxγ . (2.2.4)

Proof. There holds crit+ xγ ⊆ { z ∈ C : <[z] ≥ 0 ∧ =[z] ≥ 0 } and crit− xγ = − crit+ xγ ,
where for any set A ⊆ C the expression −A denotes the set { z ∈ C : −z ∈ A }. This im-
plies that of the four poles a√

2 (±1± i) there holds at most a√
2 (1 + i) ∈ crit+ xγ

and equivalently a√
2 (−1− i) ∈ crit− xγ . Therefore, condition (2.2.4) reduces to

p := a√
2 (1 + i) 6∈ crit+ xγ .

For either a set Γ ⊆ R or a path Γ: [0, 1]→ C we define the sesquilinear form

tΓ(u, v) :=
∫

Γ

(
u′v′ − (λ2 − Va(x))uv

)
dx. (2.2.5)

Using this notation, the weak formulation (2.1.6) becomes: Find u ∈ H1
loc(R) such that

tR(u, v) = 0 for all v : C→ C satisfying v|R ∈ H1
comp(R). Similarly, the complex scaled

formulation (2.2.2) can be written as: Find u ∈ H1
γ (R) such that txγ(R)(u, v) = 0 for all

v with vγ := v ◦ xγ satisfying vγ
∣∣
R
∈ H1

γ(R):

txγ(R)(u, v) =
∫
xγ(R)

(
u′v′ − (λ2 − Va(x))uv

)
dx

=
∫
R

(
(u′v′) ◦ xγ − (λ2 − Va(xγ))(uv) ◦ xγ

)
x′γ dx

=
∫
R

(
u′γ
x′γ

v′γ
x′γ
− (λ2 − Va(xγ))uγvγ

)
x′γ dx

= sSγ (uγ , vγ).

We required u to be holomorphic on O ⊃ crit+ xγ . If we manage to find a test function
v, which is holomorphic on an open set Õ such that O ⊇ Õ ⊃ crit+ xγ and non-zero
at p, then the integrand of (2.2.5), denoted It(u, v), is holomorphic on crit+ xγ if and
only if Va is holomorphic on crit+ xγ . The requirements for u and v to be non-zero at
the pole p is essential since such a zero point could offset the pole of V , resulting in a
removable singularity of It(u, v). In the following, we will use the test function

w(x) =


exp(−C3x), 0 ≤ <[x]
exp(−C3x)(1 + <[x]), −1 ≤ <[x] < 0
0, <[x] < −1

,
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with C3 > C1 as defined in Lemma 2.2.3. The restriction (2.2.3) allows direct application
of this lemma. It has the desired holomorphic property and under the assumed scaling
the space inclusion wγ

∣∣
R
∈ H1

γ(R) is easily verified. The previous lemma proves that
tR(u,w) is not only well defined, but even tR(u,w) = 0, despite w|R 6∈ H1

comp(R).

We define the following paths from the unit interval [0, 1] to C and all k ∈ N:

Γ1,k : x 7→ kx+R,

Γ2,k : x 7→ xγ(k(1− x) +R),
Γ3,k : x 7→ Γ1,k(1)(1− x) + Γ2,k(0)x.

For any k ∈ N the concatenated path Γk := Γ1,k + Γ3,k + Γ2,k is closed. Furthermore,
the paths Γ1,k and Γ2,k lie on the boundary of crit+ xγ (see Figure 2.2) and for any
x ∈ crit+ xγ there exists j ∈ N, such that x lies in the interior of Γk for all k ≥ j. Let u
be a function such that (i) holds and assume (i) ↔ (ii). Using the residue theorem, we
get

tΓk(u,w) =

2πi Resp It(u, v), if p lies in the interior of Γk
0, otherwise

,

and obtain the equivalence

p 6∈ crit+ xγ ⇔ lim
k→∞

tΓk(u,w) = 0,

where w is the test function defined above.

Previous to using this condition, we show that limk→∞ tΓ3,k(u,w) = 0. Since lim|x|→∞ Va(x)→
0 there exists C > (C3 + maxx∈Γ3,k |(λ2 − Va(x))| ) independent of k and we get

lim
k→∞

∣∣∣tΓ3,k(u,w)
∣∣∣ = lim

k→∞

∣∣∣∣∣
∫

Γ3,k

(
u′w′ − (λ2 − Va(x))uw

)
dx
∣∣∣∣∣

= lim
k→∞

∣∣∣∣∣
∫

Γ3,k

(
C3u

′ − (λ2 − Va(x))u
)
w dx

∣∣∣∣∣
≤ lim

k→∞

∫
Γ3,k

C
(
|u′|+|u|

)
|w| dx

� lim
k→∞

∫
Γ3,k

exp(C1<[x]) exp(C3<[x]) dx

= lim
k→∞

exp
(
(C1 − C3)(k +R)

) ∫
Γ3,k

dx.

The last equality follows from the fact that xγ(x) = x+ i(x−R) for x > 0 and

Γ3,k(y) = Γ1,k(1)(1− y) + Γ2,k(0)y
= (k +R)(1− y) + xγ(k +R)y
= (k +R)(1− y) + (k +R)y + iky

= (k +R) + iky,
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0 R R+ k
0

k

crit+xγ

Γ1,k

Γ3,k

Γ2,k

<[x]

=[x]

Figure 2.2: The integration paths constructed in Theorem 2.2.6.

which shows that <[Γ3,k(y)] is constant. Furthermore we see
∫

Γ3,k
dx =

∫
[0,1]

∣∣∣Γ′3,k(x)
∣∣∣ dx =

k and since C1 < C3 we get

lim
k→∞

∣∣∣tΓ3,k(u,w)
∣∣∣ � lim

k→∞
exp((C1 − C3)(k +R))k = 0, (2.2.6)

and finally have assembled all pieces needed to show the claimed result. Since x = xγ
for all x ∈ Ωint there holds

0 = tR(u,w)− txγ(R)(u,w)

= lim
k→∞

(
tΓ1,k(u,w) + tΓ2,k(u,w)

)
= lim

k→∞
tΓk(u,w).

Remark 2.2.7. The previous theorem can be generalized to other deformation functions.
If τ is polynomially bounded, the proof requires only minor adaptations. Exponential de-
formation functions on the other hand demand for stricter constraints on the asymptotic
behavior of solutions u since the quantity

∫
Γ3,k

dx can no longer be easily absorbed.

2.3 The harmonic oscillator
The harmonic oscillator represents a special case of the time-independent Schrödinger
equation. Its potential function V (x) = x2 is of interest to us, since it constitutes
the pointwise limit of the rational potentials Va(x) we treated in the previous sections.
There holds

x2

1 + (xa)4
a→∞−−−→ x2, x ∈ C (2.3.1)

This potential function has the additional key benefit that the eigenpairs of the associated
Hamilton operator can be solved analytically. Its exact resonances are of the form√

2n+ 1, n ≥ 0.

Definition 2.3.1. ((Physicists) Hermite polynomials) The Hermite polynomials are
orthogonal polynomials with respect to weight function w(x) = e−x

2, that is to say∫
Rw(x)Hn(x)Hm(x) dx =

√
π2nn!δn,m. They can be defined as

Hn(x) := (−1)nex2 dn

dxn e
−x2

.
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Proposition 2.3.2. The Hermite polynomials satisfy the following recurrence relations:

(i) Hn+1(x) = 2xHn(x)−H ′n(x).
(ii) H ′n+1(x) = 2(n+ 1)Hn(x).

Proof. The first relation is quickly confirmed:

Hn+1(x) = −ex2 d
dx
(
Hn(x)e−x2)

= −ex2 (
H ′n(x)e−x2 − 2xHn(x)e−x2)

= 2xHn(x)−H ′n(x),

whereas the second requires slightly more work. We start off with

(−1)n+1 d
dxHn+1(x) = d

dxe
x2 dn+1

dxn+1 e
−x2

= 2xex2 dn+1

dxn+1 e
−x2 + ex

2 dn+1

dxn+1 (−2x)e−x2

= 2xex2 dn+1

dxn+1 e
−x2 + ex

2
n+1∑
k=0

(
n+ 1
k

) dk

dxk (−2x) dn+1−k

dxn+1−k e
−x2

.

Since dk
dxk (−2x) = 0 for k > 1, only the first terms of the sum in the last line are

non-zero and we get

(−1)n+1 d
dxHn+1(x) = 2xex2 dn+1

dxn+1 e
−x2 + ex

2
(
−2x dn+1

dxn+1 e
−x2 − 2(n+ 1) dn

dxn e
−x2

)
= −2(n+ 1)(−1)nHn(x).

Definition 2.3.3. (Hermite functions) The Hermite functions are a sequence of or-
thonormal functions based on the Hermite polynomials:

ψn(x) := (2nn!
√
π)

1
2 e−

x2
2 Hn(x).

Proposition 2.3.4. The Hermite functions are eigenfunctions of the Hamilton operator
associated with the harmonic oscillator. They satisfy

ψ′′n(x) + (2n+ 1− x2)ψn(x) = 0,

implying eigenpairs of the form (ψn,
√

2n+ 1).

Proof. Since the constant term (2nn!
√
π)1/2 occurs on both sides of the equation, we

omit it from the proof and use the unscaled functions ϕn := e−x
2/2Hn . Translating the

recurrence relations of Proposition 2.3.2 to ϕn yields the relations ϕn+1 = xϕn − ϕ′n
and ϕ′n+1 = −xϕn+1 + 2(n+ 1)ϕn, which lead to

0 = −ϕ′n+1 − xϕn+1 + 2(n+ 1)ϕn
= −(xϕn − ϕ′n)′ − x(xϕn − ϕ′n) + 2(n+ 1)ϕn
= −ϕn − xϕ′n + ϕ′′n − x2ϕn + xϕ′n + 2(n+ 1)ϕn
= ϕ′′n + (2n+ 1− x2)ϕn.
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Numerical tests

The resonances of the discrete spectrum essentially fall into two categories, which we
will refer to as physical and artificial. The first category represents the unknowns we
are interested in; they are approximations to resonances of the continuous problem
and will, provided that certain requirements are met (see Appendix), converge to their
continuous counterpart. Artificial, also called spurious, resonances have no physical
basis, they are artifacts introduced by the discretization of our problem.

The distinction between these categories can be difficult, as the location of the exact
physical resonances is usually only roughly known – or not known at all. Furthermore,
since all resonances in the discrete spectrum are afflicted by numerical errors, the role
of a discrete resonance can be ambiguous even if the exact values of the continuous
problem are given. In general, we can observe that coarser methods (which may refer
to a larger mesh resolution parameter h, lower polynomial order p or a number of
other parameters) will generate spectra in which physical and artificial resonances are
less well separated. This leads to a trade-off between the computational complexity of
our numerical methods and the ambiguity of the resulting resonances. We would like
to compute the discrete spectrum quickly, but retain the ability to identify physical
resonances. In the following sections we will analyze the influence of discretization
parameters on the discrete spectrum. All conclusions drawn are to be considered with
care, as they are based on numerical results and as such are approximations, and
consequently falsifications. We will merely state experimental observations.

It is convenient to assign some unified notation. We write

Vh(x) := x2 and Va(x) = x2

1 + (xa)4 ,

to distinguish between potentials, where the subscript h of Vh indicates the relation to
the harmonic oscillator and the parameter a might be instantiated to a fixed value (for
example V7(x) := x2(1 +

(
x/7
)4)−1). Analogous subscripts are used for the spectrum

arising from the resonance problem of the time-independent Schrödinger equation of
a specific potential. In particular σh := {

√
2n+ 1 : n ∈ N0 } is the spectrum of the

Hamilton operator associated with the harmonic oscillator, and σθa refers to the discrete
spectrum obtained from the numeric solution of a resonance problem with potential
Va(x). The parameter θ refers to a set of discretization parameters and might be omitted
if it is clear from context or inconsequential. Note, that the inclusion of θ does not
render σθa an entirely deterministic property as even with the exclusion of unavoidable

29



CHAPTER 3. NUMERICAL TESTS

numerical inaccuracies, some random elements can be introduced by certain numerical
procedures. Finally, in order to refer to specific eigenpairs, we write (ψh,n, λh,n) for
λh,n ∈ σh and (ψθa,n, λθa,n) for

λθa,n := arg min
µ∈σθa\{λθa,i:i<n }

∣∣∣µ− λh,n∣∣∣ .
This enumeration of numerical resonances breaks down if n is chosen too large. Nonethe-
less, it proves to be a useful designation in the following tests.

3.1 Invariance under discretization parameters
As physical resonances are based on some physical ground truth, we would expect them
to be largely independent of discretization parameters as long as these parameters
remain in the domain of competency of our numerical methods. The intent of the next
experiment is to verify this expectation. It will serve as a basis to all following sections,
as the absence of such an independence property would challenge the practicality of
the entire complex scaling method. At this point we are not concerned with questions
about computational efficiency.

There exists a substantial number of discretization parameters, falling essentially into
four categories:

(i) Domain: The shape of the interior domain. In our one-dimensional setting it is
described entirely by the parameter R.

• R: The interval size of the interior domain Ωint = (−R,R).

(ii) Finite element space: H1(Ω).

• h: Global triangulation size. It may be separated into hint in the interior
domain and hext in the exterior domain.
• p: Polynomial order.

(iii) Complex scaling: see (3.1.1).

• T : The numerical exterior domain is truncated to finite size with width T ,
resulting in Ωext = (−R− T,−R] ∪ [R,R+ T ) and a homogeneous Dirichlet
boundary condition is posed on the outer boundary {±(R+ T ) }.
• τ : The deformation function of (3.1.1).
• α: The scaling constant of (3.1.1).

(iv) Eigenvalue solver: Arnoldi iteration.

• k: Krylov space dimension.
• s: Shift parameter.

For the experimental setup, we compute a reference spectrum with fine discretization
parameters θref. In this spectrum we identify resonances that can be classified as physical
with reasonable certainty. This is done, in part, by taking the spectrum of the harmonic
oscillator as a reference point and supported by their invariance in the following test.
The reference spectrum is compared to resonances obtained from coarser discretization
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Figure 3.1: Resonances are plotted in the complex plane. Physical resonances are
invariant across all discretization parameters as long as no artificial resonances (gray)
exist in close proximity.

θref =
{

Domain: R = 20 Complex scaling: T = 10, α = 10, τ(x) = x
FE space: h = 10−3, p = 8 Solver: Arnoldi, k = 250, s = 20 + 0i

}

θbase =
{

Domain: R = 20 Complex scaling: T = 10, α = 10, τ(x) = x
FE space: h = 10−2, p = 8 Solver: Arnoldi, k = 200, s = 20 + 0i

}

parameters θbase that have been chosen, such that the emergence of adverse effects can
be provoked. Resonances that match reference values are classified as physical, and as
artificial otherwise.

We test three parameters tied to the finite element space, namely the global triangulation
size h, polynomial order p and the size of the interior domain R. Additionally we test
three parameters of the complex scaling method: The width T of the exterior domain,
the scaling parameter α and the deformation function τ which are used to form a
complex scaling function

γτ,α,R(r) :=

r , r ∈ [0, R]
r + iατ(r −R) , r ≥ R

. (3.1.1)

Parameters are varied one at a time and otherwise fixed to θtest. Our test shows (see
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Figure 3.2: A comparison of the potentials Vh(x) and Va(x) for a = 1 and a = 10.

Figure 3.1) that resonances are indeed stable across all six parameters and are only
lost if artificial resonances exist in close proximity. The artificial components of the
spectrum, for the most part, have clear structure and generally tend to have bigger
overlap with physical resonances if discretization is more coarse.

3.2 Smooth dependence of σa on data

Even though the potentials Vh(x) = x2 and Va(x) := x2(1+
(
x/a
)4)−1 have vastly different

asymptotic behavior, they are similar within a region of approximately (−a/2, a/2). As the
eigenfunctions of the harmonic oscillator decay exponentially, we argue that eigenpairs
(ψn, λn) are decent approximations to eigenpairs for a potential Va for n, such that the
essential support of ψn lies within a region where Va(x)−x2 is small. Since suppψn = R

for all n we use the term essential support to refer to a subset of R, where ψn is decidedly
non-zero, such as suppε ψn := {x ∈ Ω :

∣∣ψn(x)
∣∣ ≥ ε } for some small ε > 0. For such n,

this argument is motivated by the following estimation∥∥∥∥(− d2

dx2 + Va(x)
)
ψn − λnψn

∥∥∥∥
L2(R)

=
∥∥∥∥(− d2

dx2 + Va(x) + x2 − x2
)
ψn − λnψn

∥∥∥∥
L2(R)

≤
∥∥∥(Va(x)− x2)ψn

∥∥∥
L2(R)

(3.2.1)

≤ max
x∈suppε ψn

(Va(x)− x2) +
∥∥∥(Va(x)− x2)ψn

∥∥∥
L2(R\suppε ψn)

.

The property‖ψn‖L2(R) = 1 simplifies the first term in the last line and the second term
is small for the chosen n.

If we assume smooth dependence of eigenvalues and eigenfunctions on the potential V ,
then it is not unreasonable to expect a similarity between the spectrum of the harmonic
oscillator with potential Vh(x) and the time-independent Schrödinger equation with
bounded potentials Va(x). We can observe the claimed similarities of eigenvalues in
Figure 3.3. For larger n, the eigenvalues λa,n corresponding to Va(x) tend to have a
smaller real component and will eventually exhibit a significant imaginary component.

The following examples show how the magnitude of =[λa,n] plays a major role in the
asymptotic behavior of their corresponding eigenfunctions.
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Figure 3.3: A numerical comparison of eigenvalues for the potentials Vh(x) and Va(x)
for small n.

Example 3.2.1. We compare the eigenfunctions ψh,5 and ψθa,5 with the corresponding
eigenvalues λh,5 = 11 and λθa,5 = 10.22− 1.18× 10−4i for the potential parameter a = 5
(see Figure 3.4 for parameters θ).

We note a distinct reduction of <[λa,5] compared to λh,5 whereas =[λa,5] is small.
This is consistent with our observations of Figure 3.3. We have previously argued
that there is a connection between similarity of eigenfunctions ψh,n and ψa,n and
their essential support in relation to

∣∣Vh(x)− Va(x)
∣∣. In this particular example, the

essential support of ψh,5 closely resembles the interval between the two maxima of
Va(x). Since arg maxx∈R Va(x) = a we have suppε ψh,5 ∼ (−a, a) which exceeds the
previously suggested region (−a/2, a/2) within which

∣∣Vh(x)− Va(x)
∣∣ is small. Figure 3.4

shows notable differences between the two eigenfunction, although their general shape
and asymptotic behavior is similar. Small oscillations are discernible in the asymptotic
behavior of ψa,5 that are absent in ψh,5. //

Example 3.2.2. We compare the eigenfunctions ψh,6 and ψθa,6 with the corresponding
eigenvalues λh,6 = 13 and λθa,6 = 11.63− 1.24× 10−2i for the potential parameter a = 5
(see Figure 3.5 for parameters θ).

The setting of this example is identical to Example 3.2.1 and we have moved to the
next eigenpair in line. At this point the eigenvalues λh,n and λa,n diverge more severely.
We have <[λh,6 − λa,6] = 1.37 compared to <[λh,5 − λa,5] = 0.78 and, perhaps more
significantly,

∣∣=[λa,6]
∣∣ has increased by two orders of magnitude. Consequently, the

deviation of eigenfunctions in Figure 3.5 is more pronounced and the asymptotic behavior
of ψa,6 shows persistent oscillation. Interestingly, the increase in the essential support
of ψh,6 compared to ψh,5 is very minor. More refined tests will be needed to argue for
the significance of this property. //

In order to further support our claim that σa continuously depends on the potential
Va(x) and the parameter a in particular, we study σa as a function of a. The limits of
this function are a consequence of

lim
a→∞

Va(x) = Vh(x), x ∈ R,

and

lim
a→0

Va(x) = 0, x ∈ R.
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Figure 3.4: Comparison of a single eigenfunction ψh,5 of the harmonic oscillator Vh(x) =
x2, corresponding to the eigenvalue λ2

h,5 = 11, and the eigenfunction ψa,5 arising from
the rational potential Va(x) = x2(1 +

(
x/a
)4)−1 with a = 5.

θ =
{

Domain: R = 20 Complex scaling: T = 10, α = 1, τ(x) = x
FE space: h = 10−2, p = 8 Solver: Arnoldi, k = 200, s = 10 + 0i

}
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Figure 3.5: Comparison of a single eigenfunction ψh,6 of the harmonic oscillator Vh(x) =
x2, corresponding to the eigenvalue λ2

h,6 = 13, and the eigenfunction ψa,6 arising from
the rational potential Va(x) = x2(1 +

(
x/a
)4)−1 with a = 5.

θ =
{

Domain: R = 20 Complex scaling: T = 10, α = 1, τ(x) = x
FE space: h = 10−2, p = 8 Solver: Arnoldi, k = 200, s = 10 + 0i

}
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Figure 3.6: The shape of the paths γn(a) = λ2
a,n for the first 12 resonances.

As such, we expect γn(a) := λ2
a,n to form a continuous path that approaches λ2

h,n

for large a. For a → 0, on the other hand, the Hamilton operator simplifies to the
second order differential operator − d2

dx2 with spectrum R and the convergence of discrete
eigenvalues is no longer guaranteed. This change will manifest itself in the form of
numerical errors in our tests and the previously shown invariance of resonances under
discretization parameters will be lost. We counteract this problem by performing multiple
computations under different parameter sets θ. Sections of γn that remain invariant
under these variations are assumed to be undistorted. The results of this computation
for the first 12 resonances are shown in Figure 3.6 and confirm our expectations with
respect to smoothness. The overall shape of the paths is similar across all n, although
large changes are induced by different intervals of a. We will investigate values of a
as a function of n. Specifically we are interested in a mapping n 7→ { a : =[γn(a)] = c }
for some fixed c > 0. In our example these values of a are unique and we will use the
expression

n 7→ =[γn]−1(c), (3.2.2)

instead. The inverse is only well defined if =[γn(a)] is strictly monotonous. Although
we cannot prove such a property in a general form, it will hold all cases treated here.
The same is true for the mapping n 7→ <[γn]−1(c). For the computed data of Figure 3.6
and fixed c the mapping (3.2.2) seems to be almost linear.

In Figure 3.7 we take a closer look at a single path γn for n = 5. It shows more clearly,
that the paths γn are virtually constant for large a, and the deviation =[λ2

a,5 − λ2
h,5] is

much more rapid than the real component <[λ2
a,5 − λ2

h,5]. We would like to find a good
criterion to predict the value of a at which a potential Va(x) will cause large imaginary
components of λ2

a,n. The bottom portion of Figure 3.7 suggests a correlation between
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Figure 3.7: A more detailed visualization of the path γ5(a) = λ2
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Figure 3.8: An illustration of the quantity δn,M (a) with parameters n = 4 and a = 5.
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Figure 3.9: An illustration of the correlation of the quantities =[γn]−1(c1) and δ−1
n,Mc(c2),

as well as <[γn]−1(c3) and δ−1
n,M (c4), and the independence of this property under

scaling of the vector of constants c = (0.01, 1, 0.1, 0.152)>. M(a) = (−0.8a, 0.8a) and
M c(a) = R \ (−0.8a, 0.8a).
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∣∣ψa,n∣∣ and |λ2
a,n − λ2

h,n|. However, as the point evaluation of
∣∣ψa,n∣∣ is not monotonous,

we use instead the integrated quantity (see also estimation (3.2.1))

δn,M (a) :=
∥∥∥(Vh(x)− Va(x)

)
ψn(x)

∥∥∥
L2(M(a))

, (3.2.3)

where M(·) maps to subsets of R. Using the empirically chosen constants c =
(0.01, 1, 0.1, 0.152)>, M(a) = (−0.8a, 0.8a) and M c(a) = R \ (−0.8a, 0.8a) we com-
pare (

n 7→ =[γn]−1(c1), n 7→ δ−1
n,Mc(c2)

)
,

and (
n 7→ <[γn]−1(c3), n 7→ δ−1

n,M (c4)
)
.

We find, that the mapping n 7→ δ−1
n,M (c), c > 0 is highly correlated with mapping (3.2.2)

across a wide range of n. Figure 3.9 demonstrates, that this correlation remains almost
entirely stable if the vector of constants c is scaled, and confirms that knowledge of an
eigenfunction ψa,n (or knowledge of its essential support) can be a (rough) predictor of
=[λ2

a,n] and <[λ2
h,n − λ2

a,n].

These correlations are not unexpected, since quantum wave functions of higher energies
are more likely to surpass to potential well of Va(x) which is reflected in higher magnitude
of the eigenfunction ψa,n outside of (−a, a). The outward travel of these waves is
synonymous with the transport of energy away from the origin, and the rate of decrease
in energy is reflected in the imaginary component of λ2

a,n.

3.3 Poles in the critical region of xγ

3.3.1 Examples

The potential Va(x) = x2
(
1 + (x/a4)

)−1
has four poles pi at a√

2(±1± i). Theorem 2.2.6
shows that, under the assumption of some technical conditions, a proposed equivalence
between the solutions of the treated scaled and unscaled variational formulations cannot
hold if any pole pi lies within the critical region of xγ . The following numerical tests
illustrate this effect. We use parameters a = 6 and the linear complex scaling

γτ,α,R(r) :=

r , r ∈ [0, R]
r + iα(r −R) , r > R

, (3.3.1)

and vary both the scaling parameter α (see Figure 3.10) and the size of the interior
domain Ωint = (−R,R) (see Figure 3.11) individually.

The metric chosen to indicate the failure of our numerical methods works as follows:
A reference set of resonances is computed, of which the 15 physical resonances of
smallest magnitude are stored. All subsequently computed sets of resonances are then
compared with the 15 stored reference values by counting how many of them could
still be computed while disregarding negligible differences. This number is denoted
nλ(α) and nλ(R) respectively. Our tests show indeed a sharp drop in nλ(·) as poles
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Figure 3.10: Scaling profiles with a varying scaling constant α (top left). The number
of resonances matching precomputed reference values nλ(α). For α = αp a pole lies
directly on the boundary of critxγ (top right). Computed eigenvalues without poles in
critxγ (bottom left). Computed eigenvalues with poles in critxγ (bottom right).
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Figure 3.11: Scaling profiles with a varying interior domain size Ωint = (−R,R) (top left).
The number of resonances matching precomputed reference values nλ(R). For R = Rp a
pole lies directly on the boundary of critxγ (top right). Computed eigenvalues without
poles in critxγ (bottom left). Computed eigenvalues with poles in critxγ (bottom right).
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Figure 3.12: Two stacked linear scaling functions (left). The corresponding discrete
eigenvalues and reference values (right).

approach critxγ , and a constant value of zero if a poles lies in the interior of critxγ . If
finer discretization parameters are chosen, the shape of nλ(·) approaches that of a step
function.

For our particular choice of potential functions Va(x) this effect puts an interesting
constraint on the choice of deformation functions. The proof of Theorem 2.2.6 has shown
that one of the poles which might potentially lie within critxγ is p(a) = a√

2 (1 + i). In a
case where a scaling profile, which is suitable independently of the parameter a is required,
the condition p(a) 6∈ critxγ , ∀a > 0 would have to hold. Some elementary considerations
show that this condition is not satisfied if lim infx→∞ ατ ′(x) > 1. Examples of such
scaling profiles are the linear scaling used above if α > 1, or monomials τ(x) = xk with
k > 1.

3.3.2 Stacked complex scaling

Stacked complex scaling profiles can be used to maximize scaling around poles in
order to enable earlier truncation. For n deformation functions and scaling constants
(τi, αi), 1 ≤ i ≤ n and values Rn ≤ . . . ≤ R1 = 0 the sum

τ(x) =
n∑
i=1

αiτi(max(x−Ri, 0)),

creates a new scaling profile. It inherits the regularity of the deformation functions τi
in all points x 6= Ri.

3.4 Analysis of artificial resonances

We will test the influence of discretization parameters on artificial resonances. A good
understanding of these effects can reduce computational effort tremendously. Our tests
vary individual discretization parameters and compare the results to reference values.
A more detailed analysis can be found in [NW18].

All tests were performed with a fixed potential Va(x) with fixed scaling parameter a = 6.
The used reference values are resonances which remain invariant under two separate
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sets of fine discretization parameters

θref1 =
{

Domain: R = 5 Complex scaling: T = 15, α = 1, τ(x) = x
FE space: h = 1× 10−2, p = 10 Solver: Arnoldi, k = 250, s = 5 + 0i

}

θref2 =
{

Domain: R = 5 Complex scaling: T = 10, α = 2, τ(x) = x
FE space: h = 3× 10−3, p = 8 Solver: Arnoldi, k = 250, s = 5 + 0i

}
.

In order to provoke visible changes in the discrete spectrum, we utilize an additional,
coarser discretization baseline

θbase =
{

Domain: R = 5 Complex scaling: T = 15, α = 1, τ(x) = x
FE space: h = 10−1, p = 3 Solver: Arnoldi, k = 250, s = 10 + 0i

}
.

(3.4.1)

In each of the Figures 3.13 to 3.17 one of these parameters is varied while the others
remain fixed. Resonances matching reference values are marked in blue. All other values
are considered artificial and marked in gray.

The computed data shows a general and unsurprising trend: Fewer physical eigenvalues
are retained if parameters are chosen more coarse. Since the distributions of both
physical and artificial resonances have mostly clear structure, it might be tempting to
classify all values on a path as either physical or artificial. Such an approach would fail
in instances such as the case T = 2 in Figure 3.16. Furthermore, the coarsest instances
hint = 1 of Figure 3.13, p = 1 of Figure 3.14 and hext = 1 of Figure 3.15 show artificial
resonances at <[z] > 20 seemingly approaching the real axis. These values might be
mistaken for a continuation of physical resonances.

Some of the most striking effects are the consequence of a varying scaling parameter α
and shown in Figure 3.17. Fortunately, it is possible to assign meaning to some of the
artificial structures. In homogeneous exterior domains we can find radiating solutions
to Helmholtz-type equations. These have the form

uext(x) =

C1 exp(iω(x−R)) , x ∈ Ω+
ext

C2 exp(−iω(x+R)) , x ∈ Ω−ext
,

as stated in Definition 1.2.1. According to Proposition 1.5.3 these solutions decay
exponentially if α > −=[ω]

<[ω] . As such, the line { z ∈ C : −=[z]
<[z] = α } or equivalently

{ z ∈ C : − arg(z) = arctan (− =[z]
<[z]) = arctan(α) } has significance to these solutions.

Since our potential Va(x) approaches zero for large |x|, it seems that this significance
is transferred in part to inhomogeneous exterior domains. As our tests show squared
resonances, we are interested in the line { z ∈ C : − arg(z) = 2 arctan(α) }. Indeed, all
tests of this section with fixed α = 1 show a structure at =[z] < −40 at an angle of
roughly −π

2 = −2 arctan(1). Similar structures, but with varied angles roughly matching
this hypothesis, can be observed in Figure 3.17.
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Figure 3.13: Variation of the interior triangulation size hint from the baseline (3.4.1).
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Figure 3.14: Variation of the finite element space polynomial order p from the baseline
(3.4.1).
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Figure 3.15: Variation of the exterior triangulation size hext from the baseline (3.4.1).
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Figure 3.16: Variation of the truncation point T with Ωext = (−T −R,−R]∪ [R,R+T )
from the baseline (3.4.1).
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Figure 3.17: Variation of the scaling parameter α from the baseline (3.4.1).

43



Chapter 4

Conclusion

4.1 Summary
This thesis presented the complex scaling method in one dimension. The theoretical
basis for Helmholtz-type equations with homogeneous exterior domains, as discussed in
[Nan16], was generalized to a wider range of scaling profiles which led to the concept
of deformation functions. An equivalence of radiating solutions and scaled solutions
was proven. This makes the complex scaling method well suited for the numerical
treatment of resonance problems with advantages including the exponential decay of
scaled solutions in space and a linear eigenvalue structure of the complex scaled problem
formulation. The second chapter further extended the method to the time-independent
Schrödinger equation with inhomogeneous potential functions in the exterior domain.
In this setting, the notion of radiation conditions was adapted and the previous proof,
concerning equivalence of radiating solutions and scaled solutions, was weakened to
necessary conditions that are mainly focused on the need for holomorphic potential
functions in a so called critical region. Numerical tests were set up to study resonance
problems of a family of quadratically decaying potential functions Va and compared
to an analytically known limit for a → ∞. Further tests illustrated the separability
of physical and artificial resonances across a range of discretization parameters. The
comparatively large number of such parameters is one of the disadvantage of the complex
scaling method, as the choice of computationally efficient and well behaved parameters
is a time consuming task.

4.2 Future work
All results presented in this thesis are restricted to one dimension. Most practical
applications however, require methods in two or three dimensions. Hence, an according
extension to higher dimensions is a natural next step.

Our results concerning the equivalence of radiating and scaled solutions were satisfactory
in the first chapter but had to be weakened to necessary conditions in the second. The
main obstacle preventing a stronger result is the lack of explicit knowledge of solutions in
the exterior domain. Based on numerical test it is conjectured that the posed conditions
might already be sufficient.
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Appendix

In this chapter we list important definitions and theorems. The contents of the second
section are taken from [Nan16].

A Basic compact operators

Theorem A.1. (Scalar trace operator) There exists a well defined and continuous
operator

Tr : H1((0, 1))→ C,

whose restriction to C1([0, 1]) coincides with

u 7→ u(0).

Proof. See [Sch09].

Theorem A.2. (Trace operator) There exists a well defined and continuous operator

Tr : H1(Ω)→ L2(∂Ω),

which coincides with u|∂Ω for u ∈ C1(Ω).

Proof. See [Sch09].

Definition A.3. An operator T : V → W between normed spaces V and W is called
compact if for any bounded sequence (vn)n∈N in V the sequence (Tvn)n∈N in W contains
a convergent subsequence.

Any continuous operator with finite rank is compact as an immediate consequence of
Bolzano-Weierstrass.

For any open subset Ω of Rn and m ∈ N0, p ≥ 1 we write Wm,p(Ω) to denote the
Sobolev spaces of functions f ∈ Lp(Ω), such that for any multiindex α with |α| ≤ m the
weak derivative Dαf lies in Lp(Ω). The norm on this space is defined as

‖f‖m,p,Ω =

 ∑
|α|≤m

‖Dαf‖pp

1/p

, (A.1)

for 1 ≤ p <∞ and

‖f‖m,∞ = max
α≤m
‖Dαf‖∞ ,

otherwise. There holds Hm(Ω) = Wm,2(Ω).
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Theorem A.4. (Rellich-Kondrachov) Let Ω be a bounded, convex, and open subset of
Rn. For every 1 ≤ p ≤ ∞, the Sobolev space W 1,p(Ω) is compactly embedded in Lp(Ω).

Proof. See [Eva10].

B Coercive operators with compact perturbations.

Theorem B.1. (Riesz) Let S : X → Y be a bounded, linear operator with a bounded
inverse S−1 : Y → X and K : X → Y a compact, linear operator mapping a normed
linear space X to a normed linear space Y . If the homogeneous equation

(S −K)ϕ = 0

has only the trivial solution ϕ = 0, then the inhomogeneous equation

(S −K)ϕ = f

has a unique solution for all f ∈ X, and ϕ ∈ Y is continuous in f .

Proof. See [Kre99].

The significance of Riesz-Fredholm theory lies in the fact that it allows to reduce questions
about the existence of solutions to an inhomogeneous problem, to the verification that
the homogeneous equation has no non-trivial solutions.

Definition B.2. (Orthogonal projection) Let (V, (·, ·)V ) be a Hilbert space and X ⊂ V
a closed subspace. For each fixed u ∈ V the orthogonal projection of u onto X is defined
as the unique element v ∈ X minimizing the functional ‖u− v‖V . In other words,
PX : V → X is defined as

PXu := argmin
v∈X

‖u− v‖V .

Let (V, (·, ·)V ) be a Hilbert space and for h > 0 there exists a family of closed subspaces
Vh ⊂ V , and Ph : V → Vh is the orthogonal projection. We are now able to investigate
problems of the form

find u ∈ V : (A+K)u = f, (B.1)

and

find uh ∈ Vh : Ph(A+K)uh = Phf, (B.2)

for arbitrary f ∈ V . In this context K : V → V is a linear, compact operator and
A : V → V a linear, continuous operators for which the solution uh ∈ Vh of the projected
problem PhAuh = Phf converges for h→ 0 to the solution u ∈ V of Au = f .

Theorem B.3. Let Λ ⊂ C be an open set, Λ̂ ⊂ Λ compact, and A(λ) : V → V for λ ∈ Λ
a family of bounded and linear operators such that the mapping λ 7→ A(λ) is continuous.
Furthermore, let K : V → V be a compact operator and there exists a constant α > 0
such that for all λ ∈ Λ̂ there holds

∣∣(A(λ)v, v)V
∣∣ ≥ α‖v‖2 for all v ∈ V .

Let Vh ⊂ V with h > 0 be a family of closed subspaces of V such that the orthogonal
projection P : V → Vh converges pointwise for h→ 0 to the identity I : V → V .
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B. COERCIVE OPERATORS WITH COMPACT PERTURBATIONS.

Then S(λ) := A(λ) + K is invertible for all λ ∈ Λ̂ and there exists h0 > 0, such that
Sh := PhS : Vh → Vh is invertible for all h ≤ h0 and

sup
λ∈Λ̂

∥∥∥Sh(λ)−1
∥∥∥ ≤ C,

for some constant C > 0 independent of h.

Proof. See [Nan16].

Theorem B.4. (Generalized Céa) Assume the requirements of the previous theorem
hold for Λ̂ = {λ }. In particular S = A + K is invertible and u ∈ V is the unique
solution to (B.1). Then there exists h0 > 0, such that (B.2) has a unique solution for
all h ≤ h0 and there exists a constant C > 0 independent of h such that

‖u− uh‖ ≤ C inf
vh∈Vh

‖u− vh‖ .

Proof. See [Nan16].

The previous theorem allows to draw conclusions if S(λ) = A(λ) +K is invertible. For
all remaining cases we explore solutions to eigenvalue problems.

Definition B.5. (Eigenpairs of nonlinear operators) The pair (λ, u) ∈ Λ× V \ { 0 } is
an eigenpair of S if and only if

S(λ)u = 0.

If s(·, ·) = a(·, ·)− λb(·, ·) is composed of sesquilinear forms a, b on V × V , then we can
associate operators A,B : V → V and the operator equation S(λ) := A − λB. The
discrete eigenvalues problems:

Find (λh, uh) ∈ C× Vh \ { 0 } : a(uh, v) = λhb(uh, v), v ∈ Vh, (B.3)

are equivalent to the projected problems:

Find (λh, uh) ∈ C× Vh \ { 0 } : PhS(λh)uh = 0. (B.4)

The following theorems operate under the assumption that there exists a discrete set
Σ ⊂ Λ with no limit point in Λ such that S(λ) = A(λ) +K is invertible for all λ ∈ Λ \Σ.

Theorem B.6. Let (λh, uh) ∈ Λ× Vh \ { 0 } be a sequence of eigenpairs of the discrete
eigenvalues problem (B.4) and λh converges to some λ0 ∈ Λ for h→ 0. Then λ0 ∈ Σ, i.e.
the limit of a sequence of discrete eigenvalues is always an eigenvalue of the continuous
problem.

Proof. See [Nan16].

Theorem B.7. For all λ0 ∈ Λ \ Σ there exist constants h0, ε > 0 such that the set
{λ ∈ Λ : |λ− λ0| < ε } contains no eigenvalues of the discrete eigenvalue problem (B.4)
for all h ≤ h0.

Proof. See [Nan16].
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Definition B.8. (Holomorphic operators) Let Λ ⊂ C be an open set and S(λ) : V → V
for λ ∈ Λ a holomorphic family of operators, i.e. for all λ0 ∈ Λ there exists the derivative

S′(λ0) := lim
λ→λ0

1
λ− λ0

(
S(λ)− S(λ0)

)
,

in the norm on L(V ), the space of linear and bounded operators on V .

Theorem B.9. In addition to the previous requirements, assume that λ 7→ A(λ) is
holomorphic. Then for any λ0 ∈ Σ there exists a sequence of discrete eigenvalues λh of
(B.3) converging to λ0.

Proof. See [Nan16].
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Nomenclature

Complex scaling:

α Scaling parameter of a complex scaling function, 8

critxγ Critical region of the complex scaled variable xγ , 8

τ Deformation function, 8

H1
γ(R) Weighted Sobolev space associated with xγ , 12

uγ Complex scaled function, 8

xγ Complex scaled variable, 8

General:

arg(f(x)) Complex argument of f(x) in the interval [−π, π), 9

1A Indicator function of the set A, 10

N0 Natural numbers including zero, 10

R≥0 Non-negative real numbers, 7

supp f Support of f : Ω→ R. supp f := {x ∈ Ω : f(x) 6= 0 }, 4

suppε f Essential support of f : Ω→ R. suppε f := {x ∈ Ω :
∣∣f(x)

∣∣ ≥ ε }, 32

Br(x) The open ball of radius r around x, 14

H1
comp(R) Subspace of H1(R) containing all functions with compact support, 4

H1
loc(R) Subspace of H1(R) containing all locally integrable functions, 4

L∞(Ω) Banach space of essentially bounded functions on Ω, 4

Wm,p(Ω) Sobolev space (A.1), 45
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