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KURZFASSUNG 

 

Punktwolken haben sich zu einer mächtigen Datengrundlage für die Erstellung von 3D 

Modellen entwickelt und finden dadurch Anwendung in verschiedenen Disziplinen. Zum 

Beispiel in der Verwaltung natürlicher Ressourcen, dem Umweltmanagement sowie im 

städtebaulichen Kontext. 3D-Punktwolken spielen eine wesentliche Rolle in der 

Bereitstellung und Aktualisierung von räumlichen Informationen, während 

herkömmliche Rasterbilder zweidimensionalen Beschränkungen unterliegen. 

Mittlerweile wurde ein breites Spektrum an Sensoren und Plattformen für die Aufnahme 

von Punktwolken entwickelt. Das Laserscanning und das Dense-Image-Matching sind 

die zwei wichtigsten Aufnahmetechniken für die großflächige Erfassung von 

Punktwolken. Die Anzahl der veröffentlichten wissenschaftlichen Beiträge im Bereich 

der Klassifizierung von Punktwolken und der multitemporalen Veränderungsdetektion 

(Change Detection) ist stetig steigend. Ein Großteil der Beiträge zu Klassifizierung und 

Veränderungsdetektion konzentriert sich jedoch eher auf 2D Rasterdaten, als auf 

Punktwolken. Des Weiteren steht das Interesse an einer Klassifizierung von Punktwolken 

aus Image Matching jenem einer Klassifizierung von ALS-Punktwolken noch deutlich 

nach.  

In dieser Dissertation werden Klassifizierung und Veränderungsdetektion mittels 

rasterbasierter und punktbasierter Ansätze bei unterschiedlichem Detaillierungsgrad 

untersucht. Diese Arbeit beschäftigt sich des Weiteren mit der Erkennung geeigneter 

Attribute für die Klassifizierung und Veränderungsdetektion, dem Austausch von 

Schwellwerten für die Attribute zwischen unterschiedlichen Datensätzen und 

Testgebieten, sowie der Evaluierung von Machine Learning Ansätzen und deren Nutzen 

für die Klassifizierung und Veränderungsdetektion. Die Forschungsfragen reichen von 

der Wahl der Messmethode über die Merkmalsextraktion bis hin zu 

Prozessierungsmethoden und wurden in vier Forschungsartikel untersucht und bewertet. 

Die präsentierten Studien wurden, einem peer-review Prozess unterzogen, in 

facheinschlägigen Journalen und in Konferenzbeiträgen veröffentlicht. Die Beiträge I und 

II untersuchen die Klassifizierung von (i) Full-Waveform ALS-Punktwolken und (ii) 

Punktwolken aus Image Matching, unter der Verwendung von einfachen 

Entscheidungsbäumen und Machine Learning Methoden. Die vorgestellten Ansätze 
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zeigen großes Potential für die Klassifizierung verschiedener Objekttypen im städtischen 

Gebiet. Beitrag III untersucht die Veränderung des Baumbestandes unter Verwendung 

von herkömmlicher rasterbasierter Differenzbildung. Die entwickelte Methode findet 

neue Merkmale in der LiDAR Punktwolke, welche entscheidend für die 

Veränderungsdetektion von einzelnen Objekten im Waldgebiet sind. Der abschließende 

Beitrag IV untersucht die simultane Detektion und Klassifikation von Veränderungen für 

mehrere Objekttypen im städtischen Gebiet, auf Basis von ALS-Daten.  

Die vorgestellten Beiträge zeigen, dass die Punktwolke, egal ob aus Airborne 

Laserscanning oder Image Matching, eine effektive und zweckdienliche Datenquelle für 

eine großflächige und präzise Klassifikation und Veränderungsdetektion darstellt. 
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ABSTRACT 

 

The point cloud is a very powerful source for deriving 3D models which are widely 

applied in natural resource, environmental management, and urban domain. Point cloud 

classification and change detection are used in the context of Earth observation to monitor 

and assess the status and change of the natural and built environment. They have an 

essential role in providing and updating information in three dimensions compared to the 

provision of 2D information from traditional raster images. There are a number of sensors 

and platforms that acquire point clouds at different resolutions and spaces, in those, 

airborne laser scanning (ALS) and image matching (IM) are two main sources which 

allow to collect point clouds over large areas. The number of published research articles 

regarding to point cloud classification and change detection is increasing. Many studies 

uses ALS data on classification and change detection, but concentration on raster, and 

fewer publication on point clouds. In addition, image matching point cloud classification 

draw a less attention so far compared to ALS data. 

The objectives of this dissertation are focused on point cloud classification and change 

detection based on raster-based and point-based approaches to consider advantages they 

bring in different levels of details and types of datasets. This includes finding effective 

attributes for classifying and detecting changes, transferring attribute thresholds between 

different data sets and locations, and evaluating the benefit of machine learning in 

classification and change detection. The study questions range from measurement 

technology via feature derivation to processing methods are investigated and evaluated in 

four research articles. The presented studies and are published in peer-reviewed journals 

and a conference paper. Article I and II investigate the classification using (i) full-

waveform airborne laser scanning, and (ii) an image matching point cloud based on 

simple decision tree and machine learning method. The presented approaches show high 

potential for classifying multiple objects over urban areas. Article III investigates the 

reduction of individual trees in forested area using traditional image differencing method. 

The presented method finds new features of the LiDAR point cloud, which are useful for 

detecting single object change in wooded areas. Finally, Article IV investigates the 

integration of detecting  and classifying changes simultaneously for multi-objects change 

detection in urban area based on airborne laser scanning data.  
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The presented studies prove, that the point cloud, either acquired by airborne laser 

scanning or by image matching, is an effective and practicable data source for accurate 

classification and change detection in large areas. 
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1. INTRODUCTION 
Humankind, assisted by technology, has made significant headway in natural resources 

management, environment protection and other such prerequisites for sustainable 

development. The advent of remote sensing technology is a vital turning point, enabling 

easy, rapid and large-scale collection of spatial data in 2D as well as 3D. 

To overcome the limitations of 2D maps in simulating the real world with an additional 

dimension in height, 3D geoinformation plays an essential role in human’s society. It 

contains an immense information potential, which brings in advantages in a variety fields 

of application in public and private sectors. Altmaier and Kolbe (2003) named the uses 

of 3D in the areas of architecture, urban and transport planning, surveying and mobile 

telecommunications. 3D models become increasingly important in the fields of 

marketing, video games compelling, tourism, navigation, community protection (noise 

and pollutant dispersion, flood protection, disaster management), real estate management 

(banks, brokers, assurances), and facility management. Final derivatives from collected 

3D data include Digital Elevation Models (DEM), extracted human-made features 

(buildings, power lines, roads) and natural features (vegetation areas, single trees, vertical 

tree structures). The third dimension represents one of the opportunities of contemporary 

cartography, which is widely spread for very different purposes (Popovic et al. 2017). 

With the fast development of the Internet, lightweight 3D geographic scenes visualization 

systems are expected to play a more important role in web-based GIS, which is useful for 

cartographic analysis, destination query, data query and map mark with the system in 

browsers (Miao et al. 2017). Automatic 3D cartography and modeling have gained 

immense interest in the scientific community, due to the ever-increasing demand for 

landscape analysis for different popular applications coupled with the recent advanced in 

3D data acquisition technologies (Aijazi et al. 2013).  

Due to the extraordinary technology development of sensors, platforms and algorithms 

for 3D data acquisition and generation, accurate 3D data is more available and accessible. 

Terrestrial LiDAR and low-cost, compact, lightweight LiDAR system are more 

affordable. Besides, the recent development of automated image geo-referencing (Lee 

and Oh 2014, Pierrot Deseilligny and Clery 2011, Tao 2000) and advanced dense image 

matching (DIM) techniques have dramatically increased the availability of image-based 
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3D information (Remondino et al. 2014) with upgraded quality. Image data from UAV 

(unmanned aerial vehicle) and satellite platforms can be efficiently processed 

automatically, moving from images to point clouds and digital surface models (DSM). 

LiDAR is an alternative measurement method to automatically produce comparable dense 

point clouds within a reasonable processing time (Gehrke et al. 2010). Additionally, 

developed optical satellite sensors enable obtaining large scale (even multi-view) stereo 

images with sub-meter spatial resolution (such as Worldview, GeoEye images), with 

short revisit cycles. Nanosatellite systems (Barnhart et al. 2007), which coordinate a 

series of low-cost optical satellites in orbit, can continuously acquire high-resolution 

images with a global coverage on a daily basis. These sources make the 3D information 

more available and thereby have motivated considerable interest in using such 3D data 

for classification and change detection problems. 

A 3D point cloud has clearly more advantages compared to the limitation of 2D (or 2.5D) 

image-based classification and change detection with respect to perspective distortion, 

higher spectral variability, and lack of volumetric information (Qin et al. 2016). Thus, 3D 

point clouds have drawn a lot of attention because of their essential role in providing and 

updating information of the real world at large-scale. The number of published research 

articles regarding these topics is increasing (Aijazi et al. 2013, Brodu and Lague 2012, 

Niemeyer et al. 2014, Qin and Gruen 2014, Yan et al. 2015). A great variety of 

classification and change detection methods addressing different methodologies and 

related questions can be found in the literature, which can be categorized into raster-

based, point-based, and object-based approaches.  

Raster-based and point-based methods have limitation in salt-and-pepper effects 

compared to object-based classification. However, they are simpler and not affected by 

over-segmentation or under-segmentation errors (Liu and Xia 2010). Furthermore, there 

are still gaps to investigate their utilities in classification and change detection (i.e., 

transferring classification methods between missions, finding new features for change 

detection, integrate methods for detecting change and classification). 

The goal of this thesis is to focus on raster-based and point-based classification as well as 

change detection of point clouds in different levels of details and point cloud datasets. 

The raster has advantage in processing time and is the traditional approach. The point 

cloud has information in height, but requires large storage and longer processing time. 

The thesis is carried out cumulative, and brings together four published articles regarding 
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this topic. In chapter 1 an introduction and the statement of the research problem are 

presented. In Chapter 2, specific objectives of this thesis are presented. Chapter 3 includes 

a summary of the research articles. Finally, the results are discussed and conclusion are 

drawn in chapter 4. 

1.1. Statement of the research problem 

This thesis focuses on using point clouds for classification and change detection. This 

raises a lot of questions.  

 Which advantages and disadvantages do raster-based and point-based approaches 

bring in classification and change detection?  

 What efforts and gains does machine learning bring in classification and change 

detection?  

 How to transfer rules for classification across different modalities (scale, location, 

point vs raster)?  

All the questions are answered by the publication of research articles, and these built the 

core of this thesis. These include (i) urban area classification based on full-waveform 

airborne laser scanning data and transfer classification approaches between missions, (ii) 

classification of image matching point clouds over urban area, (iii) assessment of wooded 

area reduction by discrete return airborne laser scanning, (iv) integrated change detection 

and classification in urban area based on ALS data.  

An essential contribution of this thesis is to present the potential of point cloud for 

classification and change detection in different datasets and different dimensions (2D and 

3D) and to discuss the benefits and drawbacks of the presented methods. 

It shall be noted, that the concentration in this thesis is not in comparing different machine 

learning approaches or developing them further. Thus, one machine learning method, 

random forests (Breiman 2001) is used in this thesis. 

1.2. Background of the scientific publications 

This thesis and the included publications are presented in the context of Earth observation 

(EO), photogrammetry and monitoring of forestry and urban areas. An important aspect 

of point cloud classification and change detection is the acquisition and interpretation of 

laser scanning data, image matching data and the sequential extraction of features from 

it. These tasks are  related to EO, photogrammetry, and machine learning.  
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EO is the gathering of information about planet Earth's physical, chemical and biological 

systems via remote sensing technologies supplemented by earth surveying techniques, 

encompassing the collection, analysis, and presentation of data. Earth observation is used 

to monitor and assess the status of, and changes in, the natural environment and the built 

environment (Solimini, 2016).   

Photogrammetry allows to reconstruct the position, orientation, shape, and size of objects 

from pictures, for example, high-resolution images (Kraus et al. 2007). Classes and 

changed information, extracted from the ALS and image matching point cloud, are of 

interest for the urban and forestry domain.  

Machine learning is a field of computer science that gives computer systems the ability 

to “learn” with data, without being explicitly programmed (Samuel 1959). Machine 

learning drew a great attention in classification. The whole process of classification and 

change detection is vital for the task of storing up to date the information.  
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2. OBJECTIVE 
The objective of this thesis is research on  point cloud classification and change detection 

from raster-based (2D and 2.5D) to point-based (3D) data. The developed methods are 

applied to different dataset (full-waveform ALS, discrete return ALS, image matching 

point clouds), and different study areas. The questions range from measurement 

technology via feature derivation to processing methods.  

 

Figure 1. Classification and change detection using different types of point cloud data 

(adapted from Topcon Aerial Mapping http://www.topconsolutions.com ) 

The specific objectives, as well as the novelties of the approaches for the Articles I-IV, 

are: 

I. Raster-based classification using full-waveform laser scanning 

(a) Investigate the potential of full waveform ALS data in urban classification. 

(b) Demonstrate that high classification accuracy can be reached by a simple decision 

trees. 

(c) Study if this classification approach using the selected features and the thresholds can 

be transferred to another dataset. 

http://www.topconsolutions.com/
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(d) Suggest a method to re-compute the echo width threshold for different missions 

acquired for urban full waveform point clouds. 

Novelty of the approach: Development of a decision tree approach for classifying four 

main classes (building, vegetation, ground, and water) in urban areas based on attributes 

derived from full-waveform ALS data (i.e., Echo Ratio, Echo width, Sigma0, nDSM and 

point density value). The classification tree is transferred between different study areas. 

We suggested a simple normalization method for attributes which have different value 

ranges in different missions. 

 II. Point-based classification using image matching point cloud 

(a) Generate the colorized 3D point clouds from aerial images by utilizing the dense 

image matching technique semi-global matching (SGM). 

(b) Investigate the potential of 3D image matching point cloud for urban classification. 

(c) Develop different classification methods (automatic machine learning classifier and 

manual decision tree classifier) for different levels of point density and study sites. 

(d) Consider the advantage 3D brings over raster approaches in urban scene. 

(e) Investigate the maintainable features for different study sites and pyramid levels (i.e., 

resolution levels). 

Novelty of the approach: Focus on studying image matching point cloud classification, 

and on the classification results by a change in resolution. The advantages of machine 

learning or an operator-based decision tree approaches have relative to each other over 

complex urban scenes are also investigated. 

III. Single object change detection 

(a) Investigate the reduction of single object change from two different ALS datasets by 

using image differencing. 

(b) Find new features of LiDAR point clouds, which are useful for change detection, and 

show low dependence of the sensor characteristics. 

Novelty of the approach: Developing a robust methods in the presence of different ALS 

mission parameter to detect change of forest area. The lost tree areas are detected based 

on different factors (DSM, slope adaptive echo ratio (sER), and Sigma0). New factors are 

investigated, which are significant for change detection in forested area but not influenced 
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by geo-referencing problem. This allows new applications and simplifies existing 

applications of discrete return ALS data in forest change detection and management.  

IV. Multi-objects change detection and classification 

(a) Investigate features useful for point cloud change detection. 

(b) Investigate the method to detect the change in multi-objects immediately. 

(c) Develop a new approach combining change detection and change classification in one 

step. 

Novelty of the approach: The integration of change detection and classification, which 

has not been done so far. The method provides a separation whether there is a change or 

no change at the location of the point, as well as individual class information for each 

point.  

A graphical representation of the thesis, especially on the four articles, is given in Figure 

2. The common ground of all four articles are collecting the data in optical domain with 

the ground sample distance (GSD) range from 6 to 16 cm, and analysis in static state. All 

article solved the problems of classification or change detection task of the point clouds 

which are acquired by ALS or image matching. The point clouds are then applied in 

raster-based and point-based approaches to classify and detect the change of single or 

multiple objects.  

 

Figure 2. Graphical overview of thesis objectives, and relation to articles. 
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3.  SUMMARY OF 

PUBLICATIONS 
Four publications focus on classification and change detection of point cloud data.  Paper 

I focuses on the abilities of traditional raster-based classification, explores the potential 

of additional attributes of full-waveform data in classification and a transfer approach 

between missions. Publication II shows the point-based classification of image matching 

point clouds using two supervised methods for different locations and scales. Publication 

III investigates single object change detection using the traditional image differencing 

method. Publication IV detects the changes of multi-objects directly in the point cloud 

using machine learning. 

3.1. Article I: Potential of Full Waveform Airborne Laser Scanning Data for Urban 

Area Classification – Transfer of Classification Approaches between Missions 

Article I investigates the advantages of full-waveform (FWF) LiDAR data for urban 

classification and the transfer of the classification rules between different study sites using 

a traditional rater-based approach. The paper was published in May 2015 in the 

Proceeding of The International Archives of Photogrammetry, Remote Sensing and 

Spatial Information Sciences conference.  

FWF data, exploiting signal processing methods, provides additional information next to 

the point coordinates to overcome many drawbacks of classical multi-echo LiDAR data 

(discrete return) on reflecting object characteristics. The classification methods applied 

for FWF data reach from simple decision tree to support vector machines. However, the 

transferability of classification approaches between different FWF LiDAR datasets has 

received less attention. To study the transferability of classification approaches between 

different full waveform LiDAR data sets, this paper quantified the transferability of full-

waveform airborne LIDAR-based parameters (e.g., echo width, Signa0, echo ratio, and 

nDSM) and produced corresponding built up area classification maps.  

Two full-waveform airborne LiDAR data were available for the two study sites: 

Eisenstadt and Vienna. Both datasets were acquired with a Riegl LMS-Q560 sensor, with 

density and a diameter laser-footprint of 8 points/m2 and 60 cm (Eisenstadt) and 12 

points/m2 and 30 cm (Vienna), respectively. Both raw full-waveform data sets were 
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processed in a similar way using the software OPALS and sensor manufacturer software. 

As input the georeferenced point cloud with features derived from the measurement 

process were used. Additionally, a number  of  attributes  were  computed  for  each  point,  

using the  paradigm  of  point  cloud  processing. From these attributes different images 

are computed (“gridding”) at a pixel size of 1m. A terrain model is derived also.  Then, a 

decision tree is applied to classify each pixel into one of the four classes: building, 

vegetation, ground, and water body. Water is first identified by its low point density. 

Buildings and trees are distinguished from each other by height (nDSM), surface 

roughness, and ER. All pixels not classified so far are considered as ground. Image 

algebra (e.g., morphological operations) is used in between to refine the results. The 

quality of the results is assessed using the completeness and the correctness measure 

reaching value more than 93% for building and vegetation.  

An initial assumption was that the thresholds for the decision tree derived for one data set 

can also be used for the other data set. Density is a physical measure (points per square 

meter) and the overall shot density was similar (8 vs. 10 points per square meter). Height 

above ground (nDSM) is a measure independent of the measurement device and also 

independent of the sampling distance. Echo Ratio is by definition a relative measure and 

should therefore adapt itself to the data distribution. Sigma0 is the local plane fitting 

accuracy. For data sets of similar measurement accuracy (same sensor model used for 

both areas) and similar neighborhoods, both number of neighbors and spatial extent, it 

should deliver comparable values. Echo width obviously depends on the width of the 

emitted pulse (same sensor model used for both data sets), but may also depend on the 

footprint diameter (which was different in the two data sets investigated) or other effects. 

Due to the doubts of echo width transferability, a method to normalize echo width is 

suggested. Weak, low amplitude echoes typically lead to a poor determination of echo 

width. Thus only stronger echoes (larger amplitude) are used for deriving the echo width 

normalization parameters. Normalized echo width from one dataset is applied for 

classifying the other data set. The Eisenstadt values applied to Vienna led to a result of 

lower quality, but the Vienna thresholds applied to Eisenstadt did produce qualitatively a 

very similar classification. The loss in completeness and correctness does not change for 

the building class and is below 5% for the vegetation class.  

The results of the paper demonstrate that high raster-based classification accuracy can be 

reached with decision trees. The study also demonstrate that this classification approach 

using the selected features and thresholds can be transferred to another data set. Finally a 
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method was suggested to re-compute the echo width threshold for different missions 

acquired by urban full waveform point clouds.  

3.2. Article II: Classification of Image Matching Point Clouds over Urban Area 

Article II investigates the classification in urban area from image matching point clouds. 

The improvement of this article is the increase in dimension of point cloud classification 

from 2D to 3D. It is studied how classification is affected by a change in resolution, if the 

thresholds of attributes can be transferred between sites and pyramid levels, if the 3D 

approach allows higher accuracy compare to 2.5 raster-based approach, and which 

advantages machine learning or operator-based decision tree approaches have relative to 

each other over complex urban scenes. The paper was published in the International 

Journal of Remote Sensing. 

There are two sources for point clouds over large urban areas: airborne laser scanning and 

dense matching of aerial images. So far, little research on using the point clouds from 

high density image matching for classification of urban scenes was conducted. Because 

of the regular availability of aerial images (e.g. yearly photo flights), classified point 

clouds derived from image matching would allow frequent updates of derived products. 

It is, therefore, interesting to study the feasibility of classifying 3D point clouds from 

dense image matching and assess the accuracy that can be obtained.  

The point clouds are generated from high resolution aerial images taken by UltraCam-xp 

camera. Dense image matching technique semi-global matching is applied for different 

pyramid levels (0, 1, and 2, corresponding to GSD of 6 cm, 12 cm, and 24 cm). Those 

data sets are then evaluated regarding classification accuracy, completeness and time 

consumption. The pyramid level 0 point cloud is used to create a digital terrain model 

(DTM) used for feature computation at all levels. In order to focus the research, three 

particular test areas were chosen which reflect the variability of urban environments.  

Additional geometric and spectral features of a point and its neighborhoods are computed 

in the point cloud of each pyramid level. Those features are then input for two supervised 

classification methods: (1) simple (subjective) decision tree method which uses 

thresholds determined by a human operator, and (2) machine learning method based on 

the random forest algorithm, which automatically generates the best threshold to 

distinguish various urban objects.  
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For a simple decision tree method, the features are rasterized for empirical threshold 

selection to construct a rule-based hierarchical decision tree. Firstly, ground points 

(sealed surface and grassland) are extracted from the point cloud. Then elevated points 

are separated into lower objects (cars and low trees), medium height objects (small 

buildings and medium trees) and higher objects (high buildings and high trees). Finally, 

the four height classes are split into the mentioned sub-classes. Thresholds of the simple 

decision tree of one region are transferred to the other two regions. Similarities for 

different pyramid levels are also investigated.  

Machine learning classifiers infer the classification rules from the annotated training data 

with minimal human intervention. For each study site, sampling points for each class are 

taken manually. The training samples contain “pure” data and required careful selection. 

To evaluate, if the 3D point-based approach offers a gain in comparison to a raster-based 

approach, the same machine learning method is applied to the point cloud of level 0 after 

gridding. Finally, reference classifications were thoroughly done by an operator and 

compared with classification results on the urban test data scenes.  

Both methods obtain the highest classification accuracy in the point cloud of pyramid 

level 0, which is reduced evenly per level. In the same level, machine learning method 

always gets higher accuracy due to its higher number of input parameters and more 

complex decision tree structure: around 87.2% while for the simple manual decision tree 

it is 84.1%. For higher pyramid levels (GSD 12 cm and 24 cm) the accuracy of the 

classification drops per level by 4% for machine learning and 7% for the simple decision 

tree, respectively. Machine learning applied to rasterized data provided slightly lower 

accuracy than the point-based method for the pyramid level 0, namely by 5%.  

3.3. Article III: Assessment of Wooded Area Reduction by Airborne Laser Scanning 

This paper investigates the single object change detection using discrete return ALS data. 

The article is published in Forests. 

Forests are an important factor in maintaining the balance in the Earth system. With the 

advantage of penetrating the canopy through small gaps, Airborne Laser Scanner (ALS) 

is a potential technique for monitoring vegetation changes compare to optical remote 

sensing and photographic techniques. Using 3D point clouds from ALS, the change in 

both coverage and height can be detected. Although ALS data holds a high promise in 

vegetation change detection, thus far, research using multi-temporal ALS to detect forest 

change cover has not yet been fully explored. In this research, we investigate the ability 
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of forest reduction detection from two different ALS datasets by using image 

differencing, a traditional pixel-based change detection method. Our aim was to find 

features of LiDAR point clouds, that are, as much, as possible independent of the sensor 

characteristics.  

The study is done for a mountain forest in Vorarlberg, Austria. The total covered area is 

about 1.5 km2 of mountainous region, with the elevations ranges from 1225 m above sea 

level (a.s.l) in the valleys, to a maximum of 1786 m a.s.l. In general, in this area, approx. 

24% is covered by forest and the dominating tree species is Norway spruce (Picea abies). 

The ALS data sets were acquired in 2005 and 2011 using an Airborne Laser Terrain 

Mapper systems (ALTM 1225) and a Trimble Harrier 56 system, respectively. All ALS 

data sets were acquired under snow-free and leaf-off conditions and were available as 

georeferenced 3D-point clouds.  

In this publication, we supposed that forest reduction up to individual trees can be 

observed by three different LiDAR derived models: Digital Surface Model (DSM), Slope-

adaptive Echo Ratio (sER), and “Sigma0” (a local roughness measure), as well as their 

combinations. The DSMs demonstrate the change in height and, thus, indicate that tall 

objects were removed. sER demonstrates the change in vertical penetrability and indicates 

that layered objects (e.g., understory and canopy) were removed. Sigma0 demonstrates 

the change in the vertical dispersion of the points and indicates that objects distributed in 

height (e.g., trees, bushes) were removed. As the decreases of the elevation of the canopy 

surface indicate the loss of trees, the DSM2005 is subtracted from the DSM2011. The 

thresholds for all change values (i.e., ΔDSM, ΔsER, and ΔSigma0) are assessed 

empirically. To acquire the threshold for each combination of two models, ΔsER versus 

ΔDSM, ΔsER versus ΔSigma0, and ΔDSM versus ΔSigma0, the feature space is used to 

distinguish changed areas. Finally, six change detection outputs were established: DSM 

only, sER only, Sigma0 only, DSM combined with sER, sER combined with Sigma0 and 

DSM, and sER and Sigma0. Based on image interpretation of aerial orthophotos with 

additional use of 3D point cloud viewing of the raw ALS data, the referent data were 

derived. The six final change detection results are then compared to the referent based on 

completeness and correctness.  

The combination of sER and DSM achieved the highest correctness and completeness of 

92% and 85% respectively. While many studies have, thus far, used DSM and its change, 

we found that sER is a good single predictor for tree cover change. This study opens up 
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a new application of discrete return ALS data in forest change detection and, therefore, 

in forest management. 

3.4. Article IV: Integrated Change Detection and Classification in Urban Areas 

based on Airborne Laser Scanning Point Clouds 

Article IV suggests a new approach in change detection (CD) in 3D point clouds. It 

combines classification and CD in one step using machine learning. The point cloud data 

of both epochs are merged for computing features. All these features are merged in the 

points and then training samples are acquired in order to create the model for supervised 

classification, which is then applied to the whole study area. The paper was published in 

Sensors. 

Many approaches suggested in the literature demonstrate the high potential of LiDAR 

point clouds for change detection. Most studies apply two steps: first, detect the change 

and then, second, classify the change, or alternatively first, classify objects for both 

periods and then, second, detect changes between the classifications. Both approaches, 

consequently, will be influenced by sequence error, i.e., the accuracy of classified changes 

depends on the change detection method and the classification method. Furthermore, 

most of those studies focus only on one class (typically either building or trees). However, 

a change typically does not happen in a single class only, but leads to changes in multiple 

classes. We are therefore suggesting to investigate the possibilities of performing change 

detection and classification of all the main classes (building, tree, and ground) 

simultaneously in one step. 

First, outliers are removed from the data. Second, the data of both epochs are merged to 

compute features of four types: features describing the point distribution, a feature related 

to height above the terrain, features specific for the multi-target capability of ALS, and 

features combining both epochs to identify the change. Training data are taken manually, 

and machine learning is applied to compute a model for the classification. Finally, based 

on the additional attributes of each point, change types are computed. Each point cloud is 

classified and investigated for change by an individual machine learning step. The 

Leopoldstadt District, in Vienna, Austria, is taken as the study area. The experimental 

region, covering an area of about 3 km × 1.5 km, is generally flat. It contains complex 

objects, containing a number of old-fashioned and modern high-rise buildings, a suburban 

area with mainly single-dwellings, an open-wide area (including a stadium), water, 

overpasses, an amusement park, and a variety of other objects. Two sets of LiDAR data 
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are available, which were obtained in 2007 (from 07.12.2006 to 05.02.2007) and 2015 

(09.11.2015 to 24.11.2015). These data have average point densities of 12 points/m2 

measured with a Riegl LMS_Q560 and 16 points/m2 measured with a Riegl LMS_Q680i, 

respectively.  

The highlight of our change detection method is the combination of the steps of change 

detection and change classification in one single step based on the “stability” value 

combined with other attributes in order to classify all objects into different classes, 

comprising: unchanged points (ground, building, and tree), and changed points (new 

building, lost buildings, new tree, lost tree, ground changed in height, ground changed 

into other objects). The final results are then evaluated using a point-based accuracy 

evaluation by comparing the automatic change detection classification results with the 

manual change detection classification. The overall accuracy achieved is 91% and 92% 

in the 2007 data set and the 2015 dataset, respectively. The traditional two steps change 

detection is also applied for the dataset. All the point features are rasterized. DSM 

difference of 1 m is chosen to mask the changed and unchanged regions. Training samples 

are also rasterized and used to create models for the next step classification. Unchanged 

and changed objects are classified based on the created models. The finals results gain 

78% overall accuracy for both datasets (i.e., 2007 and 2015). 
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4. DISCUSSION AND 

CONCLUSION 
4.1. Which advantages and disadvantages do raster-based and point-based 

approaches bring in classification and change detection? 

Four publications exploited the aspects related to raster-based and point-based approaches 

in classification and change detection. Paper I and III focus on raster, which is easier to 

process in a large area and more (GIS-) tools are available. Here, points were only used 

to derive features which were stored in raster files. The classification method (simple 

decision tree) and traditional change detection method (image differencing) were applied 

effectively based on ALS features. For classification, the same simple decision tree 

classifier with empirical thresholds was applied for two different regions and achieved a 

high classification quality (>93%). For change detection, the combination of different 

models (i.e. DSM ( digital surface model) and ER (Echo Ratio)) increased the accuracy 

of detecting changed in forest area compared to single detectors. However, the final 

classification and change detection results of the raster-based approach lost the 3D 

content of the point cloud. Moreover, the results also depend on interpolation and the 

applied morphological algorithms. 

Paper II and IV used point-based approach to overcome the aforementioned limitations 

of raster-based approaches. The comparison of raster-based and point-based method was 

also performed in these two articles. In both cases the accuracy using point based 

classification was higher than with raster data (Table 1). 

 

II 

Classification 

Overall accuracy 

IV 

Change detection 

Overall accuracy 

Point-based 87% 91% 

Raster-based 82% 78% 

Table 1. The comparison of classification and change detection results between point-

based and raster-based data. 

Using the results shown in Table 1, it is concluded that point-based approaches lead to 

higher quality in both, classification and change detection. Additionally, the following 
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advantages were identified using the point cloud. Firstly, the point-based approach 

preserves the full 3D content of the point cloud, in contrast to raster approaches, e.g. 

vegetation above other objects such as roofs, ground, and water (Höfle et al. 2009, Kraus 

and Pfeifer 1998), bridges above ground (Sithole and Vosselman 2006), or vertical walls 

and parcellation borders (Filin et al. 2009). Secondly, the point cloud is the original data. 

Thus, if we work on the point cloud, there are no interpolation required. Thirdly, the final 

attributes of classification and change detection results are stored in points, and it is easy 

to convert those attributes to other data types such as raster, voxel, mesh, or TIN … 

However, point-based approach required a longer processing time, more storage and 

therefore a stronger computer configuration than the raster-based approach. 

4.2. What efforts and gains does machine learning bring in classification and change 

detection? 

Machine learning based on the Random Forest algorithm is well suited for point cloud 

classification and change detection because it is efficient and requires a moderate amount 

of training data. Machine learning is applied in paper II and IV for the purpose of 

classification and change detection.  

In Article II, machine learning is used to classify urban objects, represented in an image 

matching point cloud. Here, machine learning is compared to the simple decision tree 

method. The results showed that machine learning brings more advantages compared to 

a human-based operator approach, being less subjective and having a higher degree of 

automation. In the same resolution level, the machine learning methods always gain 

higher accuracy than the simple decision tree. Furthermore, due to the higher number of 

input parameters and more complex decision tree structures, machine learning was able 

to detect more classes than the simple decision tree such as water. However, it requires 

selecting samples for each region (and pyramid level) individually, which takes more time 

than designing a manual decision tree (approximately twice as much time). The accuracy 

assessment results proved the ability of machine learning for accurate image matching 

point cloud classification over urban areas. This aims at providing information of urban 

classification annually. 

In Article IV, the application of machine learning is extended in combining change 

detection and classification. With the feature set that was required for the categorization 

of the classes and the correlation between epochs, machine learning based on the samples, 

created the models which were applied for classifying changed and unchanged classes. 
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This simplified the two-step process of detecting and classifying changed in previous 

studies. With the flexibility in feature selection, machine learning allows doing change 

detection and classification for different data depending on the features given to identify 

the classes. Numerous features can be used for a machine learning classifier. Depending 

on the classification tasks, the number of features can be spread out or decreased. Because 

of using machine learning, taking samples is a required step (Table 2). The results of 

classification strongly depend on the training samples. Especially for a complex urban 

area, it is required to consider various types of objects. Thus, to select the samples of each 

class required careful observation and selection. For each type of point cloud  (i.e. ALS 

or image matching), an operator needs to understand the point distribution of different 

data to select the samples correctly, this required a first step of understanding data and 

point distribution of each object type. Thus, in order to obtain a balanced training data 

set, that equally considers the variety within the class, a trial-and-error process of learning 

the model from sample data, applying it, evaluating the results (e.g. visually) and refining 

the sample data is needed. Table 2 shows the time spent for sampling of classification 

base on image matching point cloud, and change detection based on ALS point cloud. 

The area of change detection is larger ten times than the area for the classification task, 

and the number of sample points is six time larger. Because of big study area in change 

detection, the study area was subset into smaller parts for easier viewing and selecting 

samples. For that reason, the required time (second/1000 points) is longer. Furthermore, 

the number of classes in change detection task is also more than in the classification task.  

The final results of change detection and classification reach an overall accuracy of 91%. 

This proved that the integration of change detection and classification is a potential 

approach for updating information and management in urban regions.  

Task Area 
Number 

of points 

Time 

required 

Seconds/

m2 

Seconds/ 

1000 points 

Classification  315 m × 140 m 835720 3h 0.2 13 

Change 

detection 
3 km ×1.5 km 5251883 25h 0.02 17 

Table 2. Time required for training data used for random forest machine learning in 

different tasks. 

The time spent for manual selecting threshold by a human saved half of the spent time 

compared to the time spent for taking sample in machine learning. However, the overall 

accuracy of machine learning method always results in a higher accuracy than the simple 
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decision tree method at the same pyramid level. At lowest pyramid level, (GSD of 6 cm) 

its accuracy is approximately 87.2% while for the simple manual decision tree, the 

accuracy is 84.1%. For higher pyramid levels (GSDs of 12 cm and 24 cm), the 

classification accuracy drops per level by 4% for machine learning and 7% for the simple 

decision tree. 

4.3. How to transfer rules for classification across different modalities (scale, 

location, point vs raster)? 

The studies presented in article I and II investigate the ability of transferring classification 

rules in raster-based and point-based data. Both studies used a simple decision tree for 

this investigation. The rules and approaches are transferred between scale, between 

locations (i.e. space), and between point and raster domain. 

Related to transfer among different locations, two simple decision trees are created using 

empirical threshold selection in the two Articles I and II for the study of transferring 

thresholds between different missions (Full-waveform ALS data) or within the same 

mission (image matching data). The result of Article I showed that the method which was 

used for one dataset could be transferred to another dataset in a different missions. For 

the two different study areas (Vienna and Eisenstadt) the thresholds applied for Echo 

Ratio, Sigma0, and nDSM were maintained between regions. Echo width values were 

shown to depend on the flight mission and processing parameters and were normalized 

to make it transferable between missions. The tree structure for the classifier is simple 

and easy to understand. From this study, it can be seen that the simple decision tree raster-

based approach can be transferred between different missions and different areas. 

However, there are many factors that need to be considered, for example seasons (leaf-

on and leaf-off seasons), geographical conditions, corresponding objects, sensor 

acquisition, etc., which influence the threshold selection. This has implication for future 

research with respect to finding new features which are independent of the sensor 

characteristics and investigate improved models for normalizing echo width and generally 

feature values.  

In Article II, a simple decision is applied for point-based classification among three 

different test areas. Different sites required individual thresholds. Using only three 

attributes, namely, ZNormalised (height above terrain), GR (Green Ratio) and 𝑂𝐓 

(Omnivariance), a simple decision tree classification could be performed for two sites 

(Sites 2 and 3). Site 1 needed an additional attribute, namely, 𝑃𝐓 (Planarity), to achieve 
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satisfactory results. The thresholds for grassland, sealed surface, low tree, and car could 

be maintained for 3 sites. The thresholds of 𝑂𝐓  needed to be varied from site to site 

because of the differences in tree arrangements. The threshold for distinguishing between 

trees and buildings depends on the heights of the trees and buildings in the region.   

Regarding threshold transfer among different scales and resolutions, Article II 

investigated a simple decision tree on three pyramid levels (0, 1, and 2). The same 

thresholds as were used in pyramid level 0 are considered and evaluated in the higher 

pyramid levels. The threshold of pyramid level 0 can be applied to pyramid level 1 but 

not pyramid level 2. In pyramid level 2, only the high building threshold delivers 

satisfactory results; other thresholds needed to be changed. ZNormalised thresholds did not 

need to be changed, which suggests that this feature depends more strongly on the object 

type than on the parameters of image acquisition or image matching. 

Regarding the transfer between point and raster, the same machine learning method using 

the same reference data was applied for the image matching point cloud in the highest 

resolution (pyramid level 0). The main advantage of the 2.5D raster approach compared 

to point cloud classification lies in its simpler processing because its neighbourhoods are 

implicitly given and the processing time is shorter because of the faster neighbourhood 

search. However, the raster is less sharp compared with the point cloud (Figure 3), and 

the accuracy of raster classification is slightly less than that of the point cloud 

(approximately 5%).   

Figure 3. Machine learning classification results: (a) Point-based; (b) Raster-based 

 4.4. General conclusions 

The 3D point cloud, especially derived from ALS and image matching, opens up new 

research avenues in classification and change detection. These results provide useful 3D 

information to management and plans for sustainable development. This thesis 

synthesizes methods (i.e., raster-based and point-based) for classifying and detecting 



 

20 

changes of point clouds from various types of data sources, especially: ALS (discrete-

return and full wave-form) and image matching. All three types of data sources provide 

a 3D point cloud over large areas and are beneficial to study urban and forested regions.  

Raster-based and point-based approaches exhibit different advantages and disadvantages 

in classification and change detection. While the raster-based approach is the traditional 

method with quick processing and more available software, point-based approach 

persevere the 3D content of the point cloud at the final results. At the same dataset, the 

point-based approach gains a higher accuracy compared to the raster-based approach in 

both classification (approximately 5%) and change detection (approximately 12%). 

Machine learning based on Random Forest algorithm is an efficient method with respect 

to classification of multiple objects in urban areas. In evaluation of the final classification 

results in different resolutions of point cloud data, machine learning always achieved a 

higher accuracy than the simple decision tree because of  the automatic threshold selection 

and abundant predefined attributes. Separated training samples are required for different 

data sets. The accuracy of the samples play an essential role for the final outcomes. The 

combination of change detection and classification in one step using machine learning is 

a big step of this study and needs to be investigated more in future to gain a higher 

accuracy and quicker change detection and classification results.  

Some features of full-waveform ALS point cloud can be transfer between regions. The 

features which are independent of the flight mission parameter, such as Echo Ratio, 

Sigma0, and nDSM, could be maintained between regions. Other parameters, which 

depend on the flight parameter, could be normalized (in one example) to transfer the value 

between missions. Also in the experiment with the image matching point cloud, 

thresholds in the simple decision tree could be maintained, especially the threshold of 

height above the terrain (ZNormalised), which is the point cloud correspondance to the nDSM 

of the raster-world. The GR (Green Ratio, difference of spectral values divided by their 

sum), which is as the ER (Echo Ratio, number of points in a 3D neighborhood divided by 

the number of 2D neighbors) a feature that has a normalization built in. The found results 

are conducted in Austria, where typical European terrain with modern and contemporary 

architectures in the city and a high share of coniferous forest can be found. The results, 

therefore, can be applied to regions with the same condition in European countries. For 

different types of urban (i.e., urban with dense and small houses in Asian countries) and 

forest (e.g., mangrove forest) the transfer between rules has not been explored, and this 
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can be investigated in further studies. Concerning machine learning, only random forests 

were studied, and other classification methods may lead to different accuracy. However, 

it is expected, that the relative performance of different approaches is not affected 

strongly by the choice of the learning method.   

In this Dissertation, point cloud classification and change detection are investigated.  The 

point cloud has proven as a valuable data source for a three-dimensional map and model 

of the real world. With the scenario of new powerful sensors and advanced platforms, it 

offers numerous point cloud sources with additional attributes which can be used for 

classification and change detection in the future. These meet the demands for the task of 

storing and updating the information in the context of Earth observation and 

Photogrammetry. The products of this thesis will be a beneficial for a further application 

of point clouds in management, planning, visualization and analysis in 3D web browsers.  
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ABSTRACT: 

Full-waveform (FWF) LiDAR (Light Detection and Ranging) systems have their advantage in recording the entire backscattered 

signal of each emitted laser pulse compared to conventional airborne discrete-return laser scanner systems. The FWF systems can 

provide point clouds which contain extra attributes like amplitude and echo width, etc. In this study, a FWF data collected in 2010 

for Eisenstadt, a city in the eastern part of Austria was used to classify four main classes: buildings, trees, waterbody and ground by 

employing a decision tree. Point density, echo ratio, echo width, normalised digital surface model and point cloud roughness are the 

main inputs for classification. The accuracy of the final results, correctness and completeness measures, were assessed by 

comparison of the classified output to a knowledge-based labelling of the points. Completeness and correctness between 90% and 

97% was reached, depending on the class. While such results and methods were presented before, we are investigating additionally 

the transferability of the classification method (features, thresholds …) to another urban FWF lidar point cloud. Our conclusions are 

that from the features used, only echo width requires new thresholds. A data-driven adaptation of thresholds is suggested.  

* Corresponding author.

1. INTRODUCTION

Airborne LiDAR has already proven to be a state-of-the-art 

technology for high resolution and highly accurate topographic 

data acquisition with active and direct determination of the 

earth surface elevation (Vosselman and Maas, 2010). Generally, 

two different generations of receiver units exist: discrete echo 

recording systems, which are able to record multiple echoes on-

line and typically sort up to four echoes per laser shot 

(Lemmens, 2009) and full-waveform (FWF) recording systems 

capturing the entire time-dependent variation of the received 

signal power with a defined sampling interval such as 1ns (1 

nanosecond) (Mallet and Bretar, 2009; Wagner et al., 2006). 

With signal processing methods, FWF data provide additional 

information which offers the opportunity to overcome many 

drawbacks of classical multi-echo LiDAR data on reflecting 

characteristics of the objects, which are relevant in urban 

classification. 

Airborne LiDAR data have been used in various applications in 

urban environments, particularly aiming at mapping and 

modelling the city landscape in 3D with its artificial land cover 

types such as buildings, power lines, bridges, roads. Moreover, 

as urban environments are active regions with respect to 

alteration in land cover, urban classification plays an important 

role in update changed information (Matikainen et al., 2010). If 

FWF data is available, amplitude, echo width, and the integral 

of the received signal are additional information. Furthermore, a 

higher number of detected echoes has been reported for FWF 

data in comparison to discrete return point clouds. These 

additional attributes were successfully used in classification 

(Alexander et al., 2010). The classification methods applied 

reach from simple decision trees to support vector machines 

(SVM). (Ducic et al., 2006) applied a decision tree based on 

amplitude, pulse width, and the number of pulses attributes of 

full-waveform data in order to distinguish the vegetation points 

and non-vegetation points. (Rutzinger et al., 2008) used a 

decision tree based on the homogeneity of echo width to 

classify points from full-waveform ALS data to detect tall 

vegetation - trees and shrubs. (Mallet et al., 2008) used SVM to 

classify four main classes in urban area (e.g. buildings, 

vegetation, artificial ground, and natural ground). In these 

studies the parameters of the classification (threshold values, 

etc.) are set by expert knowledge or learned from training data. 

Thus, these values are optimal for the investigated data set. 

The transferability of classification approaches between 

different full waveform LiDAR data sets has received less 

attention so far (Lin, 2015). The aim of this paper is therefore 

to: 

 demonstrate that high classification accuracy can be

reached with decision trees, and to

 study, if this classification approach using the selected

features and the thresholds can be transferred to

another data set, and finally to

 suggest a method to re-compute the echo width

threshold for different missions acquiring urban full

waveform point clouds.

In this study, the following attributes are used. 

 echo width: full waveform attribute, describing

variation of the target along the ranging direction,

 Sigma0: local smoothness,
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 echo ratio: a measure of surface penetration, and

 nDSM: normalized digital surface model, height

above ground.

Four main classes are derived for the built up areas of 

Eisenstadt and Vienna: buildings, vegetation, water body, and 

ground. They are classified based on decision tree method using 

OPALS (Pfeifer et al., 2014).  

To quantify the transferability of parameter between the 

different regions/data sets, the parameters are applied for the 

Eisenstadt set and then applied to the Vienna set. This indicates 

which parameter is stable for various study areas and which 

need conversion. 

2. STUDY AREA AND DATA USED

2.1 Study area 

Eisenstadt is a town in the south eastern part of Austria.  It is 

characterized by buildings of medium size. The centre of 

Eisenstadt was selected for the analysis located on lat. N 

4750’51”, long. E 1631’5”. 

Vienna is the capital of Austria and characterized by old large 

buildings in the centre, but also open park areas and trees along 

a boulevard. The center of study area located on lat. N 

4812’26”, long. E 1621’52”. 

2.2 Data 

The full-waveform airborne LiDAR data were available for the 

two mentioned cities. Eisenstadt area was scanned with a Riegl 

LMS-Q560 sensor in April 2010. The resulting point density 

was approximately 8 points/m2 in the non-overlapping areas, 

while the laser-beam footprint was not larger than 60 cm in 

diameter. The Vienna city-center area was scanned with the 

same model of the scanner, in January 2007. The resulting point 

density was 12 points/m2 in the non-overlapping area, and the 

laser-footprint was not larger than 30 cm. The investigated area 

covers 2.5 km2 for Eisenstadt and 1.4 km2 for Vienna. 

Both raw full-waveform data sets were processed in the same 

way using the software OPALS and sensor manufacturer 

software. First, Gaussian decomposition (Wagner et al., 2006) 

was applied to extract geometrical (range) and full-waveform 

(amplitude and echo with) attributes per echo. No additional 

information on how echo width was specified (FWHM, 

std.dev.) was available for this research. Then, considering 

additionally the trajectory information (GPS and INS 

information), direct georeferencing was performed for each 

strip. The output of this procedure was strip-wise georeferenced 

point clouds, stored in the OPALS datamanager (ODM) format 

and projected in ETRS89/UTM zone 33N. Each ODM file 

includes point attributes: X-, Y-and Z-coordinate, Echo 

Number, Number of Echoes, Amplitude, Echo Width, and strip 

identifier as the primarily acquired (“measured”) attributes of 

each echo. The ODM does allow storage of freely defined 

attributes at each point and provides spatial access, e.g. used in 

neighborhood queries for computing additional point attributes 

(see below).  

Additionally to the LiDAR data, RGB Orthophotos - projected 

in the same coordinate system - were used for visually 

interpretation.  

3. METHODOLOGY

First, a number of attributes is computed for each point, using 

the paradigm of point cloud processing (Otepka et al., 2013). 

From these attributes different images are computed 

(“gridding”) at a pixel size of 1m. A terrain model is derived 

also. Then, a decision tree is applied to classify each pixel into 

one of the four classes: building, vegetation, ground, and water 

body. Image algebra (e.g., morphological operations) is used in 

between to refine the results. The quality of the results is 

assessed using the completeness and the correctness measure.  

Mallet et al. (2008) showed that for urban area classification 

from Lidar data a combination of attributes should be used to 

obtain classification results of high quality. In their analysis of 

feature (attribute) importance, it was demonstrated that 

attributes considering the local dispersion of the point cloud, 

attributes describing geometric properties, and the echo width 

of FWF Lidar should be used together. This was used in the 

selection of attributes for the present study.  

3.1 DTM creation 

The Digital Terrain Model (DTM) give important geometric 

information about objects in urban area, e.g. object heights, and 

thus, they were directly derived from the LiDAR data. To 

calculate the DTM, first the LiDAR ground points were selected 

by applying the robust filtering algorithm (Kraus and Pfeifer, 

1997; Pfeifer and Mandlburger, 2008) implemented in the 

software SCOP++. Then, the DTM was interpolated from the 

selected ground points using the moving plane interpolation 

implemented in OPALS.  

3.2 Attributes for the classification 

Prior to attribute computation in each point, the LiDAR point 

clouds are checked in order to remove erroneous points which 

influenced to the accuracy of further processing steps. The 

relative height of each point above the DTM, nH = z (point)-

z(DTM),  was computed. All points with nH below -1m and 

above > 40m are removed. For the Vienna data set the highest 

buildings are approx. 100m, but also no erroneously high points 

were found in the data. Thus only the lower threshold was 

applied for Vienna. 

The value nH defines the attribute nDSM, i.e. normalized 

surface model (object height). The nDSM represents, as written 

above, the height of points above the terrain. In the 

classification it is used to distinguish all the point above the 

terrain such as buildings and vegetation from the ground points. 

To distinguish buildings and vegetation points the Echo Ratio 

(Höfle et al., 2009; Rutzinger et al., 2008) is used. The echo 

ratio (ER) is a measure for local transparency and roughness 

and is calculated in the 3D point cloud. The ER is derived for 

each laser point and is defined as follows: 

Echo Ratio ER[%] = n3D / n2D * 100.0 (1) 

n3D = Number of points within distance measured in 3D 

(sphere). 

n2D = Number of points within distance measured in 2D 

(unbounded vertical cylinder). 

In building and ground, the ER value reach a high number 

(approximately 100%), but for vegetation and permeable object 
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ER < 100%. ER is created by using OpalsEchoRatio module, 

with search radius is 1m, slope-adaptive mode. For the further 

analyses the slope-adaptive ER is aggregated in 1m cells using 

the mean value within each cell. 

The attribute Sigma0 is the plane fitting accuracy (std.dev. of 

residuals) for the orthogonal regression plane in the 3D 

neighborhood (ten nearest neighbors) of each point. It is 

measured in meter. Not only the roofs, but also the points on a 

vertical wall are in flat neighborhoods. Echo Ratio and Sigma0 

both represent the dispersion measures. Concerning their value 

they are inverse to each other (vegetation: low ER, high 

Sigma0). What is more, Sigma0 is only considering a spherical 

neighborhood and looks for smooth surfaces, which may also be 

oriented vertically. The ER, on the other hand, considers 

(approximately) the measurement direction of the laser rays 

(vertical cylinder). Those two attributes play an importance role 

in discriminate trees and buildings. Using OpalsGrid module 

with moving least square interpolation the Sigma0 image with 

the grid size of 1m was created. 

The Echo Width (EW) represents the range distribution of all 

individual scatterers contributing to one echo. The width 

information of the echo pulse provides information on the 

surface roughness, the slope of the target (especially for large 

footprints), or the depth of a volumetric target. Therefore, the 

echo width is narrow in open terrain areas and increases for 

echoes backscattered from rough surfaces (e.g. canopy, bushes, 

and grasses). Terrain points are typically characterized by small 

echo width and off-terrain points by higher ones. The echo 

width also increases with increasing width of the emitted pulse. 

It is measured in nano seconds. OpalsCell module is used to 

create the EW image with the final gird size of 1m. 

The local density of echoes can be used for detecting water 

surfaces. As demonstrated by (Vetter et al., 2009) water areas 

typically feature areas void of detected echoes or very sparse 

returns. It is measured in points per square meter. Density was 

also computed for 1m cells. 

The attributes used for classification are thus: nDSM, Echo 

Ratio, Sigma0, Echo Width, and Density. 

3.3 Object classification 

First each pixel is classified using the decision tree shown in 

Fig. 1 including the threshold values.  After the first 2 classes, 

water and building (candidates) are extracted, mathematical 

morphology is applied to refine the building results. The pixels 

not classified are then tested for fulfilling the vegetation criteria. 

If they are not in vegetation, they are considered to be ground.   

Water is first identified, based on the low point density. As 

mentioned above, water has very low backscatter, and often no 

detected echo.  

Building objects are distinguished from other objects by height 

(above 3m) and surface roughness. ER is used to distinguish 

buildings from tree objects. However, with various shapes of 

building roof and some buildings being covered by high trees, 

only ER is not sufficient and would include vegetation in the 

building class. Thus, EW is used to detect only hard surfaces. 

Buildings are contiguous objects and have typically a minimum 

size. This is considered by analysing all the pixels classified as 

buildings so far with mathematical morphology. A closing 

operation is applied first to fill up all small holes inside the 

buildings, and then opening is performed to remove few pixel 

detections (“noise”) from the building set. This also makes the 

outlines of buildings smoother.  

Figure 1. Decision tree for the classification. 

ER, Sigma0 and EW are then used to classify trees. The building 

mask is applied to classify only pixels not classified before. Also 

this result is refined with image morphological operations. 

Finally, all pixels not classified so far are considered ground.  

3.4 Echo Width normalisation 

An initial assumption was that the thresholds for the decision 

tree derived for one data set can also be used for the other data 

set. The rational was that:  

 Density is a physical measure (points per square

meter) and the overall shot density was similar (8 vs.

10 points per square meter).

 Height above ground (nDSM) is a measure

independent of the measurement device and also

independent of the sampling distance.

 Echo Ratio is by definition a relative measure and

should therefore adapt itself to the data distribution.

 Sigma0 is the local plane fitting accuracy. For data

sets of similar measurement accuracy (same sensor

model used for both areas) and similar

neighbourhoods, both number of neighbours and

spatial extent, it should deliver comparable values.

 Echo width obviously depends on the width of the

emitted pulse (same sensor model used for both data

sets), but may also depend on the footprint diameter

(which was different in the two data sets investigated)

or other effects.

Due to the doubts of echo width transferability, a method to 

normalize echo width is suggested. Weak, low amplitude echoes 

typically lead to a poor determination of echo width. Thus only 

stronger echoes (larger amplitude) are used for deriving the 

echo width normalization parameters.  
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Assuming that each data set contains some bright, flat surfaces 

(orthogonal to the incident Lidar signal), a minimum echo 

width, EWmin, was chosen based on single echoes (i.e. extended 

targets) of high amplitude and narrow width. A maximum echo 

width, EWmax, was chosen based on the assumption that in each 

data set tree crowns can be found. Those cause large echo 

width. Thus, strong, first-of-many echoes with a large width 

were chosen for a maximum echo width. One way to find 

specific values of EWmin and EWmax is to use quantiles of the 

distribution of echo width and amplitude. Using quantiles is 

suggested because of their robust stochastic properties.  

The normalized value of EW for the two datasets can then be 

computed using:  

minmax

min

EWEW

EWEW
NorEW






(2) 

It is noted that this can lead to negative normalized EW, which 

may be left as they are or set to zero. Also values larger than 1 

can appear, e.g. for very wide echoes not considered in the 

normalization due to low amplitude.  

A different method to normalize EW value is proposed by (Lin, 

2015) which used concept of Fuzzy Small membership. 

4. RESULT AND DISCUSSION

4.1 Classification results 

The thresholds for the classification were set manually, based 

on exploratory analysis of the data sets and on expectation of 

the objects. This was done for both data sets independently.  

The main properties of ER, EW, Sigma0, nDSM, and Density 

values for both Eisenstadt and Vienna are summed up in Table 

1. From that properties and combining with empirical selection,

the threshold for each parameter was set in the Table 2. 

ER [%] EW [ns] Sigma0 [m] nDSM [m] Density 

[pt/m2 ] 

Eisenstadt 4.2-100 0-29 0-19 -1.52 – 39  0-72.4 

Vienna 2.5-100 .,003-66 0-3474 -1 – 884 0-63 

Table 1. The range of ER, EW, Sigma0, nDSM, Density for 

Eisenstadt and Vienna. 

Building Tree Water 

ER EW nDSM ER EW Sig.0 Density 

Eisenstadt >55 <4.7 >3 <60 >4.5 >1 <2 

Vienna >55 <9.8 >2 <60 >9.6 >1 <2 

Table 2. The threshold values using for decision tree 

classification of buildings, trees and water body region for 

Eisenstadt and Vienna. 

The results were evaluated quantitatively and qualitatively. 

Based on the point density characteristic of water region it 

produces a good result. All the water bodies in the interested 

area are classified. However, some small parts of the study area 

where the laser signal could not reach the ground because of 

occlusion by high buildings, are misclassified. This could 

possibly be improved with the overlap of another strip. 

While buildings in general can be classified well, very complex 

roof shapes and walls cause difficulties. It was observed that 

selecting threshold conservatively the shape of the building is 

maintained, while its size is reduced slightly. 

The tree class includes high trees but also lower vegetation 

(bushes, etc.), also at heights below 3m. Especially for the latter 

category EW proofed helpful in distinguishing between 

vegetation and building edges and also in identifying single 

trees. For very tall trees, Sigma0 and ER allow reliable 

detection.  

Figure 2. Urban full-waveform classification in Eisenstadt. 

Figure 3. Urban full-waveform classification in Vienna. 

Ground includes all objects such as: roads, grass land, car park, 

fields… A further split into artificial and natural ground was 

explored but finally not performed. Both Sigma0 and Amplitude 

were considered candidates for this separation. Natural ground 

tends to have higher Amplitude than artificial ground. However, 

while valid locally, no global thresholds could be found in the 

data sets studied.  
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The final classification results were then assessed based on 

Correctness and Completeness (Heipke et al., 1997). Some 

buildings, trees and water bodies are digitized manually as 

reference data. Comparing the results of the automated 

extraction to reference data, an entity classified as an object that 

also corresponds to an object in the reference is classified as a 

True Positive (TP). A False Negative (FN) is an entity 

corresponding to an object in the reference that is classified as 

background, and a False Positive (FP) is an entity classified as 

an object that does not correspond to an object in the reference. 

A True Negative (TN) is an entity belonging to the background 

both in the classification and in the reference data. 

Figure 4. (a) Ground truth data; (b) classified result; (c) 

accuracy assessment 

The Completeness and Correction for building, tree, and water 

class are given in Table 3. It is also illustrated for one building 

in Figure 4. The two main classes of building and tree feature 

values above 93%.  

Comp Corr Quality 

Building 97.3% 96.0% 93.7% 

Tree 97.8% 93.9% 92.0% 

Water 89.0% 90.7% 81.6% 

Table 3. Accuracy assessments of Building, Tree and Water 

classes in Eisenstadt region. 

4.2 Echo width normalisation 

After estimate the threshold values, a comparison of the used 

thresholds for both regions is carried out to find which 

parameters keep stable through different dataset and which 

required to be normalised. As can be seen in the table 2, the 

threshold of ER, nDSM, Sigma0 and Density can be applied for 

both Eisenstadt and Vienna. In other words, those values can be 

transferable between different regions. However, the EW 

threshold is notably different. Thus, the normalization 

suggested in Sec. 3.4 was applied to evaluate its usability.  

The Figure 5 and Figure 8 show the distribution of EW for the 

two regions. The ranges of EW are unexpected wide, from 

4.003ns to 66.877ns for Vienna, and 0 to 29.000ns for 

Eisenstadt, given the emitted pulse width of approx. 4ns. 

However, more than 96% of EW values fall in a more narrow 

range, from approx. 7ns to 18ns for Vienna, and from approx. 

3ns to 10ns for Eisenstadt. This demonstrates the reason for 

normalization.  

As suggested in Sec. 3.4, the minimum EW, EWmin , value is the 

5% quantile of single, strong echoes. Strong echoes are those 

that have amplitude more than 1% of the highest amplitude 

found in the data set. Thus, only 5% of all “strong” echoes have 

a shorter EW than this EWmin. (See Figures 6 and 9). The 

maximum EW is chosen as the 99% quantile of EW from the 

strongest third of the first-of-many echoes with the highest 

amplitude (Figures 7 and 10). The thresholds for normalizing 

EW for Eisenstadt and Vienna are summed up in Table 4: 

EW 

Min Max Mean Std 

Eisenstadt 4.4000 9.1000 4.632 0.295 

Vienna 8.9480 16.7190 9.538 0.404 

Table 4. The EW thresholds for Eisenstadt and Vienna 

Applying the normalization, the threshold for normalized EW in 

Eisenstadt and Vienna are presented in Table 5 While the 

normalization brings those values closer together (buildings 

have normalized EW below 6% and 11% respectively, and trees 

have normalized EW above 3% and 9% respectively), they are 

not as close together as for the other thresholds (Table 2).  

Building Tree 

EW EW 

Eisenstadt <0.064 >0.027 

Vienna <0.106 >0.085 

Table  5. Normalized EW thresholds for Eisenstadt and Vienna. 

Comp Corr Quality 

Building 97.3% 96.9% 94.4% 

Tree 93.5% 93.3% 87.6% 

Table 6. Accuracy assessments of Building, Tree classes in 

Eisenstadt region after Echo Width normalisation. 

Another way of evaluating the normalization is to apply the 

thresholds on normalized echo width from one dataset for 

classifying the other data set. The Eisenstadt values applied to 

Vienna led to a result of lower quality, but the Vienna 

thresholds applied to Eisenstadt did produce qualitatively a very 

similar classification. The completeness and correctness 

measures are shown in Table 6 . The loss in completeness and 

correctness does not change for the building class and is below 

5% for the tree class.  

5. CONCLUSION

This study used full-waveform LiDAR data to classify urban 

areas, i.e. Eisenstadt and Vienna. Four classes were built: Water 

bodies, Buildings, Trees and Ground. The computations were 

executed in OPALS, ArcGIS and FugroViewer. Overall, a high 

accuracy (>93%) could be achieved. 

Full-waveform LiDAR with its additional attributes is an 

advanced data to classify urban area. The echo width proofed 

valuable in classifying vegetation and buildings reliably. The 

other attributes used were Echo Ratio, Sigma0, nDSM, and 

Density.  

Applying the classification thresholds, i.e. those with 

normalized Echo Width, derived for the Vienna dataset to the 

Eisenstadt dataset demonstrated that thresholds are, indeed, 

transferable between missions, resulting in a minor loss of 

accuracy (5%) in comparison to the classification tailored for 

the Eisenstadt mission. 
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Figure 5. Histogram of echo width value in Eisenstadt region 

Figure 6. Eisenstadt dataset: Scatterplot of Echo Width versus 

Amplitude for single echoes. Echoes with more than 1% of the 

highest Amplitude are placed above the red horizontal line. The 

vertical line shows the minimum echo width EWmin which is 5% 

quantile of the single echoes above the Amplitude threshold. 

Figure 7. Eisenstadt dataset, Scatterplot of Echo Width versus 

Amplitude for the first-of-many echoes. The red horizontal line 

separates the weak (66.6%) from the strong echoes (“highest 

third”). The vertical line shows the maximum echo width EWmax 

which is the EW at the 99% quantile of the strong echoes. 

Figure 8. Histogram of echo width value in Vienna region 

Figure 9. Vienna dataset: Scatterplot of Echo Width versus 

Amplitude for single echoes. Echoes with more than 1% of the 

highest Amplitude are placed above the red horizontal line. The 

vertical line shows the minimum echo width EWmin which is 5% 

quantile of the single echoes above the Amplitude threshold. 

Figure 10. Vienna dataset: Scatterplot of Echo Width versus 

Amplitude for the first-of-many echoes. The red horizontal line 

separates the weak (66.6%) from the strong echoes (“highest 

third”). The vertical line shows the maximum echo width EWmax 

which is the EW at the 99% quantile of the strong echoes. 
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For the two different study areas the threshold applied for Echo 

Ratio, Sigma0, and nDSM were the same. Echo Width was 

shown to depend on the flight mission parameters. The cause 

was not studied, but the footprint size may have influence. It is 

noted that using the differential cross section, instead of echo 

width would not necessarily change this. The differential cross 

section is obtained by deconvolving (Jutzi and Stilla, 2006; 

Roncat et al., 2011) the received signal with the emitted pulse 

shape (more precisely the system waveform).  

A simple model for normalizing echo width was suggested. 

Improvements of this model, e.g., choice of minimum and 

maximum echo width for normalization, could be investigated, 

e.g. histogram matching.  
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ABSTRACT
Airborne laser scanning (ALS) and image matching are the two
main techniques for generating point clouds for large areas. While
the classification of ALS point clouds has been well investigated,
there are few studies that are related to image matching point
clouds. In this study, point clouds of multiple resolutions from
high-resolution aerial images (ground sampling distance, GSD, of
6 cm) over the city of Vienna were generated and investigated
with respect to point density and processing time. Three different
study sites with various urban structures are selected from a
bigger dataset and classified based on two different approaches:
machine learning and a traditional operator-based decision tree.
Classification accuracy was evaluated and compared with confu-
sion matrices. In general, the machine learning method results in a
higher overall accuracy compared to the simple decision tree
method, with accuracies of 87% and 84%, respectively, at the
highest resolution. At lower-resolution levels (GSDs of 12 cm and
24 cm), the overall accuracy of machine learning drops by 4% and
that of the simple decision tree by 7% for each level. Classifying
rasterized data instead of the original point cloud resulted in an
accuracy drop of 5%. Thus, using machine learning on point
clouds at the highest available resolution is suggested for classifi-
cation of urban areas.
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1. Introduction

Distribution of land cover has an intense effect on the global climate and environment
(Pielke 2005). Different scales, from global to regional to local land cover mapping, play
an important role in providing effective monitoring of the changing environment
(Mahmood et al. 2010; Yan, Shaker, and El-Ashmawy 2015). Satellite remote sensing
has been utilized as a functional tool in mapping the Earth’s relief and land cover over
large areas. Improving the spatial resolution of mapping products, which are required
for diverse large-scale urban tasks, e.g. traffic management (Youn et al. 2008), is one of
the current challenges in remote sensing investigations (Momm, Easson, and Kuszmaul
2009; Myint and Lam 2005; Yan, Shaker, and El-Ashmawy 2015). Thanks to advances in
technology, point clouds became a standard product (Lemmens 2014), and their 3D
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content makes them interesting for studying complex scenes such as urban areas. Point
cloud classification is a significant step in information extraction (Vosselman 2013).

‘Point cloud’ is a term that describes a set of unorganized points, which are often
georeferenced in an Earth-fixed coordinate system (Otepka et al. 2013). In addition to
three coordinates, (x, y, z), each point may have additional attributes (e.g. normal vector
components and ‘colour’ in different spectral bands). Thus, point clouds can be used not
only to visualize a scene, e.g. Nebiker, Bleisch, and Christen (2010), but also to infer
quantitative information (Otepka et al. 2013). Point cloud data became important for
urban studies such as land cover classification (Antonarakis, Richards, and Brasington
2008; Yan, Shaker, and El-Ashmawy 2015), digital terrain modelling, building modelling
(Dorninger and Pfeifer 2008; Haala and Kada 2010; Rottensteiner et al. 2007), canopy
detection and vegetation analysis (Antonarakis, Richards, and Brasington 2008; Rutzinger
et al. 2008; Van Leeuwen, Coops, and Wulder 2010; Wang, Weinacker, and Koch 2008),
building damage and change detection (Kang and Lu 2011; Pang et al. 2014), and in the
broader applications of land cover change detection or monitoring, urban structure type
mapping (Heiden et al. 2012), urban planning, and disaster management (Biasion et al.,
2005). A special advantage of classified point clouds is that they allow the relevant
points to be chosen for different modelling tasks. One example is the digital surface
model (DSM) for visibility analysis, in which points on wires or mobile objects (cars, etc.)
are disregarded. This method is applied, e.g. by the city of Vienna.

There are two sources for point clouds over large urban areas: airborne laser
scanning (ALS) and dense matching of aerial images. Wang et al. (2009) expressed
that LiDAR (Light Detection and Ranging) technology is ‘rapidly replacing the photo-
grammetric approach’. However, in practical experiments, Veneziano, Hallmark, and
Souleyrette (2002) and Choma, Ratcliff, and Frisina (2005) were less impressed by
LiDAR and perceived a continuing role for stereo photogrammetry. With the advan-
tages of high point density, ‘rich’ semantic information (Leberl et al. 2010) and direct
observation of linear features (Rau, Jhan, and Hsu 2015), in addition to developments
within computer vision, especially dense multi-image matching, point clouds from
photogrammetric products are increasingly utilized in science and ‘reality of human
life’ (Maltezos and Ioannidis 2015). The comparative evaluation of point clouds from
image matching and ALS reveals subtle differences and indicates a higher reliability
of ALS points clouds (Ressl et al. 2016). Little research on using point clouds from
high-density image matching for classification of urban scenes has been conducted.
Because of the regular availability of aerial images (e.g. yearly photo flights), classified
point clouds that are derived from image matching would allow frequent updates of
derived products. Therefore, it is interesting to study the feasibility of classifying 3D
point clouds from dense image matching and assess the accuracy that can be
obtained.

Our aim is to study the classification of point clouds from high-density aerial image
matching. Often, image data are acquired at high resolution, e.g. a 10-cm ground
sampling distance (GSD), and used for interactive interpretation and visualization pur-
poses. However, classification may not be required at this high level of detail. Thus, it will
be investigated whether a lower-resolution point cloud is also appropriate for classifica-
tion. This would lead to a reduction in storage and processing time, especially if the
classification accuracy were independent of the resolution that was used for the
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generation of the 3D point cloud. The investigated raw point clouds contain information
on coordinates and colour (RGB).

For urban scenes, a special advantage of point clouds is that the 3D content is fully
preserved, in contrast to raster approaches (2.5D), e.g. vegetation above other objects
such as roofs, ground, and water (Höfle et al. 2009; Kraus and Pfeifer 1998), bridges
above ground (Sithole and Vosselman 2006), or vertical walls and parcellation borders
(Filin, Borka, and Doytsher 2009). The question arises as to whether 3D point cloud
classification has an advantage over a 2.5D (raster) approach with respect to accuracy or
if the benefit of the 3D content is counterweighted by a loss of classification accuracy.

Additionally, decision trees are one of the most popular learning methods and are
commonly used for data exploration (Rokach and Maimon 2008). In this study, we use a
random forest classifier and a traditional operator-based decision tree for complex urban
areas to determine which advantages they bring. The former sets thresholds automati-
cally but requires training samples to be acquired at each site. The latter is subjective, as
thresholds are set experimentally by the operator. These decision trees are typically
simple and, therefore, more transparent. Thus, it is expected that they allow easier
transfer of the classification model (i.e. a decision tree) from one site to another and
from one resolution level to another. As there was uncertainty as to whether the manual
setting of thresholds would lead to results of poor quality, an automatic determination
of thresholds for a decision tree was also investigated.

In summary, the main contribution of this article lies in providing information on the
classification accuracy that is obtained from image matching point clouds, how it is
affected by a change in resolution, whether the 3D approach allows higher accuracy,
and which advantages machine learning and operator-based decision tree approaches
have relative to each other on complex urban scenes.

2. Related works

ALS can produce highly accurate, reliable, and dense 3D point clouds of ground and
objects. It is particularly beneficial for vegetation areas where the laser pulse can
partially pass through gaps in the foliage, touches the ground and reflects topographic
information. However, using only ALS data for urban detection is challenging for
extracting more than four urban object classes according to Rau, Jhan, and Hsu
(2015). Lafarge and Mallet (2012) proposed a robust city model reconstruction approach
with a 2.5D hybrid representation that includes only buildings, trees, and ground. Mallet
et al. (2011) used a support vector machine (SVM) to classify the urban area into three
classes: building, vegetation, and ground. Shapovalov, Velizhev, and Barinova (2010)
applied non-associative Markov networks to classify five classes. Xiong et al. (2011) used
the same aerial dataset from Shapovalov et al. to distinguish five urban objects (ground,
buildings, tree, low vegetation, and car), thereby showing how point-based and region-
based classifications of LiDAR data can interact in a pairwise conditional random field
(CRF). Niemeyer, Rottensteiner, and Soergel (2013) proposed a supervised classification
method that incorporated a random forest classifier into a CRF framework to detect
asphalt, natural ground, vegetation, buildings, fences, and cars. Najafi et al. (2014)
presented a non-associative higher-order graphical model for classifying five objects
from ground, building, vehicle, bushes/low vegetation and trees/high vegetation from
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the GML-PVC (http://graphics.cs.msu.ru/en/node/922) dataset. Niemeyer et al. (2015)
presented a contextual classification methodology that was based on two-stage CRF
for classifying data from the Vaihingen LiDAR dataset from the ISPRS Benchmark on
Urban Classification and 3D Reconstruction into eight classes (Rottensteiner et al. 2012).
They achieved an overall accuracy of 80.5%.

Image matching point cloud classification approaches for urban areas are presented
in the following. Liao and Huang (2012) collected 92 images in the visible band, and
near-infrared images with a Canon EOS 5D digital camera with an NIR filter. The two
types of images were uploaded to the Photosynth website to produce point clouds. The
resulting point clouds were combined in one coordinate system to compute Normalized
Difference Vegetation Index (NDVI) values. The data were classified using height and
colour information by thresholding into several categories: buildings, cement plane 1,
cement plane 2, trees and grasses. The results showed 36% commission and omission
error. That paper indicated the advantage of using a multispectral point cloud in
classification over a LiDAR point cloud when using NDVI to distinguish grassland and
cement planes. However, the result depended on the quality of the registration between
the pair of point clouds. Gerke and Xiao (2013) demonstrated and compared two
methods for 3D scene classification, which were derived from image matching for two
different study sites. The point clouds were converted into the voxel representation and
segmented according to features such as colour, texture and straight lines. A supervised
method, which was based on the ‘Random trees’ machine learning technique, and an
unsupervised method, which applied Markov random field with graph cuts for energy
minimization, were used to classify five objects: façade, roof, rubble, sealed ground, and
trees. Overall accuracies of 73.1% and 58.9%, respectively, in the Haiti area and 84.7%
and 78.3% for the Enschede area were achieved. Debella-Gilo et al. (2013) found object-
based image analysis (OBIA) to be a satisfactory approach for land cover mapping in the
Nord-Trøndelag county of Norway using 3D point cloud data that were obtained from
stereo aerial image matching and spectral data. The Ecognition software was used to
segment homogeneous objects in the scenes. Then, four land types (forest, biotic open
area, abiotic open area, and mire) were classified based on defined rules. The overall
accuracy was approximately 80% and the kappa coefficient (κ) was approximately 0.65.
Omidalizarandi and Saadatseresht (2013) performed their segmentation experiment with
point clouds of three different levels of density and accuracy using a surface-growing-
based approach. They verified that updating plane parameters and robust least-squares
plane fitting improves the results of building extraction, especially in case of low-
accuracy point clouds. Maltezos and Ioannidis (2015) proposed a method for detecting
building points automatically by using two different data sets: LiDAR point clouds and
image matching point clouds, which were derived using semi-global matching (SGM)
(Hirschmüller 2008). The vegetation was removed by utilizing normal and roughness
values, while NDVI was used to extract vegetation in the Colour Infrared (CIR) point
clouds. Then, the bare earth was extracted based on morphological operations. The final
building point clouds were used to generate 3D city models and perform building
change detection. They concluded that point clouds that are derived from high-resolu-
tion CIR digital aerial imagery have great potential for classification tasks. Modiri,
Masumi, and Eftekhari (2015) also utilized a region-growing technique to classify build-
ings and vegetation from two images that were acquired by the UltraCam-X camera
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based on colour and a vegetation index. Hron and Halounova (2015) demonstrated the
proficiency of digital aerial images for updating buildings based on the analysis of
coloured point clouds that were created by an automatic image matching technique
from regular acquisitions. Time series of point clouds were compared using a differential
digital surface model to detect recently developed (133/139) and demolished (68/70)
buildings in the test areas. Rau, Jhan, and Hsu (2015) proposed a rule-based hierarchical
classification scheme method for automatically classifying a 3D point cloud from oblique
aerial imagery (OAI) into various urban objects such as roof, façade, road, tree and grass
in two study sites. The point cloud was generated through multi-view stereo dense
matching and OBIA was applied to extract five classes. All the feature layers (OAI, object
height image (OHI), gradient image, and edge image) were integrated into Ecognition
for OBIA classification. They achieved an accuracy between 82.5% and 91.8% for their
classification results.

In summary, in much of the investigated classification research, point clouds from
matching of oblique images are rasterized or voxelized. Since any kind of rasterization,
even building voxels, reduces 3D content, our proposed approach uses the original
point cloud for the classification task. Although oblique images are beneficial for urban
areas (especially if façade information is required), nadir images, with their different
projection properties, are still an important data source in practical applications.
Furthermore, little research has been done on accuracy assessments of point cloud
classification over urban areas from nadir images, which will be covered in this work.

3. Materials and methods

3.1. Data

The entire flight consists of 266 high-resolution aerial images that were taken by the
UltraCam-Xp camera in March 2011. Table 1 shows further details of the flight.

3.2. Study area

Vienna is located in north-eastern Austria, at the easternmost extension of the Alps, with
an elevation from 151 to 542 m. To focus the research, three test areas were chosen, as
shown by the yellow rectangles in Figure 1. The study sites were chosen to reflect the
variability of urban environments.

Site 1 has a total area of 9.2 ha (440 m × 230 m) and a centre located at 48°
12ʹ43.4” N; 16°23ʹ03.7” E and is characterized as model city with new high buildings

Table 1. Data information.
Flight date March 2011

Camera UltraCam-Xp
Image format (vertical × horizontal) 11,310 × 17,310 pixel
Pixel size 6 µm in image = 6 cm on Object
Focal length 100.5 mm
Flight height 1035 m
Forward overlap/Side lap 80%/80%
Number of strips 7
Images per strip 38
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(maximum 82 m), large wide water (Danube channel), a bridge, an avenue, and
high trees (about 23 m) along the roads. Site 2 has a total area of 5.6 ha
(297 m × 190 m), centre located at 48°12ʹ36.1” N; 16°21ʹ14.2” E and is characterized
as an old city centre with old apartment buildings (complex roof structures), narrow
roads and an avenue with cars and little vegetation cover. Site 3 has a total area of
4.4 ha (315 m × 140 m), centre location 48°12ʹ18.7” N; 16°19ʹ25.9” E and is
characterized as a suburban area with mainly single-family dwellings and some
high buildings, and a wide avenue with vehicles. This area contains various vegeta-
tion types, including high trees, hedges, isolated medium-high trees, small trees,
and grassland. This is the most complex site in the study, with various kinds of
urban objects.

3.3. Outline of the method

In this study, colourized 3D point clouds are generated from aerial images by utilizing
the dense image matching technique of SGM from the software SURE (Photogrammetric
Surface Reconstruction from Imagery) (Rothermel et al. 2012). The point clouds are
generated for different pyramid levels (0, 1, and 2, which correspond to GSDs of 6 cm,
12 cm, and 24 cm). Those data sets are then evaluated in terms of classification accuracy,
completeness and time consumption. The pyramid level 0 point cloud is used to create a
digital terrain model (DTM), which is used for feature computation at all levels.
Moreover, additional geometric and spectral features of a point and its neighbourhood
are computed in the point cloud of each pyramid level. Those point features include, e.g.
the normal vector, roughness, echo ratio (ER), Green ratio (GR) and Green-Red
Vegetation Index (GRVI) (Motohka et al. 2010). Six classes are distinguished: grassland,
vegetation, high buildings, small buildings, paved surface and other (including cars).

Two distinct decision tree methods are applied for the three study sites at each
pyramid level: (1) a simple (subjective) decision tree method, which uses thresholds that
are determined by a human operator, and (2) a machine learning method that is based
on the random forest algorithm (Breiman 2001), which automatically generates the best
threshold for distinguishing various urban objects. Considering all study sites, pyramid

Figure 1. Three study sites in Vienna: (a) site 1; (b) site 2; (c) site 3.
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levels and classification methods, the number of classes varies for the individual classi-
fications. For example, water only occurs in study site 1. Moreover, for higher-resolution
data sets, certain sub-classes (e.g. roofs and walls of buildings) were introduced to cover
the variation of the point cloud features. For the evaluation, however, a common class
set (see the end of this section) was defined.

Thresholds of the simple decision tree of one region are transferred to the other two
regions to determine which thresholds should be maintained and which need to be
adjusted. Similarities among different pyramid levels are also investigated.

To determine whether the 3D point cloud approach offers a performance gain in
comparison to a 2.5D approach, the same machine learning method is applied to the
point cloud of level 0 after gridding.

Finally, reference classifications were carefully assigned by an operator and compared
with the classification results on the urban test data scenes. The classes for the evalua-
tion area are the typical land cover classes: grassland, vegetation (bush and tree), high
buildings, small buildings, sealed surface, and other. The applied processes are per-
formed using OPALS (Orientation and Processing of Airborne Laser Scanning data)
(Pfeifer et al. 2014) and ArcGIS.

3.4. Point cloud and DTM generation

Image matching is always performed on the entire image blocks for different pyramid
levels. Additionally, the number of images in which a point needs to be visible is set. The
point cloud with the highest resolution was chosen to create a DTM. To remove the off-
ground points, the Lasground tool (http://www.cs.unc.edu/~isenburg/lastools/) is used
to remove all buildings, trees, cars, and other off-ground points. After this processing,
almost all off-ground points are removed. However, misclassified points remain and are
removed carefully through a manual process using the CloudCompare software (http://
www.cloudcompare.org). Then, the final point clouds are imported into OPALS software
to create a DTM with a grid size of 10 cm.

3.5. Features

The point clouds from matching are represented by their coordinates (X, Y, Z) and
‘reflectance’ values ðρRed, ρGreen, ρBlue) obtained from the measurements of the camera
in the corresponding spectral bands. As no radiometric calibration is applied, this refers
to the radiance measured in the camera and stored as digital number (Honkavaara et al.
2009). The estimation of local planes on a point basis is useful for different tasks (e.g.
shaded relief) and surface normals are important geometric properties of a surface. Here,
the local tangent plane is estimated by computing the best-fitting plane for the ten
nearest points. Its normal vector (XNormal, YNormal, ZNormal) and the standard deviation
(σNormal) of the fit are used as additional descriptions of the points. The distribution of
points in the neighbourhood, which contains more helpful information, is derived from
the structure tensor T (Gressin, Mallet, and David 2012). Linearity (LTÞ, planarity (PTÞ, and
omnivariance (OTÞ are three features that are obtained from T. The LT feature is used to
characterize 3D line objects such as power lines or similar structures. PT is a feature that
describes the smoothness of the surface and is related to roughness measures. OT
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describes volumetric point distributions as they occur for trees. These features are
computed by using the three eigenvalues λ1 > λ2 > λ3 > 0 of the matrix T (Equations
(1)-(3)).

LT ¼ 1� λ2
λ1

(1)

PT ¼ λ2 � λ3
λ1

(2)

OT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ1λ2λ3

3
p

(3)

Different neighbourhood definitions are used for the attribute computation of the ER,
ZRank, ZRange, and ZNormalised, which can be derived to provide more information of the
points. The ER is a measure that describes the vertical point distribution and, thus, the
penetrability of the surface (Höfle, Hollaus, and Hagenauer 2012; Rutzinger et al. 2008).
ZRange represents the maximum height difference between the points in the neighbour-
hood, while ZRank is the rank of the point that corresponds to the height of the point in
the neighbourhood. ZNormalised is the height of the point that is above the DTM
(ZNormalised = Z – ZDTM).

In addition to RGB colour, spectral features such as GR and GRVI (Rau, Jhan, and Hsu
2015) are used:

‘GR: considering that the green band value is generally higher than the red and blue
bands in the vegetation area, GR is used to detect trees and grass as well as asphalt or
cement road.’ (Equation (4)) (Rau, Jhan, and Hsu 2015).

GR ¼ ρGreen= ρRed þ ρGreen þ ρBlueð Þ (4)

‘GRVI: similar to NDVI, which utilizes near-infrared (IR) and red spectral bands, the
green band is used to replace the near-IR. The GRVI value ranges from −1 to 1 wherein
the greenish object GRVI values are larger than 0 and the reddish objects have a GRVI
value less than 0.’ (Equation (5)) (Rau, Jhan, and Hsu 2015).

GRVI ¼ ρGreen � ρRedð Þ= ρGreen þ ρRedð Þ (5)

Thus, in addition to coordinates, the points contain the following additional para-
meters: normal vector (XNormal, YNormal, ZNormal), roughness (σNormal), ER, ZRange, ZRank,
ZNormalised, LT, PT, OT, ρRed, ρGreen, ρBlue, GR, and GRVI.

3.6. Machine learning classification by random forests

Machine learning classifiers infer classification rules from annotated training data with
minimal human intervention. The implementation of the machine learning algorithm
that is used in this study is described by Waldhauser et al. (2014). A small training set is
used for building a model of classification rules, which can then by applied to classify
the larger, unseen data automatically. The acquired sample must contain the specular
characteristic of each class.

Point-based classification: The training samples of the three different study sites at
different pyramid levels are carefully chosen. Seven main groups are considered:

4152 T. H. G. TRAN ET AL.



grassland, trees (high tree, medium tree, and low tree), high buildings (solid high
building roof, walls, roof represented in low quality, and structure on the roof), small
buildings (dwellings), sealed surface (road surface and bare ground), water (water sur-
face and structure on the water surface) and other (cars and traffic installations). Due to
detail differences in the pyramid levels, more detailed sample classes can be obtained at
pyramid level 0.

Raster-based classification: The point clouds are rasterized, including the reference
class, where available. The point that is closest to the cell centre is selected to represent
the data at the raster cell. The same machine learning classification method is applied to
the rasterized data and the original point cloud. The process for running the classifica-
tion is based on the point cloud.

All processing steps, from selecting training samples, attribute creation, classification
model building and applying the classification model, are performed by OPALS and
DTMaster (http://www.trimble.com/imaging/inpho.aspx) software.

3.7. Simple decision tree classification

Unlike machine learning, which chooses thresholds and rules automatically based on
the sample data, a simple decision tree is constructed by an operator, who finds the
thresholds of the classification rules by visually analysing the point features within the
point cloud. From a practical point of view, it is beneficial to use rasterized images of
point features since they show reduced noise and corresponding values can be
selected easily in any image viewing software. The features are aggregated in a
grid size of 10 cm for the point cloud in pyramid level 0 and a grid size of 1 m in
pyramid level 2 (for pyramid level 1, no aggregation was performed). These images
were compared visually and those feature images that allowed (visually) the best
separation of classes were selected: ZNormalised, GR, OT, and PT . ZNormalised is useful for
distinguishing objects based on their height, such as on-ground vs. off-ground
objects, and classifying buildings and trees into categories of low, medium and
high, including buildings in the lower category, vegetation, and cars. GR is useful
for distinguishing greenish objects from other objects of the same height, such as
grassland vs. sealed surface, cars, and low trees, and small buildings vs. medium trees.
OT distinguishes volumetric objects from other objects of the same height, such as
high trees vs. buildings. PT distinguishes planar objects and volumetric objects, such
as small buildings vs. medium trees.

After defining the thresholds, a rule-based hierarchical decision tree is constructed.
First, ground points (sealed surface and grassland) are extracted from the point cloud.
Then, elevated points are separated into lower objects (cars and low trees), medium-
height objects (small buildings and medium trees) and higher objects (high buildings
and high trees). Finally, the four height classes are split into the defined sub-classes. In
site 1, the discrimination of water points was attempted. Within the point clouds, water
points and road points exhibit similar planar distributions. Additionally, based on the
colour, some points of shaded roads are classified as water.

An automatic decision tree is constructed using the standard classification and
regression tree (CART) technique (Breiman et al. 1984). Given that the operator-based
simple decision tree can be considered an ‘over-pruned’ tree with limited nodes, the
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depth of the automatic decision tree is controlled to generate a tree with similar
structure to the simple tree. Consequently, the corresponding thresholds can be identi-
fied and compared to those that are selected by the operator.

3.8. Reference data and accuracy assessment

The reference data for the accuracy assessment are classified manually by a human
using the DTMaster software and an external high-resolution data source, i.e. the
orthophoto. It is necessary to label each point through a thorough visual analysis.
Because this is very time-consuming, only two small parts (of areas 1680 m2 and
1120 m2) that contain abundant objects in study Site 3 are chosen. These small parts
comprised natural objects and artificial objects, which are combined into six classes:
ground (grassland area), road (including road and cement surfaces), tree (including
small, medium, and high trees), high building, small building, and other (here, cars).
The selected area was not used as training data for the classification procedures and is
not significantly influenced by shadows, which allows for an objective assessment. Three
different pyramid levels of point clouds are manually processed and the time that is
required for manual classification is approximately 150 hours with 555,435, 167,258, and
43,344 points in levels 0, 1, and 2, respectively.

The reference that is used for accessing the 2.5D raster classification is also rasterized
from the point cloud reference.

A confusion matrix was built from the point cloud files, which contain all classification
values (machine learning, simple decision tree, and reference), for reporting the overall
accuracy, producer and user accuracies, and κ.

4. Result and discussion

4.1. Image matching results

Three different pyramid levels are produced from different image resolutions with SGM
(Hirschmüller 2008). Level 0 is the default full resolution, level 1 has a quarter of the
pixels, and level 2 a sixteenth. For the study of the computation time, an additional level,
namely, level 3, is generated. The pyramid level influences the processing time, point
density (Table 2), quality and completeness (Table 3) of the resulting point clouds. An
important image matching parameter describes the number of images in which a point

Table 2. Point densities in different pyramid levels. Density is given in [1/m2] and the column P(i)/P(i + 1)
refers to the change in density.

Site 1 Site 2 Site 3

Point count/Point
density

P(i)/
P(i + 1)

Point count/Point
density

P(i)/
P(i + 1)

Point count/Point
density

P(i)/
P(i + 1)

Pyramid level
0 – fold 3

12,686,882/125.0 9,743,175/172.0 9,816,210/222.6
3.55 3.46 3.63

Pyramid level
1 – fold 3

3,568,895/35.3 2,816,211/50.0 2,702,115/61.33.68 3.78 3.86

Pyramid level
2 – fold 3

969,114/9.6 745,059/13.2 700,253/15.9
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must be visible to be accepted. In SURE, this is implemented as the number of stereo
pairs in which a point must appear and is called the ‘fold’. The fold parameter balances
precision against completeness.

For the full resolution with a minimum of 3 stereo models, the computation took
approximately fourteen days for processing with the Windows Server 2008 R2 Operating
system, Opteron 2 × 2.6 GHz – Quad core, and 32G of RAM (Random Access Memory). In
contrast, for 1/64 of the number of pixels (pyramid level 3; only computed for processing
time analysis), it took only 4 h to run the whole area. Between adjacent pyramid levels,
processing time grows quadratically, or at least stronger than linearly, in the number of
pixels or object points (Figure 2). The main advantage of the lower pyramid levels lies in
the higher point density (Figure 3), with factors that are between 3 and 4 between
adjacent levels (Table 2).

Lower pyramid levels, on the other hand, lead to higher incompleteness of the output
data. Table 3 lists the losses of information in the total cover area at Site 3 in different
levels, which are obtained by counting the total number of no-data pixels in a cell of size
0.5 m. According to Table 3, fold 3 achieves higher completeness than fold 4 in the same

Table 3. Total areas of incompleteness for different pyramid levels and folds.

Pyramid level Total area of incompleteness (m2)
Percentage

(%)

-pyr 0 -fold 4 2545 5.8
-pyr 0 -fold 3 1094 2.5
-pyr 1 -fold 3 908 2.1
-pyr 2 -fold 3 823 1.9

Figure 2. Relationship between processing time and the total number of points in different pyramid
levels.
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pyramid level. The ratio of matched points per pixel is, on average, 0.4 points/ground
pixel in Site 1, 0.5 points/ground pixel in Site 2, and 0.7 points/ground pixel in Site 3.

Due to image matching ambiguity, point clouds can show large variation and even
no results, especially in shadowy areas and homogeneous areas (e.g. road surfaces and
water regions).

4.2. Machine learning classification using random forests

First, the results of point-based machine learning classification are described. In the
generation of the training data, our aim was to sample the 6 target classes by sub-
classes that can be easily separated in the data. The number of (sub-)classes decreases
with the reduction in point density and precision (Table 4). The objects with planar
surfaces, such as building roofs, grassland, and sealed surface, can be easy distinguished
from vegetation objects in pyramid level 0. However, it becomes more difficult at higher
pyramid levels. At that state, roofs and sealed surfaces are not planar any more. They
become undulated (Figure 4), which leads to difficulties in separating small buildings

Figure 3. Point densities of different pyramid levels: (a) -pyr 1 – fold 3, (b) -pyr 2 – fold 3, (c) -pyr 3 – fold 3.

Table 4. Groups and classes of samples in pyramid levels 0, 1, and 2.
Group Pyramid level 0 Pyramid level 1 Pyramid level 2

Sealed surface Cement surface Roads Cement surface
Roads

Cement surface Roads

Grassland Grassland Grassland Grassland
Vegetation High trees

Medium trees
Low trees

High trees
Medium trees

High trees
Medium trees

Small building Dwellings Dwellings Dwellings
High building Solid high building roof

Walls
Roof, represented in low quality
Structure on the roof

Solid high building roof
Walls
Roof, represented in
low quality

Solid high building roof Walls

Water Water surface
Structure on the water

Water surface
Structure on the water

Water surface

Other Cars
Traffic installations

Cars
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from medium vegetation and road from cars. This makes it challenging to manually
select training data for use in learning the decision trees.

Figure 5 shows the classification results in pyramid level 0, pyramid level 1 and
pyramid level 2 of the machine learning classifier. The training data for pyramid level
0 are shown in Figure 5(a). The number of sample points for the different classes are as
follows: grassland – 69,107, trees – 185,060, high buildings – 100,679, small buildings –
204,592, sealed surface – 231,984, and cars – 44,298. The total time that is used to
acquire samples is 3 hours for this site. Half of the training data are used for learning and
half are used for evaluation of the learned model (but not for the overall evaluation).
Visually, the final results are satisfactory in terms of distinguishing the major objects. The
classification results strongly depend on the sample point data, not only the number of
points but also the distribution of samples. The training samples must cover the full
attribute variations within the data set to achieve satisfactory classification results.
According to experience, this can be achieved by evenly distributing the training
samples across the whole area such that each group fully covers the attribute variations.
For example, grassland in this season does not have the same colour for the whole

Figure 4. Point distributions in different pyramid levels: (a) -pyr 0, (b) -pyr 1, (c) -pyr 2.

Figure 5. Machine learning classification results for different pyramid levels in site 3: (a) sampling data
for level 0 overlaid on the ortho-image, (b) classification result in pyramid level 0; (c) classification
result in pyramid level 1, and (d) classification result in pyramid level 2.
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region, so instead of sampling grassland points in the stadium area only, clusters of
grassland in different courtyards need to be sampled. To increase the accuracy of the
classification results in higher pyramid levels, the reference objects need to be
redoubled. For instance, in pyramid level 0 of Site 3, the small building sample consists
of 11 objects. Therefore, in pyramid level 1, the number of small building sample objects
should be 22 to ensure appropriate classification results. As shown in Figure 5(b–d), the
number of classes that can be distinguished decreases as the pyramid level increases
and misclassification increases.

With each study site, sampling points for each class are acquired manually. The
training samples contain ‘pure’ data and require careful selection. The total time that
was spent taking samples was 6 hours for the three sites. Figure 7 (left column) displays
the classification results of all three sites at pyramid level 0. Site 1 covers high modern
buildings with planar roof structure, a wide avenue, and a river. Visually, grassland,
vegetation, high buildings, small buildings, water points, and sealed surface are detected
proficiently. However, shaded sealed surface points are misclassified into grassland
because of their dark colour. Site 2 represents an older part in Vienna, which is
dominated by high buildings and narrow roads in between. Building roofs have varying
structures and colours, and the scene is strongly influenced by shadows. Thus, in some
areas, point clouds show high noise or are missing. This leads to roof points that are
distributed similarly to tree points. In addition, trees are affected by shade, which is why
their colour is varying. Eventually, this leads to building roofs being misclassified as
trees. The wide road, which is homogeneously illuminated, is well classified, whereas
narrow roads are wrongly detected because of shadows from high buildings. Site 3 is
the most vegetated area and there are many objects compared with the two other sites.
Objects are classified effectively. However, the ‘other’ class is mixed with the low tree
class in shaded areas. Grassland is mixed into the sealed surface class in some areas that
are covered by dried ground.

As mentioned in the introduction, one aim of this investigation is to determine whether
point-based methods outperform raster-based methods that use machine learning classi-
fication. The main advantage of the 2.5D raster approach compared to point cloud
classification lies in its simpler processing because its neighbourhoods are implicitly
given and the processing time is shorter because of the faster neighbourhood search.
However, the raster is less sharp compared with the point cloud (Figure 6) because of pixels
where no point or multiple points are given. However, to reduce the influence of feature

Figure 6. Machine learning classification results: (a) point-based; (b) raster-based.
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computation on the comparison, the point cloud features were also gridded. The final
result for Site 3 shows that the accuracy of raster classification (Table 12) is slightly lower
than that of the point cloud (approximately 5%). Additionally, the 3D content is inevitably
lost when applying a raster approach in comparison to the point cloud classification.

4.3. Simple decision tree classification

Using only three attributes, namely, ZNormalised, GR and OT, simple decision tree classifica-
tion could be performed for two sites (Sites 2 and 3). Site 1 needed an additional attribute,
namely, PT, to achieve satisfactory results. For this site, point clouds can be classified into
eight classes: grassland, sealed surface, low vegetation, medium vegetation, high vegeta-
tion, small buildings (dwellings), high buildings and cars. ZNormalised is the main threshold
for distinguishing various objects. GR is used to detect vegetation objects. However, with
high trees, GR is not effective because of seasonal and shading effects. Thus, a threshold
on the OT attribute is applied to separate high buildings and high trees.

Different sites required individual thresholds (Table 5, Table 6, and Table 7). However,
the thresholds for grassland, sealed surface, low tree, and car could be maintained. The
thresholds of OT are varied from site to site because of the differences in tree
arrangements.

The threshold for distinguishing between trees and buildings depends on the heights of
the trees and buildings in the region. The final classification results for the simple decision
tree method of the three different study sites are shown in Figure 7 (right column). The
time that is spent empirically selecting thresholds and designing the decision tree is
3 hours. The same thresholds as were used in pyramid level 0 are considered and evaluated
in the higher pyramid levels. Figure 8 shows the results when the same threshold as that
used for pyramid level 0 is applied to pyramid levels 1 and 2. The threshold of pyramid level
0 can be applied to pyramid level 1 but not pyramid level 2. In pyramid level 2, only the

Table 6. Thresholds of simple decision tree classification in pyramid level 0 of site 2.
Site 2 ZNormalised (m) GR OT

Grassland ≤0.2 >0.3393 –
Sealed surface ≤0.2 ≤0.3393 –
Low trees <1.5 >0.3393 –
Cars <1.5 ≤0.3393 –
Small buildings >1.5 and ≤ 5.5 ≤0.348 –
Medium trees >1.5 and ≤ 5.5 >0.348 –
High trees >5.5 and <14.5 – >1
High buildings >17 – <1

Table 5. Thresholds of simple decision tree classification in pyramid level 0 of site 1.
Site 1 ZNormalised (m) GR OT PT
Grassland ≤0.2 >0.3393 – –
Sealed surface ≤0.2 ≤0.3393 – –
Low trees <1.8 >0.3393 – –
Cars <1.8 ≤0.3393 – –
Small buildings >1.8 and ≤ 5.5 – – >0.6
Medium trees >1.8 and ≤ 5.5 – – ≤0.6
High trees >5.5 and <23 – >0.03 –
High buildings >23 – <0.03 –
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high building threshold delivers satisfactory results; other thresholds needed to be chan-
ged. Hence, an additional step of empirically selecting thresholds is required. After chan-
ging thresholds (Table 8), the result improves (Figure 9). Notably, ZNormalised thresholds did
not need to be changed, which suggests that this feature depends more strongly on the
object type than on the parameters of image acquisition or image matching.

Table 7. Thresholds of simple decision tree classification in pyramid level 0 of site 3.
Site 3 ZNormalised (m) GR OT

Grassland ≤0.2 >0.3393 –
Sealed surface ≤0.2 ≤0.3393 –
Low trees <1.8 >0.3393 –
Cars <1.8 ≤0.3393 –
Small buildings >1.8 and ≤ 5.5 ≤0.348 –
Medium trees >1.8 and ≤ 5.5 >0.348 –
High trees >5.5 and <14.5 – >0.17
High buildings >14.5 – <0.17

Figure 7. Machine learning (random forest) in (a), (c), (e) and simple decision tree (manual thresholds)
for three study sites in (b), (d), (f) for the three study sites.
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The automatic method for setting thresholds for a decision tree using the same three
features yielded very similar results to the manual setting of threshold values (Figure 7,
right column). Thus, the results are not shown separately. The analysis of the confusion
matrix indicates that small buildings are classified with higher producer and user
accuracies using the automatically selected thresholds.

4.4. Accuracy assessment

To compare the classification results between the two methods, namely, machine
learning and simple decision tree, the classes are combined into the same six main
classes: grassland (Grass), sealed surface (S-surface), vegetation (Veg), high building (H-
build), small building (S-build) and other. Site 3 was chosen because its object variety is

Figure 8. Results of the simple decision tree of level 0 for pyramid levels 1 (a) and 2 (b) of site 3.

Table 8. New threshold for pyramid level 2 of site 3.
Site 3 ZNormalised (m) GR OT

Grassland ≤0.2 >0.341 –
Sealed ground ≤0.2 ≤0.341 –
Low trees <1.8 >0.334 –
Cars <1.8 ≤0.334 –
Small buildings >1.8 and ≤ 5.5 ≤0.36 –
Medium trees >1.8 and ≤ 5.5 >0.36 –
High trees >5.5 and <14.5 – >0.5
High buildings >14.5 – <0.5

Figure 9. New thresholds applied to pyramid level 2 in site 3.
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the highest, compared to the other sites. Figure 10 displays the two reference areas in
Site 3.

The overall accuracies of machine learning by random forest and simple manual decision
tree for different pyramid levels are summarized in Table 9. In general, machine learning
provides better classification results compared with the simple decision tree in the same
pyramid level. The reason is that in machine learning, the model (i.e. the set of decision trees)
is more complex than a simple decision tree and a thorough examination of the diverse point
features is performed, while the operator can only consider a limited set of features when
designing a decision tree. The automatic selection of threshold values for a decision tree,
which considers four features, leads to slight improvement in performance relative to manual
selection. The overall accuracy increases from 84.1% to 84.5% with a κ of 0.80.

Figure 10. Two different accuracy evaluation areas in site 3: left column shows an area with a high
building and street, right column shows small buildings with gardens. From top to bottom:
orthophoto, classification result of the simple manual decision tree, classification result of machine
learning by random forest, and reference classification.

Table 9. Overall accuracies of machine learning by random forest and simple manual decision tree
for different pyramid levels.

Machine learning Simple decision tree

Overall accuracy (%) κ
Overall

Accuracy (%) κ

P0f4 87.2 0.84 84.1 0.80
P1f3 83.2 0.79 77.9 0.73
P2f3 79.2 0.74 68.6 0.61
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Both methods perform well in terms of high building (over 99% accuracy) and sealed
surface (over 90% accuracy) distinction. Machine learning by random forest is distinc-
tively better for ‘other’ objects, with an accuracy of 86.4%, which is twice the user
accuracy of the simple decision tree (44.6%) (Table 10 and Table 11). It also performs
better in separating small buildings from vegetation. The raster-based method, in
comparison to the point-based method (Table 12 and Table 11), performs less well in
terms of the quality of the discrimination between grass and sealed surface and in
discriminating between vegetation and small buildings.

Table 10. Confusion matrix of pyramid level 0 of simple decision tree (SDT) versus reference
classification.

Reference classification

Class Grass Veg H- build S- build S-surface Other Total Producer (%)

SDT Grass 84,152 235 0 0 2349 129 86,865 96.9
Veg 5306 51,30 1448 5352 4249 4468 72,124 71.1

H-build 6 148 179,865 0 0 0 180,019 99.9
S-build 1 16,186 0 50,741 0 13 66,941 75.8
S-surface 37,150 1369 0 4 96,926 588 136,037 71.3
Other 1460 7424 0 118 263 4184 31.1
Total 128,075 76,663 181,313 56,215 103,787 9382 13,449

User (%) 65.7 66.9 99.2 90.3 93.4 44.6 555,435
Overall accuracy (%) 84.1 κ 0.80

Table 11. Confusion matrix of pyramid level 0 of machine learning (random forest, ML) versus
reference classification.

Reference classification

Class Grass Veg
H-

build
S-

build S- surface Other Total
Producer

(%)

ML Grass 82,973 249 0 1 3433 14 86,670 95.7
Veg 14,162 69,584 602 6502 4910 1068 96,828 71.9
H-build 6 146 180,711 0 0 0 180,863 99.9
S-build 0 2169 0 49,629 0 38 95.7
S-surface 25,556 1086 0 3 93,293 158 52,136 77.7
Other 3670 5288 0 79 2013 8092 120,096 42.3
Total 126,367 78,522 181,313 56,214 103,649 9370 19,142
User (%) 65.7 88.6 99.7 88.3 90.0 86.4 555,435
Overall accuracy (%) 87.2 κ 0.84

Table 12. Confusion matrix of pyramid level 0 of the Raster-machine learning (random forest, Ras-
ML) approach versus reference classification.

Reference classification

Class Grass Veg
H-

build
S-

build S- surface Other Total
Producer

(%)

Ras
-ML

Grass 61,266 15,635 6 1 44,708 3629 125,245 49.0
Veg 98 70,356 20 586 642 5342 91.3
H-build 1 95 181,217 0 0 0 77,026 99.9
S-build 63 12,970 1479 41,472 0 70 181,313 74.0
S-surface 1852 3130 0 0 95,010 2238 56,054 93.0
Other 76 1987 0 1 999 9964 102,230 76.5
Total 63,356 104,173 182,722 42,060 141,341 21,242 13,027
User (%) 96.7 67.4 99.2 98.6 67.2 46.9 554,895
Overall accuracy 82.3% κ 0.78
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Because of the limitations of the image matching method, the point cloud is posi-
tioned on top of the canopy of vegetation, so it is difficult to discriminate tree objects
because their volumetric structure is not captured. The greenness attribute plays an
important role in classifying trees. However, it remains problematic in differentiating
artificial objects such as a green car, a green roof, and water. For that reason, machine
learning based on point-neighbourhood geometric features such as the normal vector
improves the quality of the classification results, as shown in Figure 7, where the
classification results of both methods for three sites are compared. Machine learning
can recognize water points, which is a hard task, using a simple (manual) decision tree.

Shade is a big problem for photogrammetric imagery. It reduces the point precision
and colour information due to the limited textural information. Therefore, the accuracy
of the classification results decreases. For instance, shady roads can be misclassified as
grassland. For some high building roofs, because of shade, occlusion, diversity of roof
structure, and lack of texture, the matching results are deteriorated. This can cause an
undulating height variation of planar roof surfaces, which can be misclassified into the
high tree class. Seasonal variations can also result in lower classification quality: The
images were taken in March (Table 1), when the foliage was not fully developed.
Therefore, not all trees were completely green. This caused additional difficulties in
distinguishing them from other objects.

Both supervised methods provide high accuracies for urban classification tasks. The
highest accuracy and details are obtained for the full-resolution pyramid level 0, com-
pared to other pyramid levels. However, the time that is required for processing is higher
by approximately a factor of 4 from one level to the next. This may lead to an arduous
task if processing large areas. For such situations, a smaller number of classes and lower
pyramid levels are recommended for quicker processing. Both methods perform well in
building and sealed surface detection. Thus, they are suitable for urban areas, where
buildings and roads occupy a high ratio of the total land cover.

The main advantages of machine learning are the automatic selection of thresholds
and its lower subjectivity than the simple manual decision tree threshold selection.
However, it requires selecting samples for each region (and pyramid level) individually,
which takes more time than designing a manual decision tree (approximately twice as
much time). To evaluate our empirical threshold approach, we also used the samples
that were used for machine learning, to automatically learn the thresholds for a simple
decision tree. The final result of this automatic decision tree yielded an accuracy of
84.5%, which is an improvement of 0.4% compared to our simple manual decision tree
result.

Gerke and Xiao (2013) and Rau, Jhan, and Hsu (2015) proposed two methods for
image matching point cloud classification in urban areas. Both studies used oblique
airborne imagery, which has outstanding properties regarding vertical structures such as
building façades and trees. Therefore, their classified urban objects are different from
those presented here. They divide buildings into roof and façade classes, whereas we
separate buildings into high buildings and small buildings. The classes that they have in
common are trees, grass, and road (sealed surface). Moreover, cars were classified in our
approach but not in theirs. With respect to the method, both approaches used object-
based classification on rasters, while our method is a point-based classification, which is
carried out in full 3D. Our overall accuracy of approximately 85% is equivalent to theirs.
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5. Conclusions

In this paper, we have demonstrated two supervised classification methods using point
clouds that were created from dense image matching technology. The GSD of the
investigated images was 6 cm. The point clouds, which include colour information, are
extracted by the SGM method in the software SURE. Quality, completeness, processing
time, and number of classes are investigated for point clouds of different levels of detail.
For the full-resolution pyramid level, the highest quality and precision were achieved,
but with lower performance in terms of completeness (area coverage) and processing
time. In the three pyramid levels, the point density changes by a factor of 3 to 4 per level
for all three study sites. The computation time for dense matching also depends strongly
on the pyramid level. Our experiments, in which SURE is used, indicate that the
computation time grows more strongly than linearly with the number of pixels between
pyramid levels.

Additional features are calculated based on geometric and spectral radiometric
properties, such as normal vector (XNormal, YNormal, ZNormal), roughness (σNormal), ER,
ZRange, ZRank, ZNormalised, LT, PT, OT, ρRed, ρGreen, ρBlue, GR, and GRVI. Those features
are used as input for two supervised classification methods. One is machine learn-
ing based on a random forest algorithm and the other is a rule-based hierarchical
scheme that uses simple decision trees for which thresholds are determined
empirically. At pyramid level 0, the most details are available, and the features
are the most expressive. Thus, it obtained the highest number of discernible
classes. As a result, the lower the level of detail in the point cloud, the smaller
the number of classes. Both methods obtain the highest classification accuracy in
the point cloud of pyramid level 0, which is reduced evenly per level. In the same
level, the machine learning method always achieves higher accuracy due to its
higher number of input parameters and more complex decision tree structure; its
accuracy is approximately 87.2%, while for the simple manual decision tree, the
accuracy is 84.1%. For higher pyramid levels (GSDs of 12 cm and 24 cm), the
classification accuracy decreases per level by 4% for machine learning and 7% for
the simple decision tree. The application of machine learning to rasterized data
provided slightly lower accuracy (by 5%) than the point-based method for pyramid
level 0. However, because of the rasterization of the 3D content, objects that are on
top of each other are lost.

Point cloud classification is performed in different research regions and levels of
detail to evaluate the performances of point-based classification methods and the
capability of transferring thresholds between regions and pyramid levels. In machine
learning classification, for each study region and pyramid level, it is necessary to select
new training points. For the simple decision tree and for different regions, some thresh-
olds can be preserved, but others need to be adjusted to achieve an acceptable
classification result. The investigated thresholds at levels 0 and 1 (6 cm and 12 cm
GSD) could be maintained, but for level 2 (24 cm GSD), a readjustment was required.
ZNormalised appears to be strongly related to the object and, therefore, mission-indepen-
dent, whereas features that describe the distribution of points (OT) appear to be more
dependent on the parameters of data acquisition or matching.
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In this study, point clouds with different levels of detail were created by dense image
matching and classified proficiently. Therefore, classified point clouds can be applied in
many aspects of urban planning and management.
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Abstract: Airborne Laser Scanning (ALS) data hold a great deal of promise in monitoring 

the reduction of single trees and forests with high accuracy. In the literature, the canopy 

height model (CHM) is the main input used frequently for forest change detection. ALS 

also has the key capability of delivering 3D point clouds, not only from the top canopy 

surface, but also from the entire canopy profile and also from the terrain. We investigated 

the use of two additional parameters, which exploit these capabilities for assessing the 

reduction of wooded area: Slope-adapted echo ratio (sER) and Sigma0. In this study, two 

ALS point cloud data sets (2005 and 2011) were used to calculate Digital Surface Model 

(DSM), sER, and Sigma0 in 1.5 km2 forest area in Vorarlberg, Austria. Image differencing 

was applied to indicate the change in the three difference models individually and in their 

combinations. Decision trees were used to classify the area of removed trees with the 

minimum mapping unit of 13 m2. The final results were evaluated by a knowledge-based 

manual digitization using completeness and correctness measures. The best result is 

achieved using the combination of sER and DSM, namely a correctness of 92% and a 

completeness of 85%. 
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1. Introduction 

Forests are an important factor in maintaining the balance in the Earth system. However, the 

ecological processes are often affected by human activity [1]. In order to control the change of forests 

under the impacts of deforestation, wind throw, and diseases, it is required for forest managers to apply 

techniques supporting monitoring and updating forest information regularly. In situ forest inventory 

and remote sensing technologies are in use for detecting and monitoring these changes. Remote 

sensing, as one of these techniques, has proven its ability in change detection, automatically, 

efficiently, and consistently, especially for large areas, this also requiring less manual labor. 

Optical remote sensing is a good choice to detect changes of forests as demonstrated in different 

studies [2–5]. However, optical acquisition techniques are limited by clouds if they are below the 

platform. Photograhic techniques additionally provide little information in cast shadow, as well as 

topographic shadow areas, providing little or no texture and, thus, lead to lower accuracy there. 

Furthermore, the varying shadow conditions for different acquisition times limit an automatic large 

area derivation of forest changes. 

The image matching technique shows its potential use in forestry [6,7]. Photogrammetric imagery 

can also be exploited for gaining 3D point clouds [8]. Nevertheless, the limitation of this technique is 

that information is restricted to the point cloud of the upper canopy and, thus, does not provide ground 

height [9]. The image-based point cloud quality depends on factors like ground sampling distance, 

radiometric image resolution, stereo-parameters, viewing geometry, sun-angle, and amount of  

shadows [9]. 

With the advantage of penetrating the canopy through small gaps, Airborne Laser Scanner (ALS) is a 

potential technique for monitoring vegetation changes. Being an active technique, ALS emits its own 

energy for sensing and is consequently not affected by the ambient illumination (cast shadows, shadows of 

high clouds). Using 3D point clouds from ALS, the change in both coverage and height can be  

detected [10,11]. Moreover, not only dense forests, but even single trees can be detected from dense 

point clouds [12], which can be used to estimate forest biomass [13,14] and generate 3D tree  

models [15,16]. 

Although ALS data holds a high promise in vegetation change detection, thus far, research using  

multi-temporal ALS to detect forest change cover has not yet been fully explored. Yu et al. [17] 

detected harvested trees using two small footprint, high sampling density ALS acquisitions based on  

image differencing. Three-dimensional canopy height models (CHM) were calculated for both data sets 

using raster-based algorithms. The major change of CHM at the same pixel was acquired by a threshold 

value. They reported that 61 out of 83 field-checked harvested trees were detected automatically.  

The undetected trees were mainly smaller trees. St-Onge et al. [18] also used the threshold of CHM 

difference of two medium density LiDAR data acquired in 1998 and 2003 to identify new canopy gaps 

and assess height growth. With the same data Vepakomma et al. [19] expanded their study in 

accessing the feasibility of small footprint LiDAR to map the canopy gap expansions and canopy gap 
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closures for the conservation zone of Quebec. Vastaranta et al. [20] developed a ∆CHM method for 

canopy change detection of snow-damaged trees by applying bi-temporal LiDAR data for the period 

2006–2010. Næsset and Gobakken [21] estimated a boreal forest growth over two years by using 

canopy metrics, i.e., measures of spatial distribution of the acquired point cloud. Nyström et al. [22] 

employed histogram matching to calibrate the metrics in order to reduce the difference between two 

ALS datasets and produce change imagery. They controlled the changes by partial and complete tree 

removal in selected plots. Hollaus et al. [23] assessed the changes in growing stock of 160 km2 

mountain forest by two ALS datasets. The model was established with 184 FI (forest inventory) plots. 

The above-mentioned studies used the differences found in (two) datasets over a forest area. 

Alternatively, processes in the forest can be detected using only one dataset by the traces they leave in 

the site. For example, Mücke et al. [24] used full-waveform ALS data, obtained under leaf-off 

conditions to detect fallen trees. Here, an echo width model was derived based on the point cloud and 

normalized echo heights in order to delineate downed stems. Lindberg et al. [25] and Nyström et al. [26] 

contributed two different methods highlighting the potential of high density ALS data to detect  

wind-thrown trees under forest canopy. Lindberg et al. [25] used a line template matching method 

applied directly to the ALS point cloud (69 points/m2), while Nyström et al. [26] used the  

difference between two elevation models created from the same high density ALS data to detect  

wind-thrown trees. 

In this research, we investigate the ability of forest reduction detection from two different ALS 

datasets by using image differencing [27]. In comparison to Nyström, who applied histogram matching 

to account for different sensor characteristics, our aim is to find features of LiDAR point clouds, that 

are, as much, as possible independent of the sensor characteristics. Unlike other studies mentioned 

above, our hypothesis is that forest reduction up to individual trees can be observed by the three 

LiDAR derived models: Digital Surface Model (DSM), Slope-adaptive Echo Ratio (sER), and 

“Sigma0” (a local roughness measure), as well as their combinations. Our primary interest is, thus, not 

to demonstrate that ALS can detect forest changes as this was done before [17,22]. Rather, we are 

interested in finding robust methods in the presence of different ALS mission parameters. The study is 

done for a mountain forest in Vorarlberg, Austria. Two epochs were acquired with six years difference 

between the data acquisitions. The DSMs demonstrate the change in height and, thus, indicate that tall 

objects were removed. sER demonstrates the change in vertical penetrability and indicates that layered 

objects (e.g., understory and canopy) were removed. Sigma0 demonstrates the change in the vertical 

dispersion of the points and indicates that objects distributed in height (e.g., trees, bushes) were 

removed. Using these variables, in different combination, the forest reduction is derived. The results 

are accessed with their accuracy by using the completeness and correctness measure. All the processes 

are supported by OPALS [28] and ArcGIS software. 

2. Material and Method 

2.1. Study Area 

Study area is located in the south of Vorarlberg province, Austria, centered on lat. N 47°04′12″, 

long. E 9°49′12″ (Figure 1). The total covered area is about 1.5 km2 of mountainous region, with the 
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elevations ranges from 1225 m above sea level (a.s.l) in the valleys, to a maximum of 1786 m a.s.l. In 

general, in this area, approx. 24% is covered by forest and the dominating tree species is Norway spruce 

(Picea abies). The forests in the study area are managed by the Stand Montafon Forstfonds  

(http://stand-montafon.at/forst), which operates the local forest inventory. Based on this inventory the tree 

heights vary between approximately 6 m to 42 m, with the mean height of 27.5 m and the standard 

deviation is 6.8 m [29]. Due to the topography the majority of the forests in the study area have a 

protection function against natural hazards, i.e., snow avalanches. Therefore, exploitations of single 

trees or group of trees are foreseen in the forest management plan, meaning clear cuttings of larger 

areas are not allowed. 

 

Figure 1. Study area (Orthophoto: office of survey and geoinformation from Vorarlberg, 

Austria, Political Map of Austria: GEOATLAS.com.). 

2.2. Data 

The two ALS data sets were provided by the local office of survey and geo-information from the 

federal state of Vorarlberg, and are subsets of the official federal state-wide ALS data acquisition 
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campaigns. The ALS data sets were acquired in 2005 and 2011 using an Airborne Laser Terrain 

Mapper systems (ALTM 1225) and a Trimble Harrier 56 system, respectively. The study area is 

covered by two flight strips for the first ALS acquisition and three flight strips for the second 

acquisition. All ALS data sets were acquired under snow-free and leaf-off conditions and were 

available as georeferenced 3D-point clouds. In Table 1, the relevant sensor characteristics of used ALS 

systems are summarized. 

Table 1. Summary of sensor characteristics of the applied ALS systems. 

Sensor Characteristics 
Sensors 

Acquisition Year 2005 Acquisition Year 2011 

 Optech ALTM 1225 Trimble Harrier 56 

Beam divergence 0.3 mrad <0.5 mrad 

Max scan angle (from nadir) 20° 30° 

Wavelength 1064 nm 1064 nm 

Pulse repetition frequency <25 kHz 160 kHz 

Sensor type Discrete Full waveform 

Average point density 6 echos/m2 24 echos/m2 

2.3. Reference Data 

The reference data was derived, based on image interpretation of aerial orthophotos [30] with 

additional use of 3D point cloud viewing of the raw ALS data. Orthophotos with a spatial resolution of 

0.12 m (2012) and 0.5 m (2005) are used to overview the forest cover status. Using additionally 

various visualizations of the ALS data, such as 3D point cloud visualization in FugroViewer software, 

nDSM values of the same pixels in two epochs, each single 1 m2 pixel was evaluated and digitized. 

Due to border effects, a tree crown can be influenced in the DSMs by a slightly different shape. 

Therefore, small changes of very few m2 were not considered as relevant and the therefore, the minimum 

mapping area was set to 13 m2. This process took roughly 100 h. For the 223 digitized polygons, the 

minimum polygon area is 13 m2 and the maximum area is 2351 m2, the average size of a harvested 

polygon is 152 m2 and the standard deviation is 289 m2. The mean height of harvested polygons is  

30.8 m and the standard deviation is 8.2 m. The final digitized output is converted into a binary format 

with a raster size of 1 × 1 m2 that is used for accuracy assessment. 

2.4. Method 

In this study 3D ALS point clouds are used as the basis for deriving the following parameters, 

which are used for delineating harvested trees: 

 DSM, 

 sER, and 

 Sigma0. 

For forest change detection the DSMs are an important input because they describe the height 

changes of the top most canopy surface. This means a decrease of the DSM indicates the loss of trees. 

To derive the DSMs from the two ALS data sets, the land cover dependent method described, in 
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Hollaus et al. [31], is applied. This method uses the strengths of different algorithms for generating the 

final DSM by using surface roughness information to combine two DSMs, which are calculated based 

on the highest echo within a raster cell, and on moving least squares (mls) interpolation with a plane as 

functional model (i.e., a tilted regression plane fitted through the k-nearest neighbors). For smooth 

areas (e.g., roof planes, streets, short grassland), noise reduction by moving least squares interpolation 

is exploited, whereas for rough surfaces (e.g., canopy surface, building edge) the highest point within a 

raster cell is used (DSM(X, Y)max). The input for moving least squares interpolation is a subset of the 

point cloud (highest points within 0.5 m rater cells), which ensures that the interpolated surface goes 

through the tree tops. The derived final DSMs have a spatial resolution of 1 m. 

More formally, the DSM calculation runs in the following way (Here we use the trinary operator c ? r1: 

r2. Its value depends on the condition c. If c is TRUE, the result is r1, otherwise the result is r2.). 

z[DSM (Xi, Yi)]2005 = z[σz(Xi, Yi)]2005 < 0.5 or not z[DSM (Xi, Yi)max]2005 ? z[DSM (Xi, Yi)mls]2005: 

z[DSM (Xi, Yi)max]2005

z[DSM (Xj, Yj)]2011 = z[σz(Xj, Yj)]2011 < 0.5 or not z[DSM (Xj, Yj)max]2011 ? z[DSM (Xj, Yj)mls]2011: 

z[DSM (Xj, Yj)max]2011

DSM (X, Y) = DSM2011 (X, Y) − DSM2005(X, Y) (1)

The sER is a measure that describes the vertical point distribution and thus the penetrability of the 

surface [32,33]. The echo ratio (not slope-adaptive) is defined as the ratio between the number of 

neighboring echoes in a fixed search distance, measured in 3D (a sphere, n3D, see appendix for exact 

definition), and all echoes located within the same search distance in 2D (a vertical cylinder, n2D).  

To guarantee a correct ER on steep slopes, the search radius of the sphere (r2D) has to be extended 

considering the slope (r3D = r2D/cos(α)) (i.e., dividing the initial 3D search distance by the cosine of the 

slope). Thus, the derived ER is the slope-adaptive echo ratio, sER. 

ER
⁄

× 100 (2)

The sER is computed for each echo in the first processing step and shows for continuous and 

impenetrable surface (i.e., ground and roof surfaces) values of 100% and for tree canopy points of lower 

value. For further analyses, the sER is aggregated in 1 m cells using the max value within each cell. 

The modules opalsEchoRatio and opalsCell were used for this computation. 

sER (X, Y) = sER2011(X, Y) − sER2005(X, Y) (3)

For the computation of Sigma0, all echoes are used with a neighborhood size of the ten nearest 

neighbors. It is derived during the interpolation of a height model using the moving least squares 

approach. The standard deviation of the residuals in this interpolation is determined at each grid post. 

This provides a grid congruent with the interpolated heights. In each grid post, this value of Sigma0 

indicates how well all of the original points fit to the least squared plane. The grid width was 1 m. 

Sigma0 (X, Y) = Sigma0
2011(X, Y) − Sigma0

2005(X, Y) (4)

As the decreases of the elevation of the canopy surface indicate the loss of trees, the DSM2005 is 

subtracted from the DSM2011. In addition to the elevation changes, the changes in the vertical echo 

distribution and penetrability described with the sER model and the changes of the surface roughness, 
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represented by the Sigma0 model, also indicate areas with lost (e.g., harvested) trees. Thus, difference 

models of the sER and the Sigma0 models are also calculated. To use this information, it is assumed 

that the sER of point clouds have a lower value for trees than for open ground (e.g., removed trees) and 

for Sigma0 it receives a higher value. 

The thresholds for all change values (i.e., DSM, sER and Sigma0) are assessed empirically.  

No primary maps of vegetated area were derived for the epochs. In other words, no maps of DSM, 

sER, and Sigma0 were studied. Instead, we are searching directly for thresholds on the observed 

differences, thus, in DSM, sER, and Sigma0. 

All three data sets (DSM, sER, Sigma0) indicate lost tree positions. Additionally, combinations 

of those input variables, for improving the accuracy of the final result, were investigated. Each pair and 

the triple of variables are used with newly determined empirical thresholds. The change results can be 

expected to show small errors, localized in single pixels or very small groups of pixels (i.e., along the 

border of trees or forests). This is caused by the accuracy of the acquired data (i.e., point density, 

georeferencing), as well as by the interpolation. The results are, therefore, converted into binary format 

for applying methods of binary mathematical morphology. Closing and then opening morphology with 

a circular kernel shape with a diameter of 1 and 2 pixels respectively are applied to all output raster 

datasets to reduce noise and to smooth object outlines. Finally, six change detection outputs were 

established: DSM only, sER only, Sigma0 only, DSM combined with sER, sER combined with Sigma0 

and DSM, and sER and Sigma0. Early in the analysis it became obvious, that the combination of DSM 

and Sigma0 offers no increase of the achievable accuracy than the other pairs, thus, it was omitted. 

Completeness (Comp) and correctness (Corr) [34] are used for the accuracy assessment of the  

final results. 

Comp
‖TP‖

‖TP‖ ‖FN‖
 (5)

Corr
‖TP‖

‖TP‖ ‖FP‖
 (6)

The forest reduction area in the reference and change detection results are compared, where a true 

positive (TP) indicate the change in both datasets, false negative (FN) is labeled in the reference data 

but has no correspondence in the change detection results, and false positive (FP) is labeled in the 

change detection results and has no corresponding in the reference data. 

3. Results and Discussion 

The main properties of the primary models (DSM, sER and Sigma0) are summarized in Table 2.  

Based on the empirical analyses, the thresholds for each of the different image (DSM, sER and 

Sigma0 variables were found and summarized in Table 3. Figure 2 shows the harvested tree detection 

results of the three variables DSM, sER, and Sigma0 independently, as well as the manual digitized 

reference map. As can be seen, the downed tree area was detected, more or less, correctly. However, 

the results are affected by salt-and-pepper type of noise. After applying image morphology operations, 

the Sigma0 final results are still strongly affected by this and give the worst accuracy (Table 3) 

compared with the other two variables (Figure 3a–c). 
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Table 2. Minimum, maximum, mean, standard deviation of DSM, sER, and Sigma0 in the 

different epochs. 

 Min Max Mean Std.dev 

DSM2005(m) 1226.2 1817.1 1516.4 124.0 
DSM2011(m) 1226.0 2022.1 1 1517.1 124.0 
sER2005(%) 1.9 100.0 69.9 29.3 
sER2011(%) 2.3 100.0 65.5 29.9 

Sigma0
2005(m) 0.0 28.0 2.9 4.2 

Sigma0
2011(m) 0.0 220.3 2 2.7 4.2 

1 This value is affected by gross errors. Excluding them leads to a max DSM of 1817.9; 2 Excluding gross 

error the max Sigma0
2011 is 27.2. 

(a) (b) 

(c) (d) 

Figure 2. Forest reduction based on the selected thresholds for the (a) DSM; (b) sER;  

(c) Sigma0; and (d) Knowledge-based digitization. 
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Table 3. Threshold values and accuracy measures. 

Change threshold DSM (m) sER (%) Sigma0 (m) Corr (%) Comp (%) 

DSM <−7.0 ---- ---- 84.6 90.9 

sER ---- >30 ---- 87.5 87.1 

Sigma0 ---- ---- <−7.0 38.6 56.8 

DSM and sER <−2.0 >27 ---- 91.9 85.1 

sER and Sigma0 ---- >27 <−2.0 90.9 80.8 

DSM and sER and Sigma0 <−2.0 >25 <−1.0 92.8 82.4 

DSM and sER and Sigma0 1 <−7.0 >30 <−7.0 96.4 38.2 
1 The result of this combination is not shown in the Figure 3. 

 

 

Figure 3. Final forest reduction after morphological operation (a) DSM; (b) Echo ratio;  

(c) Sigma0; (d) Echo ratio and DSM; (e) Echo ratio and Sigma0; (f) Echo ratio and DSM  

and Sigma0. 

The limitations of DSM and Sigma0 compared to sER are to detect the reduction of low trees. Using a 

threshold, which is too low in height change, the lost tree cover is easy to be mixed with the unchanged 

forest cover. Additionally, Sigma0 may depend much more on flying parameters, such as the flying 

height, which influences the point density and consequently the Sigma0 values. Regarding to sER, 

because sER is larger influenced by its neighborhood so it has an increased value for the lost trees in a 

larger area. This leads to a reduction in the capability of detecting lost trees in dense canopy regions. 

In order to overcome the limitation of each variable, all variables are incorporated in combinations 

in order to achieve improved results. To acquire the threshold of each pair combination between sER 

versus DSM, sER versus Sigma0, and DSM versus Sigma0, a feature space (Figure 4) is used to 

distinguish changed areas. The area of change is in either case in the upper left part of the feature 
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space. It deviates from the distribution of unchanged areas, which is centered on (0, 0). As stated 

above, the pair DSM versus Sigma0 does not show the discrimination in the feature space compared 

to other pairs, thus it is not used to detect changes. The median value of DSM, sER and Sigma0 of 

the reference data also calculated and plotted into the feature space for delineating the threshold. From 

the feature space, the threshold for the DSM and sER combination (DSM < −2 AND sER > 27) 

and the sER and Sigma0 combination (sER > 27 AND Sigma0 < −2) are found, as a result, the 

accuracy of change detection is improved (Table 3, Figure 3). The former provides a correctness of 

91.9% and completeness of 85.1% higher than the latter with a correctness of 90.9% and a 

Completeness of 80.8%. The combination of all three variables awards the highest correctness (92.8%) 

and a lower completeness (82.4%). As could be expected, using the original thresholds of the single 

variable classifications shows the highest correctness (96%) at the cost of a lower completeness (only 

38.2%). The accuracy assessment of seven final change detection results is shown in Table 3. 

 

Figure 4. Feature space of (a) sER versus Sigma0; (b) sER versus DSM. The red 

lines indicate the threshold values for change detection. Brighter colors denote a higher 

density of points (from blue, to green, to red). Red dots indicated the median value of 

DSM, sER, and Sigma0 of the reference polygons. 

Our final result achieved a accuracy (with a minimum mapping unit of 13 m2) compared to the 

research of Yu et al. [17], who detected 61 out of 83 harvested trees with an accuracy of 73.5%.  

St-Onge and Vepakomma [18] used canopy height differences to identify new gaps (especially fallen 

trees) and the minimum area criterion is 5 m2. Their data has a density of 3 shots/m2 in each epoch. 

Producer and user accuracies are similar to ours, although a bit higher (95%–98%). However, they 

apparently confirmed the existence of gaps in the reference (optical images) and the LiDAR result, but 

not the exact spatial location. Small edge localization errors and gap size differences between our 

reference and LiDAR result add to lower producer and user accuracy in our case. Additionally, the 

results of Nyström et al. [22] can be compared to our results. Their overall accuracy in detection is 

88%, thus, somewhat lower than our result. However, in the forest-tundra ecotone, in which their study 

is set, the geometric signal of changes is lower than in ours in the case of taller trees. 
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Analyzing the Sigma0 values of the different missions indicated that they depend more strongly on 

the parameters of the data acquisition. Two point clouds of a single tree are displayed and visualized in 

3D, and it is realized that the point distributions and point densities of the same tree are different. This 

will influence the value of the Sigma0 results. Therefore, in this study, surface roughness (Sigma0) 

alone is not a reasonable measure to detect forest change. 

In Figure 4, there are some sER median values for reference polygons located under the selected 

threshold. It is explained that, in some dense tree positions, the sER values of downed trees are 

influenced by points of the other surrounding trees. 

In the case of deciduous forests with a dense canopy surface and fully developed foliage, there is no 

penetration into the canopy and to the ground. It leads to high sER and small Sigma0 values for trees. 

Harvested trees can be better detected with DSM in this case. On the other hand, errors in vertical  

geo-referencing directly influence the DSM and, therefore, DSM, but it does not affect sER and 

Sigma0. Therefore, the combination of sER and DSM will provide the highest quality in detecting the 

reduction of wooded area. 

Scan frequency, flying altitude, scan angle, acquisition time (i.e., leaf-on, leaf-off), and applied 

methods for preprocessing have an influence on data quality [35,36]. Based on the applied method for 

DSM calculation, the influences of these properties are minimized [31]. 

For a detailed assessment of forest biomass changes it is important to differentiate between forest 

growth and exploitation. For the quantification of the exploitation, detailed information about reduced 

(i.e., harvested trees) forest area is required. The assessment of forest growth is based on changes in 

the DSM, which requires robust methods to derive DSM from the ALS point clouds that are, as much 

as possible, independent from sensor characteristics and data acquisition settings [31]. To minimize 

influences originating from georeferencing issues, advanced georeferencing, including a strip 

adjustment, is normally required [23]. For the assessment of the biomass change, regression models 

can be applied to the individual data sets. For the calibration of these regression models [37], reference 

data, e.g., forest inventory data, are required. Finally, the biomass change can be derived from the 

differences between the individual biomass maps. 

4. Conclusions 

Using the image differencing method, a traditional pixel-based change detection method was 

applied to detect reduction of forest area. In this study, we used the three variables DSM, slope 

adaptive echo ratio (sER), and Sigma0, derived from two different ALS data sets, to detect downed 

trees in a forest. While many studies have, thus far, used DSM and its change, we found that sER is a 

good single predictor for tree cover change. sER is a local measurement, which means that global height 

differences, e.g., ALS block geo-referencing problems, do not influence the assessment. It is also noted that 

the threshold value for sER (Table 2) did not change as much as for DSM and Sigma0 in the  

combined classifications. 

The incorporations of two or more variables always improved the quality of detection results, only 

the combination of DSM and Sigma0 does not provide an improvement. This study opens up a new 

application of discrete return ALS data in forest change detection and, therefore, in forest management. 
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We conclude that the best results were achieved using sER change with additional consideration of 

DSM change, namely a correctness of 92% and a completeness of 85%. 
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Appendix 

For each point of the point set P, we computed the number of neighbors ,  in a 3D spherical 

neighborhood and the number of neighbors ,  in a cylindrical neighborhood. 
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Abstract: This paper suggests a new approach for change detection (CD) in 3D point clouds.
It combines classification and CD in one step using machine learning. The point cloud data of both
epochs are merged for computing features of four types: features describing the point distribution, a
feature relating to relative terrain elevation, features specific for the multi-target capability of laser
scanning, and features combining the point clouds of both epochs to identify the change. All these
features are merged in the points and then training samples are acquired to create the model for
supervised classification, which is then applied to the whole study area. The final results reach an
overall accuracy of over 90% for both epochs of eight classes: lost tree, new tree, lost building, new
building, changed ground, unchanged building, unchanged tree, and unchanged ground.

Keywords: LiDAR; change classification; machine learning

1. Introduction

Change detection plays an important role in keeping topographic databases up-to-date, in
monitoring, and in planning [1]. One major data source for documenting landscape change are
2D satellite images, especially in large-scale problems as urbanization, forest monitoring, earthquake
hazard and risk assessment, etc. [2–7]. For these tasks, many studies used low-to-medium resolution
images [8–12], although high resolution images were also employed for change detection at a higher
level [13–15]. However, high resolution 2D-based change detection has several limitations such as
higher spectral variability [6], perspective distortion [16,17], and lack of volumetric information [18,19].
These limitations complicate 2D-based change detection. With three dimension (3D) geometric
information, 3D change detection is not influenced by illumination, perspective distortion and
illumination variations as 2D change detection [20]. The third dimension as a supplementary
data source (height, full 3D information, or depth) and the achievable outcome (height differences,
volumetric change) expand the scope of CD applications [20] in 3D city model updating [21,22], 3D
structure and construction monitoring [23,24], 3D object tracking [25,26], tree growth monitoring and
biomass estimation [27,28], and landslide surveillance [29].

An established source of detailed and accurate 3D information is airborne LiDAR (light detection
and ranging), which provides a point cloud, and is applied in various fields [30–33]. Therefore, airborne
LiDAR is creating new possibilities for 3D change detection, especially in urban areas where complex
3D situations prevail [34].

Many approaches suggested in the literature demonstrate the high potential of LiDAR point
clouds for change detection (see Section 2). Most studies apply two steps: first, detect the change;
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and, second, classify the change; alternatively, first, classify objects for both periods; and, second,
detect changes between the classifications. Both approaches, consequently, will be influenced by
sequence error, i.e., the accuracy of classified changes depends on the change detection method and
the classification method. Furthermore, most of those studies focus only on one class (typically either
building or trees). However, a change typically does not happen in a single class only, but leads to
changes in multiple classes. We are therefore suggesting to investigate the possibilities of performing
change detection and classification of all the main classes (building, tree, and ground) simultaneously
in one step.

In this paper, we suggest a new approach in change detection (CD). It combines classification
and CD in one step. Additionally, it builds on the point cloud, which is a common data source for
high resolution geoinformation from laser scanning and image matching alike. It exploits the power
of machine learning [35]. Given two raw point clouds of different epochs, sampled training data is
required only once. The method provides a separation whether there is a change or no change at the
location of the point as well as individual class information for each point. The method is presented
for one site, and its properties are discussed.

2. Related Work

We suggest to classify change detection approaches using ALS data in urban areas into two
methods: “post-classification” CD and “pre-classification” CD. In the first category, post-classification,
the urban objects are first classified into specific classes and then changes are detected in the
classifications. In the second category, pre-classification, the differences between two datasets are
detected first and then the change types are classified later. An overview of published approaches is
shown in Table 1. The description will only focus on those articles, in which a specifically new aspect
was added to the overall approach.

Table 1. List of proposed change detection approaches.

Authors Year
Data Used

CD Approach CD Classes
ALS Image Maps

Matikainen et al. [36] 2004 X X X Post-classification Building
Matikainen et al. [37] 2010 X X X Post-classification Building

Stal et al. [38] 2013 X X Post-classification Building
Malpica et al. [39] 2013 X X Post-classification Building

Matikainen et al. [40] 2016 X X X Post-classification Building
Matikainen et al. [41] 2017 X X X Post-classification Building, roads
Vosselman et al. [42] 2004 X X Post-classification Building

Tang et al. [43] 2015 X X Post-classification Building
Awrangjeb et al. [44] 2015 X X Post-classification Building

Choi et al. [45] 2009 X Post-classification Ground, vegetation, building
Xu et al. [46] 2015b X Post-classification Building
Teo et al. [47] 2013 X Post-classification/DSM-based Building

Murakami et al. [48] 1999 X Pre-classification/DSM-based Building
Pang et al. [49] 2014 X Pre-classification/DSM-based Building

Vu et al. [50] 2004 X Pre-classification/DSM-based Building
Zhang et al. [51] 2014 X Pre-classification Ground
Xu et al. [34,46] 2015a X Pre-classification Building, tree

In post-classification CD, ALS data can either be combined with other datasets from a different
epoch, or two different epochs of airborne LiDAR data are used. The former is a common method,
investigated in many studies, incorporating the advantages of the LiDAR height data with either
images [36–38] or existing maps for updating information [42–44]. Malpica et al. [39] proposed
an approach that employed ALS data and satellite imagery for updating buildings of a geospatial
vector database. LiDAR data were used to derive the height above the terrain, which was associated
with spectral information and became the input for a support vector machine (SVM) classification.
This method proved useful for tall buildings, yet small houses and low buildings surrounded by
trees were not well-detected. Teo and Shih [47] suggested a CD method, in which the change
in building types were obtained by handling multi-temporal interpolated LiDAR data. Recently,



Sensors 2018, 18, 448 3 of 21

Matikanen et al. [40,41] demonstrated the potential of multispectral airborne laser in automated
classification and change detection. Land cover classification was derived from multispectral ALS
data using a random forest classifier. Afterwards, building changes were detected by combination of
the land cover classification results with a digital surface model (DSM) and building vectors from a
previous epoch. Road changes were detected by comparing road classes from the classification results
with the road centerline vectors. The approaches mentioned above enable detecting changes in 2.5D
(DSMs) or only in 2D (Maps), both of which may cause loss of information under trees. In contrast,
two ALS data epochs facilitate overcoming this issue. Choi et al. [45] based change detection on a DSM
subtraction between two ALS epochs to detect change areas. The points within the detected areas
were then organized into surface patches, which were subsequently classified into ground, vegetation,
and building. The type of the change was determined based on the classes and properties of each
patch. Xu et al. [46] detected the changes in buildings from commercial (acquired in the years 2008 and
2010), and residential area (2010 and 2012) by two epoch ALS data. Their “scene classification” used a
rule-based classifier combined with the point-to-plane distance between two epochs to distinguish
“changed”, “unchanged”, and “unknown”. Then, changed points were re-classified in a second step
into different classes (dormers, roofs, constructions on top roof, cars, and undefined objects) with an
accuracy in the range of 80% to 90%. They showed that the quality of the classification results will
influence the quality of the change detection.

In the literature, 3D change detection using two ALS epochs is more often investigated in the
pre-classification scenario. First change is detected and then it is classified. DSM-based methods were
employed in most studies. Murakami et al. [48] operated two multi-temporal ALS data to identify
changes in buildings by subtracting the DSMs. Likewise, Vu et al. [50] demonstrated an automatic
change detection method to detect damaged buildings after an earthquake in Japan. Pang et al. [49]
proposed an object-based analysis method to automatically detect building changes by multi-temporal
point cloud data in an 8.5 km2 area. Going beyond DSM-based methods, Zhang and Glennie [51]
presented a weighted anisotropic iterative closest point (ICP) algorithm, which determined 3D
displacements between two point clouds by iteratively minimizing the sum of the squares of the
distances. Xu et al. [34] proposed a three-step point-based method for identifying building and tree
changes from two LiDAR datasets. The point cloud data were first registered using the ICP algorithm
and filtered to extract non-ground points. Then, the non-ground points were stored and indexed in an
octree. At last, the buildings and trees that changed were detected by comparing the two LiDAR point
clouds and applying the AutoClust algorithm [52].

The aforementioned pre-classification CD studies [34,47–51] have illustrated the possibility of
automatic change detection, which can achieve over 80% of accuracy in urban area. Most methods,
however, depend on the DSM quality [38] and are concentrated on building changes. Xu et al. [34]
has overcome the limitations of previous studies by proposing a method which does not require a
DSM and expands the change types to tree cover change in urban area. However, their method has
limitations in detecting of the natural growth of trees, which was classified into newly planted trees.
Besides, ground points needed to be filtered out in their study. Of course, also ground can change
through time and relevant change information should be supplied. In addition to change types, all
the methods have the same process: firstly, to separate the “changed” and “unchanged” points, and,
afterwards, classify the change types based on the “changed” detection.

Machine learning can be performed supervised, using training data, or unsupervised, with the
aim of clustering points with similar features. As the relevant classes in the urban scene are known, we
use supervised learning. If only two classes shall be distinguished, Support Vector Machines [53] could
be well used. For point cloud classification this is described by [54–57]. For multiple class problems,
Random Forests was suggested [35]. They are efficient and require a moderate amount of training data.
Its application to point cloud classification is described, e.g., by [58,59]. Conditional Random Fields
(CRF) [60] allow adding context to classification, i.e., considering the relation between neighboring
points, and especially were shown to improve the results for classes with fewer points [61,62].
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Convolutional neural networks (CNN) were also described for point clouds [63], but they require an
extensive set of training data, which is not available in our case. Dictionary learning methods require
less training samples but need a long time for processing [64–66]. Thus, the method of random forests
for point cloud classification was selected.

The new automatic change detection method we suggest targets changes in and between the
classes buildings, trees, and ground. A “Changed” and “Unchanged” separation does not need to
be performed. Instead, all change types and unchanged types are detected simultaneously based on
machine-learning [67].

3. Methodology

The proposed method is shown in Figure 1. First, outliers are removed from the data
(see Section 3.1). Second, the data of both epochs are merged to compute features of four types:
features describing the point distribution, a feature related to height above the terrain, features specific
for the multi-target capability of ALS, and features combining both epochs to identify the change
(Section 3.2). Training data (Section 3.3) are taken manually, and machine learning (Section 3.4) is
applied to compute a model for the classification. Finally, based on the additional attributes of each
point, change types are computed (see Figure 1). As shown in Figure 1, each point cloud is classified
and investigated for change by an individual machine learning step. All processing is performed in
OPALS [68] supported by DTMaster [69] and FugroViewer [70].
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3.1. Outlier Detection

We assume that the original data are georeferenced already in the same coordinate system and
projection. Outlier points, which would cause unpredictable errors in the results, need to be eliminated.
Statistics (min, max, mean, and standard deviation) and robust estimators (median and sigMad) of
z value of the points are computed to set thresholds for outlier detection. Additionally, isolated points
are detected and removed. An isolated point is defined as having no neighbors within a certain
search radius.

3.2. Features

The first set of features describes the point distribution [71]. These features are required for
the separability of the classes. Estimation of local planes on a point basis is useful for different
tasks (e.g., shaded relief) and surface normals are important geometric properties of a surface. Here,
the local tangent plane is estimated by computing the best fitting plane for the ten nearest points.
Its normal vector (termed NormalX, NormalY, and NormalZ in the following) and the standard
deviation (std.dev.) of the fit are used as additional descriptions of the points (termed NormalSigma).
The distribution of the points in the neighborhood, which contain more helpful information, are
derived from the structure tensor T [72]. Linearity, planarity, and omnivariance are three features
obtained from T. The linearity feature (LT) is used to characterize 3D line objects such as power lines
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or similar structures. Planarity (PT) is a feature which describes the smoothness of the surface and is
related to roughness measures. Omnivariance (OT) describes volumetric point distributions as they
occur for trees. These features are computed using three eigenvalues λ1 ≥ λ2 ≥ λ3 ≥ 0 of the matrix T
(Equations (1)–(3)).

LT = 1− λ2

λ1
(1)

PT =
λ2 − λ3

λ1
(2)

OT = 3
√

λ1λ2λ3 (3)

Different neighborhood definitions are used for the attribute computation of the features
EchoRatio, ZRank, and ZRange, which can be derived to provide more information of the points.
The EchoRatio is a measure that describes the vertical point distribution and thus the penetrability of
the surface [31,73,74]. ZRange represents the maximum height difference between the points in the
neighborhood, while ZRank is the rank of the point corresponding to its height in the neighborhood.
Thus, the full list of features of the first group is: NormalX, NormalY, NormalZ, NormalSigma, LT, PT,
OT, EchoRatio, ZRank, and ZRange.

Secondly, the normalized height is considered as a feature. Mallet et al. [54] have shown that
classification of urban areas improves if this feature is considered. However, as we are primarily
interested in change detection, the quality of the terrain model is expected to have a lower impact, and
thus a simple method [75] is deemed sufficient to compute the DTM, if it is not already available. We use
a hierarchic block minimum method (with two iterations). In the first iteration, all the last echo points
are selected first. From these points, a raster model is derived by using the “5th lowest” height points in
each cell of size 10 m. The height difference of a point and this raster model (nH = z (point) − z (raster))
is then calculated for each point and all the points in a threshold range above or below the cell elevation
are filtered out. For the remaining points the same process (raster creation and nH computation) is
repeated using smaller cell size and a smaller nH threshold range in order to obtain the final points for
DTM interpolation.

The third set of ALS features exploits the multi-target capability of pulsed LiDAR systems, which
can return multiple echoes per emitted laser shot. These echoes are measured directly and the point
clouds from ALS not only contain the coordinates (x, y, z) but also further echo info: echo number
within the shot, and number of echoes of the shot. Both values are used as features of the point.

Finally, the fourth set of features are features between epochs. They are computed for each point
by considering the distribution of the neighboring points in the other epoch. In Figure 2, the points
of the epoch 1 point cloud E1 are investigated for change relative to the point cloud E2. In each
point of E1, we search in 3D to find the number n3D of neighboring points of E2 within a sphere of
radius R. If this number is zero, there is most likely a change at that point. This is just enough for
detecting changes at building and isolated trees, but not for a dense tree area or trees close to buildings.
For example, the right red tree in Figure 2 appears in epoch 1 but not in epoch 2. Most of the points in
the tree are detected as changed. Nevertheless, this lost tree is close to another unchanged tree, so in
the same search radius, some of the lost tree points are still unchanged points because they can find
the nearest neighbor of E2 in the unchanged tree. This will be reduced if we consider also a 2D search
around the same point to find the number n2D within a cylinder of radius R. Finally, the ratio of these
point numbers in percent is called “stability” (Equation (4)). This is identical to EchoRatio, with the
difference that the point of evaluation if from a different point set than the points counted in the 2D
and 3D neighborhood.

Stability =
n3D × 100

n2D
(4)
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where n3D is the number of points found in a fixed search distance (e.g., 1 m) measured in 3D (i.e., search
sphere); and n2D is number of points found in the same distance measured in 2D (i.e., vertical search
cylinder with infinite height).Sensors 2018, 18, x FOR PEER REVIEW  6 of 21 
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3.3. Training Sample

The training samples provide information to the learning system. The supervised learning
algorithm analyzes the training data and produces an inferred function, which can be used for
mapping the remaining data. The training sample quality directly influences the classification results,
as label noise, i.e., a wrong class decision on a training point, influences the learned function for the
classification. All the changed types are taken thoroughly by manual selection. In this study, the
change samples follow the rules shown in Table 2. It is not necessary to foresee changes in all classes
and in this experiment the class water was not investigated for change.

Table 2. Rules of taking sample for machine learning classification.

Change Objects Change Types Description

Buildings

Unchanged high-building The same high-building is in both epochs
Unchanged low-building The same low-building is in both epochs

New high-building New building with height >15 m
Lost high-building Lost building with height >15 m
New low-building New building with height ≤15 m
Lost low-building Lost building with height ≤15 m

New walls Walls in new building
Lost walls Walls in lost building

Unchanged walls Walls in unchanged building

Trees
New tree New planted tree
Lost tree Cut tree

Unchanged trees The same tree in both periods

Ground

Unchanged ground The same ground or absolute height differences ≤0.5 m
Change in height Ground has absolute height differences >0.5 m

New ground Buildings changed to grounds
Lost ground Ground changed to buildings

Water Water Water points

3.4. Change Types Classification

As a state-of-the-art machine learning algorithm, random forest [35] is used to classify the urban
area because of its advantages. It does not overfit, runs fast and efficiently for a large dataset such as
LiDAR [58] and it requires a moderate amount of training data. This method is useful for automatic
classification of urban objects. All the sample points contain the four sets of features (mentioned in
Section 3.2). Random forest selects randomly features for subsets of the sample points to train several
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decision trees. Each randomly created decision tree is used to predict the class of a new (unseen) point
based on its features and stores this outcome. The highest voted predicted outcome is considered the
final classification for each point. The final classification model is then applied to the rest of the point
cloud to generate the final change detection classification results.

4. Study Site

The Leopoldstadt District, in Vienna, Austria, is taken as the study area. The experimental
region (Figure 3), covering an area of about 3 km × 1.5 km, is generally flat. It contains complex
objects, containing several old-fashioned and modern high-rise buildings, a suburban area with mainly
single-dwellings, an open-wide area (including a stadium), water, overpasses, an amusement park,
and a variety of other objects. Since 2005, this area has been one of the most dynamic areas with respect
to changes in land use in Vienna. Old buildings have been rebuilt into new buildings or open ground,
new buildings are constructed from bare ground and cut trees, new trees are planted suitable for the
landscape, and a new road and a stadium construction was built. All these led to changes in buildings,
vegetation, and ground in this area.

Two sets of LiDAR data are available, which were obtained in 2007 (from 7 December 2006
to 5 February 2007) and 2015 (9–24 November 2015). These data have average point densities of
12 points/m2 measured with a Riegl LMS_Q560 (Riegl, Horn, Austria) and 16 points/m2 measured
with a Riegl LMS_Q680i, respectively. As the datasets are already registered well, no extra steps for
registration were required. Ortho-photos from the time of flight were not available, and thus Google
earth images of the respective years were used to support interpretation of the main objects. This was
necessary for taking training samples for machine learning, as well as a manual classification of the
point cloud for the accuracy assessment process at the end.
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image of experiment area.

5. Results and Discussion

The highlight of our change detection method is the combination of the steps of change detection
and change classification in one single step based on the stability value combined with the other
attributes in order to classify all objects into different classes, comprising: unchanged points (ground,
building, and tree), and changed points (new building, lost buildings, new tree, lost tree, ground
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changed in height, and ground changed into other objects). The final results are then evaluated using a
point-based accuracy evaluation by comparing the automatic change detection classification results
with the manual change detection classification.

5.1. Stability Feature

Stability (Equation (4)) is a feature which is used to detect change points in this paper. A good
estimate for the selection of a suitable search radius is the double of the average point spacing found
in the study area. This guarantees a representative number of neighbors, while avoiding too large
neighborhoods, which would cause expanded transition zones at the border of two objects with
different surface structure [73]. A search radius of 1.0 m is chosen in this paper. In flat open terrain
this will result in around 38 neighboring points for 2007 and around 50 points for 2015. If no points
of E2 are found by 3D search, the value of stability is 0%. That point is then a changed point. In the
case of unchanged points, buildings and ground have low transparency, the number of 3D and 2D
neighbors of E2 should be approximately the same, so resulting in a high stability (100%). In contrast,
vegetation is transparent to LiDAR shots (to some degree) and thus the laser point density on and
within vegetation depends on the density of the branches, the twigs and the leaves. The latter even
depends on the vegetation type and the time of year. Consequently, one has to expect lower stability
values at vegetation objects.

Figure 4 presents a rasterized image of the stability value for each of both datasets. From these
images, it can be seen that the changed and unchanged regions are detected. Figure 4a,b shows the
stability value ranges from 0 to 100% for the whole study area in epoch 2007 and 2015, respectively.
To be perfectly clear in detail, a small specific area is zoomed in and indicated in height value
(Figure 4c,d). Figure 4e,f indicates the stability value of this area. Changed buildings and grounds
obtain a very low value (approx. 0%).
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Figure 4. Stability feature for change detection: (a) stability shown for 2007 as color value, reaching
from 0 (cyan) to 100% (yellow); (b) stability shown for 2015; (c) point cloud of 2007 shown as height
value in an specific area; (d) point cloud of 2015 shown as height value in an specific area; (e) stability
value range in specific area of 2007; and (f) stability value range in specific area of 2015.

5.2. Sampling Training Data and Classification

Because of the large area, the sample regions were taken from six small regions, where the changes
took place actively. The samples of the unchanged objects (i.e., unchanged grounds, unchanged
buildings, and unchanged trees) and grounds changed in height were taken simultaneously for both
datasets. “Lost tree” and “Lost buildings” samples are only taken in 2007, whereas “New trees” and
“New buildings” are only taken in 2015. The training samples were taken in DTMaster software.
Table 3 sums up the number of sample points in each class. Seventy percent of the training data is
used for learning, whereas the remaining 30% is used for evaluating of the learned random forest
classification model (but not for the overall evaluation—different reference data are used for that; see
Figure 5). Figure 5 displays the sample distribution in both datasets over the whole experiment area.
The data for overall evaluation are overlaid with a yellow cross (see Section 5.4).

Table 3. Sample points of different change types in 2007 and 2015 datasets.

Change Types Sample Points 2007 Sample Points 2015

Unchanged grounds 698,323 639,465
Unchanged low buildings 181,022 169,015
Unchanged high buildings 443,891 463,812

Unchanged walls 44,504 43,796
Lost walls 9341 -
New walls - 62,795

New high building - 479,565
Lost high building 65,653 -
New low building - 53,219
Lost low building 189,327 -

Lost tree 193,035 -
New tree - 138,402

Unchanged trees 184,781 515,326
Ground change in height 113,662 85,766

New ground - 51,919
Lost ground 373,161 -

Water 2400 40,703
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Figure 5. Sample points distribution in both datasets. The area that was used as reference for the
overall evaluation, i.e., the accuracy assessment of the classification results, is shown in yellow.

After taking the sample points, they are used for training and creating the classification model
for each dataset (one model for 2007 dataset, and one model for 2015 dataset). The models were then
applied to the whole area to obtain the final change detection classification results in both datasets
(Figure 6). The total number of processed points are 97,809,515 and 117,734,603 points in 2007 and
2015 datasets, respectively. The time for creating the models from the samples and applying the
models to the total points in two datasets took 1:41 h for 2007 and 2:49 h for 2015 on a single PC with
a Windows 7 Enterprise system (AMD FX ™-6100 Six-Core Processor, 16G RAM) (Singer Computer,
Vienna, Austria).
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Figure 6. Change detection classification results of 2007 and 2015 datasets.

As can be seen in Figure 6, the results of the proposed method are satisfactory, thus indicating
that the method is effective for the complex urban area. All the unchanged and changed objects were
detected simultaneously. A visual comparison of both results in Figure 6 shows that the changes in
2007 and 2015 correspond nicely to one another; i.e., where there is a change in 2007 (with respect
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to 2015) change in 2015 (with respect to 2007) also appears. The same holds true for the unchanged
objects. Figure 7 shows in detail the change type classification results. The first and the second column
show the objects in the data 2007 and 2015. Points are colored by elevation blue to red. The third
column shows the change detection and classification results of the change types.
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Figure 7. Example of change types of classification results. The first two columns show point clouds
from 2007 and 2015, respectively, with color indicating height (legend below images). In the right
column both point clouds, 2007 and 2015, are shown with their class label, with exception of the
building in row 4 and 5, where the point clouds are shown separately for each year.
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5.3. Impact of Using the Raw Point Cloud

The data used are several years apart. Such a time difference is suitable for new constructions.
Vegetation objects may change considerably in the long period because of their natural growth.
Additionally, each dataset itself contained certain problems, apart from outliers removed beforehand.
Because of the duration of the measurement campaign, in the active change areas also changes within
the overlap of 2007 LiDAR strips were found. It contained different objects (e.g., difference in ground) at
the same position. Figure 8 shows a ground height difference of 4.7 m at the same location. This violates
the underlying assumption of a stable object within one epoch and leads to a wrong classification in the
ground of the 2007 dataset. In the 2015 dataset, because of a building wall material acting as a mirror,
trees and grounds are wrongly recorded inside the buildings (Figure 9). Those wrong measurements
could also not be discovered as noise in the outlier removal step. These problems were identified when
collecting the reference data by the manual operator. Although all wrong points are removed as high
point in the accuracy assessment step (see below), they have an impact on the final results because
they influence the real points in the step of calculating attributes which are used for the classification.
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Figure 8. Open ground in the point cloud of 2007. Two contradicting layers of ground are shown due
to construction activity within the duration of the 2007 campaign. (a) The Google earth image shows
the location of the construction area; (b) orthophoto showing the selected area; (c) ground view of
the point cloud indicates the position of the profile shown in sub-figure (d); and (e) a 3D view of the
multilayer point cloud with the difference in height reaching 4.7 m.
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Figure 9. Erroneously measured points inside a mirroring building with a glass façade in the 2015
dataset. (a) The Google earth image located the position of the building; (b) orthophoto showing the
selected area; (c) the ground view of the point cloud; (d) the profile view displays the erroneously
measured point inside the building; and (e) 3D view of the point cloud.
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5.4. Accuracy Evaluation

To evaluate the effectiveness of the proposed methods for detecting changes in urban areas,
a comparative analysis between change detection results and the reference data was conducted.
Because no photos were acquired which were collected simultaneously with the ALS data, the reference
data were obtained by visual interpretation in 3D and manual classification. Reference point collection
was conducted based on the rules:

• Unchanged buildings: The same geometric building in two epochs or buildings which have
changes in roof but lower than 1 m (i.e., paying tribute to the chosen search radius).

• Lost buildings: Buildings are available in the older data but not in the later data.
• New buildings: Buildings are available in the later data but not in the older data.
• Unchanged ground: The height of the ground did not change more than 0.5 m.
• Changed ground: The ground has changed in height, changed to other types of land use

(i.e., new buildings), or new ground.
• Unchanged trees: Trees at the same position.
• Lost trees: Trees that were cut.
• New trees: Newly planted trees.
• High points: Cars, fences (wooden, concrete, metal, and small bushes), wires, ships on the

water, etc.

This manual classification approach is a tough task and time-consuming. However, this approach
is more advantageous than using orthophotos in the case of comparing the change in height of ground,
which is difficult when using 2D orthophotos. The selected region for doing manual classification,
which is shown in Figure 5, was cut out from the datasets. The criteria to choose this area were:
(1) select an area where all types of changes occur; (2) avoid the training samples as much as possible
to ensure the objectivity of the accuracy assessment; and (3) investigate the entire study region, also
for objectivity. The total reference area is about 33.7 ha out of the whole area 376.7 ha (approximately
9%). The time spent for manual classification of this area was about 150 working hours.

To focus on the above-mentioned changed objects only, the “high points” are manually classified
but not investigated for change. They contain primarily objects, which are dynamic within a day,
and objects for which the sampling is rather poor (thin objects). Those high points also removed
from the accuracy evaluation. In addition, the class water is not represented in the confusion matrix.
High points and water together add up to 3% of the ground truth data. The evaluated points are
grouped into classes according to object change: unchanged ground (UG), changed ground (CG),
unchanged building (UB), lost building (LB), new building (NB), unchanged tree (UT), lost tree (LT),
and new tree (NT). The confusion matrix documenting the accuracy are shown in Table 4. Both datasets
achieved a high overall accuracy of about 91% and 92% in 2007 and 2015, respectively.

From Table 4 it can be seen, that five out of six classes show over 80% correctness in the 2007
dataset. Only the class UT reached 70.7% of correctness because of misclassification as unchanged
building (1.1%) and lost tree (0.5%).

There are some specific problems, most relating to special objects in the dataset. Unchanged building
points are misclassified as unchanged tree in the case of complex building roofs, especially at the edge
of the buildings, and the stadium frame dome where the distribution of points is the same as the tree
point distribution.

In the confusion matrix of the 2015 dataset (Table 4), the most striking class is NT (new trees), for
which correctness and completeness reach only 58% and 56.5%, respectively. Here, about 39% (1.1/2.8)
of the points that in reality are NT were wrongly classified as UT (unchanged trees). The reason for
this low completeness can be explained by two reasons. Firstly, some old trees were cut and at the
very same position new trees were planted (see Figure 10). Consequently, in the change detection
result, these tree points are classified as unchanged trees. Some new small trees grow near big cut trees
(Figure 10) and are also mis-detected.
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Table 4. Confusion matrix of the classification result for the 2007 and 2015 datasets. The rows
correspond to the reference classification, the columns to the automatic classification. EOO, Error
of Omission; Comp, Completeness; EOC, Error of Commission; Corr, Correctness; UG, unchanged
ground; CG, changed ground; UB, unchanged building; LB, lost building; NB, new building; UT,
unchanged tree; LT, lost tree; NT, new tree.

2007 UG CG UB LB UT LT Ref Sum EOO Comp

Ref_UG 53.8 1.8 0.1 0 0.1 0 55.8 3.6 96.4
Ref_CG 3.6 10.1 0 0.1 0 0 13.8 26.7 73.3
Ref_UB 0.1 0 16.7 0.4 1.1 0.1 18.2 8.7 91.3
Ref_LB 0 0 0.2 2.9 0 0.1 3.1 8.6 91.4
Ref_UT 0 0 0.4 0 4.1 0.4 4.9 16.1 83.9
Ref_LT 0 0 0.1 0.1 0.5 3.4 4.1 18.2 81.8

Sum 57.5 12 17.4 3.5 5.8 3.9 100 0 100
EOC 6.4 15.6 4.2 17.6 29.3 13.2 0 0 100
Corr 93.6 84.4 95.8 82.4 70.7 86.8 100 100 0

Overall Accuracy: 90.93

Total number of points: 8,542,450

2015 UG CG UB NB UT NT Ref_sum EOO Comp

Ref_UG 48.3 0.5 0.1 0 0 0 48.9 1.3 98.7
Ref_CG 0.9 10 0.1 0.1 0 0 11.0 9.1 90.9
Ref_UB 0 0 16.5 0.2 0.9 0 17.7 6.9 93.1
Ref_NB 0 0.2 0.1 4.6 0.1 0 5.0 8.4 91.6
Ref_UT 0 0 0.3 0.2 11.1 1.1 12.8 12.9 87.1
Ref_NT 0 0 0.1 0.1 1.1 1.6 2.8 43.5 56.5

Sum 49.2 10.8 17.1 5.3 13.2 2.7 98.2 0 100
EOC 1.8 6.9 3.6 12.4 15.9 42 0 0 100
Corr 98.2 93.1 96.4 87.6 84.1 58.0 100 100 0

Overall Accuracy: 92.05

Total number of points: 8,636,900
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Figure 10. New trees planted at the same location as old lost trees: (a) point clouds of 2007 and 2015; 

and (b) change detection and classification results. 

Because of roughly eight years apart, trees grow up significantly for the small trees and the 

grown trees have changed their shape (e.g., branch cut and new branch). Consequently, those 

growing points are classified into new trees, but in reality, they are parts of the same tree. This leads 

to a low completeness in new tree points of the 2015 ALS data (Figure 11).  

Figure 10. New trees planted at the same location as old lost trees: (a) point clouds of 2007 and 2015;
and (b) change detection and classification results.

Because of roughly eight years apart, trees grow up significantly for the small trees and the
grown trees have changed their shape (e.g., branch cut and new branch). Consequently, those growing
points are classified into new trees, but in reality, they are parts of the same tree. This leads to a low
completeness in new tree points of the 2015 ALS data (Figure 11).



Sensors 2018, 18, 448 15 of 21
Sensors 2018, 18, x FOR PEER REVIEW  15 of 21 

 

 

Figure 11. New planted trees at the same location with lost tree: (a) point cloud in 2007 and 2015; and 

(b) change detection and classification results). 

A visual analysis of the entire change detection result suggests that the following classes can be 

determined with high reliability: unchanged ground, changed ground, new building, lost building, 

unchanged building, lost tree. However, this analysis also revealed that the change detection for 

growing trees constitutes a big challenge, as some unchanged tree points were classified as new 

buildings. This originates in a very dense canopy cover during the 2015 data acquisition resulting in 

a planar distribution of points and therefore features which are more similar to building points. This 

can be seen in the forested areas of 2015 on the southwestern border of the dataset (see Figure 6). By 

selecting points of the respective classes, we estimated that about 1.5% of unchanged tree points are 

wrongly classified as new buildings. 

5.5. Discussion 

Thus far, most studies focused on change detection of buildings only and they achieved very 

high accuracy. A very recent research which is closest to our study is the one by Xu et al. [34]. Their 

overall accuracy for change detection of buildings and trees reached 94.8% and 83.8%. However, their 

method to access the accuracy is different from ours. Their reference data was obtained by visual 

interpretation of the aerial images and airborne LiDAR data from two dates counting changed objects 

(not points). Then, their experimental results and the reference data were put together. The 

correctness and completeness of the buildings are determined visually based on the count and the 

area respectively. Our method does not only evaluate more objects compared to their method, but 

also our comparison is based on the classification of corresponding points, not on object count and 

area. Thus, the accuracy values cannot be compared directly. 

The classification results in Figure 6 and the evaluation outcomes in Table 4 demonstrate the 

good performance of the proposed method in urban areas. This method exploits the ability of 

extending machine learning classification to perform classification and change detection in one step. 

In addition to combining change detection steps, the proposed method also is flexible in feature 

selection as well as in the data used. Firstly, in feature selection, for 3D point clouds numerous 

features can be used for a machine learning classifier. Weinmann et al. [71] mentioned numerous 2D 

and 3D features. In our study, we just used some of these features. However, depending on the 

classification task, the selection of features may be extended or compacted (e.g., using color in point 

clouds from image matching). In addition, the change detection feature used in this study is 

“Stability” to detect the changes between two epochs. However, other features, such as difference in 

roughness value of the local point to the nearest point of the other epoch, surface distance between 

one point in one epoch to the surface of the nearest points in the other epoch (compare tangent plane 

ICP correspondence [76]) etc., can be used as alternative sources of change information. To investigate 

this, new features were investigated: (1) distance to nearest point in the other epoch, (2) difference in 

roughness of current point and the nearest point in the other epoch. With these features new models 

were learned and the classification performed for the entire dataset. Using only the distance feature, 

the overall quality 91% decreases slightly to 89%, using only the difference in roughness it drops to 

73%. Using all three features as markers of change, the overall accuracy increases in the order of 0.1% 

Figure 11. New planted trees at the same location with lost tree: (a) point cloud in 2007 and 2015; and
(b) change detection and classification results).

A visual analysis of the entire change detection result suggests that the following classes can be
determined with high reliability: unchanged ground, changed ground, new building, lost building,
unchanged building, lost tree. However, this analysis also revealed that the change detection for
growing trees constitutes a big challenge, as some unchanged tree points were classified as new
buildings. This originates in a very dense canopy cover during the 2015 data acquisition resulting
in a planar distribution of points and therefore features which are more similar to building points.
This can be seen in the forested areas of 2015 on the southwestern border of the dataset (see Figure 6).
By selecting points of the respective classes, we estimated that about 1.5% of unchanged tree points are
wrongly classified as new buildings.

5.5. Discussion

Thus far, most studies focused on change detection of buildings only and they achieved very
high accuracy. A very recent research which is closest to our study is the one by Xu et al. [34].
Their overall accuracy for change detection of buildings and trees reached 94.8% and 83.8%. However,
their method to access the accuracy is different from ours. Their reference data was obtained by visual
interpretation of the aerial images and airborne LiDAR data from two dates counting changed objects
(not points). Then, their experimental results and the reference data were put together. The correctness
and completeness of the buildings are determined visually based on the count and the area respectively.
Our method does not only evaluate more objects compared to their method, but also our comparison
is based on the classification of corresponding points, not on object count and area. Thus, the accuracy
values cannot be compared directly.

The classification results in Figure 6 and the evaluation outcomes in Table 4 demonstrate the good
performance of the proposed method in urban areas. This method exploits the ability of extending
machine learning classification to perform classification and change detection in one step. In addition
to combining change detection steps, the proposed method also is flexible in feature selection as well
as in the data used. Firstly, in feature selection, for 3D point clouds numerous features can be used
for a machine learning classifier. Weinmann et al. [71] mentioned numerous 2D and 3D features.
In our study, we just used some of these features. However, depending on the classification task, the
selection of features may be extended or compacted (e.g., using color in point clouds from image
matching). In addition, the change detection feature used in this study is “Stability” to detect the
changes between two epochs. However, other features, such as difference in roughness value of the
local point to the nearest point of the other epoch, surface distance between one point in one epoch to
the surface of the nearest points in the other epoch (compare tangent plane ICP correspondence [76])
etc., can be used as alternative sources of change information. To investigate this, new features were
investigated: (1) distance to nearest point in the other epoch, (2) difference in roughness of current
point and the nearest point in the other epoch. With these features new models were learned and the
classification performed for the entire dataset. Using only the distance feature, the overall quality
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91% decreases slightly to 89%, using only the difference in roughness it drops to 73%. Using all three
features as markers of change, the overall accuracy increases in the order of 0.1% to 91% and 92% for
2007 and 2015, respectively. Secondly, the proposed method has potential for combining different data
sources for change detection. With the flexibility in feature selection, our method allows doing change
detection and classification for different data depending on the features given to identify the classes.
Image matching point clouds recently became one of the important sources used in urban classification,
also exploiting the provided color information. This data can be applied in further studies for change
detection in urban area where the changes in buildings, trees, and grounds occur frequently.

Although the proposed method obtained a satisfying change detection classification result in
one step compared to other studies, there remain some limitations. Firstly, the results of classification
strongly depend on the training samples. Especially for a complex urban area, it is required to consider
various types of objects. Thus, to select the samples of each class required careful observation and
selection. Secondly, in the case of changes where old and new points are too close to each other,
the method did not work well. For example, cut trees and a new building are shown in Figure 12.
Post classification methods (e.g., label smoothing [77]) may support improvement of the results. Thirdly,
as mentioned above, growing tree points are mis-detected as new trees. It is difficult to separate this
class (growing tree points) from the new tree class. A solution may require object detection, i.e., single
tree detection in this case. Parameters of individual trees could then be compared.
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Figure 12. Example of misclassification in the case of object with adjacent old and new data: (a) data in
2007 and 2015; and (b) misclassification results in 2007. In the intersection of the objects, points are
misclassified as unchanged trees.

Finally, we compared our method to a traditional two-step classification approach, i.e., detect the
change and then classify the changes. Two DSM models of 2007 and 2015 are derived with a cell size of
1 m. The DSM difference of 1 m is chosen to separate changed and persistent objects. The first three sets
of features (i.e., point distribution, height above the terrain, ALS features) are rasterized with the same
cell size of 1 m. Those rasterized images are masked into a changed and an unchanged region based
on the DSM masks. The training samples are rasterized and divided into changed and unchanged
samples for each epoch 2007 and 2015. Based on those samples, the classification is performed. Finally,
combining the masks and the classification result, the change detection classification is performed for
2007 and for 2015. This traditional raster-based approach is easy to process and less time is required for
processing compared to our point-based method. However, the final results depend on the first change
detection step. DSM-based change detection is useful for buildings, but not for trees. Tree growth can
be higher than 3 m, given the eight years apart. Therefore, if the DSM difference is 1 m, unchanged
trees are classified into new trees. Increasing the DSM difference, the change in ground and small
buildings are lost. For this reason, the overall accuracy of this method is only 78% for both the 2007
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and the 2015 datasets. Furthermore, the raster-based method does not feature the 3D content anymore,
which is available in the point-based method.

6. Conclusions

This paper has presented a fusion of automatic classification and change detection using a
supervised point-based machine learning approach to infer changes in the objects building and tree, as
well as changes of the ground. The main contribution of the proposed method can be summarized
as: (1) the proposed method establishes a complete set of processes to detect and classify changes in
buildings, trees and ground; and (2) not only are changes detected, but they are also simultaneously
classified, which had not been done before, especially for the major classes ground, building, and tree
in one step. The combination of the “Stability” feature with other attributes plays an important role
for the automatic change detection and classification of different types of urban objects. The overall
accuracy of the final classification of each change type of the 2007 dataset and 2015 dataset reached
90.93% and 92.04%, respectively. Therefore, the proposed method can be used as an alternative method
for detecting changes in urban areas in high resolution point clouds.
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