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Kurzfassung

Der Komfort und die Behaglichkeit von Gebäudenutzern hängen neben den innenkli-
matischen Bedingungen (Strahlungs- und Lufttemperatur, Luftqualität, Luftbewegung,
Feuchtigkeit, etc.) unter anderem auch von den Steuerungsmöglichkeiten der Nutzer
ab. In den letzten Jahren konnte beobachtet werden, dass das Ansteigen der Aussen-
temperatur in urbanen Bereichen nicht nur zu einem Anstieg der Innentemperaturen in
innerstädtischen Gebäuden führt, sondern auch zu einer Verschlechterung der Innen-
luftqualität in den entsprechenden Räumlichkeiten führt. Damit verbunden kommt es zu
einen signifikant höheren Einsatz von mechanischen Lüftungsanlagen und Klimageräten,
um ausreichende Luftqualität und akzeptable Innentemperaturen zu gewährleisten. Nach-
haltige(re) Methoden, wie beispielsweise passive Kühlung mit natürlicher Belüftung
bieten zwar eine zufriedenstellende Effizienz, sind aber - aufgrund nur unsicher vorher-
sagbarer klimatischer Gegebenheiten und Nutzungsmuster - in Design und Betrieb nicht
trivial umzusetzen. Oft verwendete konventionelle Klimatisierungssysteme sind auch
bei aussenklimatischen Schwankungen in der Lage kontrollierte Innenraumbedingungen
zu schaffen. Allerdings werden diese Systeme aufgrund Ihrer - zumeist aus fossilen
Energieträgern gespeisten - Energieintensivität, in der Regel nicht als nachhaltig be-
trachtet. Aktuelle Schätzungen gehen davon aus, dass Lüftungssysteme bis zu 30%
des Energiebedarfs von typischen Bürogebäuden ausmachen. Die Performance von
Belüftungssystemen hängt von mehreren Faktoren wie der Effizienz des Systems, der
Luftverteilung, der Platzierung der Lufteinlässe und der Auslässe, etwaiger Luftleckagen,
des Betriebsablaufs, der (angestrebten) Temperatursollwerte, der zu transportierenden
Luftmenge sowie einigen weiteren ab. Typischerweise eingesetzte Lüftungssysteme
liefern in der Regel frische (und zumeist kühle) Luft in den Innenraum und ersetzen damit
die verbrauchte Raumluft. Zumeist werden solche Systeme auf ganze Räume dimension-
iert. Die erforderlichen hohen Lüftungsraten und der sich daraus ergebende hohe Energie-
verbrauch solcher Systeme könnte durch räumlich gezielte Konditionierung wie zum
Beispiel mit einer Verdrängungslüftungsanlage erheblich reduziert werden. Eine weitere
Möglichkeit stellt ein “persönliches Lüftungssystem” dar, welches frische und kühle
Luft in das direkte Umfeld von Nutzern liefert Solche persönlichen Lüftungssysteme
ermöglichen es den Gebäudenutzern die Lüftung gemäss Ihren individuellen Vorlieben
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und Bedürfnissen anzupassen und zu kontrollieren.

Im Rahmen dieser Dissertation wurden mit Hilfe von rechnerischen und empirischen
Methoden zur Beurteilung der Funktionalität von Lüftungssystemen in Innenräumen Un-
tersuchungen in Bezug auf Raumluftqualität und thermischen Komfort durchgeführt. Es
wurden unterschiedliche innovative Lüftungskonzepte, wie Verdrängungslüftungskonzepte
oder individuelle Belüftungssysteme, untersucht. Das Ziel dieser Bemühungen war es
den persönlichen Komfort und die Produktivität der Nutzer unter Berücksichtigung von
Umweltfaktoren und der jeweiligen Systemeffizienz zu verbessern. Die Beurteilung
der untersuchten Systeme erfolgte auf Basis von Messdaten (objektive Evaluierung)
und mittels Befragungen von Nutzern in Räumen mit entsprechenden Systemen (sub-
jektive Evaluierung). Darauf aufbauend, wird der Nutzen von CFD (Computational
Fluid Dynamics) Simulationen und deren Anwendung zur Leistungsbewertung von
Lüftungssystemen sowie der Modellierung und Bewertung von Luftströmungen in
Innenräumen untersucht. Die vorliegende Arbeit illustriert, wie der Einfluss unter-
schiedlicher Gestaltungsmöglichkeiten (z. B. Anzahl und Ort der Diffusoren und Luft-
strömungsraten in einem architektonischen Raum) mittels einer geringen Anzahl von
numerischen Simulationen ermittelt werden kann. Das Ergebnis dieser Studie kann für
Architekten, Bauingenieure, Bauwissenschaftler und andere Stakeholder nützlich sein,
um die Energieeffizienz und den Komfort in (mechanisch) belüfteten Räumen weiter zu
verbessern und entsprechende Vorhersagemodelle zu entwickeln.
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Abstract

The comfort level and well being of building occupants is affected, among other factors,
by radiant and air temperature, air quality, air movement, humidity, as well as the
degree to which they can control their environment. In the recent years, due to the
temperature increase and air quality decrease in urban areas, ventilation systems became
more common, in order to meet the requirements to ensure adequate air quality and
acceptable indoor temperature. Sustainable methods, such as passive cooling with natural
ventilation, have not been yet successful to be used as the only ventilation system, which
can fully provide comfortable indoor environment in every building. Moreover, even
though the passive systems are efficient, they are dependent to the parameters, such
as wind condition, temperature fluctuations, thermal mass of the building elements,
etc., which makes them rather difficult to predict and control. Typical conventional
climate control systems, operated by fossil fuels, are able to maintain consistent indoor
condition against the changing outdoor climate condition. However, these systems are
usually not sustainable. For instance, it is estimated that, ventilation systems account for
30% of the energy demand for office buildings. The energy consumption and comfort
level provided by a ventilation system depend on the different factors, including the
efficiency of the system, air distribution, placement of the air inlets and outlets, air
leakage, operation schedule, temperature set points, airflow rate, etc. Conventional
ventilation systems usually supply fresh and cool air into the space and replace the
entire stale room air. The high energy consumption and required ventilation rates could
be reduced by cooling down the actual occupied zones instead of the entire space,
for instance using displacement ventilation system. Another example in this regard is
“personal ventilation system”, which has the advantage to deliver the fresh and cool air
directly to the occupied breathing zone. Moreover, personal ventilation system offers the
occupants the possibility of individual adjustments and control of their own surrounding
environment.

This dissertation presents the application of computational and empirical methods to
evaluate functionality of ventilation systems in architectural spaces with regard to indoor
air quality and thermal comfort. The innovative ventilation systems in office spaces are
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investigated, including displacement and personal ventilation systems. The research
application is aimed at improving the personal comfort and productivity of occupants,
taking into account the environmental factors and efficiency of the systems. Performance
of the studied systems is investigated via objective evaluations by measurements and
subjective evaluations based on feedback from occupants. This study also illustrates
the utility of CFD (Computational Fluid Dynamics) simulations for the performance
evaluation of ventilation systems and the estimation of airflow pattern in the space.
Furthermore, the present contribution investigates whether a relatively comprehensive
impact assessment of various design variables and input assumptions (e.g., number and
location of diffusers and airflow rates in an architectural space) can be established based
on a detailed but small number of numerical simulations. The outcome of such study is
remarkably helpful to architects, building engineers, and building scientists, to further
improve energy efficiency and occupants’ comfort in ventilated spaces, and to develop
and refine prediction models.
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Chapter 1

Introduction

1.1 Motivation

Comfortable healthy indoor environment has become a major concern since people spent
majority of their time in indoor environment, including homes, offices, public buildings,
etc. In the recent years, due to the rising temperature and decreasing air quality in urban
areas, ventilation systems became more common, in order to meet the requirements to
ensure adequate air quality and acceptable indoor temperature. Room air distribution
and ventilation methods directly affect the occupants health and comfort. This highlights
the significance of profound study of the ventilation systems functionality considering
the occupants perception of the indoor environment and thermal comfort as well as the
indoor air quality.

To increase the indoor air quality and thermal comfort different ventilation methods have
been investigated and devolved. Experimental and computational thermal and airflow
studies can contribute to progress in this area (Wiercinski and Skotnicka-Siepsiak 2008).
For instance, to evaluate the perceived indoor environmental conditions by occupants,
surveys can be conducted (Kim et al. 2013). In addition, thermal comfort calculations
that use measured environmental variables as input can facilitate, the indoor climate and
thermal comfort assessment (Bordass and Leaman 2009). Computational Fluid Dynamics
(CFD) represents another potentially effective method for indoor environmental studies
(Wiercinski and Skotnicka-Siepsiak 2008). There have been many studies on the potential
of CFD to assist building performance analysis and indoor air quality assessments (Chen
and Zhai 2004, Meroney 2009). In this context, this dissertation presents a systematic and
comprehensive methodology for assessment of the indoor air quality and thermal comfort
in ventilated spaces, specially in this case by displacement and personal ventilation
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1. Introduction

systems. The main attention in this dissertation was drawn to particularly investigate
different applicable methods of indoor conditions and thermal comfort assessments,
specifically in office spaces. The methods used here have been categorized under two
main classes of the i) empirical, and ii) computational methods. Hopefully, using similar
strategies for indoor environmental assessments will support decision making process
which leads to the comfortable and healthy living/working environment.

1.2 Background

Basically, ventilation can be defined as the replacement of the stale indoor air with outside
fresh air (Awbi 2015). Generally, the ventilation systems have been categorized as the
natural ventilation, mechanical ventilation, or mix of the two. Considering the mechanical
ventilation system, currently the most common practical method is the so called total
volume ventilation and air conditioning of the space. The two main applications of
this method are the mixing (MV) and displacement ventilation (DV) systems (Melikov
et al. 2002). One of the most recent developments in the ventilation systems is personal
ventilation (PV), which aims at providing each occupant with clean fresh air directly at
their breathing zone as well as personal control on the local environment (Melikov et al.
2007). In this dissertation, the matter in question is study of the indoor conditions in
spaces ventilated by combination of the above-mentioned ventilation systems.

1.2.1 Thermal comfort and indoor air quality assessment

Thermal comfort is defined in ASHRAE 2004 as “condition of mind which expresses
satisfaction with the thermal environment”. In building performance studies, providing
comfortable indoor environment for the occupants is one of the main concerns. Perceived
comfort levels and their variance can be interpreted in view of the combined effects of
the i) physical parameters of indoor environment, or environmental factors, including air
temperature, mean radiant temperature, relative humidity and air speed, together with
the ii) human factors, including metabolic rate and clothing insulation (Hensen 1990,
Lechner 2001, Lesbirel 2012). Moreover, physiological and psychological differences
from one person to the other also affect their perception of comfortable environment.
Thereby, the required conditions to provide comfort in a same space is not the same for
all of the occupants (ASHRAE 2004).

The studies in this area typically deploy both empirical and computational methods to
determine if the indoor environment meets the desired comfort level and evaluate the
functionality of the systems (Figure 1.1). Empirical methods provide valuable insights
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(a) Real experiment (b) Computer simulation

Figure 1.1: Flow pattern in (a) a real experiment versus (b) a computer simulation
(source: Rakesh et al. 2014)

and descriptions in the indoor environmental studies, by means of the measurement of
environmental parameters and subjective evaluations. Generally, the empirical meth-
ods assist the integration of research and practice. These methods are appropriate for
investigating certain phenomenon in details and enable researchers to evaluate certain
parameters and behaviors under less artificial conditions. However, they have also some
restrictions, such as the time and space scale, as well as resources required (the number
of available sensors, participants, etc.). On the other hand, the computational methods
provide powerful predictions of the fluid flow in indoor environment. Using the compu-
tational methods, researchers are able to work with models, which have high resolution
of time and space. In fact, computational methods enable virtual modeling of many
problems and conditions, for which conducting experiments is not always feasible. How-
ever, the errors and limitations involved in mathematical modeling and computational
powers are inevitable. Considering the strength and limitations of both methods, neither
empirical nor computational methods can replace the other one completely.

1.2.2 Displacement ventilation

Airflow pattern in ventilated spaces depends on the type of the implemented ventilation
system. Room mechanical ventilation approaches are commonly categorized as mixing
(MV) and displacement (DV) ventilation (Hamilton et al. 2004) (see Figure 1.2). In the
more conventional mixing ventilation, the injected fresh air is fully mixed with the stale
room air, while displacement ventilation introduces cool air to the zone with low velocity
and minimal mixing (Magnier et al. 2012).

The application and principles of DV have been treated in numerous publications (see,
for example, Jackman 1991, Hensen and Hamelinck 1995, Emmerich and Mcdowell
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(a) MV (b) DV

Figure 1.2: Sketch of (a) MV and (b) DV in an office space
(source: Aswegan and Pich 2014)

2005, Lin and Lin 2014). Typically, in DV systems the air suppliers are installed close
to the floor level. As low-velocity cool air stream comes into contact with indoor heat
sources (e.g., occupants, equipment), it warms up and subsequently exits the space from
the air extract grilles near the ceiling (Rees and Haves 2013). A number of issues need
to be considered for the proper operation of DV systems. For instance, the minimum
height of the ventilated room should be about 2.7 m (EDR 2015). Moreover, in order
to facilitate the circulation of the fresh air in the space, cubicle furniture or partitions
are not recommended (Titus 2014). In order to avoid the discomfort due to the strong
air movement sensation the area near the supply diffuser with the air velocity higher
than 0.25 m.s−1 is suggested to be not occupied (Loudermilk 1999). If the system is
not optimally designed, there is the possibility of local discomfort due to the air draft or
vertical temperature differences (Magnier et al. 2012). Laboratory studies simulating
office spaces ventilated by DV suggest that the occurrence of discomfort, especially in
the winter period, is mostly due to the cold legs and ankles (Wyon and Sandberg 1990,
Schiavon et al. 2014).

1.2.3 Personal ventilation

It is not trivial to thermally satisfy multiple occupants who share the same space, such as
open plan office spaces (Figure 1.3). This is due to the differences between individuals’
perceptions of the air quality, movement and temperature as well as occupants’ clothing
or activity level (Melikov 2004). Most common ventilation systems currently used

22



1. Introduction

Cold Slightly 
warm

Figure 1.3: Difference between individuals’ perceptions of the air temperature

are mixing and displacement ventilation systems. In both cases since the fresh air is
delivered to the zone at far distance from the occupants, it can become polluted by the
time reaching the occupants’ breathing zone (Russo 2011). Personal ventilation system
(PV) intends to improve the air quality by delivering clean and cool air with low velocity
to occupants’ breathing zone (Melikov et al. 2002, Dalewski et al. 2014). Moreover,
PV systems (Figure 1.4) are meant to facilitate individual adjustments (Schiavon and
Melikov 2009). Previous studies have shown that the cool airflow supplied at occupants’
breathing zone by PV system allows increasing the average zone air temperature and
consequently this may reduce the total building energy consumption (Schiavon et al.
2010, Chakroun et al. 2011, Dalewski et al. 2012, Veselý and Zeiler 2014). However,
the air quality improvement provided by PV highly depends on the PV airflow rate and
direction as well as the temperature difference between the PV air jet and the room air
temperature (Faulkner et al. 1999, Melikov et al. 2002, Russo 2011, Junjing et al. 2014).

The idea of combining DV and PV systems (DPV) can be implemented by means of
either ducted or ductless PVs. In ducted PV system the fresh air is brought directly
to the breathing zone, while the PV nozzle is directly connected to the air distribution
ducts. In case of ductless PV, the air layer close to the floor is mechanically moved up
to the occupants’ breathing zone. In fact, the air supplied to the zone by diffusers of
the displacement ventilation, creates a stratified flow of cool and clean air close to the
floor. For a more efficient use of the fresh air layer, PV transports it to the breathing zone
(Halvonova and Melikov 2010c).

Numerous experimental investigations on indoor environmental comfort in spaces venti-
lated by either ducted or ductless PVs combined with displacement or mixing ventilation
have been carried out. The results of literature review on this subject suggest that this
concept have been tested mainly assisted by thermal manikins (Cermak et al. 2006, Niu
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Figure 1.4: Example of a PV air terminal device
(source: EXHAUSTO 2016)

et al. 2007, Conceição et al. 2010, Halvonova and Melikov 2010b, Melikov and Kacz-
marczyk 2012, Dalewski et al. 2014). Studies with participation of human subjects have
been developed under fully controlled laboratory conditions or special environmental
conditions, such as hot and humid climate. To provide some examples, Kaczmarczyk
et al. 2004 studied the response of 60 human participants among university students to a
PV system compared to MV system. Sekhar et al. 2005 investigated the impact of PV
use on thermal comfort and indoor air quality assisted by subjective evaluations under 17
different controlled environmental conditions. Kaczmarczyk et al. 2010 evaluated the
influence of PV system operation on perception of 32 students, in a climate chamber
under different air temperature and relative humidity. Li et al. 2010 investigated the
response of 30 human subjects to PV system combined with under-floor air distribution
system in a field environmental chamber in hot and humid climate. Yang et al. 2010
presented the results of thermal environment, air quality and air movement assessments
based on the response of 32 subjects in a field environmental climate chamber with
ceiling mounted PV system. Melikov and Kaczmarczyk 2012 evaluated the perception of
indoor air quality and air movement in two climate chambers at different combinations
of room air temperature, relative humidity and pollution level, with and without facially
applied airflow.
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1.3 Research questions corresponding to dissertation goal

The intention behind the research design in this dissertation was to address a number of
pertinent questions, which can be categorized in five groups:

• Research question 1
How do users evaluate different ventilation options, i.e. various combinations of
natural ventilation (NV), displacement ventilation (DV), and personal ventilation
(PV), with regard to thermal comfort and air quality?

• Research question 2
What is the interaction level of the occupants with PV devices? What is the
frequency of PV actuator (valve) adjustments by users? Does PV type (ducted
versus ductless) affect the PV valve manipulation frequency? Is there a relationship
between PV usage frequency and indoor conditions (e.g., indoor air temperature,
CO2 concentration)?

• Research question 3
What are the requirements to perform virtual (numerical) experiments, specifically
CFD simulations, for assessment of the indoor environment? To which extend can
monitoring-based calibration improve the reliability of CFD models to support
indoor environmental studies?

• Research question 4
Does predicted mean vote (PMV) represent a viable criteria for the evaluation of
DV and PV systems?

• Research question 5
How can a relatively comprehensive impact assessment of various design variables
and input assumptions (e.g., number and location of diffusers, air change rates) be
based on a detailed but small number of numeric simulations?

1.4 Structure of work

To address the above mentioned research questions and outlines, this dissertation is
divided into six chapters:

• Chapter 1 presents the motivation of the research, gives a summary of existing
studies and current achievements relating to the topic of the dissertation and
describes the problem along with the research questions.
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• Chapter 2 intends to address the research questions 1 and 2. It begins with a
summarized background information and goes on with detailed methodology and
results of the empirical research conducted in this dissertation. The research
presented in this chapter benefits from both laboratory and field experiments.
The monitored data and user surveys provide the basis to document the indoor
conditions and their implications for the occupants. By this way, the functionality
of the ventilation systems in the case studies are evaluated with regard to indoor
air quality and thermal comfort.

• Chapter 3 is enriched with computational investigations. The intention behind
the research design here was to address the research question 3 and benefit from
CFD-based airflow simulations to support a better understanding of the complex
nature of airflow phenomena in the space. A brief description of computational
fluid dynamics as a potentially effective method for indoor environmental studies
is presented. This is followed by describing the methodology to develop, validate
and calibrate CFD models in this research. Calibrated CFD models assist reliable
estimation of the airflow velocity and temperature fields, as well as systematic
investigation of design alternatives and their implications for indoor environmental
variables. This chapter proceeds with detailed results of the methodology together
with discussions.

• The dissertation continues with Chapter 4 to address the research question 4.
Calculated predicted mean votes, PMVs, and actual thermal sensation votes, TSVs,
represent common and widely used thermal comfort indicators. In this chapter, the
viability of PMV for the evaluation of DV and PV systems is studied, as compared
to the actual TSV.

• Chapter 5 addresses the research question 5 and investigates the possibility to
obtain the basic airflow field information for a large variety of design configurations
based on a small number of full-fledge CFD simulation runs. The approach
presented in this chapter would allow for an efficient deployment of advanced
numerical simulation pertaining to the evaluation of airflow patterns in indoor
environments.

• This dissertation then closes with final conclusions and future research suggestions
in Chapter 6.
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Chapter 2

Empirical Indoor Climate
Assessment

2.1 Background

2.1.1 Building monitoring

Building automation and control systems have been widely used for variety of purposes
including monitor and control of the building indoor environment, system operation and
occupants’ thermal comfort assessment. Indoor environment measurements assist the
building performance studies in different ways, including i) determination of the level
of agreement between the desired and actual performance of the building, considering
both energy use and indoor environmental conditions, ii) assessment of the building
performance simulation predictions and generating calibrated simulation models.

In case of new buildings, simulations-based performance evaluations are the only plau-
sible option. However, to study the performance of the existing buildings, building
monitoring is a valuable option. Thermal comfort and indoor air quality, aside from
the human factors, depends on several environmental factors including air temperature,
mean radiant temperature, relative humidity, and air speed. Regular monitoring of the
environmental conditions provides the basis for the assessment of comfort in indoor
environment. Measurements are required in occupied zones in the space, such as work-
stations, at which the occupants are expected to stay during the time they spend in the
building (ASHRAE 2004).
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2. Empirical indoor climate assessment

2.1.2 Subjective evaluations

To evaluate the indoor environmental conditions as perceived by the occupants, surveys
can be conducted. Surveys have been used commonly as part of the post occupancy
evaluations, to evaluate whether the occupied environment is comfortable for majority of
the occupants (Kim et al. 2013). Surveys are required to be performed to evaluate every
designed ventilation system and system’s operation condition. These assessments enable
the evaluation of the main aspects relevant to the comfort such as indoor temperature,
humidity and air speed (ASHRAE 2004). Thereby, surveys should cover occupant’s
feedback regarding the above mentioned criteria. In the following, some commonly-used
models to evaluate occupants’ perception of indoor temperature, humidity and air speed,
which has been used in this study, are provided.

People’s perception of the warm or coldness is in fact different from the actual sense
of the air temperature. Different human beings have different rating for what they
perceive based on the temperature in a space, which ranges from cold, to neutral, to
hot (Zhang 2003). To evaluate this sensation the 7-point scale presented in Table 2.1,
which was developed by ASHRAE, assists the quantification of occupants’ thermal
sensation (ASHRAE 2004). The ASHRAE thermal sensation scale has been also used
as a reference to generate a 7-point humidity sensation scale. For instance, Shaharon
and Jalaludin 2012 presented a humidity perception scale, including very dry (-3), dry
(-2), slightly dry (-1), just right (0), slightly humid (+1), humid (+2) and very humid (+3)
(Shaharon and Jalaludin 2012).

Table 2.1: ASHRAE 7-point sensation scale

Value Description

+3 Hot

+2 Warm

+1 Slightly warm

0 Neutral

-1 Slightly cool

-2 Cool

-3 Cold
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Note that, thermal sensation will not always be necessarily also representative of subjects’
comfort level. For instance, different individuals don’t have necessarily same perceived
comfort in different temperature, which is due to different preferences. Therefore, thermal
comfort is required to be studied in addition to the thermal sensation. In this regard,
different studies used different scales for thermal comfort evaluations. For instance,
Hagino and Hara 1992 presented a 7-point scale, ranging from very comfortable (+3),
comfortable (+2), slightly comfortable (+1), to neutral (0), to slightly uncomfortable (-1),
uncomfortable (-2), and very uncomfortable (-3). Zhang 2003 used a thermal comfort
scale ranging from very uncomfortable to comfortable, without neutral. This scale forces
the subjects to select their perceived comfort level from the category of generally either

“comfortable” or “uncomfortable”.

Considering the comfort level of occupants, another indicator which can be studied is the
perception of air speed in the space. Part of the heat losses from the human body relates
to the air movement in their surroundings. Thus, the air velocity affects the thermal
comfort perception. Candido et al. 2010 presented the results of a study on effect of air
movement on thermal comfort. For the purpose of subjective evaluations the prepared
questioners included a question related to the air movement, focusing on the acceptability
as well as the sensation of the air speed (Table 2.2).

Table 2.2: 5-point air movement acceptability scale

Value Description Acceptability

+2 Too high air velocity Unacceptable

+1 High air velocity

0 Enough air velocity Acceptable

-1 Low air velocity

-2 Too low air velocity Unacceptable
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2.2 Method

2.2.1 Overview

This section explores laboratory and field experiments concerning indoor conditions in
office spaces equipped with DV system, as well as ducted and ductless PV systems. The
main objective of the study was to assess the functionality of the ventilation systems,
with regard to indoor air quality and thermal comfort, by means of empirical methods.
In this section, monitored data and user surveys provide a basis to document the indoor
conditions and their implications for the occupants.

2.2.2 Laboratory experiment

Two lab cells (mock-up office spaces) of the Department of Building Physics and Building
Ecology, TU Wien, Vienna, Austria, were used for the purpose of this research (see,
Figure 2.1). The lab cells are identical in dimensions (width = 3 m, length = 4 m, and
height = 2.5 m).

Figure 2.1: Schematic illustration of the experimental laboratory cells
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“Lab cell 1” is equipped with a ducted PV system, and “lab cell 2” with combined DV
and ductless PV system (DPV). In this room a linear enclosure displacement supply
diffuser (Figure 2.1, SD) is installed on the southern wall of the room at the height of
0.07 m above the floor level (width = 0.165 m, length = 1.56 m, and height = 0.205 m).
A circular ceiling extract grille (Figure 2.1, EG) is attached to the ceiling of each lab cell.
Figure 2.2 and 2.3 depict the interior and exterior of the laboratory.

(a) (b)

Figure 2.2: PV devices installed in the lab cells, (a) lab cell 1 with ducted PV, and (b) lab
cell 2 with ductless PV

Figure 2.3: External view of the experimental laboratory cells
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2.2.2.1 Surveys

Efforts were made to collect data pertaining to the subjective assessment of the ventilation
systems and indoor environmental conditions. 26 students (13 male and 13 female,
average ages of 23 years old) participated in the laboratory experiment. Each round of
experiment involved 2 participants, each sitting in one of the lab cells for one hour. The
composition of the groups was random in principle. However, to the extent possible, an
equal number of male and female participants were assigned to each lab cell. During each
session, participants were requested to work on a task (preparation of energy certificate
for a building) unrelated to the experiment’s objectives. In intervals of 20, 40, and 60
minutes after the onset of the experiment, participants expressed their thermal perception
via a standard questionnaire. Note that post-change adaption phases of 10 to 20 minutes
have been found appropriate in the literatures (see, for example, Arens et al. 2006).

Subjective evaluations pertained to thermal sensation and comfort votes (TSV, TCV),
perception of humidity (RHV), air movement sensation and comfort (AMS, AMC), and
air quality (AQ). The 7-point ASHRAE scale is used to obtain the TSVs (ASHRAE
2004). In addition, TCVs and RHVs were obtained using a 6-point (Zhang 2003), and a
7-point scale (Shaharon and Jalaludin 2012), respectively. Evaluations of AMS, AMC
and AQ (indicators of air speed and air quality acceptability) were captured via 5-point
scales with a numeric range from -2 to +2 (Candido et al. 2010). Tables 2.3 and 2.4
demonstrate the corresponding scales applied to generate the survey questionnaires.
Moreover, Figures 2.4 and 2.5 present the questionnaires used in this research.
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Table 2.3: Survey questions pertained to thermal sensation, comfort and perception of
humidity

Scale TSV TCV RHV

+3 Hot Very comfortable Very humid

+2 Warm Comfortable Humid

+1 Slightly warm Just comfortable Somewhat humid

0 Neutral Neither dry nor humid

-1 Slightly cool Just uncomfortable Somewhat dry

-2 Cool Uncomfortable Dry

-3 Cold Very uncomfortable Very dry

Table 2.4: Survey questions pertained to air speed and air quality acceptability

Scale AMS AMC AQ

+2 Very strong Very pleasant Very fresh

+1 Strong Pleasant Rather fresh

0 Moderate All right Acceptable

-1 Weak Unpleasant Rather stale

-2 Barely perceptible Very unpleasant Very stale
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Date and Time:  Workstation:  
Gender: Age: Weight: Height: 

 

1/2

 How is your current thermal sensation? 
 Cold 
 Cool 
 Slightly cool 
 Neutral 
 Slightly warm 
 Warm 
 Hot 

 
 How would you describe the current room temperature? 
 Very uncomfortable 
 Uncomfortable 
 Slightly uncomfortable 
 Slightly comfortable 
 Comfortable 
 Very comfortable 

 
 I think the air is: 
 Very dry 
 Dry 
 Somewhat dry 
 Neither dry nor humid 
 Somewhat humid 
 Humid 
 Very humid 

 
 How strong is the current air movement: 
 Very strong 
 Strong 
 Moderate 
 Weak 
 Barely perceptible 

 
 The current air movement feels: 
 Very unpleasant 
 Unpleasant 
 All right 
 Pleasant 
 Very pleasant 

 
 How is the current air quality: 
 Very stale 
 Rather stale 
 Acceptable 
 Rather fresh 
 Very fresh 

 
 

Figure 2.4: Survey questionnaire, page 1
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2/2

 
 Describe your current clothing: Check 

Shirts 

Turtleneck 
Tube top 
Short sleeves(T-shirt) 
Long sleeves 

Trousers 
Shorts 
Normal trousers 

Skirts, dresses 

Short skirt 
Long skirt 
Light dress sleeveless 
Winter dress long sleeves 

Sweaters 
Sleeveless vest 
Thin sweater 
Thick sweater 

Overcoat 
Jacket 
Coat 

Sundries 

Socks 
Thick long socks 
Thin soled shoes 
Thick soled shoes 
Boots 

 
 Comments / personal comments? 

 

Figure 2.5: Survey questionnaire, page 2
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2.2.2.2 Monitoring of physical data

A precise thermal comfort sensor setup (Figure 2.6) captured air temperature, mean
radiant temperature, relative humidity, and air velocity near occupants in the laboratory
experiment. This measurement setup includes a globe thermometer, humidity/ tem-
perature sensor and thermo-anemometer. The ventilation system in the laboratory is
connected to an online control, monitoring and safety system in the course of a previous
research project. Therefore, the airflow rate (in/out) and airflow temperature data were
provided for the period of the experiment. Ducted/ductless PV supply air temperature
were also monitored during the experiment. Moreover, CO2 concentration of PV supply
air, room air and the exhaust air were monitored. In addition, the overall laboratory cells’
condition were monitored by means of wireless air quality sensors.

Figure 2.6: Comfort measurement setup (source: Rogers 2015)
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2.2.3 Field experiment

The field experiment concerns an open plan office space in Grieskirchen, Upper Austria.
The studied space (width = 7.5 m, length = 17.3 m, height = 3.1 m) is located in the ground
floor of a building, and used as a call center (Figure 2.7). Workstations are organized
in this space in terms of five star-shaped hubs, each accommodating up to five workers.
The office is equipped with DV as well as PV systems. Figure 2.8 presents a schematic
illustration of the office space with marked location of the monitored workstations (WS1
to WS11) as well as the supply diffusers (SD) and extract grilles (EG). The supply
air diffusers are installed at the height of 0.38 m from the floor level. Return outlets
are positioned 0.11 m below the ceiling. The maximum airflow in the room through
the suppliers is about 82 l.s−1. The discharge angle of the air diffusers is downward.
Moreover, the supply air is preheated depending on the room temperature to fulfill a
constraint of being 2 to 3 K lower than the room air temperature. The space can also be
naturally ventilated through the manual operation of windows (NV).

One of the hubs, accommodating workstations 2, 3, 4 and 5 on Figure 2.8, is provided
with ducted PV, whereas the others have ductless PVs, as illustrated in Figure 2.9. The
air terminal device of the PV system is attached to an arm and the user can change the
flow direction in horizontal or vertical plane. The airflow volume out of the PV system
unit can be modulated by occupants, using an adjustable valve (from zero to 100%)
installed under each desk. The PV system is designed for the maximum supply capacity
of 15 l.s−1 and the minimum of 0 l.s−1 (i.e., completely closed valve) (Melikov et al.
2007). Note that, based on the ventilation system design in the office, the operation of
ducted PVs are possible in combination with DV.

Figure 2.7: Internal view of the office space
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Figure 2.8: Schematic illustration of the office space with marked location of the
monitored workstations (WS1 to WS11) as well as the supply diffusers (SD1 to SD7)

and extract grilles (EG1 to EG6)

(a) (b)

Figure 2.9: (a) Ductless PV air intake and (b) PV supply diffuser
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2.2.3.1 Surveys

In case of the field experiment, related data for the subjective assessment of the ventilation
systems and indoor environmental conditions was obtained in two different ways:

• The office’s regular occupants were requested to participate in a web-based assess-
ment of the indoor environmental conditions under two ventilation configurations,
i.e. NV (natural ventilation only) and DPNV (the combined operation of DV and
PV, plus natural ventilation). The assessment of each configuration covered a
period of 9 working days. The DPNV assessment was conducted in month August.
Thereby, DV was continuously activated, whereas PVs and windows could be
operated by occupants. The NV assessment was conducted in month October.
In this phase, NV was the sole option for office space ventilation. Seven female
employees, on average, participated in each survey (online questionnaires were
filled once every day, roughly around 10:00 am). Given the voluntary nature of the
process (a strict regime could not be imposed upon the employees) questionnaires
were not filled at exactly the same time every day.

• Full-day experiments were performed on two occasions (12.01.2013 and 10.08.2013,
09:00 am to 04:00 pm) involving a small group of visiting individuals (stu-
dents and staff of the Department of Building Physics and Building Ecology,
TU Wien, Vienna, Austria). These targeted short-term experiments were necessary,
as employee-based surveys’ beyond the above-mentioned online surveys’ could
not be carried out on a continuous basis due to organizational constraints. The
visitors were requested to occupy the workplaces, engage in typical office work
and twice per day fill in the prepared questionnaires. On each day, two distinct
ventilation schemes were compared in view of participants’ perception of thermal
comfort and air quality. One scheme involved DV alone, whereas the second
scheme involved DV plus PV (DPV). The participants (four females and two
males, age between 25-35 years similar to regular occupants of the office) were
equally divided between workstations with ducted and ductless PVs. Note that,
these experiments were conducted under controlled condition with closed windows
thus excluding natural ventilation and potential related influences on ventilation
regimes under study.

Subjective evaluations pertained to TSV, TCV, RHV, AMS, AMC, and AQ (see also
Tables 2.3 and 2.4, as well as Figures 2.4 and 2.5).
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2.2.3.2 Monitoring of physical data

A monitoring system was installed in the facility presented in Section 2.2.3 to continu-
ously obtain indoor environmental parameters (air temperature, relative humidity and
CO2 concentration) on a continuous basis. At eleven locations, marked in Figure 2.8
as WS1 to WS11, conditions near occupants were monitored by means of wireless air
quality sensors (Figure 2.10a). The eleven workstations include four workstations at
the ducted hubs (i.e., WS2 to WS5) and seven workstations at the ductless hubs (i.e.,
WS1 as well as WS6 to WS11). At the same locations the state of occupancy (presence/
absence) was also monitored with wireless PIR (passive infrared) sensors (Figure 2.10b).
This type of sensor detects the occupants’ motion by measuring the illuminance (lux) in
the radius of 5 m from the sensor. The windows in this office are single casement with
horizontal and vertical-tilt opening system. The window opening (i.e., state of window
being open or closed) was detected by means of window-contact sensors (Thermokon
2015) (Figure 2.10c). All these sensors have wireless transmitters. Sending the data
points will be either when a change happens in the values or after a maximum pre-set
interval.

This research includes PMV-based thermal comfort assessments. For this purpose, short-
term spot measurements of the required physical parameters have been conducted by
means of the comfort measurement setup (Figure 2.6) at different workstations. These
measurements were conducted on two occasions, on 12.01.2013 and 10.08.2013, under
the DPV ventilation condition.

(a) (b) (c)

Figure 2.10: (a) Air quality sensor, (b) PIR occupancy sensor, and (c) window contact
sensor (Thermokon 2015)
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The airflow volume out of the PV system units can be modulated by occupants using a
valve (from zero to 100%). Hence, the state of valve was also monitored for the entire
period of the study. Table 2.5 summarizes the monitored data points and corresponding
sensor information. All the installed sensors were integrated in the online monitoring
system of the Department of Building Physics and Building Ecology, TU Wien, and
data was automatically stored in real time in a central database. For this purpose, an
EnOcean - IP gateway, which is connected via a Virtual Private Network (OpenVPN)
to the database server, has been used. The monitoring stretched over a period of eleven
months (from July 2012 to May 2013).

Table 2.5: Monitored data

Parameter Sensor range Unit Sensor accuracy

Air temperature 0 to 50 ◦C ±1%

Relative humidity 0 to 100 % ±2%

CO2 concentration 0 to 2000 ppm ±75ppm or±10%

Presence/absence 0 to 512 lux

State of PV valves 0 to 100 %

State of doors and windows 0/1 -
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2.3 Results and discussions

2.3.1 Laboratory experiment

The main results of the laboratory experiments are shown in a number of Figures below.
Figure 2.11 compares participants’ expressed thermal sensation vote (TSV) and the
corresponding thermal comfort votes (TCV). Note that, each dot in this Figure (as well
as in Figure 2.13, 2.14, and 2.16) represents the mean value of each participant’s three
votes during each session. As compared to the ductless PV, the room with the ducted
PV is judged to be thermally somewhat more comfortable. Moreover, the room with the
ductless PV is judged to be somewhat warmer than the one with the ducted PV. This
is consistent with the measured temperatures at the breathing zones (see Figure 2.12),
which were generally higher in the ductless PV case.

Figure 2.12 shows the average supply air temperature of DV, supply air temperature of
ducted and ductless PV as well as the air temperature in rooms. Ducted PV brings air with
lower temperature to the occupants breathing zone. In the room with DV and ductless
PV, the PV supply air temperature is close to the room air temperature, even though
the DV supply is 2 to 3 K below room air temperature. As mentioned previously, this
circumstance explains the prevalence of ”slightly warm” or ”warm” thermal sensation
votes in case of the ductless PV. Therefore, ductless PVs may require lower supply
temperature. This in turn could translate into comparatively higher energy demand.
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-1

0

1

2

3

-3 -2 -1 0 1 2 3

T
SV

TCV
Ducted Ductless

Figure 2.11: Participants’ thermal sensation vote (TSV) versus thermal comfort vote
(TCV)
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Figure 2.12: Supply air temperature of DV, ducted/ductless PV, and the room air
temperature, averaged over the aforementioned 13 experimental sessions

Figure 2.13a and 2.13b contrast subjective assessment of the rooms’ humidity level
with measured absolute humidity (g.m−3) and relative humidity (%), respectively. Both
rooms are perceived as rather dry. But, the perceived humidity does not display a clear
relationship to the measurement results.

Figure 2.14a compares participants’ air movement sensation (AMS) and the correspond-
ing air movement comfort (AMC) votes. With ducted PV, the air movement sensation is
generally higher compared to the ductless one. However, this does not translate into a
more pronounced perception of discomfort. Figure 2.14b shows a comparison between
participants’ air movement sensation (AMS) and corresponding measured air velocity
(m.s−1) values at ducted and ductless workstations. Interestingly, perceived velocity at
the ducted PV workstation is higher than the ductless PV workstation, even though the
measured velocities were higher at the latter. This may be due to the lower temperature
as well as the more pronounced directionality of the flow pattern of the ducted PV. The
latter conjecture is consistent with the results shown in Figure 2.15, which includes box
plots of the measured airflow velocity at the workstations with ducted and ductless PVs.
As this Figure shows, both the median and the spread of measured velocities are higher
for the ductless workstation.
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Figure 2.13: Participants’ perception of humidity (RHV) versus (a) absolute humidity
(g.m−3) and (b) relative humidity (%)
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Figure 2.14: Participants’ air movement sensation (AMS) versus (a) air movement
comfort (AMC) and (b) measured air velocity at the workstation (m.s−1)
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Figure 2.15: Box plot of air velocity at workstations with ducted and ductless PV

Figure 2.16 shows participants’ air quality (AQ) votes and the corresponding measured
CO2 concentration at workstations. Ducted PVs achieve significantly lower CO2 concen-
tration levels at the breathing zones. However, there does not appear to be a significant
difference in participants’ subjective assessment of the air freshness in the two rooms.

Figure 2.17 compares the CO2 concentration in PV supply air, room air, and exhaust
air for both rooms. As expected, the CO2 concentration was considerably lower in the
ducted PV’s supply air. However, even the ductless PV can improve the air quality at
occupants breathing zone, as evidenced by a CO2 concentration almost 200 ppm below
the room air. The overall room air quality and the CO2 concentration in the exhausted air
are somewhat similar in both rooms.
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Figure 2.16: Perception of air quality (AQ) versus measured CO2 concentration (ppm)
near participants
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Figure 2.17: Box plot of CO2 concentration in PV supply air, room air, and exhaust air
in the rooms with ducted and ductless PV
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2.3.2 Field experiment

Figure 2.18 shows the results of the aforementioned online questionnaire including the
mean values of the employees’ responses over the course of two periods of each nine
working days. Data is plotted separately for the two relevant ventilation regimes, i.e.
DPNV (first period, August) and only NV (second period, October). Note that, the very
small number of participants (seven employees, on average) and the rather short overall
duration of the study pose limits on the general validity of the following discussion of its
results. Participants judge the room to be cooler in case of DPNV. This ”slightly cool”
vote is accompanied with a ”just uncomfortable” evaluation. The measurement results
suggest that the average indoor temperature was in DPNV case indeed slightly lower
(Figure 2.25). In NV case, both thermal sensation and thermal comfort are perceived
as neutral. Both ventilation regimes lead to similar evaluations of air movement and
air quality (neutral range). However, the air movement sensation under DPNV was
stronger than under NV. The survey outcome thus suggests that while both ventilation
configurations provide generally acceptable indoor environment, the NV regime received
a slightly better evaluation. A better modulation of the supply flow rate and temperature
is likely to improve the thermal sensation and comfort vote in DPNV.

TSV Cold Hot

TCV Very 
uncomfortable

Very 
comfortable

RHV Very dry Very humid

AMS Barely perceptible Very strong

AMC Very unpleasant Very pleasant

AQ Very stale Very fresh

DPNV NV

Figure 2.18: Responses to the survey questions (mean votes of all participants over two
periods of nine working days each) under the two distinct ventilation regimes (DPNV,

NV)
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Figure 2.19 and 2.20 illustrate the results (mean votes of visiting participants with regard
to the survey questions) of the two one-day experiments. The responses are separately
grouped based on the PV type (ducted versus ductless) and ventilation operation options
DV (displacement ventilation only) and DPV (both displacement and personal ventila-
tion). Participants occupying workstations with operating PV appear to judge the room to
be cooler than those without operating PV (i.e., only DV). This effect is more pronounced
for ducted PVs. Measurements of the air entering the breathing zone in this case has a
temperature of about 3 K below ambient air temperature (i.e., around 20◦C in Winter and
22◦C in Summer). Even in case of ductless PVs, the ducted air supply can be assumed
to be cooler than the ambient temperature, given the proximity of the workstations to
the DV system’s outlets. Therefore, it can be argued that changing the PVs’ supply air
temperature would shift the users’ evaluation accordingly. The results presented here are
also in the line with previous researches suggesting that PV can provide more cooling by
directly delivering cooler air to the occupied zone (Halvonova and Melikov 2010a,b,c).

Regarding the perception of airflow, DV operation alone appears to create a stronger
sensation, especially in the case of workstations with ductless PVs (see AMS votes in
Figure 2.19b and 2.20b). According to the literature, one problem of the DV systems
can be the sensation of the draught (cold air movement) felt at the feet level. It has been
proposed that the combination of ductless PV and DV would reduce this risk (Melikov
2004, Halvonova and Melikov 2010c). The higher perceived thermal comfort (both
winter and summer) at workstations with PVs (ducted and ductless) could be also related
in part to this observation. With regard to the perception of the air quality, ducted PVs
appear to at least slightly improve the impression of freshness of the ambient air, whereas
ductless PVs appear to have a negative effect. Anecdotal evidence (remarks by regular
occupants of the office) points in this case to potentially relevant psychological issues,
given that in case of the ductless PVs, supply air is extracted from the ”feet and shoes
level”. Note that, the results presented here are not meant to establish statistical credence,
given the rather small number of participants.
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TSV Cold Hot

TCV Very 
uncomfortable

Very 
comfortable

RHV Very dry Very humid

AMS Barely perceptible Very strong

AMC Very unpleasant Very pleasant

AQ Very stale Very fresh

DV DPV

(a) Workstations with ducted PV

TSV Cold Hot

TCV Very 
uncomfortable

Very 
comfortable

RHV Very dry Very humid

AMS Barely perceptible Very strong

AMC Very unpleasant Very pleasant

AQ Very stale Very fresh

DV DPV

(b) Workstations with ductless PV

Figure 2.19: Survey results (one-day winter experiment with visiting participants) at
workstations with (a) ducted and (b) ductless PVs
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TSV Cold Hot

TCV Very 
uncomfortable

Very 
comfortable

RHV Very dry Very humid

AMS Barely perceptible Very strong

AMC Very unpleasant Very pleasant

AQ Very stale Very fresh

DV DPV

(a) Workstations with ducted PV

TSV Cold Hot

TCV Very 
uncomfortable

Very 
comfortable

RHV Very dry Very humid

AMS Barely perceptible Very strong

AMC Very unpleasant Very pleasant

AQ Very stale Very fresh

DV DPV

(b) Workstations with ductless PV

Figure 2.20: Survey results (one-day summer experiment with visiting participants) at
workstations with (a) ducted and (b) ductless PVs
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As noted before, the office workers have the possibility to control airflow volume from
the PV diffusers using a valve. The operation of PV is always combined with activated
DV. Figure 2.21 summarizes the related results in terms of mean daily number of
valve adjustments (total for all workstations) for each month in the observation period.
This Figure includes in addition the subset of daily adjustment number that could be
characterized as intermediate actions (i.e., actions occurring at least 20 minutes after
occupying the workstation or 20 minutes before leaving the workstation). Note that, the
data in this Figure is already normalized with regard to working hours. These results
suggest that 70% of the adjustments can be categorized as intermediate actions. Note that,
adjustments entail ”in equal numbers” both actions toward increasing and decreasing the
PV volume flow.

To explore the PV valve manipulation frequency in the context of the PV type (ducted
versus ductless), Figure 2.22 compares the PV actuator adjustment frequency (actions
per day averaged over the entire observation period) for ducted and ductless units. These
results suggest that ductless PV units are rarely operated. Ducted workstations show a
mean valve manipulation frequency of 2.5 actions per day. For ductless units, the mean
value drops to 0.29 actions per day. Five out of seven ductless workstations display zero
action frequency. The latter result may also help explain the higher frequency of PV
usage in the months of August and September (Figure 2.22). In these warmer months,
the capacity of ducted PV stations to supply cooler and fresh air could render them more
attractive to the occupants.

Monitoring results pertaining to indoor conditions can support the analysis of ventilation
options. For instance, Figure 2.23 and 2.24 shows the frequency distribution of indoor
air temperature and CO2 concentration levels (measured at workstations) averaged over
all workstations. The results in this figure are separated for two time periods namely July
to December and January to May (PV use frequency was higher in first period).

For a further evaluation of the indoor air temperature and quality, the results were
compared to the ASHRAE standards. The metabolic rate of occupants (office work,
seated) was considered to be 1.2 Met (ASHRAE 2005). The thermal resistance of
the occupants’ clothing was assumed to be 0.5 and 1.0 clo in summer and winter,
respectively. According to the measurements, the average relative humidity in the office
was about 50% during the period of July to December and 30% in January to May.
Given these assumptions and the measurements (see Figure 2.23 and 2.24), the actual
conditions in the office can be compared with applicable standards (ASHRAE 2004). The
comparison suggests that the thermal conditions were in the period of July to December
80% of the occupied time and in the period of January to May 75% of the time in the
acceptable range. Moreover, the results appear to suggest the air quality (as represented
via CO2 concentration monitoring) was somewhat better in the July to December period,
when the PV systems were more frequently operated. In this period for around 95%
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Figure 2.21: PV actuator adjustment frequency (mean number of daily actions) in
different months
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of the occupied time the CO2 concentration was below the threshold of 1000 ppm
suggested by the ASHRAE standard 62.1 for office buildings (ASHRAE 2007). For the
period of January to May this percentage dropped to 55%. The presented results are in
agreement with those in literatures. In fact PV systems by directing the supply air to the
breathing zone and lower the mixing rate, even compare to DV system, reduces the local
concentration (Xu 2007, Halvonova and Melikov 2010a).

Figure 2.25 and 2.26 illustrate indoor (and outdoor) air temperature and indoor CO2
concentration (averaged over all workstations) during two distinct 9-day periods. The
corresponding ventilation regimes for these periods were DPNV (the combined operation
of DV and PV, plus Natural Ventilation) and NV (Natural Ventilation only). Based on
the monitored data, during the period with DPNV ventilation configuration one window
was open 18% of the occupied time. During the NV period two windows were open
18% of the occupied time with at least one open window 25% of the time. The indoor
temperature in both cases is roughly in the same range. However, with natural ventilation,
the trends appear to be more fluctuating. The results also present slightly higher (and
more strongly fluctuating) CO2 concentrations under the NV regime. Therefore, it
can be concluded that the combined regime (DPNV) provides a more uniform indoor
environment.
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Figure 2.23: Frequency distribution of indoor air temperature for two periods in the
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Figure 2.24: Frequency distribution of CO2 concentration for two periods in the
observation period
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Figure 2.25: Indoor/outdoor air temperature in the 9-day of (a) DPNV and (b) NV
regime
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Figure 2.26: Indoor CO2 concentrations in the 9-day of (a) DPNV and (b) NV regime
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2.3.3 Concluding observations

The results of the performed subjective and objective evaluations suggest that operation
of the above-mentioned ventilation systems can generally provide acceptable indoor
environmental conditions. According to the measurements the combined operation of
the ventilation systems, i.e. DPNV, provides a more uniform indoor environment as
compared to the natural ventilation, i.e. NV. Furthermore, the thermal perception of the
occupants in the field experiment (room being warm or cold) shows that the office is
judged cooler with the combined ventilation DPNV as compared to NV mode. Survey
results suggest that the combined DV and PV result in cooler thermal sensation votes in
comparison with displacement ventilation alone. Evaluation of the ducted and ductless
PVs in both laboratory and field experiments shows that ducted PVs can provide a
more desirable indoor environment. The frequency of the PV operation (modulation
of volume airflow by the users) was found to be rather low, in case of the ductless PVs
compared to the ducted ones. PV usage frequency was found to be somewhat higher
in the warmer months of the year, when PV stations supply cooler air to the occupants’
breathing zone. In fact, thermally speaking, in case of ductless PVs, sufficiently low
supply air temperatures are of great importance in view of required indoor environmental
conditions. With regard to air quality considerations, this study suggests that ducted PVs
and - to a certain extent - ductless PVs appear to improve the air quality in occupants’
breathing zone.

57



Chapter 3

Computational Indoor Climate
Assessment

3.1 Background

3.1.1 Flow and heat transfer

Flow and heat transfer in indoor spaces involves convection, diffusion, conduction, and
radiation. Convection refers to the mass and energy transfer in the space caused by flow
and temperature gradient. Diffusion relates to the turbulent and molecular movements.
Heat loss from the room air through the building elements (solid materials) in the cold
season is an example of conduction. Moreover, radiation happens between the objects
at different temperature when they have only a transparent medium between them. For
indoor environmental analyses, a method, code or tool is required, which is capable
of modeling the above-mentioned physical phenomena. For instance, for the indoor
environmental studies in a space with a radiator, radiation modeling is required. In case
of a space with a fresh air supplier, modeling the mixed convection is necessary. Thus,
depending on the defined problem, the analyses should be able to address one or all of
the flow and heat transfer features (Chen and Srebric 2002).

3.1.2 Computational Fluid Dynamics (CFD)

Computational Fluid Dynamics (CFD) represents a potentially effective method for
indoor environmental studies, to simulate flow and heat transfer in indoor/outdoor envi-
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3. Computational indoor climate assessment

ronment (Wiercinski and Skotnicka-Siepsiak 2008). CFD is a branch of fluid mechanics
that have been used in building sciences to “predict thermal-fluid physical phenomenon
in an indoor space” (Chen and Srebric 2002). Basically, CFD enables calculation of
fluid properties such as temperature, velocity, etc., in the space, by means of numerical
methods (DesignBuilder 2011a). The physical phenomenon which affects the indoor ther-
mal environment involves, (Chen and Srebric 2002) i) heat flow, including for instance
conduction through building elements, radiation through the glazing elements, heat
gain from heat sources such as occupants and furniture, etc., ii) material phase change
(between solid, liquid, and gas), for instance when condensation occurs, iii) chemical
reactions, such as combustion reaction in fire, iv) mechanical movements, such as the
inhabitants’ movements in a space.

CFD has been used in building indoor environment assessments with a very wide
application (see, for instance, Chen and Zhai 2004, Chanteloup and Mirade 2009, Catalina
et al. 2009, Laborda et al. 2012), such as, heating, ventilation and air-conditioning system
design and assessment, airflow pattern and velocity fields analysis, thermal comfort
evaluations, indoor air quality assessments, air change rate effectiveness, age of air,
chemical species transport, building safety studies, fire and smoke prediction. In fact,
some of the above-mentioned areas of indoor environment studies are only feasible by
CFD simulations (Wiercinski and Skotnicka-Siepsiak 2008). Thereby, in the recent years
CFD has been widely applied in building performance studies and became very popular
in this field. As Clarke 2001 summarizes, a building-integrated CFD modeling includes,
model geometry discretization, applying the boundary conditions, a set of equations
representing the conservation of mass, energy, momentum and species, an equation
solver, a method to link the CFD, thermal and network airflow models, and a method to
represent the results in a meaningful way to a user. The following sections describe the
elements of CFD simulation 1.

3.1.3 CFD simulation

Different CFD simulation software has been developed to assist the building engineers
in a better understanding of the complex nature of airflow phenomena and heat transfer
in the space. Different researches available present the results of studies assisted by CFD
simulation packages, such as ANSYS Fluent, CLIMA 3D, PHOENICS, STREAM, etc.
The specialist CFD packages provide solutions for a wide range of fluid flow studies
and advanced fluid mechanics problems. One concern using some of the advanced-
conventional CFD packages is the vast amount of required expertise, time and work to

1The author would like to start this part by noting that, the information presented here has been presented
numerously in the archival literature. This section relies heavily on literature including, Clarke 2001, Ren
2002, Chen and Srebric 2002, Hirsch 2007, McDonough 2003, DesignBuilder 2011b, etc.
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generate the initial CFD model (Chowdhury et al. 2010). In some researches, including
the present research, with a view over the research scope and objectives, an easy-to-use
CFD modelling package, which assists the building engineer and architect to analyze the
airflow network and ventilation problems, will be more convenient and encouraging to
use. In some literature the CFD module of DesignBuilder software has been presented for
analysing the building indoor environment and ventilation systems (Sheta and Sharples
2010, Chowdhury et al. 2010, Laborda et al. 2012, Prajongsan and Sharples 2012,
Webb 2013, Ahmed A. Saleem et al. 2014, Chung et al. 2014). Compared to the
conventional CFD packages, DesignBuilder “provides detailed design data on airflow
and 3-D temperature distribution ... using the same methods as general purpose CFD
packages, but at a fraction of the cost and without the need for specialist knowledge”
(DesignBuilder 2011a). Figure 3.1 illustrates the CFD workflow in Designbuilder
(Designbuilder 2011c).

3.1.3.1 Domain discretization

Basically, CFD relates to solve of the equations pertain to fluid flow by means of numeri-
cal techniques (Zhai et al. 2001). These set of equations are second order highly nonlinear
partial differential equations (PDE). It is almost not possible to solve the non-linear,
coupled, partial differential equations analytically, in a turbulent three-dimensional flow
field. Therefore, numerical techniques are required to obtain a solution. A straightfor-
ward numerical method is the discretization of continues space (and time) into finite
elements (Chen and Srebric 2002).

Figure 3.1: CFD workflow in DesignBuilder (source: Designbuilder 2011c)
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The space under study should be sub-divided into finite elements or intervals. Commonly
used discretization techniques are finite-difference, finite-volume and finite element
methods (Chen and Srebric 2002). By this way, the studied volume, for instance a room,
is discretised to small cells, or the so-called “grids”. As an example, DesignBuilder uses
the finite volume method for 3D CFD calculations. In this case the building space will
be divided to finite volume grid which is composed of a set of non-overlapping adjacent
rectilinear cells (DesignBuilder 2011b). Thus, linear equations will be assigned to each
cell of the grid. The calculation will be iterated until the set of equations are solved,
i.e., the equation coefficients are constant and a predefined “convergence” criterion is
met. Note that, the convergence of the solutions as well as the speed and accuracy of
the calculations is highly affected by the size and distribution of the grids (Ren 2002).
However, due to overall non-linear equations set as well as the dependent variables
being involved in equation coefficients, convergence will not be achieved in all cases.
Numerical grids are categorized in two groups of structured and unstructured grids. The
difference between two will appear, for instance, in case of geometries with slopes and
curves where the structured grid cannot precisely represent the geometry (Chen and
Srebric 2002).

3.1.3.2 Conservation equations

The following partial differential equations (Equations 3.1 to 3.6) describe the airflow,
heat transfer and pollutant transfer in a three-dimensional Cartesian coordinate system.
There are six equations as well as six unknowns, including three velocity components,
temperature, pressure and concentration, which makes the problem a so-called “closed”
problem.

• Conservation of momentum in direction x

∂

∂ t
(ρu)+

∂

∂x
(ρuu)+

∂

∂y
(ρνu)+

∂

∂ z
(ρwu) =−∂ p

∂x
+

∂

∂x

[
µ(

∂u
∂x

+
∂u
∂x

)
]

+
∂

∂y

[
µ(

∂u
∂y

+
∂ν

∂x
)
]
+

∂

∂ z

[
µ(

∂u
∂ z

+
∂w
∂x

)
]

(3.1)

• Conservation of momentum in direction y

∂

∂ t
(ρν)+

∂

∂x
(ρuν)+

∂

∂y
(ρνν)+

∂

∂ z
(ρwν) =−∂ p

∂y
+

∂

∂x

[
µ(

∂ν

∂x
+

∂u
∂y

)
]

+
∂

∂y

[
µ(

∂ν

∂y
+

∂ν

∂y
)
]
+

∂

∂ z

[
µ(

∂ν

∂ z
+

∂w
∂y

)
]

(3.2)
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• Conservation of momentum in direction z

∂

∂ t
(ρw)+

∂

∂x
(ρuw)+

∂

∂y
(ρνw)+

∂

∂ z
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]
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∂w
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+
∂ν

∂ z
)
]
+

∂

∂ z

[
µ(

∂w
∂ z

+
∂w
∂ z

)
]
−ρgβ (T∞−T ) (3.3)

• Conservation of mass

∂

∂x
(ρu)+

∂

∂y
(ρν)+

∂

∂ z
(ρw) = 0 (3.4)

• Conservation of energy

∂

∂ t
(ρcpT )+

∂

∂x
(ρcpuT )+

∂

∂y
(ρcpνT )+

∂

∂ z
(ρcpwT ) =

∂

∂x
(k

∂T
∂x

)

+
∂

∂y
(k

∂T
∂y
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∂

∂ z
(k

∂T
∂ z

)+q (3.5)

• Conservation of contaminants

∂C
∂ t

+
∂

∂x
(uC)+

∂

∂y
(νC)+

∂

∂ z
(wC) =

∂

∂x
(D

∂C
∂x

)+
∂

∂y
(D

∂C
∂y

)

+
∂

∂ z
(D

∂C
∂ z

)+S (3.6)

where:

u is the air velocity in direction x [m.s−1],

ν is the air velocity in direction y [m.s−1],

w is the air velocity in direction z [m.s−1],

ρ is air density [kg.m−3],

µ is air viscosity [Pa.s],

β represents the thermal expansion coefficient of air [K−1],

g is the gravitational acceleration [m.s−2],

t is time [s],
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p is pressure [Pa],

T is temperature [K],

T∞ is reference temperature [K],

cp is air specific heat [J.kg−1.K−1],

k is air conductivity [W.m−1.K−1],

q is the heat within the control volume due to a chemical reaction or a heat source
located within the room [W.m−3],

C is the concentration of contaminant [kg.m−3],

D is the molecular diffusion coefficient for the contaminant [m2.s−1], and

S is the volumetric contaminant generation rate [kg.m−3.s−1].

Note that, all these equations contain transient, convection, diffusion and source terms.

3.1.3.3 Navier-Stokes equations

Equations 3.1 to 3.3 describe the motion of transient fluid flow in the Navier-Stokes
formulation. Navier-Stokes equation is named after Claude Louis Marie Henri Navier
and George Gabriel Stokes and characterizes the motion of viscous fluid substances.
For the sake of indoor environment studies, the room airflow can be considered as in-
compressible, while the velocities tend to be low and in the order of meters or centimeters
per second. In such cases the Navier-Stockes equations can be formulated as momentum
equation (Equation 3.7) and divergence-free condition (Equation 3.8):

ρ
Du
Dt

=−∇p+µδu+FB (3.7)

∇.u = 0 (3.8)

where:

u is the velocity vector1,
1which we write as (u,ν ,w).
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FB represents a body force,

D
Dt

is the substantial derivative,

∇ is the gradient operator,

δ is the Laplacian operator, and

∇. is the divergence operator.

Note that, this equation is Newton’s second law of motion applied to a fluid. The left
side is mass (per unit volume) times acceleration and the right is the sum of forces acting
on the fluid element. The dependent variables in the Navier-Stokes equations are the
velocity vector u, and the pressure p, which are are the so-called “primitive” variables.
This is due to the fact that typically in the experiments these physical variables can be
directly measured. Additionally, rest of the studied quantities in a fluid flow, can be
calculated from these variables. Note that, the body force FB can contain other dependent
variables, such as temperature, and for this case additional equations are required. The
solution of the Navier-Stokes equations is a flow velocity and when the velocity field is
calculated other quantities, such as pressure or temperature, can be found using additional
equations.

3.1.3.4 Turbulence model

The random 3D velocity fluctuations in the fluid flow cause turbulence, which is the
property change in the fluid flow with a chaotic-stochastic manner. Random turbulent
fluctuations are very common in the airflow, and therefore, should be considered in the
analysis and different methods are developed in order to address this issue. Naturally,
counting the small scale velocity fluctuations in turbulence simulations is computationally
expensive (Russo 2011). Generally, the method to overcome this issue is to solve
the governing equations by using approximations, namely using turbulence models in
turbulence simulation and eliminating the small scale fluctuations (Chen and Srebric
2002). The exact governing equations are averaged or manipulated to remove the small
scales. Modification of the equations adds more variables, and therefore, turbulence
models are required to determine the additional variables. Turbulence models can be
called “simpler mathematical models”, which are used in order to physically model the
Navier-Stokes equations and predict the turbulence. It is assumed that the stochastic
properties of the flow will vanish in an averaging scheme, after a long-enough period of
time (Russo 2011).
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Turbulence models are categorized in two groups of large-eddy simulations (LES), and
Reynolds averaged Navier-Stokes (RANS) equations. LES models are computationally
more expensive in comparison with RANS and have been rarely used for indoor environ-
ment modelling. RANS models are classified to different categories, among which the
k− ε is a widely used and popular model (Chen and Srebric 2002). Numerous studies
are available in literature that can help the CFD users to select appropriate turbulence
models for the indoor airflow studies (for instance, see, Nielsen 1998). In general, Chen
and Srebric 2002 concluded, the use k− ε model mostly turns out to the satisfactory
results for indoor air simulations. Therefore, in the following the focus will be on the
k−ε model, which is one of the widely tested turbulence models, and also has been used
in this study.

k− ε is a two partial differential equation model to describe the turbulence, the first
equation relates to the turbulent kinetic energy (k) and the second one, the turbulent
dissipation (ε):

k =
1
2
(u′i

2 +ν ′i
2 +u′i

2) (3.9)

ε = c3/4
µ k3/2l−1 (3.10)

in which:

k is turbulence kinetic energy [m2.s−2],

ε is turbulent dissipation rate [m2.s−3],

` is the turbulent length scale, and

cµ is the standard eddy viscosity model constant, equal to 0.09.

In the k− ε model, the “instantaneous values” in Equations 3.1 to 3.3 and Equation 3.5
are replaced with the sum of a mean value and a fluctuating component. By adding
the new terms, additional unknown, i.e. Reynolds terms (−ρu′iu

′
j and −ρcpu′jT ′), are

introduced (Ren 2002). The term −ρu′iu
′
j presents the Reynolds stress τi j. Assuming

that the turbulent stresses are proportional to the mean velocity gradients, one can get:

τi j =−ρu′iu
′
j =−µt

(
∂ui

∂x j
+

∂u j

∂xi

)
− 2

3
δi jρk (3.11)
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while:

µt is the turbulent or eddy viscosity 1,

δi j is the Kronecker delta 2.

This new term in the momentum equation represents the high-frequency fluctuating
velocity components. Moreover, assuming that the turbulent heat fluxes are proportional
to the mean temperature gradients, we have:

−ρcpT ′u′j =−cpΓ
∂T
∂xi

(3.12)

where Γ represents the turbulent diffusivity of heat 3,

The turbulent viscosity and the turbulent diffusivity of heat are related by the turbulent
Prandtl number σt :

σt =
µt

Γ
(3.13)

In the standard k− ε the eddy viscosity will be calculated by k and ε , according to the
following equation:

µt = cµρ
k2

ε
(3.14)

By substituting Equations 3.11 to 3.14 into Equations 3.1 to 3.5 :

∂

∂ t
(ρϕ)+

∂

∂xi
(ρUiϕ) =

∂

∂xi
(Γϕ

∂ϕ

∂xi
)+Sϕ

4 (3.15)

1µ is a property of the fluid, but µt is a property of the flow and can be different for different flows or
throughout a flow.

2Kronecker delta is a function of two variables. If the variables are equal, i = j, δi j = 1, otherwise
δi j = 0.

3Γ is a property of the flow.
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where:

ϕ denotes the mean dependent variable, such as air velocity and temperature,

xi is displacement in the direction i,

Ui is velocity in the direction i,

Γϕ is diffusion coefficient, and

Sϕ represents a source.

3.1.3.5 Numerical scheme, iteration and convergence

In CFD analysis, the second order partial differential equations are solved by using dis-
cretization methods that convert the equations to a set of numerically solvable equations.
For this purpose, different techniques can be considered, such as central differencing
scheme, upwind scheme, hybrid scheme, power law scheme, etc. The selected numerical
schemes have great importance in CFD calculations, in order to achieve accurate and
fast solutions. Therefore, the modelers should consider the limitations of each scheme
to select the one appropriate for their specific problem (Chen and Srebric 2002). For
example, central differencing scheme is used when the ratio of convection over conduc-
tion, namely the Peclet number (Pe), is small (i.e., Pe < 2), and the upwind scheme is
employed for a high Pe (Equation 3.16).

Pe =
heat transported by convection
heat transported by conduction

=
Luρcp

λ
(3.16)

where,

L is the characteristic length, such as room height or diffuser height,

λ represents the thermal conductivity [W.m−1.K−1].

4“Transient + Convection = Diffusion + Source” (Chen and Srebric 2002)
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In the upwind scheme, the convective term is calculated assuming that the values of
dependent variable on the cell interface and at the upwind side of the interface are equal.
The so-called hybrid scheme uses central differences or upwind scheme based on Pe.
This scheme is computationally more expensive than upwind scheme. The power law
scheme is similar to hybrid scheme, where diffusion is set to zero for Pe > 10. This
scheme is more accurate compared to hybrid scheme but also computationally more
expensive (McDonough 2003, Tawani 2008, DesignBuilder 2011b, Webb 2013).

CFD calculation is an “iterative” process which is completed when the“convergence”
is achieved. As noted before, the domain under study will be sub divided into a set of
non-overlapping connected volumes or cells, for each of which the differential equations
are expressed in the form of a set of linear algebraic equations and the overall set of
equations is then solved by an iterative scheme. The equations set related to each of the
dependent variables, such as velocity components, temperature, etc., are iteratively solved
within an overall outer iterative loop. The recent value of each dependent variable is used
as the new dependent variable coefficient at the end of each outer iteration termination.
This outer iterative loop continues up to the point that, the finite difference equations
are satisfied by the latest values of the dependent variables in all cells. This is when the
convergence is achieved. When in a CFD calculation a maximum number of iterations is
reached, no matter if the solution has converged or not, the calculation will terminate
at this iteration number. Moreover, the solution is considered as converged for each
dependent variable, if the maximum residual quantity for the equation balance through
all cells in the space is smaller than the defined termination residual (DesignBuilder
2011b).

3.1.3.6 Boundary conditions

Specification of the boundary conditions is one of the requirements for solving Equa-
tion 3.15. In fact, the governing equations presented previously are the same for CFD
simulations in every environment. What makes the difference in the outcome is different
boundary conditions (Chen and Srebric 2002).

To conduct CFD simulations with regard to indoor airflow patterns, a certain number
of boundary conditions are required. Boundary conditions for an indoor CFD simula-
tion usually pertain to the space enclosure, inlets and outlets. Furthermore, fluid flow
through the space is influenced by internal obstructions in the fluid flow path or by heat
transfer caused by the internal boundary conditions (Zhai et al. 2001, Webb 2013). For
instance, in a CFD simulation package like DesignBuilder internal boundary conditions
are defined by: i) temperature of building envelope, e.g. wall, windows, floor, ceiling,
etc., ii) temperature or heat flux of internal obstructions and heat sources, including
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radiators, furniture, occupants, etc., iii) airflow rate, speed, direction and temperature of
diffusers, extracts, vents, etc. (DesignBuilder 2011b). Part of the boundary conditions
pertains to the supply diffusers and extract grilles are defined based on either actual
measurements or assumptions. In case of the rest, such as surface temperatures, when
actual measurements are not feasible, there is the possibility of conveniently importing
them from the building simulation results (see section 3.1.4 below).

3.1.4 Integrated BES and CFD programs

Building Energy Simulation (BES) and CFD programs have been widely used to provide
the required information for building performance evaluations. BES and CFD each
are capable of addressing certain problems, providing certain categories of information
and complement each other (see, for instance, Table 3.1 presented by Zhai and Chen
2005). Integration of these two will result in the more reliable outcomes by omitting
part of the initial assumptions. For example, indoor surface temperature and heat flux
are part of the required boundary conditions for CFD simulations and BES is capable
of providing this input data for CFD. On the other hand, detailed room air temperature
distribution predictions and accurate convective heat transfer by CFD assists the total
energy consumption calculations by BES (Zhai et al. 2002). By integration of the results
of these two, the building engineers can overcome some of the limitations involved in
the simulations.

Table 3.1: Number of examples regarding the common functionalities of BES and CFD
programs in building performance evaluations (Zhai and Chen 2005)

Functionality BES CFD

Weather and solar impact D -

Thermal performance of the enclosure D -

HVAC system capacity D -

Energy consumption analysis D -

Thermal comfort analysis - D

Air distribution - D

Indoor air quality assessments - D
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Two of the equations solved by a BES program are energy balance for room air (Equa-
tion 3.17) and surface heat transfer (Equation 3.18) (Zhai et al. 2001), which are given
below:

N

∑
i=1

qi,cAi +Qother−Qheat−extraction =
ρVroomcp∆T

∆t
(3.17)

qi +qir =
N

∑
k=1

qik +qi,c (3.18)

where,

∑
N
i=1 qi,cAi represents the convective heat transfer from enclosure surfaces to room

air,

qi,c is the convective flux from surface i [W.m2],

Ai is area of surface i [m2],

N is number of the surfaces,

Qother is heat gains (e.g., from lights, people, appliances, etc.) [W ],

Qheat−extraction is room heat extraction rate [W ],

ρVroomcp∆T
∆t

is the energy change in room air,

Vroom is room volume [m3],

∆T is the room air temperature change [K],

∆t is time interval [s],

qi is conductive heat flux on surface i,

qir is radiative heat flux from internal heat sources and solar radiation [W.m2], and

qik is radiative heat flux from surface i to surface k [W.m2].
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In order to calculate the heat fluxes, the unknown parameter is the convective heat transfer
coefficient hc required for the calculation of convective heat flux from surface i (qi,c). hc is
mostly determined in the BES programs by assuming a constant or the empirical models.
Moreover, as previously discussed in section 3.1.3, numerical techniques are applied
in CFD simulation to solve the Navier-Stokes (N-S), the conservation of mass, and
conservation of energy equations. The accuracy of CFD outcomes is highly dependent
to the defined boundary conditions. Thus, accurate determination of the boundary
conditions is crucial for the accuracy of the CFD predictions. It is presented in section
3.1.3.6, that the boundary conditions for internal CFD analyses relates to the enclosure
surfaces, internal objects, air suppliers and exhausts.

Coupling BES and CFD programs provides accurate convective heat transfer coefficient
and room air temperature for BES that can be determined by CFD, and interior surface
temperatures for CFD that can be calculated by BES. This emphasizes the necessity of
integrating the two programs to improve the accuracy of the simulation results (Zhai
et al. 2002). Different available literature outline the coupled BES and CFD programs
with various coupling methods (for instance, see, Zhai et al. 2001, 2002, Zhai and Chen
2005, Sheta and Sharples 2010, Iizuka et al. 2011).

3.1.5 Monitoring-assisted calibration of CFD model

Due to the involved simplifications and uncertainties of the assumptions, simulation
results are not always reliable. A conventional method to evaluate the credibility of
simulation predictions is comparing the simulation outcomes with actual measurements
(Chen and Srebric 2002, Cetin and Mahdavi 2015). Chen and Srebric 2002 argue
that CFD results and experimental data both have better accuracy for the parameters
such as air velocity and temperature (i.e. first-order parameters), as compared to the
parameters including turbulence kinetic energy, Reynolds-stresses, and heat fluxes (i.e.
second-order parameters). Therefore, it is suggested to conduct the comparison for the
first-order parameters. The comparison should clearly state the uncertainties and errors
which are known. After comparing the measured and predicted values the initial CFD
model can be calibrated to minimize the difference between the measured and simulated
parameters. The Calibration process should continue until an acceptable accordance
between the measurements and CFD results is achieved. The motivation of generating a
calibrated CFD model is to firstly provide a reliable prediction of the indoor environment
condition and secondly reuse of the calibrated model to accurately investigate different
design alternatives and their implications for indoor environmental variables. Note that
the option of calibrating the simulation model based on observed data might not have
relevance to scenarios pertaining to building design support, but is of interest for control
scenarios in existing buildings.
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3.2 Method

3.2.1 Overview

CFD-based airflow simulations were performed in this section to support a better un-
derstanding of the complex nature of airflow phenomenon in the space. This section
benefits from both laboratory and field office models. In order to evaluate the CFD
predictions, simulated airflow velocity and temperature were compared with measured
data at multiple locations in the space. The initial CFD model was then calibrated to
minimize the difference between the measured and simulated indoor air temperature and
velocity. Assisted by the calibrated model, potential alternative design improvements can
be investigated. Moreover, airflow velocity at different locations in the space as an output
from the CFD simulation can be used as the input data for thermal comfort calculations,
specifically in this case PMV, where the actual measurement is missing.

3.2.2 The building thermal and CFD simulation

Advanced whole-building simulation tool DesignBuilder has been used in this study.
Among different packages provided for engineers by DesignBuilder, the 3-D modeler,
simulation and CFD packages have been used in this dissertation (DesignBuilder 2011a).
DesignBuilder uses the EnergyPlus code (EnergyPlus 2011) as its energy performance
computational core engine.

3.2.2.1 Geometry modeling and finite volume grid generation

Using DesignBuilder, the same modeled geometry will be used for both thermal per-
formance and CFD simulations. For the sake of CFD simulations, the geometry of
the studied space will be divided into non-overlapping adjacent volumes. When the
geometry model is created, the volume discretization for the CFD simulation will be
done by automatic generation of the so-called grid lines. The user can define the desired
maximum grid spacing value, and also edit the automatically generated grids in the more
critical regions in the space. In this research, in order to create block-structured grids, the
grid spacing was specified and where required manually modified, based on the specific
case study. For instance, wherever very narrow grid regions were not necessary, the grid
lines were merged in order to reduce the high calculation times and excessive memory
use. On the other hand, an opposite instance is in the regions near to the supply diffusers,
where grid spacing was reduced to improve further evaluation of the temperature and air
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speed in this area. The feedback from CFD grid statistics provided by DesignBuilder in
each simulation proved an acceptable grid mesh considering the cell aspect ratio and the
memory required for the simulations.

3.2.2.2 Simulation input data

The modeled geometry was fed with the required thermal performance simulation input
data (e.g., construction details and associated thermal properties, internal loads, HVAC
system, weather data), which were defined based on the available plans, observations
and measurements.

To conduct CFD simulations with regard to airflow patterns in a room, a certain number
of boundary conditions are required, including surface temperature of walls, windows,
floor, ceiling, component blocks and assemblies, etc., as well as the supplied airflow rate,
direction and temperature and extract flow rate. The boundary conditions pertains to
supply diffusers and extract grilles are defined based on either actual measurements or
assumptions. In case of the rest of the boundary conditions, such as surface temperatures,
when actual measurements are not feasible, there is the possibility to conveniently import
them from the building simulation results.

The CFD calculations are steady state, i.e. the CFD simulation involves an instance of
time in a single design day. Therefore, the boundary conditions are required to be defined
for the selected particular snap-shot in the time. Table 3.2 summarizes the methods to
provide the required input data for CFD simulations in this study.

Table 3.2: Required input data for CFD simulations and the source providing them

Input data Source

Surface temperatures Thermal simulation/Measurement

Supply airflow rate Measurement

Supply airflow direction Assumption

Supply air temperature Measurement

Extracted airflow rate Measurement
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3.2.2.3 Selected turbulence model

Two turbulence models are offered by DesignBuilder for the CFD simulations, namely
the k− ε model, and the constant effective viscosity model. Even though the constant
effective viscosity model is numerically stable and computationally less expensive, but it
is less accurate. Therefore, for the purpose of this study the k− ε model is selected.

3.2.2.4 Selected discretization scheme

Three discretization schemes are available in DesignBuilder, i.e., upwind, hybrid, and
power-law discretization schemes. In this research the upwind scheme is selected, due to
the simplicity of the calculations in this descritization method for the studies with air as
the only involved fluid with non-extreme conditions.

3.2.2.5 Number of iterations and termination residual

As discussed before, considering the non-linearity of the equations involved in the
calculations, the equation set cannot be solved analytically. The numerical method
utilized in DesignBuilder is basically based on replacing the differential equations with a
set of finite difference equations. In fact, the equation set is transferred to a set of linear
algebraic equations and is solved using an iterative scheme. Each dependent variable in
the equation set is solved iteratively withing an iterative loop. The maximum number of
the iterations of the overall iterative loop as well as inner iterative dependent variable
calculations is defined by user. The outer iterative calculation loop will repeat unless
the current values of the dependent variables satisfies the finite difference equations
for all cells. At this stage the calculation has converged. The convergence is achieved
when for each dependent variable the residual is less than a defined termination residual
(DesignBuilder 2011b). The calculation settings of the CFD simulations in this study
include maximum dependent variable residual (iterative convergence error) of 10−5.

3.2.2.6 CFD simulation outcomes

Following the CFD simulation, detailed temperature, airflow, and comfort data within
the model are provided. Air temperature and velocity can be plotted at slices along any
grid axes in the space. Moreover, by specifying the metabolic rates and clothing levels of
the inhabitants comfort calculations will be conducted to display, for instance, the PMV
values in the model.
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3.2.2.7 Calibration of the initial CFD model

Because of the uncertainties of the assumptions and simplifications involved in CFD
simulation, results are not always reliable. An example of an assumption in this study
(see also Table 3.2) is the supply airflow direction. In the initial model the discharge
angle of the air diffuser, i.e., the discharge angle between the X/Y axis of the supply
diffuser’s surface and an inward facing normal (Figure 3.2), was assumed to be zero.
This means that in the initial model the simulated supply air is injected to the room
parallel with the normal line to the supply diffuser’s surface. The flow direction can
be defined with positive or negative discharge angles. For instance, see Figure 3.2a
and 3.2b demonstrating positive and negative X and Y discharge angles, respectively
(DesignBuilder 2011b).

(a) X discharge angle

(b) Y discharge angle

Figure 3.2: Illustration of a supply diffuser model and a possible supply air X and Y
discharge angle in DesignBuilder (source: DesignBuilder 2011b)
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One method to evaluate the credibility of simulation predictions is comparing the CFD
outcomes with actual measurements. Thus, the CFD predictions of air speed and
temperature at certain locations in the space are compared with the corresponding
measured values. For the purpose of these measurements, ALMEMO multi-function
measuring instrument and data logger, together with thermoelectric flow sensor and
temperature sensor were used (Figure 3.3). The measured values are stored on the data
logger which has an internal memory or can be used with a memory card. Table 3.3
shows details of the measured parameters and sensor information.

(a) (b) (c)

Figure 3.3: (a) Data logger, (b) thermoelectric flow sensor, and (c) temperature sensor
(Rogers 2015, B+B Thermo-Technik GmbH 2017)

Table 3.3: Monitored parameters for CFD model evaluations together with sensor
information

Measurement type Symbol Unit Sensor range Sensor accuracy

Thermoelectric flow v m.s−1 0.01 to 1 ±1 %

Temperature θ i
◦C -60 to +150 ±0.5 %
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The simulation results were meant to be compared with the measured values under the
condition that only DV operates (i.e., deactivated PVs and closed windows). Conse-
quently, the simulated ventilation system also involves DV operation only (without PVs
and natural ventilation). After comparing the measured and predicted values it was
attempted to calibrate the initial CFD model to minimize the difference between the
measured and simulated indoor air temperature and velocity. The Calibration process
was continued until an acceptable accordance between the measurements and CFD
results was achieved. Assisted by the CFD calibrated model, potential alternative design
improvements were investigated in one of the case studies. In fact, the implications of
alternative design configurations for indoor environmental variables could be computa-
tionally evaluated. The idea behind the design suggestions was to alter the geometry and
location of the air supply diffusers as well as the airflow rate in a way that provides the
requirements for DPV system operation.

3.2.3 Computational models

3.2.3.1 Laboratory model

The first case study in this chapter is the “lab cell 2” from the laboratory set up explained
in Section 2.2.2. Under fully controlled conditions, during 18 hours of measurements,
the input data required for CFD simulations (except the supply flow direction) have been
measured.

In order to measure the surface temperatures of walls, windows, floor and ceiling two
types of surface temperature measurement instruments (Figure 3.4 and 3.5), have been
used. Four humidity/temperate measuring instrument Testo 635, together with surface
probes (Figure 3.4) were installed on door, window, adiabatic wall and one outside wall.
This measurement instrument offers high accuracy measurement of temperature, air hu-
midity, material equilibrium moisture, pressure dew point, absolute pressure and U-value
(Testo 2015). The temperature probe with triple sensor system, shown in Figure 3.4b, is
suitable for surface temperature measurements and U-value determination. Due to the
limitations in the number of available Testo measuring instruments, wireless Thermokon
temperature sensors have been used (Figure 3.5) (Thermokon 2015). The measured
values were stored through a wireless system in the online database of the department
of Building Physics and Building Ecology, TU Wien. The temperature sensors were
installed on the ceiling, floor and outside walls. The following table presents details of the
measured parameters and sensor information. Note that, however the sensors illustrated
in Figure 3.4 are more suitable for the type of surface temperature measurements required
here, considering the number of surface temperature measurements (i.e., eight surfaces)
and the availability of the sensors, the second temperature sensors have been used.
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(a) (b)

Figure 3.4: Surface temperature measurement instrument, type 1 (Testo 2015)

Figure 3.5: Surface temperature measurement instrument, type 2 (Thermokon 2015)

Table 3.4: Surface temperature sensor information

Measurement type Symbol Unit
Sensor
type

Sensor
range

Sensor accuracy

Surface temperature θ i
◦C

1 -20 to 60 ±0.5 ◦C ±1 digit

2 -20 to 70 ±1%
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The ventilation system in the test room is connected to an online control, monitoring
and safety system in the course of a previous research project. Therefore, the airflow
rate (in/out) and airflow temperature data were provided for the period of the experiment.
The supply air temperature of the installed control system is measured at a distant from
the supply air inlet in the room. The supply air temperature input of the simulations
is the temperature of the air at the time entering the space. Plausible change of the
air temperature caused by flowing through the ducts, may affect the simulation results.
Therefore, an additional air temperature sensor was installed inside the supply air inlet in
the room to measure the actual supply air temperature entering the room. Note that, the
performed CFD simulation was steady state. Thus, an average of the measured values of
each parameter has been used as the CFD simulation input value.

In order to add the internal loads to the laboratory cell (for instance an occupant with
a computer) a heat source of 180 W was installed on the desk, which was modelled in
CFD simulation as a component block with the respective boundary. Other equipment
(i.e. luminaires, office desk and chair) were also included in the simulation model.

As mentined before, because of the involved simplifications and input data uncertainties,
CFD simulation results are not always reliable. To examine the accuracy of the simulation
outcomes, CFD predictions of airflow speed and air temperatures are compared with
measurements at multiple locations in the space. The locations of airflow speed (v1
to v12) and air temperature (θ1 to θ30) measurements are shown in Figure 3.6 and
3.7, respectively. Air speed was measured at a distance of 0.1, 0.35, 0.6, and 0.85
m from the supply diffuser and at height of 0.1, 0.6, and 1.1 m above the floor level.
Temperature was measured at a distance of 0.25 to 1.75 m (every 0.25 m) from the supply
diffuser and at a height of 0.1, 0.3, 0.6, and 1.1 m above the floor level. Each set of
measurements stretched over two hours providing air speed and temperature data at 36
and 90 locations, respectively. Following the CFD simulations, temperature and velocity
were plotted in terms of planar slices through the space. Predictions of airflow speed and
air temperature were compared with the measured values at each corresponding location
(average value of the two hours measurement). The initial CFD model was calibrated to
minimize the difference between the measured and simulated indoor air temperature and
velocity. Calibration process was continued until an acceptable agreement between the
measurements and CFD results was achieved.
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(a) (b)

Figure 3.6: Positions of velocity measurements in lab cell 2, on (a) the plan and (b) a
vertical section (Section B-B)

q17 – q24

q9 – q16

q1 – q8

q25 – q30

(a)

q17 – q24

q9 – q16

q1 – q8

q25 – q30

(b)

Figure 3.7: Positions of temperature measurements in lab cell 2, on (a) the plan and (b) a
vertical section (Section B-B)
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The calibration variables and their associated variation are selected considering the input
parameters which were not directly measured. To arrive at a calibrated simulation model,
the following calibration sequence is followed:

• Figure 3.8b demonstrates the linear supply diffuser (SD) in the initial simulation
model. Modelling a single supply diffuser means assuming a uniform flow along
the diffuser’s face. However, in reality the airflow velocity varies at different sec-
tions at the face of the diffuser (for instance in the middle of the diffuser compared
to the sides). As Figure 3.8c demonstrates, in the first step of the calibration, the
single supply diffuser in the initial model, SD, was replaced with three supply
diffusers, namely SD1, SD2 and SD3. The total flow rate was divided between the
SD1, SD2 and SD3 considering the ratio between the measured velocities of point
v1 (Figure 3.6) at each section.

• The flow direction in the CFD model is defined with positive or negative discharge
angles (see Figure 3.2). Initially, the simulated supply air was injected to the room
parallel with the normal line to the supply diffuser’s surface. In the second step, the
X and Y -discharge angle of the airflow from SD1, SD2 and SD3 were calibrated.
This step of calibration process included 52 simulation runs.

• Supply air temperature input for the CFD model was measured at one location
inside the enclosure displacement diffuser. The temperature of the low-velocity
cool air stream may change in the diffuser box as soon as it comes in contact with
warmer air. The third step of the calibrations involves modifying the supply air
temperature and required 14 simulation runs.
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Figure 3.8: (a) Plan of the lab cell 2 together with a vertical section (Section D-D)
presenting the supply diffuser in (b) initial and (c) calibrated models
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3.2.3.2 Field office model

The second case study in this chapter is the open plan office space presented in Section
2.2.3. Figure 3.9 demonstrates the office plan together with marked locations of the
supply diffusers, extract grilles, monitored workstations, as well as the vertical sections
which will be referred later in this section. A thermal simulation model of the office space
was generated in DesignBuilder using the office geometry, construction details, operation
schedules, and weather data. Thermally the office is modeled together with its adjacent
zones (Figure 3.10). Tables 3.5 and 3.6 demonstrate properties of different opaque,
glazing and gas layers of the building elements. Simulation input assumptions pertain to
internal gains (such as, occupancy, lighting, etc.), and systems operation schedules were
defined based on the information provided by the project partners and are presented in
Table 3.7.

Figure 3.9: Plan of the office space together with marked locations of the supply
diffusers, extract grilles, monitored workstations, as well as the vertical sections under

study
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Figure 3.10: Simulation model of the office space in DesignBuilder
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Table 3.6: Properties of the window components

Window component

Glazing Outermost pane Thickness [mm] 6

Solar transmittance 0.69

Thermal conductivity
[W.m−1.K−1] 0.90

Innermost pane Thickness [mm] 6

Solar transmittance 0.43

Thermal conductivity
[W.m−1.K−1] 0.90

Gas Type Krypton

Thickness [mm] 20

Shading Type Blind with high reflectivity
slats

Blind to glass distance [m] 0.015

Slat orientation Horizontal

Slat width [m] 0.025

Slat separation [m] 0.0188

Slat thickness [m] 0.001

Slat angle [◦] 45

Slat conductivity
[W.m−1.k−1] 0.9

Minimum slat angle [◦] 0

Minimum slat angle [◦] 180

Frame/Divider U-value [W.m−2.k−1] 1.101

Frame width [m] 0.04

Divider width [m] 0.02
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Table 3.7: Assumptions regarding the internal gains and air change rate

Input data category

Air tightness Infiltration [ach.h−1] 0.1

Minimum Fresh Air Fresh air [l.s−1 per person] 7

Environmental Control Heating set point [◦C] 20

Heating set back [◦C] 10

Cooling set point [◦C] 26

Cooling set back [◦C] 30

Natural ventilation cooling set
point temperature [◦C]

18

Mechanical ventilation cooling
set point temperatures [◦C]

18

Occupancy Density [people per m2] 0.1500

Activity Office work, seated

Metabolic factor 1.2

Clothing [clo] 1 (Winter)

0.5 (Summer )

Computers Load [W.m−2] 5

Radiant fraction 0.2

Schedule 8:00-18:00 (Mon-Fri)

Office equipment Load [W.m−2] 30

Radiant fraction 0.2

Schedule 8:00-18:00 (Mon-Fri)

General lighting Lighting energy [W.m−2] 8

Schedule 8:00-18:00 (Mon-Fri)

Luminaire type Suspended

Radiant fraction 0.420

Visible fraction 0.180
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In tandem with the thermal simulation, a CFD model of the office space was generated
using the respective computational application in DesignBuilder. Thermal simulation
provided the external and internal surface temperatures as well as zone mean temperature
as the boundary conditions for the CFD simulations. Rest of the required boundary
conditions pertain to supply air diffuser and extract grilles have been defined based on
the measurements of airflow rate and temperature. In fact, the central ventilation device
was integrated into the existing monitoring network of TU Wien in order to capture all
relevant system parameters of the ventilation system. Only the supply airflow direction
definition was defined based on the assumptions.

The calibration process of the initial CFD simulation model involved an instance of time
(i.e. 12 pm) of a single design day, 12.01.2013. Note that, this instance of time was under
controlled measurement condition. Hence, small motion of occupants, if there was any, is
negligible in the simulations. CFD predictions of airflow velocities and air temperatures
were compared with measurements at multiple locations in the space (12 locations for
air velocity and eight locations for air temperature). These locations of velocity and
air temperature measurements (point v1 to v12, and θ1 to θ3, respectively) are shown
in Figure 3.11 and 3.12, respectively, which represent a vertical section through the
space (section A-A, as marked in Figure 3.9). In addition, measured air temperature at
workstations 1, 4, 6, 9, and 10 (Figure 3.9, WS1, WS4, WS6, WS9, and WS10) were also
compared with the corresponding simulation results. The initial model was calibrated
mainly by modifying the definition of the Y -discharge angle of the air diffusers.
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Figure 3.11: Positions of velocity measurements in the office space (section A-A,
Figure 3.9)

q q q

Figure 3.12: Positions of temperature measurements in the office space (section A-A,
Figure 3.9)
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3.3 Results and discussion

3.3.1 Laboratory

The airflow rate (in/out) and airflow temperature data was available for the duration of
the study in the laboratory test room, i.e. lab cell 2. Table 3.8 demonstrates the measured
boundary conditions for the CFD model generation. Note that, the CFD simulation is
steady state, i.e. essentially the calculations involve a snap-shot in time. Thus, an average
of the measured values of each measured boundary condition during the experiment
period was used as the input value for the simulations.

Figure 3.13 and 3.14 illustrate the measured airflow speed and air temperature together
with the corresponding initial simulation outcomes (see also Figure 3.6 and 3.7). Based
on Figure 3.13 the measured air speed considerably differs at section B-B, in the middle
of the diffuser, compared to the sides, i.e., section A-A and C-C. According to Figure 3.14
the simulated temperature is consistently lower than the actual air temperature. These
results informed the aforementioned selection of the calibration variables and sequences.

Table 3.8: Boundary conditions of the initial model, defined based on the measurements
in laboratory test room

Boundary type Temperature [◦C] Flow rate [l.s−1]

Floor 21.7 -

Ceiling 24.6 -

Walls N 22.9 -

S 22.9 -

E 22.9 -

W 22.7 -

Window 22.9 -

Door 22.9 -

Supply diffuser 18.9 99

Extract grille - 99
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Figure 3.13: Measured and initially simulated velocity at positions v1to v12 in the
laboratory test room (see Figure 3.6)
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Figure 3.14: Measured and initially simulated temperature at positions θ 1 to θ 30 in the
laboratory test room (see Figure 3.7)
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Table 3.9 summarizes the variables subjected to calibrations together with the initial and
calibrated values at different calibration step.

Figure 3.15 and 3.16 compare the simulated airflow speed and temperature results of
initial and calibrated models to measured values. Figure 3.15 reveals a considerable
improvement in linear correlation between the calibrated and measured airflow speed
values. The linear correlation between the calibrated and measured air temperature did
not change significantly (Figure 3.16).

Table 3.9: Calibration variables in initial model and performed calibration steps

Model Supply
Diffuser

Flow rate
[l.s−1]

X-discharge
angle

X-discharge
angle

Tamperature
[◦C]

Initia1 SD 99 0 0 18.9

C
al

ib
ra

te
d

Step 1 SD1 42 0 0 18.9

SD2 12 0 0 18.9

SD3 45 0 0 18.9

Step 2 SD1 42 0 15 18.9

SD2 12 -30 0 18.9

SD3 45 -20 20 18.9

Step 3 SD1 42 0 15 19.5

SD2 12 -30 0 20.2

SD3 45 -20 20 19.7
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Figure 3.15: Measured versus simulated airflow speed in initial and calibrated model
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Figure 3.16: Measured versus simulated temperature in initial and calibrated model
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Figure 3.17 illustrates the cumulative distribution of the velocity relative errors and
Figure 3.18 shows the percentage of results within different bins of absolute error, for
both the initial and the calibrated model. In case of the calibrated model, 85% of the
calculated airflow speed rates display an absolute error less than 0.05 m.s−1. Such error
magnitudes may be argued to be tolerable for many common applications of airflow field
data in indoor environmental studies such as PMV calculations and human perception of
the indoor climate (Loomans 1998).

Figure 3.19 shows the cumulative distribution of the temperature relative errors. In this
case, 70% of the calculations display relative errors below 2%. This level of congruence
would be acceptable for many application scenarios.
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Figure 3.17: Cumulative distributions of velocity relative errors
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Figure 3.18: Absolute velocity error distributions
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Figure 3.19: Cumulative distributions of temperature relative errors

96



3. Computational indoor climate assessment

3.3.2 Field office

Measurement results were used to set the airflow rate in and out as well as the supplied
air temperature in CFD simulation model of the office space. Figure 3.20 and Table 3.10
present the detailed boundary conditions related to the flow rate in and out form the
openings, supply diffusers and extract grilles in the office. Note that, in order to model
the airflow in the space under the ventilation condition DV, the flow rate in and out of the
other openings was set to zero. Moreover, an equal supply air temperature of 19.7 ◦C was
assigned to the all seven supply diffusers. The surface temperature boundary conditions
were also required for the simulation of the selected snap-shot in the time, i.e., January
12, 2013, 12:00 pm. Figure 3.21 demonstrates the related window in DesignBuilder
CFD module to import the required temperature boundary conditions from the thermal
simulation outcomes. Table 3.11 summarize the surface temperature boundary conditions
for CFD simulations in this study.

Figure 3.20: Surface boundary conditions, flow balance specifications in DesignBuilder
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Table 3.10: Boundary conditions pertain to supply diffusers (SD1 to SD7) and extract
grilles (EG1 to EG7), defined based on measurements in the office space

Boundary type ID Flow rate [l.s−1] Temperature [◦C]

Supply diffuser SD1 13.16 19.70

SD2 10.67 19.70

SD3 13.16 19.70

SD4 11.51 19.70

SD5 14.80 19.70

SD6 13.16 19.70

SD7 5.76 19.70

Extract grille EG1 19.73 -

EG2 19.73 -

EG3 11.51 -

EG4 11.52 -

EG5 10.69 -

EG6 9.04 -

Table 3.11: Boundary conditions pertain to surface temperatures, imported from the
thermal simulation outcomes

Boundary type Temperature [◦C]

Floor 23.40

Ceiling 23.30

Walls 22.55/ 22.55/ 22.56

Partitions 22.58/ 23.62/ 18.74

Hole 26.25

Windows 23.58/ 22.51/ 22.50/ 22.50/
22.50/ 22.50/ 22.50/ 22.53/
26.90/ 26.89/ 26.89
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Figure 3.21: Importing surface boundary conditions from thermal simulation outcomes
to the CFD simulation model in DesignBuilder

The initial CFD model was calibrated mainly by modifying the definition of the Y dis-
charge angle of the air diffusers, which demonstrated a downward flow direction instead
of the initial assumed horizontal flow. Figure 3.22 and 3.23 compare the initial and cali-
brated CFD model predictions of airflow speed and air temperature with measurements
at multiple locations (see Figure 3.11 and 3.12). Note that, the results demonstrate higher
differences between the measured and simulated airflow speed at locations v1, v2 and
v3. Given the downward discharge angle of the air diffusers, these locations may have
been subjected to stronger turbulence. Figure 3.22 shows higher agreement between
measurements and simulations at locations further away from the supply diffuser.
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Figure 3.22: Measured values of airflow speed for specific positions in the office space
(see Figure 3.11) together with corresponding CFD simulation results (both before and

after calibration)
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Figure 3.23: Measured values of air temperature for specific positions in the office space
(see Figure 3.9 and Figure 3.12) together with corresponding CFD simulation results

(both before and after calibration)
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Following the CFD simulations, temperature and velocity were plotted in terms of planar
slices through the space. The chromatic legends in the following figures illustrate the
scale for temperature and velocity plots. According to the previous studies, the locations
in the space with air velocity higher than 0.25 m.s−1 should not be occupied. Therefore,
the maximum value for the velocity illustration has been set to 0.25.

Figures 3.24 and 3.25 illustrate the simulated air temperature and velocity distribution
across a vertical plane perpendicular to a supply diffuser (section B-B, Figure 3.9), for
winter and summer. According to Figures 3.24, the temperature stratification between the
floor level and the occupants breathing zone is not considerable. In fact, the temperature
difference is not enough to encourage the users to use the ductless PVs in order to transfer
the cool and fresh air to their breathing zone (considering that the workstations are mostly
equipped with ductless PVs). This result may explain the lower rate of ductless-PV usage
by the occupants. The plots presenting the velocity distribution illustrate that the area
close to the supply diffuser should not be occupied. This condition is already met in the
actual office layout.

In this study, occupied locations with PMV ranging from -0.5 to +0.5 have been con-
sidered satisfactory. CFD-based PMV calculations suggest that the DV operation can
provide a thermally comfortable environment (PMV around 0.14 in winter, and 0.23 in
summer). The PMV results in summer present a slightly warmer indoor environment.
The indoor temperature and PMV results may help explain the higher frequency of PV
usage in the months of August and September (see Figure 2.21). The capacity of ducted
PV stations to supply cooler and fresh air in warmer months would encourage higher
usage rates.
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(a) Winter condition

(b) Summer condition

Figure 3.24: Air temperature in (a) winter and (b) summer conditions (section B-B,
Figure 3.9)
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(a) Winter condition

(b) Summer condition

 

Figure 3.25: Velocity distribution in (a) winter and (b) summer conditions (section B-B,
Figure 3.9)
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Figure 3.26 presents the temperature and velocity distribution (summer conditions) across
a vertical plane perpendicular to diffuser wall, but with a distance from the diffuser
location (section C-C, Figure 3.9). This view displays slightly higher temperatures,
insufficient vertical temperature stratification, and lower velocities.

(a) Air temperature

(b) Air velocity

 

 

Figure 3.26: Air temperature and velocity distribution, summer conditions (section C-C,
Figure 3.9)
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The results provided here imply a couple of conclusions regarding the present ventilation
system design in the office under study:

• The supply airflow rate and temperature cannot provide the temperature stratifica-
tion level required for ductless PV application.

• The temperature distribution across the workstations (considering their distance
and location relative to the supply diffusers) is rather non-uniform.

In the light of these observations, an alternative supply diffuser design was considered
(Figure 3.27). The aim was to provide a more uniform temperature and velocity distri-
bution across the workstations. Therefore, one linear supply diffuser along the western
outside wall of the office at the height of 0.05 m from the floor level was modelled (width
= 0.04 m). In the first set of simulations, the supply airflow rate and temperature are
equal to the actual model in summer condition, i.e. 82.2 l.s−1 and 21 ◦C.

(a) Actual supply diffuser (b) Alternative supply diffuse

Figure 3.27: Illustration of the (a) actual and (b) alternative supply diffuser design
(section D-D, Figure 3.9)
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Figure 3.28 presents the air temperature and velocity results obtained from the CFD
simulation (at section B-B, Figure 3.9). In this case too, the temperature stratification
does not meet the PV application requirements. Hence, higher airflow rates and lower
supply temperatures were considered. Assuming a ventilation rate equal to 4 air change
per hour, the supply flow would be 480 l.s−1. In addition, the supply air temperature was
set to 18 ◦C. The corresponding results are displayed in Figure 3.29, indicating a more
uniform temperature and velocity distribution throughout the space. In addition, this
most recent configuration yields a more pronounced vertical temperature distribution.
Note that, in both cases the calculated PMV values in the occupied locations were in the
defined acceptable range (-0.5 < PMV < +0.5).

As past research has shown, achievable air quality improvement via PV systems depends
on different parameters including the PV airflow rate and direction as well as the tem-
perature difference between the PV air jet and the room air temperature. For instance,
supply air temperature has been recommended to be 3 to 4 degrees cooler than the room
air (Melikov 2004). This corresponds to conditions as in ducted PVs of our case, and
is consistent with their more frequent operation by the occupants (as compared to the
ductless PVs).

3.3.3 Concluding observations

This section presented CFD-based indoor airflow simulations assisted by monitored data
to generate an accurate initial model as well as supporting simulation model calibration.
The results presented here suggest that the predictive performance of CFD-simulations
can be improved by systematic calibration procedures. Study of the temperature stratifi-
cation in the field office model illustrated that the supply airflow rate and temperature
cannot provide the temperature stratification level required for ductless PV application.
Calibrated model assisted systematic investigation of different design alternatives and
their implications for indoor environmental variables. Based on the observations an
alternative supply diffuser configuration was explored. The CFD simulation outcomes
suggest that higher difference between the room and supply air temperature as well as
higher displacement supply airflow rate could provide the required temperature stratifica-
tion for ductless PVs. In addition, the modified configuration resulted in a more uniform
temperature and velocity distribution across the office space.
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(a) Air temperature

(b) Air velocity

 

 

Figure 3.28: (a) Air temperature and (b) velocity in summer conditions (with original
supply flow rate and temperature), (section B-B, Figure 3.9)
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(a) Air temperature

(b) Air velocity

 

 

Figure 3.29: (a) Air temperature and (b) velocity in summer conditions (with modified
supply flow rate and temperature), (section B-B, Figure 3.9)
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Chapter 4

An Examination of the Reliability
of Common Thermal Comfort
Indicators

4.1 Background

Thermal comfort calculations that use environmental variables as input can facilitate
indoor climate and thermal comfort evaluations (Bordass and Leaman 2009). The
Predicted Mean Vote (PMV) model is a well-known thermal comfort model developed
by Fanger 1970 on the basis of laboratory studies. In this model, thermally adapted
occupant is assumed to be comfortable when the heat exchange between the human body
and the thermal environment is in thermal balance. PMV is the most commonly used
model to evaluate the human perception of thermal comfort (Fanger 1970). PMV index
predicts the mean response of a large group of people on the ASHRAE thermal sensation
scale based on the heat balance of the body (ASHRAE 2004). Human body’s thermal
balance happens when the heat loss to the environment is equal to the heat produced
internally. The body automatically modifies the skin temperature to achieve the heat
balance (EN ISO 7730 2005). Thereby, the heat generation is equal to the heat loss. The
comfort equation or energy balance equation can be written as (Fanger 1970):

M−W = H−Ec +Cres +Eres (4.1)
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where:

H = 3.96×10−8 fcl [(tcl +273)4− (tr +273)4]+ fcl hc (tcl− ta), (4.2)

E = 3.05×10−3 [5733−6.99(M−W )− pa]+0.42(M−W −58.15), (4.3)

Cres = 0.0014M (34− ta), (4.4)

Eres = 1.7×10−5 M (34− ta). (4.5)

In the above equations:

M denotes the metabolic rate [W.m−2]1,

W is the external work [W.m−2],

H is the dry heat loss [W.m−2],

Ec is the heat exchange by evaporation on the skin [W.m−2],

Cres is the heat exchange by convection in breathing [W.m−2],

Eres is the evaporative heat exchange in breathing [W.m−2],

fcl is the clothing surface area factor,

tcl is the is the clothing surface temperature [◦C],

tr is the mean radiant temperature [◦C],

hc is the convective heat transfer coefficient [W.m−2.K−1],

ta is the air temperature [◦C],

Pa is the water vapour partial pressure [Pa],

11 metabolic unit = 1 met = 58.2 (W.m−2)
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Calculation of PMV involves four environmental parameters, i.e., air temperature, mean
radiant temperature, relative humidity, and air velocity, together with two personal
factors, i.e., metabolic rate and clothing value. These factors are used in order to
predict the average thermal sensation vote of a large number of subjects using the
ASHRAE thermal sensation scale (ASHRAE 2004) (Figure 4.1). The seven point
thermal sensation scale includes, hot (+3), warm (+2), slightly warm (+1), neutral (0),
slightly cool (-1), cool (-2), and cold (-3) (see also Table 2.1). In a given space, PMV
ranging from -0.5 to +0.5 can be considered satisfactory. PMV equal to zero means that
combination of environmental parameters and the occupants’ clothing and activity lead
to a thermally neutral sensation (EN ISO 7730 2005). However, due to the differences
between individuals and differences in perception of thermal comfort, there might be
still some people dissatisfied with their environment.

-3

+2

PMV

-2

-1

0

+1

+3 Hot

Warm

Slightly warm

Slightly cool

Cool

Cold

Neutral

Air speed

Clothing insulation

Relative humidity%

Radiant temperature

Metabolic rate

Air temperature

12

Personal factors

Environmental parameters

Figure 4.1: Six factors involved in PMV calculation
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Fanger 1970 connected the PMV to the human body’s thermal imbalance. Considering
the imbalance between the required heat flow for thermal comfort and the heat flow from
the human body, using personal and the environmental parameters, PMV equation is
calculated as following (Fanger 1970):

PMV = (0.303e−0.036M +0.028) [(M−W )−H−Ec−Cres−Eres] (4.6)

Equations 4.2 to 4.5 together with Equation 4.6 result in Equation 4.7:

PMV = (0.303e−0.036M +0.028){(M−W )−3.05×10−3×
[5733−6.99(M−V )− pa]−0.42 [(M−W )−58.15]−
1.7×10−5 M (5876− pa)+0.0014M(34− ta)−3.96×
10−8 fcl [(tcl +273)4− (t̄r +273)4]− fcl hc (tcl− ta)} (4.7)

where:

tcl = 35.7−0.28(M−W )− lcl×
{3.96×10−8 fcl [(tcl +273)4− (tr +273)4]+ fcl hc (tcl− ta)}, (4.8)

hc =

{
if 2.38 | tcl− ta |0.25> 12.1

√
var→ 2.38 | tcl− ta |0.25

if 2.38 | tcl− ta |0.256 12.1
√

var→ 12.1
√

var,
(4.9)

fcl =

{
if lcl 6 0.078(m2.K.W−1)→ 1.00+1.29 lcl

if lcl > 0.078(m2.K.W−1)→ 1.05+0.645 lcl,
(4.10)

var = va +0.005(
M

Adu
−58.15), (4.11)

Icl is the clothing insulation [m2.K.W−1]1, var is the relative air velocity [m.s−1], and
Adu is the Dubois body surface area [m2]. EN ISO 7730 2005 suggests to use the above
mentioned PMV index for PMV ranging from -2 to +2 and when the main influencing
parameters are within the ranges presented in Table 4.1.

11 clothing unit = 1 clo = 0.155 (m2.K.W−1)
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Table 4.1: Main parameters for PMV calculations and their acceptable ranges

Parameter Range Unit

Metabolic rate [M] 0.8 to 4 met

Clothing insulation [Icl] 0 to 2 clo

Air temperature [ta] 10 to 30 ◦C

Mean radiant temperature [tr] 10 to 40 ◦C

Air velocity [var ] 0 to 1 m.s−1

Water vapour partial pressure [Pa ] 0 to 2700 Pa

4.2 Method

4.2.1 Overview

This section explores the utility of PMV for thermal comfort assessments in spaces
equipped with DV and PV systems and tries to address the question, if PMV represents a
viable indicator for the evaluations. The respective PMV values were calculated for two
case studies of this research, i.e. laboratory and field office space, and were compared
with the actual TSVs.

4.2.2 Laboratory experiment

Laboratory experiments involved two ventilation conditions PV and DPV. 26 students (13
male and 13 female, average age of 23 years old) participated in the experiment. Details
of the experiment is fully discussed in Section 2.2.2.1. To obtain the environmental
parameters required for PMV calculations, a precise thermal comfort sensor setup
(Figure 2.6) was used to measure air temperature, mean radiant temperature, relative
humidity, and air velocity near occupants. Moreover, the metabolic rate of occupants
was assumed to be 1.2 Met (office work, seated) (ASHRAE 2005). Thermal resistance
of the participants clothing was documented in the experiments (Figure 2.5).
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4.2.3 Field experiment

To explore the utility of PMV the respective values were calculated for the aforemen-
tioned two full-day experiments in the office space, presented in Section 2.2.3.1. This
includes the full-day experiments on two occasions 12.01.2013 and 10.08.2013, involv-
ing a small group of visiting individuals. As discussed before on each day, two distinct
ventilation schemes were compared. One scheme involved DV alone, whereas the second
scheme involved DV plus PV (DPV). For the purpose of PMV calculations, the metabolic
rate of occupants was assumed to be 1.2 Met. Thermal resistance of the participants
clothing was determined based on visual observation. For the period with combined
operation of DV and PV, it was possible to use a precise thermal comfort sensor setup to
measure humidity, air temperature, mean radiant temperature, and airflow velocity at the
workstations. For the periods with only DV operating, the measured data provided the
required temperature and humidity information (see Section 2.2.3.2), while the airflow
velocity and mean radiant temperature had to be derived from the CFD simulation.

4.2.4 PMV versus TSV

The calculated PMV values were subsequently compared with the participants’ expressed
TSVs. Note that, the TSV’s of each participant was compared with the PMV, calculated
based on the environmental parameters, at the time when the survey was conducted (see
also Sections 2.2.2.1 and 2.2.3.1).

4.3 Results and discussions

4.3.1 Laboratory experiment

Tables 4.2 and 4.3 demonstrate the values of required input data for the PMV calculations
together with the respective calculated PMV values, from the experiments in laboratory
test rooms with ducted and ductless PV, respectively.

Figure 4.2 shows a comparison between participants’ expressed TSV and corresponding
calculated PMV values for ducted and ductless workstations. As Figure 4.2 illustrates,
calculated PMVs do not reflect the larger spread of the TSV results. Moreover, the room
with the ducted PV is predicted to be warmer than it is perceived by participants (as
reflected in their TSV results).
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Table 4.2: Input data required for PMV calculations and respective calculated PMV
values for the experiments in lab cell 1 with ducted PV

Experiment No. θ [◦C] MRT RH [%] v [m.s−1] Met clo PMV

1 26.4 26.8 38.9 0.03 1.2 1.6 1.4

2 27.4 27.6 37.3 0.03 1.2 0.4 0.7

3 28.3 28.5 33.4 0.03 1.2 0.5 1.1

4 27.2 27.5 31.4 0.03 1.2 1.0 1.2

5 27.7 28.1 32.1 0.03 1.2 0.6 0.9

6 28.3 28.6 30.1 0.02 1.2 1.0 1.4

7 26.2 26.3 38.1 0.04 1.2 1.0 1.0

8 26.0 26.2 33.8 0.03 1.2 0.8 0.7

9 27.2 27.5 32.1 0.04 1.2 0.6 0.8

10 26.4 26.5 31.9 0.04 1.2 0.4 0.3

11 27.0 27.3 31.2 0.02 1.2 0.8 1.0

12 27.6 27.9 28.7 0.03 1.2 0.4 0.6

13 27.1 27.3 328.8 0.02 1.2 0.5 0.7

Table 4.3: Input data required for PMV calculations and respective calculated PMV
values for the experiments in lab cell 2 with ductless PV

Experiment No. θ [◦C] MRT RH [%] v [m.s−1] Met clo PMV

1 26.7 26.8 37.8 0.03 1.2 0.4 0.4

2 27.5 27.6 36.9 0.04 1.2 0.4 0.6

3 28.2 28.3 36.0 0.06 1.2 0.3 0.8

4 27.4 27.5 30.9 0.04 1.2 0.8 1.0

5 28.0 28.2 32.5 0.04 1.2 0.8 1.2

6 28.7 28.8 36.7 0.02 1.2 0.5 1.2

7 26.4 26.5 35.8 0.05 1.2 0.6 0.6

8 27.9 28.0 38.0 0.06 1.2 0.6 1.0

9 26.4 26.4 36.4 0.04 1.2 0.6 0.6

10 27.4 27.5 31.3 0.06 1.2 0.5 0.8

11 27.2 27.3 30.6 0.04 1.2 0.5 0.7

12 27.9 28.0 31.2 0.04 1.2 0.5 0.9

13 27.5 27.5 33.4 0.06 1.2 1.1 1.3
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Figure 4.2: The calculated PMV and actual TSV of the participants of the laboratory
experiment

4.3.2 Field experiment

Tables 4.4 and 4.5 present the required input data values for the PMV calculations
together with the respective calculated PMV values, for the field experiments under the
ventilation regime DV and DPV, respectively.

The result of subjective evaluations pertained to TSVs are compared to the calculated
PMVs. Figures 4.3 and 4.4 show participants’ expressed TSV and the corresponding
calculated PMV. The actual TSVs are mostly lower than the calculated PMVs (especially
in winter). PMV calculations involve some uncertainties, given the absence of precise
information concerning the prevailing airflow velocities and the participants’ clothing
attributes. In our case (see description in Section 4.2.3 above), airflow speed input data
for PMV calculations in case of ventilation conditions DV and DPV was derived using a
calibrated CFD model and actual air velocity measurements, respectively.
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Table 4.4: Input data required for PMV calculations together with respective calculated
PMV values under the ventilation regime DV

Date No. θ [◦C] MRT RH [%] v [m.s−1] Met clo PMV

12
.0

1.
20

13

1 23.25 23.58 33.3 0.1 1.2 1.2 0.5

2 23.25 23.58 33.3 0.1 1.2 0.8 0.04

3 23.25 23.58 33.3 0.1 1.2 0.8 0.04

4 23.2 23.59 32.9 0.02 1.2 0.8 0.09

5 23.2 23.59 32.9 0.02 1.2 1.2 0.55

6 23.2 23.59 32.9 0.02 1.2 0.8 0.09

10
.0

8.
20

13

1 25.7 26.25 52.37 0.09 1.2 0.8 0.82

2 25.7 26.25 52.37 0.09 1.2 0.8 0.82

3 25.7 26.25 52.37 0.09 1.2 0.8 0.82

4 26 26.29 51.9 0.07 1.2 0.5 0.51

5 26 26.29 51.9 0.07 1.2 0.5 0.51

6 26 26.29 51.9 0.07 1.2 0.5 0.51

Table 4.5: Input data required for PMV calculations together with respective calculated
PMV values under the ventilation regime DPV

Date No. θ [◦C] MRT RH [%] v [m.s−1] Met clo PMV

12
.0

1.
20

13

1 22.86 23.47 31.2 0.15 1.2 1.2 0.36

2 22.86 23.47 31.2 0.15 1.2 0.8 -0.15

3 22.86 23.47 31.2 0.15 1.2 0.8 -0.15

4 22.9 23.39 32.1 0.07 1.2 0.8 0.02

5 22.9 23.39 32.1 0.07 1.2 1.2 0.49

6 22.9 23.39 32.1 0.07 1.2 0.8 0.02

10
.0

8.
20

13

1 25.4 26.31 46.6 0.16 1.2 0.8 0.61

2 25.4 26.31 46.6 0.16 1.2 0.8 0.61

3 25.4 26.31 46.6 0.16 1.2 0.8 0.61

4 25.5 26.37 47.9 0.275 1.2 0.5 -0.04

5 25.5 26.37 47.9 0.275 1.2 0.5 -0.04

6 25.5 26.37 47.9 0.275 1.2 0.5 -0.04
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Figure 4.3: The calculated PMV and actual TSV of a small group of visiting participants
under the ventilation regime DV
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Figure 4.4: The calculated PMV and actual TSV of a small group of visiting participants
under the ventilation regime DPV
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4.3.3 Concluding observations

Comparison of the actual TSVs and calculated PMVs suggested that the application
of PMV calculations for the conception and configuration of PV and DV systems may
be problematic. According to the results provided here calculated PMVs, either with
measured or simulated airflow velocity input, are usually higher than the actual TSVs.
Moreover, based on the presented results calculated PMVs do not reflect the larger
spread of the TSV results. As discussed before, in thermal comfort assessments by
PMV calculations human factors such as physiological and psychological factors are not
directly considered. Even though PMV is among the most recognized thermal comfort
models, absence of these factors especially in rather more complex and non-uniform
indoor environments can result to imperfect and misleading assumptions on thermal
sensation.
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Chapter 5

Parametric Assessment of Airflow
Conditions Based on a Limited Set
of CFD-based Simulation Runs

5.1 Background

Computational fluid dynamics (CFD) represents an effective method for indoor envi-
ronmental studies. There have been many studies on the potential of CFD to assist
building performance analysis and indoor air quality assessments (see, for instance,
Chen and Zhai 2004, Meroney 2009, Wiercinski and Skotnicka-Siepsiak 2008, Taheri
et al. 2016). CFD enables prediction of field properties such as air temperature and
velocity in an architectural space by means of numerical methods (Chen and Srebric
2002). Instances of CFD application in building performance studies address heating,
cooling, and ventilation systems designs, airflow pattern and velocity analysis, thermal
comfort evaluations, and indoor air quality assessments. In fact, many cases of such
studies would not be feasible without CFD (Wiercinski and Skotnicka-Siepsiak 2008).
The application of CFD requires a fair amount of knowledge and experience. Specialized
CFD packages (e.g., ANSYS Fluent, CLIMA 3D, PHOENICS, and STREAM) provide
solutions for a wide range of fluid flow studies and advanced fluid mechanics problems
(Chowdhury et al. 2010). One concern, when using the advanced-conventional CFD
packages, is the extensive level of required expertise and effort. Proper use of CFD
requires knowledgeable specialists (den Hartog et al. 2000). Consequently, easy-to-use
CFD modelling packages have been developed (see, for example, DesignBuilder 2011a).
Nonetheless, CFD simulations require large amount of time when conducting parametric
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studies of alternative design and configuration options.

5.2 Method

5.2.1 Overview

This section investigates how a relatively comprehensive impact assessment of various
design variables and input assumptions (e.g., number and location of diffusers and airflow
rates in an architectural space) can be based on a detailed but small number of numerical
simulations. In fact, the present section explores the following research question: Is
it possible to obtain the basic airflow field information for a large variety of design
configurations based on a small number of full-fledge CFD simulation runs? If possible,
this approach would allow for an efficient deployment of advanced numerical simulation
pertaining to the evaluation of airflow patterns in indoor environments. To explore the
above mentioned research question, a number of variations of the design variables (i.e.
airflow rates and diffuser configurations) of a basic room model were considered. Then,
simple combinatorial manipulation options of a limited set of respective CFD simulation
results were applied to estimate the airflow speed data for a larger set of design options.

5.2.2 CFD modelling scenarios

The study started with a shoebox model, i.e., a simple rectangular zone (width = 4 m,
length = 4 m, height = 3.5 m, without openings). For the purpose of CFD simulations, the
simulation program DesignBuilder was utilized (DesignBuilder 2011a). In this model
multiple design variables pertaining to diffuser configurations and airflow rates were
parametrically considered. Thereby, two scenarios were defined as follows.

5.2.2.1 First scenario

Let us assume CFD analysis is used to derive, from the knowledge of airflow rate into the
space, the airflow speed at a certain location in the space. The question is if the respective
result can be used - without additional CFD application - to predict the consequences
of changes in airflow rates for airflow speed values. To address this question three
shoebox models with different ceiling diffuser and extract configurations were modelled
as illustrated in Figure 5.1. The CFD boundary conditions and simulation parameters
including the zone mean temperature and surface temperatures as well as the supply air
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(a) Layout A
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(b) Layout B
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(c) Layout C

Figure 5.1: Illustration of the model geometry and location of the diffuser and extract
grille in three layouts A, B and C, first scenario

Table 5.1: Simulation variants in the first scenario

Variant Supply airflow rate [l.s−1] Supply air velocity [m.s−1]

1 30 0.5

2 45 0.75

3 60 1.0

4 90 1.5

5 135 2.25

temperature were kept constant in the simulations. Table 5.1 presents five variations of
airflow rates (l.s−1) and supply air velocities (m.s−1) modelled for each layout.

5.2.2.2 Second scenario

The second scenario assumes that, using CFD, the airflow field is separately simulated
for two different supply air diffuser locations (see Figure 5.2, layouts A and B). The
question is if the combined effect of the operation of both of these diffusers (see layout
C, Figure 5.2) on the airflow field can be obtained without additional CFD analyses.
Toward this end, three variations pertaining to the airflow rates (l.s−1) and supply air
velocities (m.s−1) as per Table 5.2 were considered. Note that, the assumed airflow rate
per diffuser is the same for all three layouts. This means that the total airflow rate in
layout C is twice as high as those in layouts A and B.
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(a) Layout A (b) Layout B (c) Layout C

Figure 5.2: Illustration of the model geometry and location of the diffuser and extract
grille in three layouts A, B and C, second scenario

Table 5.2: Simulation variants in the second scenario

Variant Layout
Number
of
diffusers

Airflow rate of
each diffuser
[l.s−1]

Total air-
flow rate
[l.s−1]

Supply air veloc-
ity [m.s−1]

1
A and B 1

30
30

0.5
C 2 60

2
A and B 1

45
45

1.0
C 2 90

3
A and B 1

60
60

1.5
C 2 120

5.2.3 Investigation approach

CFD simulations were performed for all combinations of the layouts and variants corre-
sponding to both scenarios, resulting in the air speed data for more than 350 grid nodes at
the height of 1.1 m from the floor level. For the first scenario, the results corresponding
to the paired sets of variants were compared to one another for all layouts (Table 5.1,
Section 5.3.1). For the second scenario, the results of layout A and B were compared to
Layout C for all variants (Table 5.2, Section 5.3.2). The results of the initial and altered
models were analysed (primarily via curve-fitting techniques) to explore the potential for
deriving simplified predictive relationships.
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5.3 Results and discussion

In this section the results are presented in terms of a number of figures and tables together
with discussions. Thereby the structure of the aforementioned methodology and research
questions are followed.

5.3.1 First scenario

The consequence of changes in airflow rate alteration for the airflow speed was at the
heart of this scenario. In Figure 5.3 and 5.4 the simulation result of variants 1 and 2
are compared to those with: i) doubled airflow rate, i.e. variant 3 and 4, and ii) tripled
airflow rate, i.e. variant 4 and 5, respectively (see also Table 5.1). These figures reveal
a strong linear relationship between the results (airflow speed rates) of the initial and
altered scenarios.
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(a) Variant 3 vs. Variant 1
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(b) Variant 4 vs. Variant 2

Figure 5.3: Airflow speed at grid nodes in variant 3 and 4 versus the corresponding
nodes in variant 1 and 2, respectively
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Figure 5.4: Airflow speed at grid nodes in variant 4 and 5 versus the corresponding
nodes in variant 1 and 2, respectively

These results encourage the formulation and exploration of the validity of a relevant
hypothesis. Let v1 and v2 be the simulated airflow speed for the initial and altered
scenarios respectively. Let f1 and f2 be the corresponding assumed airflow rates. The
hypothesis state that v2 may be derived from v1 using a linear equation as follows:

v2 =

√
f2

f1
· v1 (5.1)

In order to evaluate the validity of Equation 5.1, four cases were defined based on the
simulated variants (see Table 5.1). In each case the simulated airflow speed in the model
with the flow rate f2 was compared to its predicted value from Equation 5.1. Figure 5.5
illustrates cumulative distribution of the errors and Figure 5.6 shows the percentage of
results within different bins of absolute error. These results may be interpreted to be
encouraging, as even in the worst case (case 3), 95% of the calculated airflow speed rates
display an absolute error of less than 0.1 m.s−1. Such error magnitudes may be argued to
be tolerable for many common applications of airflow field data in indoor environmental
studies such as PMV calculations and human perception of the indoor climate (Loomans
1998). Table 5.3 presents the coefficient of correlations, R2, for different cases.
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Figure 5.5: Cumulative distributions of relative errors of respective cases in the first
scenario
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Figure 5.6: Percentage of result within various bins of absolute error (for respective
cases in the first scenario)
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Table 5.3: R2 results for comparison of CFD-based and simplified calculations
(Equation 5.1) of airflow speed for the four cases of the first scenario

Case f1 f2
√

f1/ f2 R2

1

30 45
√

1.5

1.0

60 90 1.0

90 135 1.0

2
30 60 √

2
0.8

45 90 1.0

3 60 135
√

2.25 0.9

4
30 90

√
3

0.8

45 135 0.9

5.3.2 Second scenario

Figure 5.7 illustrates airflow speed values for layouts A, B, and C for the respective
variants in the second scenario. The comparison of results reinforces the idea that there
is a potential to predict the airflow speed rates in layout C based on simulation results of
layout A and B. This would require a mathematical superimposition of the results of A
and B. Arguably, the simplest way to achieve this is averaging the values for each grid
node of these two layouts. We implemented this option and compared the calculated
results for layout C with the corresponding detailed simulation results. Figures 5.8 and
5.9 present the cumulative distributions of errors as well as the absolute errors. According
to Figure 5.8, at least 80% of the calculations display relative errors below 20%. In the
worst case (Variant 3), 65% have absolute errors less than 0.05 m.s−1 (87% in the best
case). This level of congruence between detailed and simplified approaches would be
acceptable for most application scenarios.

5.3.3 Concluding observations

This chapter presented the results of the effort to reliably evaluate basic design decisions
pertaining to ventilation of architectural spaces based on a limited set of CFD simulation
runs together with additional simple calculations. The results obtained from the imple-
mented approach (airflow in a space with various diffuser configurations and/or flow
rates) display an encouraging congruence with the corresponding results of a full CFD
analysis.
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Figure 5.7: Airflow speed at grid nodes in layouts A, B, and C for respective variants of
the second scenario
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Figure 5.8: Cumulative distributions of relative errors for respective variants of the
second scenario
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Figure 5.9: Absolute error distributions for respective variants in the second scenario
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Chapter 6

Conclusions

6.1 Contribution

This dissertation presented the empirical and computational assessment of the function-
ality of ventilation systems and indoor environment condition in architectural spaces
equipped with displacement ventilation, ducted and ductless personal ventilation. The
functionality of the systems with respect to the indoor air quality and thermal comfort
was evaluated based on the monitored data as well as user surveys. The results gener-
ally suggested acceptable indoor environmental conditions provided by the combined
operation of the above mentioned ventilation systems. The combined operation of nat-
ural, displacement and personal ventilation systems was judged by the participants to
result in a cooler indoor space, as compared to the solely natural ventilation option. In
addition, the operation of displacement ventilation and personal ventilation together
resulted in cooler thermal sensation votes as compared with displacement alone. The
comparison between ducted and ductless personal ventilation represented that the ducted
ones can provide a generally more desirable indoor environment. Regarding the air
quality, ducted personal ventilation, and to a certain extent ductless one, improved the
subjective impression of the freshness of the ambient air. The subjective evaluation of the
systems suggested that the thermal perception of the office environment by those seated
at workstations with operating personal ventilation is largely affected by the systems’
supply air temperature. Therefore, careful control of the personal ventilation’s supply air
temperature highly affects the satisfaction of the occupants. Sufficiently lower supply
temperatures required for ductless personal ventilation, however, may have repercussions
for the energy demand.

This dissertation illustrated the utility of calibrated CFD models for better understanding
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of the complex nature of the airflow and estimation of the airflow velocity and temperature
field in the space. The main objective was to deploy monitored data to both populate
the initial simulation model and to maintain its fidelity through a calibration process.
In the course of multiple simulation and calibration steps, selected simulation input
variables, including modeling of the diffuser, discharge angle of the air diffusers, and
supply air temperature, were subjected to calibration. The calibration process aimed at
minimizing the difference between monitored and simulated air speed and temperature.
Through iterative calibration, the initial model was adjusted until a reasonable agreement
between the measurements and CFD results was achieved. The study showed that
CFD-based indoor airflow predictions can be noticeably improved, given monitored
data to generate a more accurate initial model as well as supporting simulation model
calibration. An instance of the use of calibrated CFD model was derivation of necessary
input data for comfort calculations at different locations in the space. Furthermore, CFD
model outcomes enabled the study of the temperature stratification in the space. The
results illustrated that the supply airflow rate and temperature in the office space cannot
provide the required temperature stratification level to encourage the users to use the
ductless personal ventilation in order to transfer the cool and fresh air to their breathing
zone. Calibrated model was then used to investigate design alternatives. A modified
supply diffuser configuration with higher temperature difference between the room
and supply air, and higher supply airflow rate provided a more acceptable temperature
stratification for ductless personal ventilation, as well as a uniform temperature and
velocity distribution in the space.

In this study, the comparison of actual thermal sensation votes and calculated predicted
mean votes suggested that the application of PMV for evaluation of personal and dis-
placement ventilation systems should be undertaken with great care. The experiences
gained in this research point to the importance of continuous and comprehensive moni-
toring of indoor conditions, systems states, and occupants’ feed-back toward systematic
performance evaluation of indoor environmental control systems and methods.

This dissertation also presented the preliminary efforts in investigating how a relatively
comprehensive impact assessment of various design variables and input assumptions
regarding the ventilation systems in architectural spaces can be established based on
a detailed but small number of numerical simulations. To explore this idea, a number
of variations of the design variables of a basic shoe-box model was considered, which
involved multiple airflow rates and diffuser configurations. Simple combinatorial manip-
ulation options of a limited set of CFD based simulation results were applied to estimate
airflow speeds for other design options. The results obtained from the implemented
approach displayed an encouraging congruence with the corresponding results of a full
CFD analysis. The proposed approach may thus entail the potential to reduce the extent
of required computational resources for routine architectural ventilation tasks.
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6.2 Future research

The introduced procedures and accordingly the results presented in this research appeared
to be in compliance with the objectives of the research. This, therefore, implies the
possibility to deploy this achievement for further studies. The author believes that the
outcomes of this research is of indicative value and a pointer to issues that may be of
interest to future research in this area. As suggestions, the author would like to address
the followings:

• The observed possible deviation of the calculated thermal comfort indicators from
the actual thermal sensation vote of the inhabitants underlines the necessity for
clear understanding of the associated uncertainties with existing comfort models.

• The evaluation of the systems’ energy use was not within the scope of the present
study (the author agree of course that it would have provided additional insights
but due to reasons pertaining to the ownership of the case study facility and
related data issues, it could not be conducted, even if the author would have
liked to include it). Therefore, study of the energy implications of the mentioned
ventilation systems in details will be interesting.

• Future field studies shall increase the number of participants and additional opera-
tional schemes, which can provide further valuable insights.

• Future efforts are required to integrate the achievements of this study and similar
studies in the standards addressing the ventilation requirements in spaces with
personal ventilation systems.

• Additional efforts are needed to further evaluate the approach proposed in Chapter
5 involving a broader set of instances and options with regard to factors such as
space geometry, diffuser configurations, and boundary conditions.
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