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Abstract

Strong signal amplification, high achievable spatial resolution and low material budget as
well as applicability in high-rate environments as key advantages of micropattern gaseous
detectors make them an attractive candidate for radiation detection and imaging. Reading
out scintillation light emitted during electron avalanche multiplication with modern imaging
sensors provides accurate visualisations of incident radiation. The adjustable gain of ampli-
fication structures such as Gaseous Electron Multipliers (GEMs) enables radiation detection
over a wide range of energies from minimum ionising particles to single low-energy X-ray
photons and highly ionising radiation. Scintillation characteristics of gas mixtures for opti-
cally read out GEM-based detectors were investigated. Light yield and scintillation spectra
of the emitted scintillation light in a range of operating conditions with variable amplification
fields and different gas mixtures were studied to determine optimum operation conditions for
optically read out detectors. Long term sealed mode operation of optically read out GEM-
based detectors was achieved with a minimal degradation of signal strength. The presented
gas scintillation studies and detector concepts based on optically read out GEMs effectively
pave the way for applications ranging from radiation imaging to high energy physics and
hadron therapy. Optically read out GEM-based detectors optimised and employed for X-ray
radiography and tomography were developed. Operating in a proportional high-sensitivity
regime, single X-ray photon sensitivity could be used for X-ray fluorescence imaging and
material distinction with 2D resolution. Augmenting images of particle tracks with timing
information, which can be obtained with fast photon detectors or complementary electronic
readout, 3D reconstructed trajectories in an optically read out Time Projection Chamber
(TPC) could be obtained. A transparent multi-pad anode was developed to combine si-
multaneous optical and electronic readout to extend the track reconstruction capabilities of
optically read out TPCs. A planispherical GEM-based detector employing radially focused
field lines in the conversion volume to minimise parallax-induced broadening was developed
and shown to permit significantly improved spatial resolution for X-ray fluorescence applica-
tions of gaseous detectors with thick conversion layers. Taking advantage of the high spatial
resolution achievable with optical readout and the low material budget of gaseous detectors,
a proton beam monitoring detector was developed. 2D dose imaging as well as accurate
beam profile and intensity monitoring were demonstrated at a clinical proton therapy facility.

i



ii



Kurzfassung

Starke Signalverstärkung, hohe Ortsauflösung und niedriges Materialbudget zählen neben
der Anwendbarkeit in Umgebungen mit hohen Teilchenflüssen zu den wichtigsten Vortei-
len von gasbasierten Detektoren und machen diese zu einer attraktiven Technologie für die
Messung von Strahlung und für bildgebende Verfahren. Die Auslese von Szintillationslicht,
welches während der lawinenhaften Vervielfachung von Elektronen emittiert wird, mittels
moderner Bildsensoren liefert akkurate Visualisierungen der einfallenden Strahlung. Die
anpassbaren Signalverstärkungsfaktoren von Strukturen wie gasbasierten Elektronenver-
vielfachern (GEMs) erlauben die Messung von Strahlung über einen weiten Bereich von
Energien von minimal ionisierenden Teilchen bis zu niedrigenergetischen Röntgenstrah-
len und stark ionisierender Strahlung. Die Szintillationseigenschaften von Gasmischungen
für optisch ausgelese GEM-basierte Detektoren wurden untersucht. Die Lichtausbeute und
Szintillationsspektren des emittierten Szintillationslichtes wurden in verschiedenen Konfi-
gurationen mit unterschiedlichen Gasmischungen und elektrischen Signalverstärkungsfel-
dern gemessen um die optimalen Parameter für optisch ausgelesene Detektoren zu bestim-
men. Optisch ausgelesene GEM-basierte Detektoren wurden über längere Zeiträume hin-
weg geschlossen betrieben, wobei sich die Intensität der gemessenen Signale nur minimal
verminderte. Die präsentierten Untersuchungen der Szintillationseigenschaften und darauf
basierender Detektorkonzepte ebnen den Weg für Anwendungen in bildgebenden Verfah-
ren bis hin zu Kernphysik und Hadronentherapie. Optisch ausgelesene GEM-basierte De-
tektoren optimiert für Röntgenaufnahmen und Tomografie wurden entwickelt. Der Betrieb in
einem proportionalen Bereich der Signalverstärkung und ausreichende Sensitivität zur Auf-
nahme einzelner Röntgenstrahlen ermöglichten die Aufnahme von Röntgenfluoreszenz und
die darauf basierende Unterscheidung verschiedener Materialien mit 2D Auflösung. In Ver-
bindung mit Interaktionszeitinformationen, welche von schnellen Photonendetektoren oder
von ergänzenden elektronischen Ausleseverfahren stammen können, wurden Teilchenbah-
nen in einer optisch ausgelesenen Zeitprojektionskammer (TPC) aufgenommen und zu 3D
Repräsentationen rekonstruiert. Eine optisch transparente, segmentierte Anode wurde ent-
wickelt um die simultane Anwendung von optischen und elektronischen Ausleseverfahren
zu erlauben und die Rekonstruktion von komplexen Teilchenbahnen in der optisch aus-
gelesenen TPC zu ermöglichen. Ein planisphärischer GEM-basierter Detektor mit radial
fokussierten Feldlinien im aktiven Detektionsvolumen wurde entwickelt um Parallaxe zu mi-
nimieren und die deutlich verbesserte Ortsauflösung von Detektoren mit dicken Detektions-
volumen basierend auf diesem Konzept für Anwendungen in der Röntgenfluoreszenzana-
lyse und Kristallographie wurde demonstriert. Die gute Ortsauflösung, welche mit optischer
Auslese erreicht werden kann, und das niedrige Materialbudget gasbasierter Detektoren
wurden für einen Detektor für Protonenstrahlen kombiniert. Die Möglichkeiten der Aufnah-
me von 2D Profilen der deponierten Dosis sowie der Beobachtung der Profile und Intensität
von Protonenstrahlen wurden in einer klinischen Einrichtung für Protonentherapie demon-
striert.
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Chapter 1

Interaction of radiation with matter

Radiation can interact with and deposit energy in traversed matter by a variety of mech-
anisms depending on the characteristics of the particles and the medium. Depending on
properties such as charge, energy or substructure, the dominant interaction principles may
differ significantly and the observed effect of radiation on target materials must be consid-
ered as the composite of all possible interaction channels. The detection of radiation relies
on the deposition of energy in the detector material by the investigated radiation and careful
engineering of detector properties is necessary to tune detection capabilities to cover the
range of interest.

Possible ways of interaction of radiation with matter include ionisation and excitation
of the target material by charged particles, scattering and absorption of photons, pair pro-
duction, emission of photons as bremsstrahlung, Cherenkov radiation, transition radiation,
hadronic interactions with nuclei and interactions mediated by the weak force. Energy de-
position by incident radiation in the target material by ionisation and excitation processes as
well as the absorption of photons are the dominant interaction channels for the presented
studies. The energy of particles can be either deposited in a specific location or over an
extended range. The absorption of low-energy photons typically leads to the full energy
of individual photons being deposited in a single interaction. The photons which have un-
dergone interaction are consequently removed from the photon beam, which results in an
exponential decrease of the intensity of a low-energy photon beam with penetration depth
in a material as shown in figure 1a. Charged particles, on the other hand, may deposit their
energy in multiple interactions over an extended range while traversing matter. The energy
loss profile with a pronounced peak of the energy loss in a certain depth of material results
in a rather localised drop of beam intensity at a specific depth as shown in figure 1b [1].

1.1 Interaction of charged particles with matter

Charged particles dissipate their energy when traversing a medium primarily through inter-
actions with the electrons of the target atoms mediated by the electromagnetic force. The
probabilities for atomic excitation, ionisation and other interaction channels depend on the
energy and the mass of the charged particles and the nature of the traversed medium. En-
ergy deposited in the target material by scattering or absorption of incident particles can be
subsequently emitted through dissipative processes such as photon emission.
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Figure 1. Intensity drop of photons and charged particles: (a) Photons interacting with the target
material deposit their full energy and are removed from the beam resulting in an exponential decrease
in photon beam intensity with penetration depth. (b) Charged particles deposit their energy throughout
their path in the target material with maximum energy transfer in a certain depth resulting in a localised
drop in intensity of a particle beam penetrating a target material. Adapted from [1].

1.1.1 Ionisation and excitation

During ionisation processes, charged particle radiation transfers sufficient energy to bound
electrons in the target material to lift them out of the potential well binding them to the atoms
and thus produces free charge carriers leaving behind positive ions. The so-called primary
electrons may be used for detection of the incident charged particle and their number and
momenta depend on the energy deposited by the incident particle. The initially created free
charge carriers may have high energies and can ionise further atoms releasing some of
their excess energy in secondary ionisation events. Ionisation is an interaction channel for
charged particle detection utilised in detectors with gaseous or liquified gas active media
as well as in semiconductor based detectors. The threshold energy for ionisation to take
place depends on the energy states of the active detector material. This so-called ionisation
energy can range from a few eV in semiconductor-based detectors, where it depends on the
band gap between valence and conduction bands [2], to tens of eV in gaseous detectors. If
the released energy does not reach the ionisation energy, the target material can be excited.
When excited atoms or molecules return to their ground states, the excess energy can be
released by the emission of scintillation light, which can also be used for detection of the
incident radiation.

The linear stopping power S of charged particles traversing matter is expressed as the
energy loss dE per unit distance dx as S = dE

dx . For charged particles much heavier than
the electron rest mass, the linear stopping power can be expressed by the Bethe formula
accounting for energy loss due to excitation and ionisation. The relativistic Bethe formula
expresses the average stopping power for a particle with charge z and velocity v traversing
a target medium as

−

〈
dE
dx

〉
=

4π
mec2

nez2

β2
e2

4πε0

[
ln(

2mec2β2

I(1− β2)
)− β2

]
(1.1)

with electron mass me, speed of light c, β = v
c , electron number density of the target material

ne, electron charge e, vacuum permittivity ε0 and mean ionisation potential I. The electron
number density ne of the target medium depends on the atomic number Z of the target
material, its atomic mass A and its density ρ and can be written as

ne =
NAZρ
AMu

(1.2)
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with the Avogadro constant NA and the Molar mass constant Mu. The mean ionisation po-
tential can be approximated by I ≈ 10Z and is determined empirically.

As a function of the energy expressed as the product βγ, with the Lorentz factor
γ = 1√

1−β2
, the Bethe formula accurately describes the stopping power of heavy charged

particles in the range of βγ ≈ 0.1 to βγ ≈ 100. In this range, the energy losses by ionisation
and excitation dominate, while at higher energies radiative losses such as bremsstrahlung
contribute significantly to the energy loss of charged particles. At low energies, the energy
loss of charged particles is proportional to 1

β2 until it reaches a minimum at βγ ≈ 3. Particles
with an energy around βγ ≈ 3 are called Minimum Ionising Particles (MIPs) as their energy
loss per unit length is minimal. At higher energies, the energy loss increases logarithmically
until radiative losses start to dominate at even higher energies.

The Bethe formula expresses the average energy loss per unit length of a heavy charged
particle traversing a target medium due to ionisation and excitation and does not account
for event by event fluctuation of the energy loss. The formula does not accurately describe
the energy loss of light charged particles such as electrons as they can be easily deflected
by the target material and might move at relativistic speeds. Furthermore, in the case of
electrons colliding with the shell electrons of the target material the interaction occurs be-
tween particles which are quantum mechanically indistinguishable and has to be treated
accordingly.

1.1.2 Emission of bremsstrahlung

Charged particles emit electromagnetic radiation termed bremsstrahlung when accelerated
or decelerated. Bremsstrahlung is also emitted when charged particles are deflected in the
presence of other charged particles. The high-energy photons emitted as bremsstrahlung
may be used to detect incident charged particles and present a major contribution to the
energy spectrum of X-ray tubes. The energy loss of charged particles due to this radiation is
strongly dependent on the mass of the charged particles and is significantly higher for lighter
particles. The radiative energy loss is approximately proportional to E

m2 with the energy E
and the mass m of the incident particles. The residual energy E(x) of a charged particle
after traversing a certain thickness x of the target material while emitting bremsstrahlung
can be expressed as

E(x) = E0e−
x

X0 (1.3)

with the initial energy E0 of the particle and the radiation length X0. The radiation length
describes the distance over which the energy of the particle is reduced to 1

e of the initial
energy.

1.1.3 Cherenkov and transition radiation

Photons can also be emitted as Cherenkov or transition radiation. Cherenkov radiation is
a low-intensity, low-energy photon production mechanism occurring when particles move
through matter with a velocity higher than the velocity of light in the traversed medium.
Thus, Cherenkov light is emitted only when

v >
c
n

(1.4)
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is fulfilled with the velocity v of the incident particle and the refractive index n of the target
material. The light is emitted coherently and conically in the direction of movement with an
opening angle θc dependent on the particle velocity and the refractive index of the material
as

cos(θc) =
1
βn

(1.5)

Similarly to the electromagnetic wave of rapidly moving particles leading to Cherenkov
radiation, charged particles passing the boundary between materials with different dielectric
constants emit transition radiation. Resulting from the different extents of the electric fields
of the moving charge in materials with low or high dielectric constants and the movement of
charges when traversing boundaries between materials, transition radiation is emitted con-
ically in the direction of particle movement with an opening angle depending on the speed
of the particle. The angle θt under which transition radiation photons are mainly emitted can
be expressed as

cos(θt) =
1
γ

(1.6)

and the intensity of the emitted radiation is proportional to γ as well as to the second power
of the atomic charge of the traversed medium. Therefore, transition radiation of detectable
intensity is only emitted in certain materials by highly energetic particles and may be used
for particle identification.

1.2 Interaction of photons with matter

Photonsmay interact with traversed target material by the photoelectric effect, different forms
of scattering such as elastic scattering or inelastic Compton scattering or pair production.
The relative significance of these processes depends on the target material composition as
well as the photon energy as shown for Ar in figure 2.

Figure 2. Mass attenuation coefficient in Ar: For low-energy photons, the photoelectric effect is the
dominant contribution to the total attenuation of a photon beam in Ar. At intermediate energies, Comp-
ton scattering becomes significant while pair production dominates for high photon energies. Data
from [3].
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Typically, the photoelectric effect dominates for low-energy photons while pair produc-
tion is the most significant interaction process for highly energetic photons with Compton
scattering dominating in the intermediate energy range. Compton scattering changes the
energy of the incident photons but does not remove them from the photon beam, while the
photoelectric effect and pair production lead to the complete absorption of photons and their
removal from the photon beam. The photoelectric effect and pair production therefore lead
to an exponential decay of beam intensity with increasing depth and the intensity I(x) at a
certain depth x can be expressed as

I(x) = I0e−µx (1.7)

with the initial intensity I0 and the attenuation coefficient µ. The attenuation coefficient µ con-
tains all processes relevant for the attenuation of the intensity of a photon beam traversing
a target material and can be calculated by

µ =
NAρ

A

∑
i

σi (1.8)

with the interaction cross section σi of a certain process.

1.2.1 Photoelectric effect

The photoelectric effect describes the absorption of an incident photon by an electron in the
shell of a target atom and the subsequent liberation of an electron from the atom. In the case
of incident photons with high energies, predominantly electrons from the innermost shells
will be emitted. The kinetic energy Ee of the released electron is defined by the excess
energy of the incident photon over the energy threshold required for ionisation and can be
expressed as

Ee = Eγ − Eb (1.9)

with the energy Eγ of the incident photon and the binding potential Eb of the released
electron. The kinetic energy of the emitted electron might be high enough to trigger subse-
quent ionisation events. A schematic representation of the photon absorption and subse-
quent electron emission by the photoelectric effect is shown in figure 3a.

Figure 3. Ionisation by incident radiation: (a) The photoelectric effect describes the emission of bound
electrons from an atom following the deposition of energy by an incident photon. (b) Electrons from
higher shells can fill vacancies in lower shells and the excess energy is emitted as photon. (c) In
radiation-less transitions, the excess energy available when an electron from a higher shell fills a
lower shell vacancy is reabsorbed by another electron, which is in turn emitted as a so-called Auger
electron.
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The liberated electron leaves behind a hole in the shell of the atom, which can be filled by
an electron from a higher shell. As the binding energy of inner shells is higher, an electron
transitioning from a higher shell to fill a vacancy left in a lower one will emit its excess
energy as a photon. These photons may be directly absorbed by another electron in a higher
shell of the same atom leading to the liberation of a so-called Auger electron as shown
in figure 3c. Alternatively, such photons carrying the energy difference between the two
involved shells can be emitted from the atom as shown in figure 3b and contribute to further
photon absorption or scattering processes in other atoms. The emission of characteristic
photons and the emission of Auger electrons are competing processes and their relative
yields depend on the atomic number of the target material. The Auger effect dominates at low
atomic numbers while the emission of photons becomes dominant for target materials with
higher atomic numbers. The cross section σph of the photoelectric effect strongly depends
on the atomic number Z of the target material and can be expressed as

σph ∝
Z 5

E3
γ

(1.10)

with the energy of the incident photon Eγ .
The total number N of electron-ion pairs created by the photoelectron emitted by an inci-

dent photon interacting in a target material can be calculated by dividing the total deposited
energy ∆E by the average energy needed to create an electron-ion pair, Wi, as

N =
∆E
Wi

(1.11)

and varies between 20 eV and 40eV for most gases [4].
The observed fluctuation σN of the number of created electron-ion pairs is lower than the

one expected due to Poisson statistics due to limitations on the ionisation process imposed
by the energy of the incident photon as an upper bound for the available energy for ionisation
and the presence of discrete energy levels in the electron shells of the involved atoms. The
Fano factor F describes such energy loss mechanisms which are not purely statistical and
is used to define the fluctuation in the number of created electron-ion pairs as

σN =
√

FN (1.12)

1.2.2 Scattering
Photonsmay be scattered elastically or inelastically depending on their energy and the target
material. Elastic scattering processes such as Thomson scattering or Rayleigh scattering
do not change the energy of incident photons and may occur by photons interacting with
electrons or atoms. If the energy of incident photons is large compared to the binding energy
of the electrons in the target material, photons may be scattered inelastically on weakly
bound electrons of the target material as shown in the Feynman diagram representation in
figure 4a.

This process known as Compton scattering changes the wavelength of the incident pho-
tons and depends on the scattering angle θ between the incident and the scattered photons
as shown in figure 4b. The change in wavelength ∆λ = λ′ − λ due to Compton scattering
can be expressed as

∆λ =
h

mec
[1− cos(θ)] (1.13)
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Figure 4. Compton scattering: (a) An incident photon is scattered on an electron of the target material.
(b) The scattering angle � determines the change in wavelength between the incident and scattered
photons.

with the Planck constant h. While for a scattering angle of 0° no energy is transferred and the
wavelength of the photon does not change, the maximum energy is transferred for backscat-
tering with a scattering angle of 180°.

1.2.3 Pair production

Figure 5. Pair production: A photon of sufficient energy may produce an electron-positron pair.

At even higher photon energies, photons passing the fields of nuclei or electrons can
create electron-positron pairs as shown in the Feynman diagram representation in figure 5.
The threshold photon energy for this pair production process is the sum of the rest masses
of the electron and the positron of 511 keV each. Therefore, pair production only occurs at
photon energies above 2 × 511 keV = 1.022 MeV. The excess energy of the incident photon
above this threshold is transferred to the created electron-positron pair as kinetic energy. At
high photon energies, electrons and positrons are preferably emitted in the forward direction
of the incident photon. The cross section for pair production depends on the atomic num-
ber of the target material and only increases slowly with incident photon energy. However,
since the cross sections of the photoelectric effect and Compton scattering decrease with
increasing incident photon energy, pair production is the dominant interaction process for
highly energetic incident photons. The mean free path for pair production by highly energetic
photons �pair can be related to the radiation length X0 by

�pair =
9
7

X0 (1.14)
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Chapter 2

Radiation detection with gaseous detectors

The detection of radiation is of paramount importance for a wide range of applications in
fields ranging from science and industry to medical imaging and treatment, to name but
a few. Taking advantage of the different channels of interaction of radiation with matter,
numerous detector concepts adapted for specific requirements and delivering information
about different properties of the studied radiation have been developed and used. Depend-
ing on the desired applications, radiation detectors should provide information about the
properties of incident radiation such as type and energy of particles, 2D or 3D information
of individual incident particles or particle beams or time of arrival information among others.
To achieve resolution and accuracy requirements in the determination of the properties of
radiation of a certain type, which are of the highest interest in a specific use case, differ-
ent detector technologies might be better suited than others. Detector technologies such as
semiconductor-based detectors, scintillators or gaseous detectors all come with strengths
and weaknesses and in many situations a combination of different technologies is nec-
essary to achieve the desired radiation detection capabilities. While semiconductor-based
detectors provide high detection efficiencies and good energy resolution, they may suffer
significantly from radiation damage and large-sized semiconductor-based detectors may be
uneconomical. Scintillators can provide fast timing information and are ideal time tagging
detectors but provide only limited spatial information and may degrade due to various age-
ing mechanisms. Gaseous detectors, on the other hand, allow for radiation detection with
minimal material budget by using gases or gas mixtures as the active medium for detection.
The low density of gases compared to liquids or solids minimises the impact on the incident
radiation but may also result in lower detection efficiencies as the interaction probability of
the incident radiation may be significantly lower than in the cases of liquid or solid active de-
tection materials. In addition, gaseous detectors are compatible with high-rate environments
[5, 6] and can be scaled up to cover large areas [7].

With minimal material budget, good radiation tolerance, cost-effective scalability to large
area coverage and the possibility to operate in high-rate environments, gaseous detectors
have gained popularity in fields such as high energy physics, nuclear physics and radia-
tion monitoring. Relying on the interaction of incident radiation with the gas used as target
material for detection, gaseous detectors make use of primary electrons produced by the
ionisation of gas atoms by the incident radiation. If the number of primary electrons is suffi-
cient, they can be used directly for the detection of incident radiation. Alternatively, the pri-
mary electrons generated by incident radiation can be multiplied by subsequent secondary
ionisation processes to increase the effectively available charge in the detector and per-
mit detection with increased signal-to-noise ratios. While various different gaseous detector
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concepts exist and are in use, they all rely on the same basic principles for the production
of free electrons and their movement in gases. The drift and diffusion behaviour of elec-
trons in electrical fields in gases determines the characteristics of gaseous detectors and
the achievable detection capabilities.

2.1 Charge conversion in gaseous detectors

Primary electrons created when incident radiation interacts with the active gas volume of
gaseous detectors are used for radiation detection. While charged particles directly produce
primary electrons when traversing the active volume by ionising gas atoms or molecules,
neutral particles can be detected when they undergo nuclear reactions such as inelastic
scattering, which produce charged particles or other products which can be detected di-
rectly. Low-energy photons interacting in the gas volume produce electrons by the photo-
electric effect. The number of primary electrons produced by incident radiation in the gas
depends on the energy threshold for the creation of free electrons in the gas, which is the
energy required to create an electron-ion pair, and the energy deposited by the incident ra-
diation. To achieve high signal-to-noise ratios in radiation detection, a possibly high number
of primary electrons is desirable. Charged particles such as alpha particles may deposit
a large amount of energy in the active volume of a detector resulting in high numbers of
primary electrons and consequently a high achievable signal-to-noise ratio. In the case of
large amounts of deposited energy, the initially created electrons might have sufficient en-
ergies to ionise further gas atoms or molecules contributing to the total number of electrons
created by ionisation.

However, gaseous detectors are not readily suitable for the detection of some types of
radiation such as highly energetic photons or neutral particles as the probability for interac-
tion of such particle radiation with the gas acting as target material for detection is very low
resulting in low detection efficiencies. The detection efficiency can be improved by increas-
ing the gas pressure in gaseous detectors, effectively increasing the density of the active
medium. Alternatively, the detection efficiency for a wide range of particles and particle en-
ergies can be significantly increased by using suitable converters. Neutron detection with
gaseous detectors becomes feasible when employing converters such as Gd or B, which
emit directly detectable radiation as a reaction to incident neutrons [8]. The same princi-
ple can be applied for the detection of highly energetic photons, which barely interact with
gases typically used as target materials. As the cross section for the interaction of photons
strongly depends on the atomic number of the target material, high-Z materials present ef-
fective converters for highly energetic photons and can be used to significantly increase
detection efficiencies for such photons in gaseous detectors.

2.2 Charge transport in gases

Primary electrons created in the target gas volume of a gaseous detectors can subsequently
be used for the detection of incident radiation. To record signals based on these primary
electrons, they have to be efficiently collected and amplified to produce significantly strong
signals for detection as the numbers of primary electrons are typically too low. With the av-
erage energy needed to create an electron-ion pair, Wi, of several tens of eV, the number of
primary electrons created by incident low-energy photons is typically in the range of several
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hundreds. For example, 5.9 keV photons emitted by a radioactive 55Fe source interacting
in an Ar-based gas mixture release around 200 primary electrons, which is not enough for
direct detection with commonly used readout electronics. Therefore, primary electrons must
be transported to an amplification structure used in gaseous detectors to undergo charge
amplification processes. Moving under the influence of electric fields, electrons will undergo
drift and diffusion processes when moving through the gas volume of a gaseous detector
until eventually undergoing avalanche multiplication processes by ionisation of gas atoms
or molecules in high electric field regions which produce further electrons and ions.

2.2.1 Drift

Due to their electric charge, electrons will move under the influence of an external electric
field against the direction of electric field vectors. This leads to a drift movement of electrons
in the presence of an electric field in a gas volume and is used to transport primary electrons
from the conversion region where they are created to amplification structures. The velocity
of electrons when drifting in an electric field depends on the frequency of collisions with gas
molecules and the strength of the electric field which accelerates the electrons. The drift
velocity w− of electrons can be expressed as

w− = k
eE
m
τ (2.1)

with a constant k describing the energy distribution of electrons, the electron charge e,
the electric field strength E and the mean time between collisions with gas molecules τ .
Therefore, the electron drift velocity depends on both the electric field and the mean time
between collisions since electrons lose energy when colliding with gas molecules and can
gain energy when being accelerated by the applied electric field between collisions. Electron
drift velocities vary significantly between different gas species and electric field strengths
and are typically in the order of several cm/µs. While for gases such as Ar or Xe the electron
drift velocities at atmospheric pressure increase approximately linearly with the electric field
strength up to at least 10 kV/cm and remain below 5 cm/µs at 10 kV/cm, the drift velocities
in some molecular gases such as CF4 or CO2 reach much higher values already at lower
electric field strengths [4]. The electron drift velocity as a function of the electric field for
different pure gases is shown in figure 6.

Figure 6. Computed electron drift velocities: The electron drift velocities in different pure gases at
1 bar vary greatly with the electric field strength. Adapted from [4].
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In noble gases, electrons colliding with the gas atoms can only interact by elastic scatter-
ing, excitation or ionisation. As there are no bound molecules but only individual gas atoms,
there are no other degrees of freedom such as vibrational or rotational states which could be
excited by electrons interacting with the atoms of noble gases. Therefore, electrons might
reach high energies, while the most probable energies in gas mixtures with molecular gases
such as CO2 are much lower as shown in figure 7.

Figure 7. Computed electron energy distribution: In pure noble gases such as Ar, electrons are signif-
icantly more likely to reach higher energies than in gas mixtures with molecular gases such as CO2.
Adapted from [4].

For electrons with kinetic energies below the threshold for excitation or ionisation, elastic
scattering at gas atoms causes electrons to repeatedly change their direction while moving
through the gas. For electrons which are accelerated by the electric field and consequently
reach higher velocities, the cross section for elastic scattering increases and leads to a
higher probability for faster electrons to be scattered and slowed down by gas atoms before
reaching energies sufficient for excitation or ionisation processes. The dependence of the
cross section for elastic scattering on the electron velocity therefore leads to a non-uniform
behaviour of the electron drift velocity w− with the electric field and limits the achievable
electron drift velocity in monatomic gases. As the electron drift velocity w− is proportional
to the mean time between collisions, which is in turn proportional to the mean free path
between collisions, a higher probability for elastic scattering leads to a decreased electron
drift velocity.

In gaseous detectors, high electron drift velocities are desirable to optimise the timing
response of detectors by quickly transporting primary electrons from the conversion region
to multiplication structures. Using molecular gases, significantly higher electron drift veloci-
ties can be reached. Since molecular gases feature additional degrees of freedom such as
rotational or vibrational states of gas molecules, electrons may transfer their energy to gas
molecules through other means than elastic scattering even for energies below the threshold
for excitation or ionisation. As a result, the mean energy of electrons is reduced for molec-
ular gases in comparison to monatomic gases as electrons can transfer their energy to gas
molecules more efficiently. Lower electron energies lead to a decreased total cross section
for interaction with gas atoms or molecules and therefore an increased mean free path and
mean time τ between collisions. An increased mean time between collisions results in an
increased drift velocity w− for electrons. Even small quantities of molecular gases added
to noble gases can significantly increase the electron drift velocity by providing additional
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channels for electrons to transfer their kinetic energy. Gas mixtures of noble gases with ad-
mixtures of molecular gases are therefore commonly used in gaseous detectors to achieve
optimised electron drift behaviours.

The drift velocity w+ of ions under the influence of an electric field can be described by

w+ = µE (2.2)

with the ion mobility µ and the electric field strength E . At atmospheric pressure, the drift
velocities of ions are several orders of magnitude lower than electron drift velocities and
typically in the order of 10−2 cm/µs or 10−3 cm/µs for electric field strengths of 0.1 kV/cm
or 1 kV/cm, respectively [4]. The average energy of ions remains largely independent of
the electric field up to very high field strengths, which leads to an ion mobility which is
independent on the electric field but depends on the type of ions moving in a specific gas
and on the pressure and the temperature of the gas [4]. The ion mobility can be related to
the diffusion coefficient for ions by the Nernst-Townsend formula as

D
µ

=
kT
e

(2.3)

with the diffusion coefficient D, the Boltzmann constant k , the temperature T and the elec-
tron charge e. For gas mixtures consisting of N different gas species G1, G2, ... , GN , the
ion mobility µi for ions of the gas species Gi in the gas mixture can be calculated by

1
µi

=
N∑

j=1

pj

µij
(2.4)

with the volume concentration pj of the gas species Gj in the gas mixture and the mobility
µij of ions of the species Gi in pure gas of species Gj .

2.2.2 Diffusion

Undergoing collisions with gas molecules due to thermal movement, ions and electrons
undergo diffusion even in the absence of electric fields. An initially localised distribution of
particles will diffuse symmetrically with time and the fraction dN

N of the number of particles
in a segment dx at distance x from the initial position can be calculated by

dN
N

=
1√

4πDt
e

−x2
4Dt dx (2.5)

with the diffusion coefficient D and the time t . The diffusion coefficient D depends on the
gas species, temperature and pressure and is used to quantify the diffusion behaviour in
a specific gas at defined environmental parameters. Diffusion also leads to a widening of
the density distribution of particles. The standard deviation σ of diffusing particles can be
described as

σx =
√

2Dt (2.6)

with the standard deviation of the distribution of particles in one direction σx [4]. In three
dimension, the standard deviation of the distribution in a volume, σV, can be expressed as

σV =
√

3σx =
√

6Dt (2.7)
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For drifting charges, longitudinal diffusion leads to a spread of an initially well-localised
distribution along the drift direction while transversal diffusion leads to a widening of the
charge distribution with the drifted distance, which also depends on the electric field strength.
The magnitude of the transversal diffusion of electrons after a drift distance of 1 cm in dif-
ferent gases at atmospheric pressure expressed as the standard deviation σT as a function
of the electric field strength is shown in figure 8.

Figure 8. Computed transverse diffusion in different gases: The transverse diffusion of electrons after
a drift distance of 1 cm varies with the gas species and the electric field strength. Adapted from [4].

In the absence of an electric field, the velocity of electrons and ions leading to their
diffusion depends on their thermal energy. The distribution of the energies of particles at a
specific temperature is described by the Maxwell-Boltzmann law and can be expressed as

F (ε) = 2
√

ε

π(kT )3 e−
ε

kT (2.8)

with the probability F (ε) for a particle having a specific energy ε, the Boltzmann constant
k and the temperature T . The distribution of energies does not depend on the mass of
the described particles. The energy distribution can be used to express the distribution of
velocities for particles with a specific mass m as

f (v ) = 4π(
m

2πkT
)

3
2 v2e−

mv2
2kT (2.9)

with the probability f (v ) for particles to have a velocity v .
In the presence of an electric field, electrons drift against the direction of the electric field

vectors and diffuse as a result of collisions with gas molecules. This combination of electron
drift and diffusion leads to a movement and spreading of an initially localised electron cloud.
As the electric field accelerates electrons and leads to an increase in the mean electron
energy, the diffusion behaviour of electrons moving in an electric fields strongly depends
on the electric field strength E in addition to the gas species, pressure and temperature.
The Nernst-Townsend formula (2.3) can be modified to relate the mobility of electrons to the
gas-dependent diffusion coefficient D and a characteristic energy εk as

D
µ

=
εk
e

(2.10)

with the electron mobility µ and the electron charge e. The characteristic energy εk is a
phenomenological quantity taking into account the increased average electron energy due
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to the acceleration by an external electric field. This quantity can be used to express the
linear diffusion of electrons in one direction, σe, over the distance x as

σe =

√
2εkx
eE

(2.11)

Due to their much highermass, ions are not accelerated by the electric field as strongly as
electrons and their energy is not significantly modified by an external electric field. Therefore,
the diffusion of ions in an electric field can be expressed without the need for a characteristic
energy as in the case of electrons. The linear space diffusion σi of ions moving under the
influence of an external electric field can be written as

σi =

√
2kTx
eE

(2.12)

and depends only on the temperature T of the gas and the electric field E .

2.3 Charge amplification in gases

Electrons drifting in an electric field are accelerated by the field and their energy is increased.
With increasing energy, electrons can interact with gas atoms and molecules through inelas-
tic processes and excitation or ionisation processes. The cross sections for different possible
interaction processes depend on the energy as shown in figure 9 for the electron-molecule
cross section for Ar.

Figure 9. Electron-molecule cross section for Ar: While only elastic processes can occur at low ener-
gies, ionisation and excitation processes set in at higher energies. Adapted from [4].

If electron energies exceed the ionisation potential of present gas species, electrons
might ionise gas atoms or molecules. Ionisation processes lead to the creation of pairs of
electrons and ions, which are also subject to the electric field and will be accelerated by
it. In sufficiently strong electric fields, electrons created during ionisation processes can
be quickly accelerated by the electric field and gain enough energy to trigger subsequent
ionisation processes creating further electron-ion pairs. The average number of electron-
ion pairs created per unit length by consecutive ionisations initiating from a single electron
drifting in a high electric field is expressed by the first Townsend coefficient α and can be
calculated by
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α = NσI (2.13)

with the number of gas molecules per unit volume N and the ionisation cross section σI. The
increase dn in the number of electrons due to successive ionisations over a drift distance
dx can be expressed with the first Townsend coefficient as

dn = nαdx (2.14)

with the number of electrons n at a given location. Integrating this expression, the number
n(x) of electrons after a drift distance x is given by

n(x) = n0eαx (2.15)

with the initial number of electrons n0 for a constant Townsend coefficient α. Therefore,
successive ionisation events triggered by electrons accelerated in high electric field regions
lead to an exponential increase in the number of electrons. This mechanism is exploited for
signal amplification in gaseous detectors. The magnitude of amplification is expressed by
the gain factor G defined as the ratio between the number of electrons after multiplication,
n, over a distance x and the number of primary electrons before multiplication, n0, as

G =
n
n0

= eαx (2.16)

This exponential increase in the number of electrons leads to the development of elec-
tron avalanches and is used to achieve high charge amplification factors. In addition to
secondary electrons being created in successive ionisation events, electron collisions with
gas molecules might also lead to excited atoms and molecules. Photons emitted during
de-excitation of excited gas atoms and molecules might be absorbed in the gas volume of
the detector and create additional free electrons, which might contribute to the overall ob-
served signal intensity and constitute a feedbackmechanismwhich can lead to discharges in
gaseous detectors. If the number of photons emitted during electron avalanchemultiplication
is high enough to create a significant number of free electrons which are subsequently am-
plified as well, the overall charge in the detector might increase and lead to discharges due
to excessive charge densities. The efficiency of photon emission processes during charge
amplification is described by the second Townsend coefficient. The risk for discharges due
to photon feedback may be reduced and mitigated by limiting the range of photons in the
gas volume. This can be achieved by adding so-called quenching gases to the gas mix-
ture used in a detector which diminish the transparency of the gas mixture to the photons
emitted by de-excitation processes during avalanche multiplication or quench scintillation
photon emission.

At excessive electric fields in gaps between two electrodes, feedback mechanisms might
lead to breakdown by avalanche multiplication. If the electric field is strong enough, ions
produced during electron avalanche multiplication of primary electrons might extract addi-
tional secondary electrons upon impact on the cathode, which trigger subsequent electron
avalanches. If the number of secondary electrons exceeds the number of primary electrons,
breakdown by avalanche multiplication can set it. The first Townsend coefficient α can be
used to express the condition required for the ignition of self-sustained discharges, which is
referred to as the Townsend criterion for gap breakdown, as
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γ(eαd − 1) = 1 (2.17)

with the secondary ionisation coefficient γ and the gap thickness d [9]. In the case of
γ(eαd − 1) ≥ 1, self-sustained discharges due to significant feedback mechanisms may
occur and cause gaseous detectors to enter unstable operation regimes.

Depending on the electric field used for chargemultiplication in gaseous detectors, differ-
ent operation modes of gaseous detectors are distinguished. While the electric field ranges
for different operation modes depend on gas parameters and detector geometry, a univer-
sal classification of operational regimes valid for all gaseous detectors can be performed as
shown in figure 10.

Figure 10. Operation regimes of gaseous detectors: Depending on the electric field strength in
gaseous detectors, different operation regimes can be distinguished. Adapted from [10].

At very low electric fields, primary electrons created in the conversion gas volume by inci-
dent radiation cannot be efficiently transported and collected. In this recombination regime,
primary electrons are lost to recombination processes before they can reach a multiplication
structure or collection anode and cannot be used for incident radiation detection.

At electric drift fields sufficiently strong for primary electrons to be separated from pos-
itive ions and be transported in the gas, gaseous detectors are operating in an ionisation
chamber mode. Primary electrons are transported from the location of interaction of the in-
cident radiation towards an anode electrode and collected there. The current reaching the
anode can be monitored and used to measure the amount of energy deposited by radiation
in the gas region between cathode and anode electrodes. In this operation mode, electric
fields are too low to trigger charge multiplication by successive ionisation processes and
only primary electrons are available for detection. This limits the applicability of ionisation
chambers as the number of primary electrons created by ionising radiation may in some
cases be insufficient for detection with readout electronics.

When the electric field in a gaseous detector is high enough for primary electrons to be
significantly accelerated between collisions with gas molecules and gain energies above the
threshold for ionisation, charge multiplication by ionisation takes place. The amplified signal
amplitude after charge multiplication is proportional to the number of primary electrons as
long as the significance of photon feedback remains limited and charge multiplications oc-
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curs over a constant and well-defined distance. In this case, a gaseous detector is operating
in the proportional mode and the amount of energy deposited by the incident radiation can
be deduced from the amount of charge detected after the multiplication stage.

At even higher electric fields, significant photon feedback leads to gain factors of avalanche
multiplication to become dependent on the primary charge and gaseous detectors enter a
regime of limited proportionality. Therefore, the recorded secondary charge after multipli-
cation is not directly proportional to the amount of primary charge anymore. In the case
of strong photon feedback, incident radiation might trigger discharges which propagate
throughout the whole detector. In this so-called Geiger-Müller mode [11], the secondary
charge does not depend on the primary charge anymore and is predominantly a function of
the capacitance of the gaseous detector. While unsuitable for proportional radiation detec-
tion, this operation mode is used when particle counting is sufficient.

2.4 MicroPattern Gaseous Detectors
Primary electrons created when incident radiation ionises gas atoms in the active gas vol-
ume of an ionisation chamber are transported by an applied electric field in the conversion
region and collected on an anode electrode for detection. However, individual events cannot
be identified by this approach as the energy deposited by individual interactions of incident
particle radiation is typically not sufficient to be detectable without charge amplification.

An early concept of a gaseous detector taking advantage of charge amplification in a
high electric field region is the single wire proportional chamber, which consists of a thin
anode wire surrounded by a cathode electrode with a gas-filled gap used for detection of
incident radiation between the wire and the cathode.

Figure 11. Single wire proportional counter: (a) Schematic view of coaxial single wire proportional
counter with anode wire and cylindrical cathode. (b) A negatively biased cathode contains a thin posi-
tively biased wire with the electric field strength increasing towards the wire in the centre. Adapted from
[4]. (c) In the vicinity of the anode wire, the electric field strength can surpass the threshold for ionisa-
tion to occur and electron avalanche multiplication towards the anode wire can take place. Adapted
from [4].

In this detector concept as shown schematically in figure 11, primary electrons from ion-
isation occurring in the gas gap between the anode wire and the cathode are accelerated
towards the positively biased anode wire. In the vicinity of the wire, the electric field strength
increases significantly. At a certain distance from the anode wire, the electrical field strength
surpasses the critical field strength needed to trigger secondary ionisation events as elec-
trons undergo avalanche charge multiplication in the high electric field region around the
anode wire. Therefore, even events with low numbers of primary electrons can be detected.
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Extending this concept from a single wire to a multitude of wires individually connected
to read out electronics, a multi-wire proportional chamber provides position information of
the incident radiation as well as energy information by operating in a proportional charge
amplification mode [12]. Multi-wire proportional chambers enabled a revolution in data ac-
quisition by employing a fully electronic readout approach and paved the way for modern
gaseous detector technologies and electronic data acquisition and analysis.

While the multiple wires of multi-wire proportional chambers could provide moderate
spatial information of radiation events, the achievable spatial resolution was limited by the
mechanical precision in manufacturing these detectors with a high number of thin wires with
a fine pitch. Moving towards planar structures with anode, cathode and readout electrodes
structured on substrates by micro-fabrication techniques such as photolithography, much
smaller detector structures could be achieved. These so-called MicroPattern Gaseous De-
tectors (MPGDs) are capable of achievingmuch better spatial resolutions due to the inherent
scale of the employed electrode structures.

MPGD-based detectors share a separation of charge conversion and amplification re-
gions, which allows the achievement of good energy resolutions. Incident radiation interacts
in a low electric field region and produces primary free electrons. Keeping the electric field
strength in this drift region well below the threshold for avalanche multiplication, no charge
multiplication occurs and electrons merely drift towards the multiplication region under the
influence of the so-called drift field in the conversion region. This results in the number of
electrons reaching the multiplication region to depend only on the energy deposited in the
gas in the conversion region by the incident radiation. As there is no charge multiplication in
the conversion region, the number of electrons reaching the multiplication region does not
depend on the depth of interaction of the incident radiation in the conversion layer, which
would adversely reflect on the achievable energy resolution. Signal amplification by elec-
tron avalanche multiplication occurs only in a thin, well-defined amplification region formed
by micrometer-scale electrodes, which features a high electric field strength sufficient for
secondary ionisation to occur. As all primary electrons produced in the conversion layer tra-
verse the same distance in the high electric field amplification region, they are amplified by
a constant factor, the so-called gain of a gaseous detector. The total number of electrons
after charge multiplication is therefore proportional on the number of primary electrons and
reflects the amount of energy deposited by the incident radiation.

Profiting from continuing advances in micro-fabrication techniques and many similar-
ities with industrial Printed Circuit Board (PCB) manufacturing, various MPGD concepts
have been developed over the past decades since the introduction of the first MPGD, the
Micro-Strip Gas Counter (MSGC), by A. Oed in 1988 [13]. The inherent capability to oper-
ate these detectors in high-radiation-rate environments made them a valuable tool in high
energy physics experiments [14] and other applications such as thermal neutron detection
[15]. MSGCs consist of alternating cathode and anode strips with widths and pitches on
the scale of tens to hundreds of micrometers structured on a planar substrate as shown in
figure 12.

Operating this structure in a gas volume and biasing the electrodes with alternating pos-
itive and negative polarity, high electric field regions between neighbouring electrodes ca-
pable of achieving electron avalanche multiplication are created and electrical signals from
the strips are read out by dedicated readout electronics. With the same micro-patterned
electrodes being used for defining the amplification field and for signal readout, MSGCs
are sensitive to discharges, which may damage or destroy the strip electrodes. By sepa-
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Figure 12. Micro-strip gas counter: (a) Schematic view of MSGC with alternating cathode and anode
strips. (b) The electric field map shows the electric field lines between cathode and anode strips in
a cross section of a MSGC. High electric field regions in the vicinity of the anode strips are used for
signal amplification and electron collection. Adapted from [4].

rating the electrodes used for amplification and signal readout, other MPGD-based detec-
tors could overcome this issue. While numerous MPGD concepts have been developed
and used in a range of applications, two MPGD technologies stand out as having achieved
widespread popularity and application. Micro-Mesh Gaseous Structures (Micromegas) have
been proposed in 1992 by Y. Giomataris et al. [16] and employ a high electric field region for
charge multiplication between a micro-mesh suspended on pillars on top of a planar anode
electrode. Coupling a conversion region between a planar cathode and the micro-mesh to
the thin amplification region between the suspended micro-mesh and the anode electrode,
Micromegas-based detectors as shown in figure 13 can sustain high radiation rates and
provide good energy resolution.

Figure 13. Micro-Mesh Gaseous Structures: (a) Schematic view of Micromegas with an amplification
region between a micro-mesh suspended by pillars and an anode electrode. (b) SEM image of typi-
cal Micromegas geometry in a detector read out with readout electronics integrated in the substrate.
Adapted from [17]. (c) The electric field map shows the high electric field in the amplification region
between the micro-mesh and the anode electrode. Adapted from [4].

The thickness of the amplification region of typically around 100µm permits high electric
field regions and consequently high charge gain factors of up to 105. The signal induced
by the large number of electrons after avalanche multiplication is read out from the anode
electrode or dedicated readout electrodes separated from the anode electrode. This sin-
gle amplification stage concept limits the maximum achievable gain of Micromegas-based
detectors.
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Gaseous Electron Multipliers (GEMs), another MPGD technology, rely on high electric
field regions inside well-defined holes for charge avalanche multiplication and permit multi-
stage amplification structures.

2.5 Gaseous Electron Multipliers

Based on perforated foils consisting of two electrodes separated by an insulating layer,
GEMs are multiplication structures used for charge amplification by electron avalanche mul-
tiplication within high electric field regions. First introduced in 1997 by F. Sauli [18], this
technology has since gained popularity for various applications in radiation detection and
large-area detectors based on GEMs have been realised [19]. While GEMs exist in many
varieties and the dimensions and employed materials of the structures vary, typical GEM
foils are made up of a 50µm thick insulating polyimide layer with 5µm thick Cu layers as
electrodes on both sides, as shown schematically in figure 14.

Figure 14. Gaseous electron multiplier: (a) Schematic view of GEM consisting of a perforated foil with
two Cu electrodes separated by an insulating layer. (b) SEM image of typical GEM foil with 70 µm
diameter holes with a pitch of 140 µm. Adapted from [4]. (c) The electric field map shows the high
electric field in the holes of a GEM which permits electron avalanche multiplication. [4].

In this multi-layer foil, holes with a diameter of commonly 70µm and a pitch of 140 µm in
a hexagonal pattern are structured by photolithographic techniques and etching. Depending
on structuring and etching techniques, the geometry of the cross section of the holes can
vary from cylindrical to double conical shapes. The two Cu layers used as electrodes can
be individually biased. By applying electrical potentials with a difference of several hundred
volts on the two electrodes, high electric field regions with field strengths of several 104 V/cm
in the holes of the GEM foil are obtained. Due to the geometry of the holes, electric field
lines between the two electrode are concentrated in well-defined regions within the holes as
shown in figure 14c. The holes in the GEM foils must be structured with high precision and
care to achieve smooth surfaces as any exposed or sharp metallic edges on the electrodes
or around the circumference of the GEM holes lead to concentrated electrical field lines and
may trigger destructive discharges.

Electrons drifting towards a GEM foil will follow the electric field lines and are channeled
into the holes of the GEM in appropriate electric field configurations. A high electric field
strength inside of the holes created by biasing the bottom electrode of a GEM foil more
positively than the top one by several hundred volts results in electrons being strongly ac-
celerated within the GEM holes and permits them to gain enough energy to ionise further
gas atoms thus creating additional electron-ion pairs. While ions move towards the cathode

21



under the influence of the electric field, the secondary electrons can gain sufficient energy
from the high electric field region within the holes and create further electrons leading to
electron avalanche multiplication. The high number of secondary electrons created within
GEM holes will move out of the holes and follow electric field lines below the GEM foil. The
created electrons from a GEM-based multiplication stage can be read out directly or trans-
ferred to further multiplication stages. The fact that electrons are available for subsequent
multiplication steps after undergoing electron avalanche multiplication in the holes of a GEM
foil is an outstanding feature of GEMs and can be used to achieve very high charge gain
factors in multi-stage amplification structures. Commonly, multiple GEM foils are operated in
series with each one multiplying the number of electrons arriving from the previous one. In
a typical triple-layer GEM structure, primary electrons from ionisation in a drift region above
the GEM stack are multiplied by the first GEM in the stack and transferred by an electric
transfer field to the second GEM, where the arriving electrons are multiplied again. Sub-
sequently, they are transferred to the third GEM in the stack and undergo a third stage of
avalanche multiplication. This approach permits high charge gain factors of up to 106 while
still operating the detector in a stable regime as each amplification stage is only responsi-
ble for a fraction of the total charge gain. A typical gaseous detector buildup based on a
triple-GEM charge multiplication stage is shown schematically in figure 15.

Figure 15. Triple-GEM setup: (a) Gaseous detector with triple-GEM multiplication stage and cathode
and anode electrodes. (b) Schematic cross-sectional view of gaseous detector based on triple-GEM
multiplications stage in a gas volume with an entrance window for incident radiation.

The active volume for incident interaction is formed between the cathode electrode and
the top electrode of the first GEM in the triple-GEM stack. In this region, incident radiation
produces primary electrons by ionisation of gas atoms. Since energy deposited by incident
radiation is converted to primary electrons, which are subsequently used for detection, this
region is called the conversion region. In the electric field created between the cathode and
the top electrode of the first GEM, the created primary electrons drift towards the GEM.
The conversion region of a gaseous detector is therefore also commonly called the drift
region of the detector. The electric field in the drift region must be sufficiently strong to effec-
tively allow primary electrons to reach the multiplication stage. If the drift field is too weak,
primary electrons might undergo recombination with positive ions to neutral atoms which
makes them unavailable for the electron avalanche multiplication process in the charge am-
plification stage. In addition, primary electrons might become attached to electronegative
impurities such as O2 [9] in the gas volume of the detector if they move too slowly as a
result of a weak drift field. These processes might lead to a decrease in signal amplitude
and therefore limit the achievable signal-to-noise ratio. Depending on detector geometry,
operation principle and gas purity, typical drift field strengths of several hundred up to a
few thousand V/cm are used. Drift region thicknesses of several millimetres are common
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for GEM-based detectors, which is sufficient to achieve reasonable detection efficiencies
for MIPs, although detector concepts such as Time Projection Chambers (TPCs) may use
significantly thicker drift regions with optional field shaping electrodes to ensure a possibly
uniform electric field throughout the drift region.

After the multiplication in the first GEM of a multi-GEM multiplication structure, electrons
need to be transferred from one GEM to the next one. Transfer gaps of a few millimetres
between individual GEM foils in a multi-GEM stack are typically used. The electric field in
the transfer region between GEMs, the so-called transfer field, plays an important role in
the operation and efficiency of a multi-GEM multiplication stage. The transfer field must be
chosen such that electrons are efficiently extracted from the holes of the first GEM and can
be well collected into the holes of the second GEM. The correct choice of transfer fields is
therefore important tomaximise the effective total charge gain of aGEM-basedmultiplication
stage in order to achieve possibly high signal-to-noise ratios.

The gain of a GEM-based multiplication stage depends on the voltage drop across the
GEM as well as on operating conditions such as gas composition, temperature and pres-
sure. Even with a single GEM, gain values exceeding 103 may be reached, although the
onset of electron avalanche multiplication and the maximum achievable voltage before en-
tering unstable operating conditions depend on the employed gas mixtures and composi-
tions. The gain of a single GEM was measured in different gas mixtures with varying CF4

fractions as a function of the voltage drop across the GEM as described in detail in section
A.2. High gain factors over three orders of magnitude could be reached with some of the
investigated gas mixtures at atmospheric pressure as shown in figure 16 as a function of
the voltage drop across a single GEM. The voltage drop across the GEM was increased up
to a maximum of 500V. At this voltage drop the GEM was still in a stable condition in all
investigated gas mixtures.

Figure 16. Single GEM gain: The gain of a single GEM operated in different gas mixtures at atmo-
spheric pressure may be varied over three orders of magnitude by changing the voltage drop across
the GEM. The onset of electron avalanche multiplication and the gain for a certain GEM voltage vary
with gas composition.

GEMs are compatible with high particle rates [6] and are therefore well-suited for applica-
tions in detectors used in high energy physics. While ions created in the holes of the GEMs
during avalanche multiplication distort electric fields due to their charge, their effect on the
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response of a GEM-based multiplication stage is small. The so-called space charge region
composed of ions slowly moving towards the cathode presents a problem only in extreme
operating conditions and GEMs can readily cope with particle fluxes commonly encountered
in most applications outside of high energy physics. Distortions of the electric fields used in
GEM-based detectors due to space charge regions can be minimised for the case of long
drift distances by employing gating structures to block ions from drifting towards the cath-
ode and remove them from the active volume of the detector [20]. This requires structures
which combine possibly high transparencies for electrons with minimal transparencies for
ions. Gating meshes as well as high-aperture GEMs [21] have been developed to block ions,
while graphene layers covering the holes of the GEMs present another promising approach,
which may potentially work well to block ions while being transparent to electrons [6].

The low material budget of gaseous detectors such as GEMs permits the development
of detectors for applications such as non-invasive beam monitoring, which require a minimi-
sation of the material in the path of the beam. The low density of gas used as target material
for incident radiation makes gaseous detectors ideally suited for applications requiring low
material budgets. With 5µm thick Cu electrodes on both sides of a 50µm thick insulating
foil, the typically used GEM geometry is already well-suited to fulfil low material budget re-
quirements. In order to minimise the material budget further, the GEM geometry can be
optimised by thinning down the metallic electrodes and using either thin Cu electrodes [22]
or very thin layers of Cr [23] on both sides of an insulating foil as electrodes.

Presenting a cost-efficient solution for large-area detectors, GEM foils with active areas
ranging from several square millimetres up to more than 1 m2 are manufactured to meet
experimental requirements. For small-scale detectors and detector development prototypes,
a standard GEM foil geometry with an active area of 10× 10 cm2 has been defined and is
widely used. Employing a double mask photolithography process, the production of these
standard GEM foils with holes with a diameter of 70µm at a pitch of 140µm has been
standardised and industrialised.

Different variation of GEMs and GEM-like multiplication structures have been developed
and operated. Some examples include thick GEMs, glass GEMs and Thick-COBRA detec-
tors. Thick GEM-like hole multipliers with typical thicknesses and hole diameters on the
scale of millimetres have been shown to permit high single-stage gains and are proposed
for photon detection and low-pressure operation [24]. Glass GEMs potentially offering supe-
rior outgassing properties have been manufactured and successfully operated for imaging
applications [25] and high-resolution X-ray tomography [26]. Thick-COBRA detectors com-
bine structured electrodes as found in micro-hole and strip plates with thick GEM geometries
and aim at high gains and increased robustness [27]. Amplification structures based on high
electric field regions in well-defined holes have also been integrated directly onto substrates
to realise so-called WELL [28] or resistive-plate WELL [29] gaseous detectors.

2.6 Readout of MPGDs

Gaseous detector technologies such as Micromegas and GEMs are used to amplify electri-
cal signals by electron avalanche multiplication. For the detection of incident radiation, the
amplified electronic signals must be read out from the detector. This requires the coupling
of a suitable readout technology to the amplification structure. Ranging from single-channel
readout by planar anodes to high-resolution readout by electrical or optical signals, a multi-
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tude of readout concepts meeting different experimental requirements and limitations have
been developed and are employed for acquiring signals from gaseous detectors.

2.6.1 Electronic readout of MPGDs

An anode electrode below the last GEM in a multi-GEM multiplication stage as shown in
figure 15 can be used for directly reading out the produced secondary charge by monitoring
the electric current reaching the anode. The electric field strength between the bottom elec-
trode of the GEM and the anode must be sufficiently high to efficiently extract electrons from
the holes of the GEM and collect them on the anode. By connecting the anode electrode to
ground with an ammeter in series or biasing it through an ammeter, the current reaching the
anode can be recorded. This readout concept based on current monitoring is applicable only
when an integrated reading of the secondary charge is sufficient. As electronic signals are
typically on time scales too fast for the detection of individual signals by standard ammeters,
the read out current results from an average of numerous signals and provides information
about the average amount of charge arriving in a defined time interval. The current I at the
anode depends on the average number of electrons per event reaching the anode and the
rate of events and can be calculated by I = en1R with the electron charge e, the average
number of secondary electrons reaching the anode per event n1 and the rate of events R in
Hz. When the average number of secondary electrons reaching the anode or the event rate
are low, highly sensitive ammeters and optimised noise attenuation are required. Reading
out the current from the anode of a GEM-based detector can be used to determine the ef-
fective charge gain of the multiplication stage. The effective charge gain G defines the factor
by which the number of secondary electrons reaching the anode after electron avalanche
multiplication is larger than the number of primary electrons. It differs from the inherent gain
of the multiplication stage as it also takes into account possible losses of electrons due to
a limited electron transparency of the GEM. Therefore, n0 primary electrons entering the
multiplication stage will result in n1 = n0G secondary electrons reaching the anode. The
effective charge gain of the detector, G = n1

n0
, can be determined for a known current, event

rate and number of primary electrons by the expression

G =
I

en0R
(2.18)

To read out events individually, electrical signals induced by secondary electrons mov-
ing in the induction gap between the last GEM and an anode electrode can be exploited.
According to the Shockley-Ramo theorem, the high number of secondary electrons leaving
the multiplication stage after electron avalanche multiplication induces an electrical signal,
which can be used for the detection and the determination of the energy deposited by in-
dividual events. Induced electrical signals can be read out from the anode as well as from
other electrodes in the detector such as the bottom electrode of the last GEM in a multi-GEM
stack. To optimise the achievable signal-to-noise ratio in the readout of induced electrical
signals and be able to read out signals from events with a low number of primary electrons
created, a chain of readout electronics consisting of a combination of amplifiers, signal shap-
ing electronics and filters can be used. Typically, a pre-amplifier connected to the electrode
used for reading out induced electrical signals is used as a first signal conditioning stage. By
connecting a pre-amplifier with a possibly short connection to the readout electrode, signals
are quickly amplified to minimise the significance of electronic noise which may be picked
up along the path of the read out signals. The signal produced in the pre-amplifier is typically
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further amplified and shaped by an integrating and differentiating shaping amplifier before
being acquired. Signal shaping parameters such as integration time and differentiation time
have to be optimised to minimise the significance of electronic noise by an increased signal
integration time while maintaining a possibly fast detector response. To achieve high signal-
to-noise ratios in electronically read out detectors, electronic noise must be minimised as
effectively as possible. The noise contribution from the power supplies used for biasing the
detector elements including the multiplication stage can be minimised by employing low-
pass filters in the bias lines between the power supply channels and the biased electrodes.
A simple low-pass filter consisting of a series resistor and a capacitor to ground or a combi-
nation of multiple low-pass filter stages can effectively decrease electronic noise originating
from the power supply. Noise picked up by the connection between the readout electrode
and the first stage of the signal conditioning chain presents a significant contribution to the
overall noise level and has to be minimised effectively. Using coaxial cables with a properly
grounded shielding around the centre conductor used for transmitting signals can greatly
decrease the level of picked up electrical noise. Furthermore, grounding all metallic compo-
nents of a detector which can act as additional shielding, such as the detector vessel, boxes
containing filtering circuits and read out electronics, can also limit the picked up noise and
result in an improved signal-to-noise ratio.

Using signals induced by moving secondary electrons instead of collecting charge di-
rectly allowsmore intricate readout geometries, which can provide additional spatial informa-
tion and can be used for 2D position sensitive electrical readout. Electrons can be collected
by an anode used to define the induction field while the signal is read out from electrodes
electrically insulated from the anode. These so-called readout electrodes are used to pick up
the signal induced by the moving secondary electrons but do not collect charge themselves
in an AC-coupled configuration. Decoupling the anode used for charge collection from the
readout electrodes and relying on induced electrical signals permits detector geometries
with higher tolerance to discharges. The destructiveness of discharges can be limited by
using a resistive material as anode electrode for charge collection instead of a fully conduc-
tive metallic electrode. The separation of the readout electrodes from the anode electrode
used for charge collection also decreases the effect of discharges on the readout electrodes.
A schematic view of a resistive readout geometry consisting of resistive anode strips and
top and bottom readout strips providing 2D spatial information separated by insulating layers
is shown in figure 17. This technique is widely used to protect Micromegas and so-called
resistive Micromegas, which employ a resistive anode electrode, are used particularly in
high-rate environments [30, 31]. A resistive anode layer also permits a complete decoupling
of charge collection and readout electrodes. In so-called Piggyback Micromegas, charge is
collected on a resistive layer on a ceramic substrate while signals are capacitively coupled
to pads, which are placed outside of the detector volume [32].

Using segmented readout electrodes to obtain spatial information from induced electrical
signals, position sensitive detectors can be realised. Common geometries for segmented
readout electrodes used for 2D readout include pixels and crossed strips. Pixelated readout
electrodes consist of a large number of individually read out pads across the active area
of the detector. The position of the incident radiation can be directly obtained by registering
which pixel recorded an electrical signal. Pixelated readout requires the readout of a high
number of individual channels and a connection from each pixel to the readout electronics.
In the case of a high number of pixels, this may lead to difficulties in signal routing and may
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Figure 17.Resistive strip readout: (a) Schematic view of readout geometry consisting of resistive strips
and top and bottom readout strips separated by insulating layers. (b) Cross section of the readout
geometry with resistive strips parallel to bottom readout strips and top readout strips in between.

require multi-layer PCBs. Using a combination of GEM detectors and the Timepix readout
chip, spatial resolutions below 30µm have been achieved with pixelated readout [33].

Alternatively, 2D spatial resolution can also be obtained from crossed strip electrodes. In
this geometry, the location of signals can be obtained by registering each event in multiple
strips in different directions. In cartesian readout strip geometries, strip electrodes in one
layer provide X-axis coordinates of detected signals while another layer of strips rotated
by 90° with respect to the other one provides Y-axis coordinates of detected signals. By
combining information about hit strips in the X-direction and in the Y-direction, the 2D position
of events can be determined. Hit strips can be identified by checking the amplitude of the
read out signal against a binary threshold. To achieve better spatial resolution, positions
can be determined from a centre of gravity fit of the amplitudes of several neighbouring hit
strips. This approach has been used to achieve spatial resolutions in the order of tens of
µm in GEM-based detectors read out by crossed readout strips. A readout structure with
crossed readout strips can be realised in a multi-layer structure by metallic readout strips in
different directions electrically insulated from each other. As shown in figure 18, a bottom
layer of strips is used for signal readout in one dimension while a second layer of strips on
top of the first layer and separated by an insulating layer below the top strips is used for
readout in a second dimension.

Figure 18. 2D strip readout: (a) Anode consisting of top and bottom strips in X and Y-directions sepa-
rated by insulating layer. (b) Schematic view of cartesian readout strips drawn to scale with width and
pitch of strips optimised for balanced charge sharing between layers.

As the top layer of readout strips partially covers the bottom layer of strips, the signal
amplitude picked up by strips on the different layers may vary. To split the signal amplitude
for top and bottom readout strips in a well-balanced way, the charge sharing ratio between
the top and bottom layers of readout strips can be optimised by tuning the widths and pitches
of the readout strips on both layers. In a readout strip geometry with bottom strips with a
width of wb and a pitch of pb and top strips with a width of wt and a pitch of pt, the charge

27



sharing ratio rc of the uncovered areas of the top and bottom strips can be calculated as
rc = wtpb(wbpt − wtwb) [34]. For the same strip pitch on both layers, the bottom strips must
be wider than the top strips for equal charge sharing as they are partially covered by the top
strips. The expression given above is true for the case of a negligibly thin insulating layer
between the two layers of strips. If the insulating layer on which the top strips sit has non-
negligible thickness, the fact that the bottom strips are not on the same plane as the top
strips has to be taken into account in determining the required strip widths and pitches for
balanced charge sharing between the layers. While 2D readout with crossed strips requires
less readout channels than pixelated readout, it is more susceptible to ghost hits in high-rate
environments. If two events hitting a total of four readout strips occur within a very short time
interval and are recorded by the readout electronics simultaneously, the precise location of
the events cannot be determined unambiguously and so-called ghost hits are recorded.
However, some of these ambiguities might be resolved by correlating signal amplitudes
of signals recorded on two layers of strips [35]. Crossed strip readout is widely used for
the electrical readout of MPGDs due to its ease in implementation and simple routing from
readout strips to readout electronics. The spatial resolution of 2D strip readout without centre
of gravity fitting is on the scale of the pitch between strips. With centre of gravity fitting to
determine the hit position with higher precision, spatial resolutions well below 100µm have
been achieved [31]. If spatial information in a single direction is sufficient, 1D strips can be
used. This approach has been employed in aGEM-based TPC for the Super-FRS tracking of
heavy ions at FAIR [36] as well as in Micromegas-based detectors, where a spatial resolution
of less than 20µm has been achieved [37].

Gaseous amplification stages such as GEMs or Micromegas can also be coupled to
solid state pixel sensors. Due to the low capacitance of individual readout pixels and the
high gain factors achievable by the amplification stages, these hybrid devices can be sensi-
tive to single primary electrons released in the gas and perform tracking of high-multiplicity
events as so-called micro-TPC devices [38]. Sub-millimetre spatial resolution in the 3D re-
construction of MIPs was achieved by coupling a triple-GEM to Timepix readout chips with a
total of 512× 512 pixels in a so-called GEMPix hybrid detector [39]. Similarly, Micromegas-
like amplification structures have also been combined with Complementary Metal-Oxide-
Semiconductor (CMOS) pixel chips to so-called GridPix hybrid detectors [40] and high effi-
ciencies for detecting single electrons with this concept have been demonstrated [41].

2.6.2 Optical readout of MPGDs

MPGD-based detectors can be also read out optically by recording the scintillation light
emitted during electron avalanche multiplication. Using suitable gas mixtures with emission
spectra matching the wavelength-dependent efficiency of photodetectors, emitted scintilla-
tion light can provide information about the energy of events and position sensitive photon
detectors such as imaging sensors can provide images of events with high granularity and
spatial resolution. Taking advantage of technical advances in the development of imaging
sensors in recent years, Charge-Coupled Devices (CCD) and CMOS imaging sensors with a
high number of low-noise pixels are available and can be used to optically read out gaseous
detectors. The signal-to-noise ratios achievable by optical readout depend on the readout
noise of the imaging sensor and the intensity of emitted and detected scintillation light. In-
herently insensitive to electronic noise, optical readout provides an attractive alternative to
electronic readout of MPGDs and high spatial resolution can be achieved by high-granularity
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imaging sensors andmatching optical lenses. However, themaximum frame rate in the order
of 100Hz achievable by modern imaging sensors limits optical readout with imaging sensors
to an integrating data acquisition mode in many cases. The intuitive way of obtaining visual
representations of events without the need for extensive image reconstruction algorithms is
a key advantage of optical readout. GEMs are ideally suited for optical readout due to the
high charge multiplication and the resulting strong scintillation light intensity in multi-GEM
multiplication structures. Additionally, in comparison to other MPGD technologies like Mi-
cromegas, which are built on a substrate which may inhibit the readout of scintillation light,
the perforated foil structure of GEMs permits emitted scintillation light to be readily recorded
with photon detectors or imaging sensors placed below them.

2.7 Applications of MPGDs
The low material budget, radiation hardness and high-rate capability as well as scalabil-
ity to large-area detectors have led to applications of MPGDs in many fields ranging from
high energy physics to tomography and medical applications. Notable examples of applica-
tions of MPGDs in high energy physics include upgrades of the ATLAS, CMS and ALICE
detectors at the Large Hadron Collider (LHC) at CERN, which will be installed during a
shutdown of the LHC. The ATLAS collaboration has chosen Micromegas for the New Small
Wheel (NSW) upgrade for the forward muon detectors. Employing a 2D strip readout with
a dedicated Application-Specific Integrated Circuit (ASIC) developed for this purpose, the
NSW will feature several planes of Micromegas-based detectors with a total detector area
of 1200 m2 [42]. The CMS collaboration is installing triple-GEM-based detectors as part of
a muon chamber upgrade in the outer region of the detector. Individual modules with GEM
foils with dimensions of up to 44.5× 120.9 cm2 are combined to cover a total active area of
approximately 27 m2 [43]. The ALICE collaboration is upgrading the readout of the endcaps
of the main TPC used in the experiment with quad-GEM-based detectors. In order to reduce
ion backflow and minimise distortions by space charge effects, each quad-GEM-based de-
tector uses two GEM foils with a hole pitch of 140µm and two GEM foils with a hole pitch of
280µm [44].

Gaseous detectors are also used in muon tomography to acquire images of massive
objects such as cave systems [45] or pyramids to analyse their homogeneity and search for
concealed cavities. While the low detection efficiency of gaseous detectors limits their suit-
ability for medical imaging applications in which radiation dose exposures to patients have
to be minimised, GEM-based detectors may present a viable solution for beam monitoring
detectors used for machine parameter and patient treatment plan verification in radiotherapy
and hadron therapy facilities. Similar to commonly employed ionisation chambers in hadron
therapy facilities, MPGD-based detectors may permit online beam monitoring due to their
low material budget.

Gaseous detectors present an attractive approach to radiation detection and are ideally
suited for applications demanding a low material budget or radiation hardness. While limited
efficiency due to the low density of the active medium used for radiation detection may
not be acceptable for some applications like medical imaging, the high achievable charge
gain factors enable detection of weakly ionising radiation. Additionally, the ability to tune the
effective charge gain of employed amplification structures permits detectors with radiation
detection capabilities ranging from MIPs to highly ionising particles.
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Chapter 3

Light production and detection in gaseous
detectors

Radiation detection by optical readout relies on the emission of photons triggered by an in-
cident particle traversing the active detector material and depositing energy. Different light
production mechanisms are distinguished by the processes involved in the emission of pho-
tons. Primary and secondary scintillation and electroluminescence are dominant light pro-
duction mechanisms used for particle detection.

3.1 Light production mechanisms

Scintillation is a type of luminescence, which is based on the excitation of atoms ormolecules
as a result of the deposition of energy by incident radiation. The light production mechanism
of scintillation describes the emission of photons when excited atoms or molecules return
to lower energy states and the excess energy between the excited state and the lower en-
ergetic one is emitted as photons. Depending on energy level structures of involved atoms
and molecules, scintillation light emission might occur during direct transitions from an ex-
cited state to an energetic ground state or involve more complex processes. De-excitation
processes resulting in the emission of scintillation photons with specific energies can be
preceded or succeeded by other transitions of the excited atoms or molecules which might
or might not emit photons themselves. Several energy level transitions, which do not trig-
ger the emission of photons and are therefore called radiation-less transitions might take
place before scintillation photons are emitted. In that case, the energy of emitted photons is
lower than the one of the previously absorbed incident photons, which is described by the
Stokes-shift to longer wavelengths for emitted scintillation photons.

Light emission by scintillation can occur in a multitude of materials including gases, liq-
uids, organic and inorganic crystals and glasses. Depending on the time constants of the
emission of scintillation light after the absorption of incident radiation, fluorescence and
phosphorescence are distinguished as two classes of scintillation mechanisms. While fluo-
rescence leads to the prompt emission of photons, phosphorescence describes scintillation
processes in which the emission of photons occurs with some time delay after the absorp-
tion of incident radiation. The re-emission of absorbed energy may be delayed by up to
several hours as a result of quantum mechanically forbidden transitions in the energy level
spectra of some materials. In gaseous radiation detectors employing signal amplification
structures, primary and secondary scintillation are distinguished. Light emitted as a result
of the interaction of incident radiation with the target material of the detector is called primary
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scintillation light as its emission coincides with the creation of primary electrons. Secondary
scintillation light is emitted during the creation of secondary electrons as a result of elec-
tron avalanche multiplication in charge amplification structures. While different energy levels
might be involved in the emission of primary and secondary scintillation light, these terms
are solely used to distinguish the light produced by the primary interaction and during charge
multiplication processes.

Light may also be emitted by a process called electroluminescence. In gaseous detec-
tors, this process can result in photon emission when electrons with intermediate energies,
which are below the threshold for ionisation but sufficient for excitation, excite gas atoms or
molecules. The intensity of this photon production mechanism is proportional to the number
of involved electrons, the electric field strength and the length of the path of the electrons. In
semiconductors, electron-hole pairs might be created by highly energetic electrons striking
atoms or by doping in semiconductor junctions. In high electric field regions, electrons might
be accelerated sufficiently to create electron-hole pairs when striking atoms and thus trigger
light production by electroluminescence. Light may also be emitted in a number of other lu-
minescence processes in which energy is provided by different sources such as mechanical
action, sound waves, or chemical reactions, to name but a few. While electroluminescence
is an important process in semiconductor devices, light production in gaseous detectors is
dominated by primary and secondary scintillation.

The amount of emitted light is an important parameter determining the achievable signal-
to-noise ratio in an optically read out detector. For primary and secondary scintillation, the
emitted light intensity may depend strongly on parameters such as gas pressure and elec-
tric field strength [46]. A careful tuning of these parameters is necessary to maximise the
light yield in order to reach possibly high detection efficiencies and signal-to-noise ratios.
Wavelength-resolved absolute irradiance measurements can be used to quantify and com-
pare scintillation light emission intensities. Absolute irradiance is defined as the radiant flux
passing through or hitting a surface area and can be reported in units of power per unit area
per unit wavelength (µW/cm2/nm).

In the case of gaseous detectors, the number of primary scintillation photons emitted in
the conversion gas volume depends on the amount of energy deposited by incident radiation
as well as the gas composition and the pressure and electric field strength in the conversion
region. In order to be useful for radiation detection by optical readout, emitted scintillation
light must be possibly intense in a wavelength range compatible with the employed photon
detection devices. While numerous gases and gas mixtures feature ample scintillation light
emission in the UltraViolet (UV) or deep-UV wavelength ranges, technical considerations
such as opaqueness of many materials in this short wavelength range have to be taken
into account. To take advantage of readily available photon detectors and imaging sensors,
wavelength-shifting materials such as tetraphenyl butadiene [47] or gases with significant
scintillation light emission in the visible (VIS) wavelength range are necessary. Gas mix-
tures with admixtures of tetrafluoromethane (carbon tetrafluoride, CF4) have been found to
feature ample scintillation light emission [48] with a pronounced emission peak in the VIS
wavelength range. Such gas mixtures typically emit in the order of 0.1 to 0.3 secondary scin-
tillation photons per secondary electron during electron avalanche multiplication. Therefore,
mixtures based on noble gases with some fraction of CF4 have gained popularity for opti-
cally read out gaseous detectors and have been used extensively [49, 50, 51]. In addition
to intense scintillation light emission, CF4 also permits high charge gain factors and values
as high as 1.6× 104 have been achieved with single GEMs operated in pure CF4 at atmo-
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spheric pressure [52]. As the use of Ar is much more economic than Ne, He or Xe, Ar/CF4

gas mixtures are widely used for optically read out GEM-based detectors.

3.1.1 Scintillation of Ar/CF4 mixtures

The scintillation light spectrum of an Ar/CF4 gas mixture with 20% of CF4 (by volume) is
shown in figure 19a. A dominant broad emission band centred around a wavelength of
630 nm is accompanied by a number of sharp emission lines in the Near-InfraRed (NIR)
range between 720 nm and 820nm and a UV emission band. The emission spectrum is
a result of ionisation, excitation, charge transfer, dissociation and de-excitation processes
occurring upon electron impact on Ar atoms and CF4 molecules.

Figure 19. Scintillation of Ar/CF4 gas mixture: (a) The scintillation spectrum of an Ar/CF4 gas mixture
with 20% of CF4 displays UV and VIS scintillation bands and sharp emission lines in the NIR range.
(b) Scintillation mechanisms contributing to the Ar/CF4 scintillation spectrum. Solid black lines rep-
resent ionisation processes and dashed grey lines denote excitation processes. Dashed black lines
represent charge transfer between atoms and molecules and solid grey lines represent dissociation.
Emission of photons in the UV band (blue), in the VIS band (orange) and in the NIR range (red) is
shown by wavy arrows. Image adapted from [53].

Both Ar and CF4 might be ionised to Ar+ and CF4
+ atoms, respectively, if impacting

electrons transfer sufficient energy for ionisation. CF4
+ ions dissociate to CF3

+ ions and
atomic F with a short half life and high probability [54] and CF3

+ emission may contribute
to the UV scintillation band in the emission spectrum of the gas mixture [55]. Alternatively,
ionised and excited CF4

+* may also contribute to the observed UV emission band [50, 56,
57].

Besides ionisation, electron impact may also lead to the excitation of CF4 molecules and
scintillation light emission in the VIS wavelength range from the de-excitation of CF3* [50].
As the intensity of the VIS wavelength band does not change significantly with changing
fractions of CF4 in Ar/CF4 gas mixtures, the direct excitation of CF4 is not considered to be
the only channel leading to light emission from CF3* [50]. Ionised Ar atoms also contribute to
the number of produced CF4

+ ions and subsequent photon emission through charge transfer
processes from Ar+ ions to CF4 molecules [58].

Transitions between different excited Ar states lead to the emission of the sharp atomic
emission lines in the spectrum shown in figure 19b in the wavelength range between 720 nm
and 820nm [50]. For different ratios of Ar and CF4 in the gas mixture, the relative intensity
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of these emission lines to the broad emission band at lower wavelengths is modified. Mix-
tures with higher fractions of Ar feature more pronounced atomic emission lines attributed to
emission resulting from the transfer between different excited states of Ar atoms. As Ar only
features translational and electronic excited states due to its monatomic nature, the energy
difference between excited states is well-defined and leads to sharp emission lines. Excited
Ar states may also decay through two-body collisions with other atoms or molecules, which
do not contribute to the scintillation light yield [53].

Excited CF4* molecules dissociate to excited CF3* molecules and F atoms with a short
life time [59]. These excited CF3* fragments emit photons in the VIS wavelength range and
are responsible for the broad VIS emission band between 720 nm and 820nm in the emis-
sion spectra of Ar/CF4 gas mixtures [56, 60, 50]. In addition, charge transfer processes
between excited Ar* atoms and CF4* molecules might also contribute to the VIS scintillation
light emission from CF3* molecules [50, 53].

3.2 Photon detection devices
Optical readout of radiation detectors relies on the detection of light emitted as a result of
incident radiation interacting in the detector. The scintillation or electroluminescence light
produced in detectors can be detected with a variety of photon detection devices. Light de-
tection can be accomplished by taking advantage of a variety of interaction mechanisms of
photons with the active media in photon detection devices such as the photoelectric effect,
photovoltaic effects, polarisation changes or the increase of thermal energy. In the field of
optical readout of radiation detectors, semiconductor-based devices such as photodiodes,
avalanche photodiodes, silicon photomultipliers, CCD and CMOS devices as well as Pho-
toMultiplier Tubes (PMTs) have gained popularity and are widely used. As highly sensitive
vacuum phototubes which achieve single-photon sensitivity, PMTs are used in low-light ap-
plications where photon counting and high detection efficiency are key requirements. In
applications which require 1D or 2D spatial resolution in photon detection, CCD and CMOS
sensors are commonly used. Recent advances in semiconductor technology have greatly
increased the performance of CCD and CMOS sensors and highly sensitive and granular
imaging sensors based on these technologies have become readily available adding to their
spread and popularity.

Photon detection devices such as CCD or CMOS imaging sensors have to fulfil a number
of requirements depending on the desired application. Important characteristics of imaging
sensors include their quantum efficiency, spectral response, gain, dark current and the sig-
nificance of different contributions to the overall noise of a detection system. The quantum
efficiency is a measurement of the sensitivity of a photon detection device defined as the
ratio between produced photoelectrons and incident photons. Thus, it measures the fraction
of incident photons which trigger the production of an electron. The quantum efficiency typ-
ically depends on the wavelength of incident photons resulting in a characteristic spectral
response of photon detection devices. To achieve efficient photon detection, the emission
spectrum of the light source has to match the wavelength-dependent quantum efficiency
of the employed photon detection device as closely as possible. The electrical signal di-
rectly produced by incident photons may be orders of magnitude too low in intensity to be
detectable. Photon detection devices therefore rely on signal amplification techniques to
amplify the primary charge signal to a detectable output signal. The built-in gain of photon
detectors is defined as the ratio between the output charge signal of the photon detector
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and the charge directly produced by incident photons. The achievable signal-to-noise ratio
of photon detectors is determined by the amplitude of the produced signal and the sum of
all contributions to the noise level. The total noise can be mainly separated into a constant
readout noise contribution and a noise contribution which depends on the exposure time due
to the presence of the so-called dark current. In imaging sensors such as CCD or CMOS
sensors, the readout noise is a certain random contribution added during each readout cy-
cle of a pixel. It depends on the readout speed of pixels, which is a compromise between
the limit to the achievable frame rate at which an imaging sensor can be read out and the
readout noise level. While the amplitude of the readout noise is independent of the charge
collection time, the noise contribution due to the dark current of photon detectors depends
on the exposure time. The dark current is a certain current flowing even in the absence of
light mainly due to thermally produced charge carriers and is typically given in electrons per
pixel per second. The dark current of imaging sensors can be significantly reduced by sen-
sor cooling and high-performance CCD or CMOS sensors are typically cooled to minimise
the dark current contribution to the noise. While the readout noise is typically the dominant
noise contribution in the case of short exposure times, noise due to dark current becomes
increasingly significant for longer exposure times.

Reading out scintillation light produced in gaseous radiation detectors with high sensi-
tivity, PMTs can be used to collect quantitative information about the emitted light intensity.
In addition, they can be used to detect primary scintillation due to the achievable single-
photon efficiency and provide timing information with high resolution. In contrast, CCD and
CMOS imaging sensors are well-suited to record integrated exposures of emitted secondary
scintillation light. Their high granularity allows spatially resolved imaging with good spatial
resolution and obtained images can be promptly displayed and used for further analysis
without the need for extensive reconstruction algorithms.

3.2.1 PMTs

Combining high gain and a fast response time, PMTs are highly sensitive and versatile pho-
ton detectors. They are based on the conversion of incident light to electrons at a photocath-
ode by the photoelectric effect and the multiplication of the primary electrons by secondary
emission processes at so-called dynodes. Typical PMTs consist of an evacuated glass tube
containing a photocathode and an amplification structure consisting of several dynodes and
an anode. The photocathode can be directly deposited on one side of the glass tube. The
choice of the composition of this photocathode layer on the entrance window of the de-
vice determines the achievable quantum efficiency and the spectral response of a PMT.
Photoelectrons produced at the photocathode as a result of incident light are emitted with
low energies of several eV. The emitted primary electrons are amplified by a multi-stage
multiplication structure taking advantage of secondary emission. In this process, secondary
electrons are emitted when electrons of sufficient energy strike the dynodes. Optimised ge-
ometries of the dynodes in a PMT result in a maximised number of secondary particles
being emitted for each incident electron as well as a high transfer efficiency between dyn-
odes and multiplication of electrons in multiple stages is achieved. By biasing dynodes with
increasingly positive voltages, electrons are accelerated from one dynode to the next and
produce secondary particles upon impact after gaining sufficient energies from the electric
field between dynodes. In a moderate number of amplification steps, this concept allows the
achievement of high charge gains of several 107. The resulting large number of electrons
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is finally collected by an anode and used as output signal of a PMT. The components of a
PMT and a typical gain over voltage curve are shown in figure 20.

Figure 20. Photomultiplier tube: (a) Incident photons produce primary electrons at the photocathode
of a PMT. Electrons are multiplied by a multi-dynode amplification structure housed in a vacuum tube
before reaching the anode and generating a measurable anode signal. (b) Typical charge gain over
supply voltage curve of Hamamatsu R375 2-inch PMT. Adapted from [61].

Even for individual incident photons, the produced output signals can be of significant
amplitude and good signal-to-noise ratios are achieved. The sensitivity to single photons en-
ables photon counting with PMTs. In addition, the fast movement of electrons in high electric
fields results in a fast detector response and fast signal rise times. PMTs are therefore well-
suited for timing applications and to provide trigger signals for slower detectors.

As high-sensitivity photon detectors, PMTs are widely used in particle physics, astron-
omy andmedical imaging. Among numerous other uses, large-scale arrays of PMTs are em-
ployed in neutrino physics to detect Cherenkov radiation emitted by highly energetic charged
leptons traversing large volumes instrumented by numerous PMTs [62]. In medical imaging,
PMTs are used to record flashes of light from scintillators used to detect annihilation light
during positron emission tomography.

3.2.2 CCD sensors

Imaging sensors based on CCD technology provide high-quality 2D images and are widely
used for spatially resolved photon detection in industrial, medical and scientific applications.
CCD technology relies on the movement of charge collected in an active region to digitisa-
tion electronics and provides an efficient way for reading out a large number of pixels with a
limited number of digitisers. The concept of CCDs was introduced in 1969 [63, 64] and soon
an experimental realisation demonstrated the applicability of the technology for shift regis-
ters and linear imaging devices [65]. Within a decade, CCD imaging sensors with hundreds
of thousands of pixels were developed and CCD imaging sensors with several megapixels
are readily available by now.

Each pixel in a CCD imaging sensor consists of an epitaxial layer of Si biased into the
depletion region, which acts as photosensitive region. Incident photons result in the gener-
ation of electron-hole pairs in this region. An applied electric field separates electrons and
holes and charge carriers are accumulated at the surfaces of the pixels. The maximum num-
ber of electrons which can be collected before thermal equilibrium is reached is called the
well depth of the pixel and defines its dynamic range. After the desired exposure time, the
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accumulated charge of each individual pixel is read out by a charge amplifier and digitised.
The last pixel in a row is connected to a charge amplifier and transfers its charge to it for
readout. Subsequently, the charge stored in each pixel is transferred to the neighbouring
pixel by biasing gate electrodes in a certain sequence. This shift of the charge from one
pixel to the next allows the step-wise readout of the charge of each individual pixel by a sin-
gle charge amplifier and digitiser. By reading out all pixel in a row and all rows of a 2D CCD
imaging sensor subsequently, a 2D image can be recorded with the intensity of each pixel
being determined by the corresponding accumulated charge. The pixels and shift registers
used for the readout of a CCD sensor are schematically shown in figure 21.

Figure 21. CCD imaging sensor: (a) Readout schematic of pixels (blue) of CCD imaging sensor. The
electric charge collected within individual pixels is transferred along columns by vertical shift registers
(grey) to a horizontal shift register (dark grey). Subsequently, the collected charge is transferred along
the horizontal shift register, amplified (red) and digitised by a common analogue-to-digital converter.
(b) Commercially available CCD camera. Image from [66].

The process of transferring accumulated charge from one pixel to the next and using
only a small number of amplifiers and digitisers for charge readout results in significant
times required for the readout of CCD sensors. As a result, the achievable frame rates of
CCD sensors are limited and typically reach several tens of Hz. CCD imaging sensors can
feature image intensifiers such as micro-channel plates in front of the pixels or electron
amplification devices between the pixels and the digitiser to increase the sensitivity of the
sensors and enable significantly lower exposure times. Offering high quantum efficiencies
and a good linearity of the pixels, CCDs are widely used in professional applications re-
quiring high-quality images. Astrophotography and imaging sensors used in telescopes rely
heavily on CCD technology and CCD sensors have also been employed in nuclear physics
experiments.

3.2.3 EMCCD sensors

In low-light conditions, Electron Multiplying CCD (EMCCD) imaging sensors may be used
to achieve signal-to-noise ratios significantly higher than achievable with conventional CCD
sensors. This variety of CCD sensors employs impact ionisation to amplify charges before
digitisation in order to achieve outstanding sensitivities.

As in conventional CCD imaging sensors, a horizontal shift register collects charges
from individual pixels and moves them to a single point of charge-to-voltage conversion
and analogue-to-digital conversion. In the case of an EMCCD, however, an additional shift
register operated at high voltages is situated between the horizontal shift register and the
charge-to-voltage conversion circuit. In this additional shift register, electrons are multiplied
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by impact ionisation. A schematic representation of an EMCCD imaging sensor is shown in
figure 22.

Figure 22. EMCCD imaging sensor: (a) Schematic of EMCCD imaging sensor. The charge collected
in the active area (blue) is transferred to a storage area (grey). During readout, charges are moved to
a serial shift register and amplified by impact ionisation while moving through an electron multiplying
shift register (red) before being translated to a voltage. (b) Commercially available EMCCD camera.
Image from [61].

Charge amplification by impact ionisation provides gain factors above 103 in EMCCD
imaging sensors and permits imaging even in low-light conditions. The built-in amplification
drastically decreases the significance of the read noise in EMCCD imaging sensors to typical
values below one electron and permits high signal-to-noise ratios. As individual pixels in
EMCCD imaging sensors are typically larger than in conventional CCD imaging sensors,
the achievable image resolution of EMCCD cameras is limited.

3.2.4 CMOS sensors

In active-pixel sensors, each pixel consists of a photosensitive region and an active ampli-
fier. Based on CMOS technology, this concept permits the construction of imaging sensors
with pixels which feature low static power consumption and with low noise characteristics
because the collected charge is amplified in each pixel before being moved through shift
registers. Since each pixel contains a dedicated amplifier, CMOS sensors require much
shorter readout times than passive-pixel sensors such as CCD sensors. This permits signif-
icantly higher frame rates and is well-suited for applications requiring fast image acquisition.
CMOS sensors are widely used in consumer applications due to the lower manufacturing
cost compared to CCD sensors.

The active pixels of CMOS imaging sensors typically consist of a photodiode andmultiple
transistors for charge readout and resetting of the photodiode. The photodiode is connected
to the gate electrode of a source-follower readout transistor used to produce an output signal
depending on the accumulated charge in the photodiode. A selection transistor is used to
select individual rows during readout. After the readout, each pixel can be reset by applying
a voltage to a reset transistor. In 2D active-pixel arrays as used in CMOS imaging sensors,
the outputs of all pixels in a row are tied together, while the gates of the selection transistors
of all pixels in a column are connected. During readout, a single row is selected and the
outputs of all pixel in the row are read out simultaneously by dedicated readout circuitry
for each column of pixels. After the readout of all pixels in a row, the pixels need to be
reset. The gates of the reset transistors of all pixels in a row are tied together to enable the
simultaneous resetting of all pixels in a row. A schematic of the pixels and the connection
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lines and transistors used for pixel readout within a CMOS imaging sensor is shown in
figure 23.

Figure 23. CMOS imaging sensor: (a) Readout schematic of pixels (blue) of CMOS imaging sensor.
The collected charge is converted to a voltage within each pixel and pixels are read out by selecting
a certain row by a transistor and reading out all columns within the selected row. (b) Commercially
available scientific CMOS camera. Image from [61].

As the rows of a CMOS sensor are typically read out sequentially, not all pixels of the
sensor are exposed simultaneously. This results in a so-called rolling shutter effect. While
one pixel row is being read out, other rows are being exposed. After the readout of a row, the
next row is read out and the previously read out one may again be exposed. This can lead to
distortions and skewed images when imagingmoving objects. Additional transistors for each
pixel may be used to implement global shutters where the exposure of all pixels in a CMOS
sensor happens simultaneously while compromising frame rate capabilities. Alternatively, a
global reset of all pixels of an imaging sensor before exposure may be used to minimise the
exposure time difference between individual rows of pixels.

3.2.5 Comparison of sensitivity of imaging sensors

The different properties of CCD, CMOS and EMCCD imaging sensors may make a certain
technology well-suited for a specific application while other use cases may require differing
sets of features. In many low-light applications or in quantitative imaging, the achievable
signal-to-noise ratio is an important figure of merit. To compare the achievable signal-to-
noise ratio in low-light imaging conditions, a quad-GEM detector was used to detect low-
energy X-ray photons from an 55Fe source and the secondary scintillation light produced
during electron avalanche multiplication was recorded with different types of cameras facing
the bottom electrode of the last GEM of the multiplication stage. A comparison of optically
read out images of the secondary scintillation light produced in a GEM-based detector under
X-ray irradiation recorded with CCD (QImaging Retiga R6 [66]), CMOS (Hamamatsu ORCA-
Flash4.0 V3 C13440-20CU [61]) and EMCCD (Hamamatsu ImagEM X2 C9100-23B [61])
cameras is shown in figure 24a.

As the pixel size of CCD and CMOS cameras was significantly smaller than the one of the
EMCCD camera, 4x4 pixel binning was used with the CCD and CMOS imaging sensors.
This resulted in the effective pixel size and the resolution of the recorded images being
approximately equal for the three investigated camera types. The exposure of each frame
was chosen to be below 20ms for all three cameras.
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Figure 24. Comparison of signal-to-noise ratio with CCD, CMOS and EMCCD cameras: (a) Sec-
ondary scintillation light produced in a quad-GEM detector under irradiation with low-energy X-ray
photons was optically read out by CCD, CMOS and EMCCD imaging sensors. The brightness scale
of each individual image ranged from the minimum to the maximum pixel value intensity in each im-
age. (b) Comparing line profiles of the pixel value intensity of individual signal spots normalised to the
maximum pixel value intensity as recorded by the CCD, CMOS and EMCCD imaging sensors shows
the significantly lower noise level in the images recorded by the EMCCD imaging sensor.

The signal-to-noise ratio was determined by dividing the averaged maximum pixel bright-
ness above the background level by the standard deviation of the background of the images.
In the case of the CCD imaging sensor, a signal-to-noise ratio of about 14 could be achieved.
Due to the realisation of binning in the CMOS sensor, a slightly lower signal-to-noise ratio
of about 12 could be obtained with the CMOS camera. In the case of the EMCCD camera,
a high signal-to-noise ratio of more than 600 could be obtained due to the minimisation of
the significance of the read noise by the charge amplification by impact ionisation. The sig-
nificantly lower relative noise level in the images acquired by the EMCCD imaging sensor
in comparison to images acquired by CCD or CMOS imaging sensors is shown in the nor-
malised line profiles of the pixel value intensity of individual signal spots in figure 24b. The
EMCCD camera is therefore well-suited for low-light applications requiring high signal-to-
noise ratios.

3.3 Optically read out detector applications

Optically read out radiation detectors have been employed in a variety of research fields
and have been used to meet stringent spatial resolution requirements for decades. Early
particle detector concepts such as bubble chambers [67] already used 2D imaging for read-
ing out images of events in the active volume, although they did not rely on the emission
of scintillation light but rather recorded microscopic bubbles formed in a superheated liquid
when particles traversed and ionised the active medium. Applications of optical readout can
be separated into two main categories: highly sensitive photon detection with single-photon
sensitivity to detect small signals and spatially resolved photon detection for 2D imaging
applications.

The sensitivity of photon detectors such as PMTs to individual photons is used for the
detection of low-intensity signals. In the field of neutrino physics, PMTs are used in large-
scale detectors with massive active material volumes to detect Cherenkov photons emitted
by traversing and interacting particles. PMT-based photon detector modules are used in
laboratories such as the IceCube neutrino observatory to instrument large volumes in order
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to maximise detection efficiency and probability [62]. Similiarly, the Super-Kamiokande neu-
trino observatory also relies on PMTs for detecting Cherenkov photons with high sensitivity
[68]. Arrays of PMTs are also widely used for the readout of TPCs such as Xe-based TPCs
used in dark matter experiments like the XENON100 experiment [69]. The excellent sen-
sitivity and time resolution of these photon detectors are used to obtain information about
particle drift times and the proportionality of the output signals on the incident intensity of
charge is used to extract energy information. While PMTs are ideally suited for low-light ap-
plications, they cannot be used for spatially resolved photon detection with high granularity.
The use of multiple PMTs arranged in an array can be used to obtain information about
the position of incident light but even when employing a centre of gravity algorithm taking
advantage of light shared across several PMTs the achievable spatial resolution remains on
the scale of millimetres [70].

Detector applications which require excellent spatial resolution with relaxed requirements
on photon detection sensitivity can make use of imaging sensors such as CCD or CMOS
sensors. Technological advances in semiconductor manufacturing have led to the develop-
ment of imaging sensors which provide a high number of pixels with low noise characteris-
tics. The low cost per readout channel and the ease of obtaining intuitive visual representa-
tions of events of interest make the use of imaging sensors an attractive readout approach
for radiation detectors. Recording 2D projections of nuclear recoil events, CCD imaging
sensors are at the core of the detection concept of the DMTPC detector, which employs a
low-pressure TPC for directional dark matter search [71]. Optically read out TPCs are also
used for spectroscopic studies [72] and take advantage of the good spatial resolution pro-
vided by imaging sensors. Imaging sensors are also used in astrophysics for photometry
applications [73] and for the counting of astronomical objects [74]. The above-mentioned ex-
periments are examples of implementations of detectors relying on photon detection devices
which demonstrate the versatility and universality of the approach of the optical readout of
radiation detectors.
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Chapter 4

Scintillation studies

Strong secondary scintillation light emission and a scintillation light emission spectrumwhich
is well matched to the quantum efficiency of employed photon detection devices are im-
portant aspects determining the achievable image quality in optically read out GEM-based
detectors. While many gas mixtures feature scintillation light emission in the UV wavelength
range, state-of-the-art imaging sensors are typically optimised for photon detection in the
VIS wavelength range. The use of gas mixtures containing CF4 permits scintillation light
emission in the VIS wavelength range and therefore eliminates the need for wavelength-
shifting components or admixtures. The gas composition and operating conditions such as
pressure and GEM gain have to be well understood and controlled in order to maximise the
intensity of scintillation light recorded by photon detectors used for optical readout.

4.1 Secondary scintillation spectra

Secondary scintillation light emission spectra of different gas mixtures were recorded in the
UV and VIS wavelength ranges. A detector based on a triple-GEM stack in an UltraHigh-
Vacuum-grade (UHV-grade) vessel was operated under X-ray irradiation from an X-ray tube
outside of the vessel and the emitted secondary scintillation light was recorded by a spec-
trometer. The triple-GEM was coupled to a 10 cm long drift volume with a diameter of 10 cm
formed by ring-shaped field shaper electrodes used to define a uniform drift field along the
length of the conversion volume. X-rays were generated by an X-ray tube with a Ag target lo-
cated in the axis of the field shaper opposite to the triple-GEM stack and introduced into the
detector vessel through a thin metallic window with a diameter of 2mm. The secondary scin-
tillation light emitted by the GEM was collected by a collimating lens with a diameter of 5mm
located in the gas volume of the detector about 5mm from the bottom electrode of the third
GEM in the stack. The light collected by the lens was guided to an optical fibre-feedthrough
by a vacuum-compatible multi-mode optical fibre with a core diameter of 600µmand a length
of about 15 cm. On the outside of the detector vessel, another multi-mode optical fibre with
the same core diameter and a length of 1m guided collected light to a spectrometer. The
setup used for recording secondary scintillation spectra is schematically shown in figure 25.

A fused-silica collimating lens suited for a wavelength range from 200nm to 2000nmwas
used. Multi-mode optical fibres with a core thickness of 600µm compatible with wavelengths
from 180nm to 1150 nm were employed. The fibre on the outside of the detector vessel was
covered with black tape to eliminate the leakage of ambient light into the fibre.

A CCD-based compact UV-VIS spectrometer (Ocean Optics FLAME-S-UV-VIS-ES [75])
with a wavelength resolution of better than 0.5 nm and a corrected linearity of better than
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Figure 25. Spectroscopy setup: A triple-GEM stack (blue) coupled to a field shaper was integrated in
a UHV-grade vessel. An X-ray tube (yellow) with a Ag target was used to irradiate the detector through
a thin metallic window and a semi-transparent mesh-cathode. Secondary scintillation light emitted by
the triple-GEM was collected with a collimating lens (green) and guided by optical fibres (red) to a
UV-VIS spectrometer (dark grey).

99% was used to record secondary scintillation light spectra. The spectrometer could mea-
sure in a wavelength range from 178nm to 870 and was directly coupled to an optical fibre
with SMA-type connectors and featured exchangeable entrance slits to define the light col-
lection and achievable wavelength resolution. The narrowest available entrance slit with a
width of 25 µm was chosen for all measurements as it permitted the highest wavelength
resolution and the available secondary scintillation light intensity was sufficient.

Secondary scintillation spectra were recorded with a constant exposure time of 10 s.
At least 10 individual exposures per measurement point were recorded and averaged. In
addition, at least 10 background exposures without the presence of secondary scintillation
light were recorded to obtain averaged background information. For each measurement,
the averaged background was subtracted from the averaged scintillation light spectrum to
obtain an offset-corrected spectrum. The voltage drop across the last GEM and the X-ray
tube current were adjusted for each gas mixture to mitigate saturation of the spectrometer.

While the response of the UV-VIS spectrometer was calibrated in wavelength, the re-
sponse to the light intensity across the accessible range of wavelengths was not. Therefore,
the spectroscopy setup was calibrated with a deuterium-halogen absolute irradiance cali-
bration light source. With the spectrometer connected to the fibre-feedthrough by an optical
fibre and the collimating lens connected to the other side of the fibre-feedthrough with the
shorter vacuum-compatible fibre, the deuterium and halogen lamps of the calibration light
source were operated individually and the uncalibrated response of the spectrometer to the
two lamps was recorded. From the recorded response and the reference irradiance data of
the two lamps, calibration curves were calculated for the UV and VIS ranges and combined
to an irradiance calibration of the spectroscopy setup for the full accessible wavelength
range. Calibrated secondary scintillation spectra were obtained by multiplying the acquired
raw spectra after averaging and background-subtraction with the determined irradiance cal-
ibration curve.

The gas composition during measurements was monitored with a Residual Gas Anal-
yser (RGA) sampling the gas in the detector chamber through a small orifice realised by
a leak valve as described in section A.6. The RGA was operated at a pressure of about
5 × 10−6 mbar. The response of the RGA sampling setup to different gas species was in-
vestigated and corrected for as described in A.6. As large systematic errors are expected
in the calibration of the RGA response to different gas species and consequently in the gas
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composition measurements, the measured fractions of different gas species present only
qualitative indications of the investigated gas compositions.

4.1.1 Scintillation of Ar
The emission spectrum of the secondary scintillation light produced by a triple-GEM detector
operated in Ar was measured. The recorded scintillation spectrum and the effect of different
fractions of CO2 in the gas on the scintillation spectrum is shown in figure 26. To maximise
scintillation light intensity, the triple-GEM stack was operated at a high gain with a voltage
drop of 400V across each one of the first two GEMs in the stack and a voltage drop of
420V across the third GEM. The X-ray tube irradiating the detector was operated with an
acceleration voltage of 20 kV and a current of 200µA. All shown spectra were recorded with
the same configuration.

Figure 26. Secondary scintillation spectrum of Ar: The monatomic nature of Ar results in sharp emis-
sion lines above 695nm. The relative intensity of emission lines changes with varying CO2 content.
Inset: No significant emission between 200 nm and 695nm was observed.

In pure Ar gas, no strong secondary scintillation light emission was observed between
200 nm and 695nm. While Ar features multiple emission lines in the UV wavelength range
below 200nm [76], this range was not accessible with the employed spectrometry setup. As
described in section 3.1.1, sharp emission peaks attributed to transitions between different
excited states of Ar are observed between 695nm and 794nm. The relative intensity of the
peaks at 695 nm, 705 nm, 726 nm, 737 nm, 749 nm, 762 nm, 771 nm and 794nm changes
with different fractions of CO2 and N2.

4.1.2 Scintillation of CF4

The emission spectrum of a triple-GEM operated in an almost pure CF4 environment is
shown in figure 27. The gas contained small fractions of Ar and N2 of about 0.5% each. A
high voltage drop of 500V across each GEM in the triple-GEM stack was chosen to achieve
recordable scintillation light intensity. The X-ray tube was operated with an acceleration volt-
age of 20 kV and a current of 200µA. The achievable gain of the GEM operated in an almost
pure quenching gas atmosphere was rather low and resulted in a low scintillation light in-
tensity. The significant noise levels in the UV and NIR wavelength ranges are attributed to
the low recorded light intensity.
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Figure 27. Secondary scintillation spectrum of CF4: Secondary scintillation from CF4 is characterised
by broad emission bands in the UV and VIS ranges focused around wavelengths of 250 nm and
630nm, respectively. The significant noise level in the recorded spectrum is attributed to the low
achievable GEM gain and the resulting low absolute scintillation intensity.

Broad emission bands in the UV and VIS ranges are characteristic for the secondary
scintillation light emission of CF4. For the case of almost pure CF4, the maximum intensity
of the UV and VIS emission peaks is approximately equal. The VIS emission band peaks at
a wavelength of about 630 nm. The double peak structure of the UV emission band was only
observed for almost pure CF4 and could not be observed in mixtures with higher fractions
of Ar. A more detailed description of the scintillation mechanisms leading to the emission
spectrum of CF4 can be found in section 3.1.1.

4.1.3 Scintillation of Ar/CF4 gas mixtures

Gas mixtures of Ar and CF4 provide stable detector operation conditions with high charge
gain values due to CF4 acting as a quencher in the mixtures combined with strong UV
and VIS emission bands well-suited for optical readout. Secondary scintillation spectra of
Ar/CF4 gas mixtures with different fractions of CF4 are shown in figure 28. The spectra were
recorded under X-ray irradiation with an X-ray tube operated with an acceleration voltage of
20 kV and a current of 200 µA. The intensity in the shown spectra is normalised with respect
to the amplitude of the peak of the VIS scintillation band at 630 nm.

The scintillation spectra of Ar/CF4 gas mixtures in the wavelength range of 200 nm to
800 nm display the combined scintillation properties of Ar and CF4. Strong UV and VIS scin-
tillation bands are attributed to CF4 scintillation, while sharp emission lines above 695 nm as
shown in the inset in figure 28 are attributed to transitions between different excited states
in Ar atoms.

As previously reported, the relative intensity of the sharp Ar emission lines increases with
increasing Ar fractions [77, 50]. For mixtures with 5%CF4, the intensity of the main emission
lines at 749 nm and 762nm is significantly higher than the intensity of the VIS emission band.
For mixtures with a higher CF4 fraction of 20%, the intensity of the strongest Ar emission
line at 749 nm is comparable to the peak intensity of the VIS scintillation band.

While the intensity of the UV and VIS emission bands is almost equal for the case of
pure CF4 as shown in section 4.1.2, the intensity of the UV emission band is significantly
lower than the intensity of the VIS emission band in Ar/CF4 gas mixtures. With increasing
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Figure 28. Secondary scintillation spectrum of Ar/CF4 mixtures: CF4 scintillation emission contributes
broad emission bands in the UV and VIS wavelength ranges. Inset: The intensity of the sharp Ar
scintillation lines at wavelengths above 695nm increases relative to the intensity of the CF4 emission
bands with increasing fractions of Ar in the mixtures. Intensity normalised to amplitude of peak at
630 nm.

CF4 fractions, the relative intensity of the UV emission band with respect to the VIS emission
band increases. The double peak structure of the UV emission band observed in pure CF4

was not present in emission spectra of Ar/CF4 gas mixtures. The small peak in the emission
spectra at around 310 nm is attributed to OH- emission from the dissociative excitation of
water vapour in the gas mixture [50].

The observed secondary scintillation spectra of Ar/CF4 gas mixtures as well as the de-
pendence of the amplitude of the sharp emission lines on the Ar content agree well with
previously reported measurements [50].

Scintillation light spectra of Ar/CF4 gas mixtures with 20% of CF4 at different pressures
between 700mbar and 1000mbar are shown in figure 29.

Figure 29. Secondary scintillation spectrum of Ar/CF4 mixtures at different pressures: The position of
emission bands and peaks is not modified by pressure variations between 700mbar and 1000mbar.
Intensity normalised to amplitude of peak at 630 nm.

No clear modifications of the scintillation spectra at different pressures were observed
over the covered range of pressures. The slight modifications of the intensity of the Ar emis-
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sion lines are attributed to slight changes in the fraction of CF4 in the mixtures. The intensity
in the shown spectra is normalised with respect to the amplitude of the peak of the VIS
scintillation band at 630 nm.

The effect of N2 on the scintillation light spectrum of an Ar/CF4 gas mixture with 20% of
CF4 is shown in figure 30.

Figure 30. Secondary scintillation spectrum of Ar/CF4 with admixtures of N2: The broad emission
bands and Ar emission lines of an Ar/CF4 mixture with a mixing ratio of 80/20% are not modified by
admixtures of N2. Increasing fractions of N2 lead to the appearance of N2 emission lines. Intensity
normalised to amplitude of peak at 630 nm.

In addition to the UV and VIS emission bands of CF4 and the Ar emission lines, sharp N2

emission lines in the UV and low-wavelength VIS ranges are observed when N2 is present
in gas mixtures. Emission peaks at 276 nm, 315 nm, 336 nm, 357 nm, 380 nm, 405 nm and
433nm are observed with the maximum intensity at 336 nm. These emission lines of N2 are
attributed to transitions between different energetic states in the electronic-vibrational band
systems of N2 or N2

+ [78].
With increasing N2 fractions, the relative amplitudes of the N2 emission peaks with re-

spect to the amplitude of the VIS emission band at 630 nm increase significantly. For N2

fractions above approximately 1%, the amplitudes of some N2 emission lines surpass the
amplitude of the VIS scintillation band of CF4.

4.1.4 Scintillation of He/CF4 gas mixtures

The spectra of the secondary scintillation light emitted from a triple-GEM stack operated in
He/CF4 gasmixtures with different mixing ratios were recorded. The low density of Hemakes
it an attractive gas choice for detector applications such as beam monitoring, which require
a minimisation of the material budget. The GEM was operated at a high gain with voltage
drops of about 380V across each one of the first two GEMs in the stack and a voltage drop of
350V across the last GEM in the stack. The emission spectra under irradiation with an X-ray
tube operated with an acceleration voltage of 20 kV and a current of 100 µA were recorded.
To compare emission spectra with different mixing ratios, the intensity was normalised to the
peak amplitude of the VIS CF4 scintillation band at 630 nm. Secondary scintillation emission
spectra of He/CF4 gas mixtures with mixing ratios of 80/20% and 60/40% are shown in
figure 31. The investigatedmixing ratios were chosen to enable a comparison with previously
reported measurements.
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Figure 31. Secondary scintillation spectrum of He/CF4 mixtures: The emission spectrum of He/CF4
mixtures features two pronounced emission peaks in the UV and a broad VIS emission band. The
shown emission spectra with He/CF4 mixing ratios of 80/20% and 60/40% are normalised to the am-
plitude of the VIS emission band at 630 nm. The UV emission peaks are more pronounced relative to
the VIS emission band for the mixture with a higher fraction of He.

While broad scintillation bands in the UV and VIS wavelength ranges attributed to CF4

scintillation were observed as in the case of Ar/CF4 gas mixtures, no sharp emission lines
were observed in He/CF4 gas mixtures with different mixing ratios.

The observed secondary scintillation emission spectrum of an He/CF4 gas mixture with
a mixing ratio of 60/40% agrees well with a previously reported scintillation spectrum of this
gas mixture [50], although the peaks in the UV range at 232 nm and 288nm appear more
clearly separated in the measurement shown in figure 31 and the observed ratio between
the two peaks is different.

4.1.5 Scintillation of Ne/CF4 gas mixtures

The spectrum of the secondary scintillation light emitted from a triple-GEM stack operated
in a Ne/CF4 gas mixture with a mixing ratio of 80/20% was recorded. The Ne-based gas
mixture provides a high charge gain even at low GEM voltages. The triple-GEM stack was
operated at a high charge gain with voltage drops of about 380V across each one of the first
two GEMs in the stack and a voltage drop of 250V across the last GEM in the stack. The
emission spectrum under X-ray irradiation from an X-ray tube operated with an acceleration
voltage of 20 kV and a current of 20µA was recorded. The secondary scintillation spectrum
is shown in figure 32.

In addition to the wide CF4 emission bands in the UV and VIS ranges, the scintillation
spectrum of the Ne/CF4 gas mixture features strong emission lines at 585 nm, 640 nm and
703nm along with other less pronounced emission peaks, which agrees well with the ex-
pected emission spectrum of Ne [79]. As in the observed emission spectra of Ar/CF4 gas
mixtures, the broad emission bands in the UV and VIS wavelength ranges are attributed to
CF4 scintillation and the sharp emission lines are attributed to transitions between different
excited states in Ne atoms. The dominant line at 585 nm surpasses the intensity of all other
emission lines and bands by more than a factor of four.
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Figure 32. Secondary scintillation spectrum of Ne/CF4: The emission spectrum of a Ne/CF4 gas mix-
ture with a mixing ratio of 80/20% features pronounced emission bands in the UV and VIS wavelength
ranges and strong emission lines in the VIS wavelength range. The dominant emission lines are at
585 nm, 640 nm and 703nm.

4.2 Light yield
The intensity of the secondary scintillation light emission can be expressed as the light yield
yL. This number, which can be used to compare the scintillation light emission of different gas
mixtures or operating conditions, is defined as the ratio of the number of emitted scintillation
photons, Nph, and the number of secondary electrons produced during electron avalanche
multiplication, Ne, as

yL =
Nph

Ne
(4.1)

The light yield is in units of emitted photons per secondary electron (ph/e−). A possibly
high light yield enables maximum signal-to-noise ratios in optically read out images. Thus,
an optimisation of the operating conditions of optically read out GEM-based detectors for
maximum light yield is desirable.

The secondary scintillation light yield wasmeasured by dividing the number of secondary
scintillation photons emitted by the third GEM in a triple-GEM stack by the number of sec-
ondary electrons produced in the third GEM of the stack. X-rays with a well-defined energy
spectrum from an 55Fe source with an activity of about 1GBq were introduced into the de-
tector vessel through a thin metallic window. The X-ray source was located in the axis of the
field shaper facing the cathode of the detector. Secondary scintillation light was recorded
with a 2-inch PMT (Hamamatsu R375 [61]) located on the opposite side of the triple-GEM
stack facing the bottom electrode of the third GEM in the triple-GEM stack. The PMT was lo-
cated outside of the detector vessel behind a deep-UV-grade fused silica viewport in a light
shielding tube. The setup for light yield measurements is schematically shown in figure 33.

A shutter between the 55Fe source and the X-ray window of the detector vessel made of
a Cu plate with a 5mm diameter hole controlled by a linear actuator was used to control the
presence of X-rays in the chamber.

The number of secondary electrons produced in the last GEM of the triple-GEM stack
was determined by measuring the current on the bottom electrode of the third GEM. The
top electrode of the third GEM was grounded and the bottom electrode was powered with
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Figure 33. Light yield measurement setup: A triple-GEM stack (blue) coupled to a field shaper was
integrated in a UHV-grade vessel. X-rays with a well-defined energy spectrum from an 55Fe source
(yellow) were introduced into the chamber through a thin metallic window. Secondary scintillation light
emitted by the triple-GEM was measured by a PMT (green) located outside of the detector vessel in
a light-shielding tube.

a dedicated power supply channel with a sensitive ammeter and a large resistance on the
order of 1GW in series. As no anode electrode for charge collection was placed below
the triple-GEM stack, all secondary electrons were collected on the bottom electrode of
the third GEM and recorded by the ammeter. For each individual measurement point, two
current measurements with and without X-rays present in the detector were taken and the
difference between these two measurements was recorded as the current due to secondary
electrons.

The rate of interactions was determined from recorded PMT signals. With the 1GBq 55Fe
source placed outside of the detector vessel in the shown configuration, a rate of about
300Hz was achieved. The low rate is due to the small size and resulting low geometric
acceptance of the thin metallic X-ray window with a diameter of 2mm and its attenuation
effect and the interaction of X-ray photons in the region between the X-ray window and the
cathode of the detector, which is not part of the active volume of the detector.

With the known number of primary electrons of about 220 produced by X-ray photons
with an energy of 5.9 keV from an 55Fe source interacting in the investigated gas mixtures,
the total effective gain of the triple-GEM detector in a certain operating condition could be
determined from the measured current and the determined rate of interactions. The total
effective gain of the triple-GEM stack was divided by the gain of a single GEM in a given op-
erating condition, which was determined as described in section A.2, to obtain the effective
gain of the first two GEMs in the triple-GEM stack. The effective gain of the first two GEMs
was then multiplied by the known number of primary electrons of 220 to obtain the num-
ber of electrons after the first two multiplication stages, ne,GEM1,2. The number of secondary
electrons generated during electron avalanche multiplication in the third GEM, ne,GEM3, was
subsequently determined by the expression ne,GEM3 = (GGEM3� 1) × ne,GEM1,2, with the gain
of the third GEM, GGEM3. Therefore, the number of produced scintillation photons could be
normalised to the number of secondary electrons produced in the third GEM, corresponding
to the number of ionisation processes occurring during electron avalanche multiplication in
the third GEM.

The total number of emitted secondary scintillation photons was extracted from PMT
signals. At least 2 × 104 light pulses were recorded by the PMT for each measurement
point. The integrated intensities of the pulses were used to build up an energy spectrum of
the recorded signals displaying the typical double-peak structure of the 55Fe source. The
peaks in the spectra were fitted with Gaussian functions and the intensity corresponding
to the full energy peak in the 55Fe energy spectrum was used to determine the emitted
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scintillation light intensity. The number of emitted photons was then determined by dividing
the intensity corresponding to the full energy peak by the integrated intensity of a single
photon event registered by the PMT. The single photon response of the PMT at a certain gain
was determined by pulsing a Light Emitting Diode (LED) in the light shielding tube containing
the PMT with a pulse generator. Short pulses with amplitudes barely above the threshold for
light emission from the LEDwere used to enable the recording of single photon events by the
PMT and determine the integrated PMT signal intensity corresponding to a single detected
photon as described in section A.5. The number of emitted scintillation photons was then
calculated from the number of photons detected by the PMT by taking into account the
geometric acceptance factor of about 8×10−3 for the detection of photons emitted from the
third GEM in the stack by the PMT and the detection efficiency. The geometric acceptance
factor was calculated by ray tracing simulations (F. Resnati) in COMSOL [80] as described in
section A.3. The detection efficiency was determined by combining secondary scintillation
emission spectra with the wavelength-dependent transmission of the employed viewport
and the quantum efficiency of the PMT as described in section A.3.

To determine the light yield as a function of the gain of the last GEM in a triple-GEM
stack, the voltage of the first two GEMs was varied to achieve sufficient effective gains of
the triple-GEM stack to permit gain measurements. Keeping the transfer field between the
second and third GEMs in the stack constant at 1900V/cm, the voltage drop across the third
GEM was varied. For each voltage drop across the third GEM, the voltage supplied to the
first two GEMs in the stack was adjusted to achieve total effective charge gain factors of
several 103. Especially for low voltage drops across the third GEM, the voltage drop across
each one of the first two GEMs was chosen to be high. For high voltage drops across the
first two GEMs in the stack, the secondary scintillation light intensity produced in electron
avalanches in the holes of the first two GEMs contributes significantly to the total scintillation
light intensity emitted by the triple-GEM stack. As perforated foils, the GEMs are inherently
semi-transparent resulting in some of the secondary scintillation light emitted by the first and
second GEMs in the stack passing through the third GEM and being detected by the PMT.
To compensate the contribution of the secondary scintillation light from the first two GEMs to
the total observed light intensity, the intensity of the secondary scintillation light from the first
two GEMs was recorded for each measurement configuration. The third GEM was switched
off with no voltage difference between the two electrodes to eliminate its contribution to the
total emitted scintillation light intensity. In the same way as for the case of a switched on third
GEM, a energy spectrum of detected X-rays was determined from the integrated intensities
of PMT signals and the number of detected photons was determined from the intensity
corresponding to the location of the full energy peak in the spectrum. Subsequently, the
number of secondary scintillation photons originating from the third GEM in the stack was
determined by subtracting the light intensity emitted by the first two GEMs from the light
intensity emitted by all three GEMs in the stack. Thus, the number of scintillation photons
emitted by the third GEM in the triple-GEM stack could be determined even if the scintillation
light contribution of first two GEMs was significant. Alternatively, the number of scintillation
photons emitted by the third GEM may also be determined by subtracting the scintillation
light intensity spectrum recorded with the third GEM switched off from the spectrum recorded
with all three GEMs in the triple-GEM stack switched on and subsequently dividing the
intensity corresponding to the full energy peak in the resulting spectrum by the integrated
intensity of a single photon event.
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4.2.1 Light yield of Ar/CF4, He/CF4 and Ne/CF4 gas mixtures
The secondary scintillation light yields of Ar/CF4, He/CF4 and Ne/CF4 gas mixtures with
different mixing ratios were measured as a function of the gain of the last GEM in a triple-
GEM stack in open gas flowmode. A comparison of the secondary scintillation light yields of
different gas mixtures in the wavelength range from 200nm to 800nm is shown in figure 34.

Figure 34. Secondary scintillation light yield of different gas mixtures: The measured light yield values
vary significantly between different gas mixtures and mixing ratios. The error bars show statistical
errors. The systematic errors are estimated to be less than 30%.

The systematic error of the measurement was estimated by changing the geometric ac-
ceptance of the PMT bymoving it further from the GEM and comparing the observed change
in the number of recorded photons with the expected one. In addition, the single photon re-
sponse of the PMT was determined by two different methods as described in section A.5
to estimate the systematic error arising from the determination of the number of photons by
the PMT. The systematic error of the measurements is estimated to be less than 30%.

Ar/CF4 gas mixtures provided the highest light yield values among the investigated gas
mixtures. For mixtures with CF4 fractions of 10% or 20%, secondary scintillation light yield
values of about 0.3 ph/e− were obtained for low GEM gain values well below 102. As pre-
viously reported for an Ar/CF4 mixture with a CF4 fraction of 10% [50], the light yield de-
creased slightly with higher GEM gains in these mixtures but remained above 0.2 ph/e− even
at GEM gains of about 102. Ar-based mixtures with higher or lower fractions of CF4 exhib-
ited lower light yield values, with gas mixtures with a low CF4 fraction of 2.5% only providing
about 0.15 ph/e−.

He/CF4 gas mixtures did not exhibit a light yield as high as the one of Ar/CF4 gas mix-
tures. A light yield of about 0.1 ph/e− was obtained for a He/CF4 gas mixture with a CF4

fraction of 20%.
A Ne/CF4 gas mixture with 20% of CF4 provided the lowest number of secondary scin-

tillation photons per secondary electron. For GEM gains ranging from low values below 10
up to several 102, this mixture only provided about 0.05 ph/e−.

The obtained light yield values differ significantly from the results reported by Fraga et
al. [50] for the GEM scintillation in Ar/CF4 and He/CF4 gas mixtures. In the case of He/CF4

mixtures, the measured light yield values of about 0.1 ph/e− are higher than the previously
reported values, which may be attributed to the wider wavelength range taken into account.
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The measured light yield values of Ar/CF4 mixtures are about 50% lower than the previously
reported ones. The high reported light yield values above 400nm for Ar/CF4 mixtures with
5% and 10% of CF4 of more than 0.5 ph/e− could not be reproduced, although the light
yield values are expected to be higher in the presented measurements as scintillation light
over a wider wavelength range from 200nm to 800nm was recorded.

Ar/CF4 gas mixtures with mixing ratios of 80/20% and 90/10% allow strong secondary
scintillation light emission. He/CF4 and Ne/CF4 gas mixtures provide higher GEM gains at
lower GEM voltages compared to Ar/CF4 mixtures, which might compensate the lower light
yield values of these mixtures and result in total numbers of emitted secondary scintillation
photons comparable to those of Ar/CF4 mixtures. Based on the presented light yield mea-
surements, an Ar/CF4 gas mixture with a mixing ratio of 80/20% was chosen for the optically
read out GEM-based detectors developed and presented within the scope of this work. Be-
sides being an economically efficient option, this mixture provides an emission spectrum
with a dominant emission band in the VIS wavelength range and a high secondary scintil-
lation light yield, making it well-suited for optical readout with imaging sensors.

4.2.2 Trend of light yield in sealed detector

The trend of the secondary scintillation light yield of a triple-GEM stack in an Ar/CF4 gas
mixture with a mixing ratio of 80/20% at atmospheric pressure was recorded over an ex-
tended period of time in a sealed detector. After extensive gas flushing to achieve a good
gas purity in the detector, the gas flow was stopped and the chamber was sealed. The light
yield of the triple-GEM operated at a total effective gain of about 5.5 × 103 was recorded
in intervals of 5 h. The trends of the light yield and the effective GEM gain over 16 days of
sealed mode operation are shown in figure 35.

Figure 35. Trend of light yield in sealed detector: The light yield of a triple-GEM operated in an Ar/CF4
gas mixture at atmospheric pressure was recorded in a sealed detector. The overall decrease in the
light yield over 16 days was about 6%.

A decrease of the secondary scintillation light yield of about 6% over 16 days was ob-
served, while the effective GEM gain did not change significantly. The decrease in the light
yield is attributed to impurities in the gas due to outgassing from components in the de-
tector vessel despite the usage of low-outgassing materials. As the slight decrease in light
yield can be compensated by increasing the gain of the detector, sealed optically read out
GEM-based detectors appear feasible. In addition, degradations of the light yield in sealed
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detectors due to contamination of the gas might be decreased by using getter pumps to
maintain a high gas purity over long periods of sealed mode operation.
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Chapter 5

Optically read out detector concepts

5.1 Radiation imaging with optically read out GEM-based
detectors

Scintillation light emitted during the electron avalanche multiplication in the holes of GEMs
can be recorded with imaging sensors to visualise radiation interacting in the conversion
volume of GEM-based detectors. Employing multi-stage amplification structures, the sensi-
tivity of such detectors can be extended to weakly ionising radiation and the use of suitable
scintillating gases or gas mixtures enables direct imaging of light produced in amplification
structures. Radiographs can be recorded by placing an object of interest between a radia-
tion source and an optically read out GEM-based detector. Furthermore, the concept can
also be employed for recording real time images of radiation and to obtain visualisations
of radiation events without the need for extensive reconstruction algorithms. The combina-
tion of MPGDs with optical readout is also well-suited for applications requiring high spatial
resolution and low material budget.

The applicability of optically read out GEM-based detectors to X-ray radiography and
fluoroscopy was investigated. Based on multiple radiographs, 3D reconstruction was per-
formed from obtained images. The high achievable sensitivity of detectors based on GEM
amplification structures allowed single low-energy X-ray photon sensitivity and energy-resolved
imaging was explored.

5.1.1 Detector concept and operation

A radiation detector based on a stack of three GEMs as multiplication stage and a cath-
ode defining a conversion volume of several millimetres thickness above the first GEM was
placed in an optically transparent gas volume and read out with a CCD camera (QImaging
Retiga R6 [66]) positioned below the last GEM [81]. The optically read out GEM-based de-
tector was housed in a transparent gas volume made from polymethylmethacrylat. A 20µm
thick biaxially-oriented polyethylene terephthalate (Mylar) foil coated with 100 nm of Al was
used as radiation window to allow low-energy X-ray photons to enter into the detector. Three
GEM foils with an active area of 10× 10 cm2 each were assembled to a triple-layer multi-
plication stage in the gas volume. GEM foils featuring 70µm diameter holes with a pitch
of 140 µm manufactured by a double-mask etching technique were used. The foils were
separated by 2mm thick transfer gaps between them. The thickness of the conversion layer
between the first GEM and the cathode was varied between 2mm and 10mm depending on
the investigated applications. No anode was used below the triple-GEM stack. The individual
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electrodes of the GEMs were contacted by polyimide-insulated wires glued into and leading
through the frame of the gas volume. The electrodes were biased with a voltage divider
employing high-voltage resistors to define appropriate voltage gradients in the conversion
volume and multiplication stage.

A CCD camera was placed outside of the gas volume facing the bottom electrode of
the last GEM for recording the emitted scintillation light. A 6-megapixel CCD camera with a
12.5× 10 mm2 cooled imaging sensor featuring 4.54× 4.54 µm2 pixels and a nominal read
noise of 5.7 e− (rms) was used (QImaging Retiga R6 [66]). To collect secondary scintilla-
tion light, a 25mm focal length lens with a large aperture of f/0.95 was used. Coupling the
full active area of the GEM to the imaging sensor resulted in a magnification factor of ap-
proximately 10 corresponding to an effective pixel size of about 45× 45 µm2 on the imaging
plane. To enable close distance focusing of the lens, either an additional +3 diopter lens in
front of the main lens or a 1mm spacer between the lens and the camera body was used.
The camera was operated with the imaging sensor cooled to −20 ◦C by Peltier-cooling to
minimise the noise in the recorded images. Depending on the application, binning of pixels
or extended integration times were used to achieve sufficient signal-to-noise ratios in the
acquired images. The gas volume containing the detector elements was placed in a light
shielding box to minimise ambient light leakage to the camera.

The detector was operated in open gas flow mode with an Ar/CF4 gas mixture with a
mixing ratio of 80/20% at atmospheric pressure with a flow rate of 5 l/h. The detector was
flushed for several hours before operation to ensure a high gas quality.

The gain of the GEMs was adjusted to be compatible with different experimental require-
ments and enable detection of radiation ranging from low-energy X-rays to highly ionising
alpha particles. A tapered voltage biasing scheme based on a resistive voltage divider as
shown in figure 36 was used to power the GEMs. The gain of the second and third GEMs
in the triple-GEM stack was chosen to be slightly lower than the one of the first GEM be-
cause the total amount of charge present in the second and third multiplication stages will
be higher. The voltage drop across the second GEM was about 10% lower than the one
across the first one and the voltage drop across the third GEM was about 10% lower than
the one across the second one. For a voltage drop of 400V across the first GEM in the stack,
this resulted in a voltage drop of about 360V across the second GEM and 325V across the
third GEM. In the case of a detector operated in an Ar/CF4 gas mixture with a mixing ratio of
80/20%, these voltages result in gain values of about 80 for the first GEM, 35 for the second
GEM and 15 for the third GEM in a triple-GEM stack.

Transfer field strengths of about 2 kV/cm were employed to effectively collect electrons
between individual multiplication stages in the triple-GEM stack in the Ar/CF4 gas mixture.
The three 1MW protection resistors connected in series between the voltage divider and the
top electrodes of each of the GEMs were chosen for operation in low-rate environments. For
operation in high-rate environments, significantly lower resistor values for these protection
resistors should be chosen depending on the total expected charge in the triple-GEM stack.

5.1.2 X-ray radiography

X-ray radiography can be used to collect information about internal structures of objects.
Employed in fields ranging from medical diagnostics [82] to non-destructive material char-
acterisation, X-ray radiographs are recorded by subjecting a sample to X-ray irradiation and
recording the photons traversing the object with a suitable detector located behind the object.
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Figure 36. Biasing scheme of triple-GEM stack: A voltage divider scheme is used to bias a triple-GEM
stack. Slightly lower resistor values across the second and third GEMs in the stack are used to achieve
a lower charge gain in subsequent multiplication stages.

A variation of X-ray energies permits probing different depths in samples due to changing
absorption characteristics and characteristic absorptions lengths.

A triple-GEM-based detector optically read out with a CCD camera was used as an X-ray
detector for imaging of biological and non-organic samples under X-ray irradiation from 55Fe
sources or from an X-ray tube with Cu or W targets. A small deceased bat was placed in
front of the optically read out GEM-based detector and irradiated with X-rays from an X-ray
tube with a W target with high flux. A radiograph of the mammal recorded with an X-ray tube
acceleration voltage of 11 kV and an X-ray tube current of 0.5mA is shown in figure 37.

Figure 37. X-ray radiograph of bat: (a) X-ray radiograph of bat recorded with an exposure time of 10 s
under irradiation with X-rays from an X-ray tube operated with an acceleration voltage of 11 kV and a
tube current of 0.5mA. (b) Close-up view of GEM holes visible as sources of secondary scintillation
light.

The acquired image was recorded with an exposure time of 10 s and a pixel binning of
2x2 with the the first two GEMs in a triple-GEM stack operated at a voltage of 400V each and
350V across the third GEM. The acquired images demonstrate the imaging capabilities of
the optically read out GEM-based detector due to the high pixel count of the employed CCD
imaging sensor. Small structures of the animal are visible and the contrast in the images
permits a distinction of materials such as bones or skin with different densities [81]. Higher
X-ray photon energies result in a deeper penetration into the irradiated material and can be
used to resolve internal structures. However, the larger range of photoelectrons released in
the conversion volume by photons with higher energies results in decreased image sharp-
ness. The effect of different X-ray photon energies on image sharpness and contrast was
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also investigated by recording X-ray radiographs of a miniature drone at different X-ray tube
acceleration voltages from 10 kV to 50 kV in steps of 10 kV and comparing central line pro-
files in the acquired images as shown in figure 38. For higher X-ray energies, the contrast
in the images is improved. However, the sharpness is degraded by higher energetic X-rays.
This can be attributed to the larger extent of the primary ionisation cluster for higher ener-
getic X-ray photons. At high X-ray photon energies, some X-ray photons might penetrate the
object and the detector and reach the imaging sensor of the camera. As a result of direct
interaction of X-ray photons with the imaging sensor of the CCD camera which was placed in
the axis of irradiation in the presented measurement, some pixels might be directly hit and
excited by X-ray photons and give significantly higher readings than neighbouring pixels.
These pixels become apparent as sharp spikes in line profiles of the pixel value intensity.

Figure 38. Horizontal line profiles of pixel value intensities at different X-ray photon energies: (a) X-ray
radiographs of miniature drone recorded with different X-ray tube voltages from 10 kV to 50 kV in steps
of 10 kV. (b) Horizontal line profiles of pixel value intensities at different X-ray tube voltages.

The spatial resolution achievable by optically read out GEM-based detectors was stud-
ied by determining the edge spread function by imaging a sharp edge under parallel X-ray
irradiation. A 100µm thick Cu foil providing efficient shielding of 8 keV Cu X-rays from an
X-ray tube with a Cu target operated with an acceleration voltage of 20 kV located at a dis-
tance of about 1m from the detector was placed directly on top of the cathode of the detector
with a thin conversion layer of 2mm thickness. A radiograph under X-ray irradiation with an
X-ray tube current of 1mA was recorded without pixel binning with an exposure time of 6 s.
A triple-GEM stack with a voltage of 400V across each GEM and a drift gap thickness of
2mm was used to record images of the sharp edge of the Cu piece. A line profile of the pixel
value intensity in the recorded image across the edge of the Cu piece is shown in figure 39.

To determine the spatial resolution, the line profile across the recorded edge was fitted
with the error function defined as

I(x) = I0 +
A
2

erf
[x − x0√

2σ

]
(5.1)

with the intensity I(x) at a position x , the offset intensity I0, the amplitude A, the position of
the edge x0 and the standard deviation σ. From the obtained fit shown in figure 39b, a value
for the spatial resolution of σ = (351± 20) µm was obtained. While significantly better values
have been obtained with electronic readout using centre of gravity algorithms, the achieved
spatial resolution permits accurate imaging and identification of millimetre-scale structures.
In electronic readout configurations employing crossed strip readout for 2D position sensi-
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Figure 39. Spatial resolution determination by fitting edge profile: (a) Optically recorded image of the
edge of a Cu piece under X-ray irradiation. The blue line represents the location of the line profile of
the pixel value intensity. (b) Line profile of the pixel value intensity across the edge of a Cu piece. The
spatial resolution was determined by fitting an error function to the line profile.

tivity, the high spatial resolution is achieved by performing centre of gravity fitting of induced
electronic signals in several neighbouring readout strips resulting in excellent spatial res-
olutions. The integrating light collection during optical readout of GEM-based detectors by
imaging sensors achieves lower spatial resolution due to transversal diffusion of electrons in
the drift volume. As no centre of gravity fitting is performed during integrating optical imag-
ing, the diffusion of electrons in the drift region results in reduced image sharpness. Better
spatial resolution values may be achieved by identifying single events in images recorded
with short exposure times and performing centre of gravity fitting of individual X-ray photon
signal spots. Scintillation light readout is inherently insensitive to electronic noise resulting
in good signal-to-noise ratios and requires significantly less reconstruction effort in an inte-
grating imaging mode as images are directly available for display and further analysis and
no extensive image reconstruction algorithms as used in electronic readout for assembling
numerous individual events to an image are necessary.

5.1.3 X-ray fluoroscopy

Taking advantage of the frame rate achievable by high-granularity imaging sensors, real-
time movies of radiographs of samples under X-ray irradiation can be acquired. This tech-
nique known as fluoroscopy is especially useful for online material characterisation and
feedback from radiography during dynamic procedures. Acquired images can be directly
displayed as no extensive reconstruction is necessary and stored for further analysis. In
order to permit real-time fluoroscopy, the exposure time of individual image frames must be
kept short and high X-ray fluxes are necessary to obtain sufficient contrast in the individual
radiographs. Depending on the readout speed and pixel count, CCD cameras permit frame
rates of tens of frames per second while specialised CMOS cameras can achieve hundreds
of frames per second. The capability of imaging sensors to collect and record all light ar-
riving within the exposure window makes optical readout well-suited for fluoroscopy as it
enables the use of high radiation intensities and thus good signal-to-noise ratios.

Employing the same setup used for X-ray imaging, a triple-GEM-based detector optically
read out with a CCD camera was used for X-ray fluoroscopy acquisition. The remote con-
trolled flight of a miniature drone contained in a paper cylinder was recorded in real time. The
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drone was irradiated with strong X-ray fluxes from an X-ray tube with a Cu target operated
with an acceleration voltage of 10 kV and an X-ray tube current of 10mA and images with
an exposure time of 100ms were recorded. To achieve sufficient contrast in the individual
images despite the short exposure time, 8x8 pixel binning was employed and the triple-GEM
was operated at a high gain with a voltage of 400V across each one of the first two GEMs
and a voltage of 350V across the third GEM in the multiplication stage. Several frames of
the obtained X-ray fluoroscopy movie of the flight of a miniature remote-controlled drone are
shown in figure 40.

Figure 40. Selected frames of X-ray fluoroscopy recording: X-ray radiography images of the flight of a
miniature remote-controlled drone were recorded with an optically read out GEM-based detector with
a frame rate of 10Hz. The recorded frames display a high contrast despite the short exposure time of
100ms per frame.

To achieve higher signal-to-noise ratios or allow shorter exposure times, the intensity
of the incident radiation may be increased up to the limit set by the onset of saturation
in the GEM stack due to excessive radiation rates. The integrated imaging approach and
the immediate availability of images without the need for reconstruction algorithms makes
optical readout well-suited for X-ray fluoroscopy applications.

5.1.4 X-ray tomography

Acquiring multiple radiographs of the same object from different angles permits 3D recon-
struction of the shape of the object. This concept known as tomography is widely used in
medical imaging, where multiple X-ray radiographs are assembled to a 3D visualisation by
a technique called computed tomography. Using high radiation rates and taking advantage
of the integrated full-field imaging capabilities of optical readout, individual 2D images can
be recorded rapidly and used for the reconstruction of 3D models.

Figure 41. X-ray tomography from optically read out images: (a) Selected views of crushed plastic cup
containing two pens from different angles. Images were recorded optically with a CCD camera and a
background image was subtracted. (b) Example of a sinogram computed from a single radiograph of
the object. (c) Views of reconstructed 3D model of crushed plastic cup containing pens with different
intensity thresholds to visualise internal features.
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An optically read out triple-GEM-based detector was used to acquire multiple radio-
graphic views of an object from different angles [81]. Rotated by a remotely controlled step-
per motor, a crushed plastic cup containing two pens was used as a sample to demonstrate
the obtainable contrast in acquired images representing different material densities. 200 in-
dividual images of the object from angles from 0° to 360° in steps of 1.8° were recorded.
A subset of the recorded views of the object is shown in figure 41a. Following image ac-
quisition, sinograms were computed from the images via standard offline image analysis
software. An example of the resulting sinograms is shown in figure 41b. The sinograms
were subsequently transformed to a 3D model of the original object by a filtered back pro-
jection algorithm. Several views of the reconstructed 3D model are shown in figure 41c.
Introducing different background thresholds on the images before applying 3D reconstruc-
tion algorithms can be used to obtain 3D visualisations of certain features distinguished by
image contrast. As an example, high material density regions in the tips of the pens can be
selectively shown and reconstructed while hiding the thin plastic cup surrounding them.

5.1.5 X-ray fluorescence

Primary X-ray radiation can be used to excite fluorescence radiation from samples [83],
which can in turn be used to investigate material compositions. This X-ray fluorescence
technique is widely used in art and archaeology for the analysis of paint layers, coins or
other artefacts [84]. The two variants of X-ray fluorescence measurements, wavelength-
dispersive and energy-dispersive X-ray fluorescence, are also used in a number of other
applications including quality control and crystal structure analysis. Their low-energy X-ray
detection capability, high-rate compatibility, 2D spatial resolution and scalability to large de-
tection areas make MPGDs well-suited for energy-dispersive X-ray fluorescence analysis
[85]. Numerous MPGD-based detectors for X-ray fluorescence analysis have been devel-
oped which combine 2D X-ray photon detection with good spectroscopic capabilities for
full-field X-ray fluorescence systems [86, 85, 87].

The high achievable gain factors of multi-GEM amplification stages permit the detection
of individual low-energy X-ray photons. Operating a triple-GEM amplification stage with an
effective charge gain above 105, individual X-ray photon events with energies below 5 keV
can be unambiguously identified in PMT waveforms and in images obtained with a CCD
camera recording the emitted secondary scintillation light [81]. The proportionality between
energy deposited in the conversion volume by incident radiation and the number of electrons
created during electron avalanche multiplication in gaseous detectors operated in a propor-
tional amplification regime permits the recording of energy spectra of incident radiation from
induced electrical signals. Equivalently, the proportional dependence of the emitted number
of secondary scintillation photons during amplification on the number of produced electrons
allows a determination of the energy deposited in the conversion volume by the incident
radiation not only from induced electrical signals but also from the number of emitted pho-
tons. When recording emitted secondary scintillation light with a PMT, the integral of PMT
signals is a measure of the emitted number of photons. By normalising the PMT response
to a known energy such as the full energy peak of an 55Fe source at 5.9 keV, energy spectra
obtained by a PMT as shown in figure 42b can be obtained.

Individual X-ray photon signals can also be identified in CCD images with short exposure
times when achieving sufficiently high amplification factors and thus enough scintillation
light emission for acceptable signal-to-noise ratios in the optically read out images. Short
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Figure 42. 55Fe energy spectra obtained with GEM and PMT: (a) Energy spectrum of 55Fe obtained
from integrating electrical signals read out from the bottom of the third GEM in a triple-GEM-based de-
tector with an energy resolution of 28% FWHM at 5.9 keV. (b) Energy spectrum of 55Fe obtained from
integrating PMT signals of the secondary scintillation light produced in a triple-GEM-based detector
with an energy resolution of 32% FWHM at 5.9 keV.

exposure times must be used in order to avoid pile-up of multiple photon interaction events
in the acquired images. For an 55Fe source with an activity of approximately 1GBq placed
directly in front of the entrance window of an optically read out GEM-based detector with a
3mm thick conversion region, exposure times of up to 50ms resulted in a low number of
X-ray photon events present in each individual image with a small number of overlapping
events. To increase the signal-to-noise ratio in these images, 8x8 hardware pixel binning
was used to effectively increase the pixel size and increase the amount of light collected per
read out pixel. An example of a CCD image of several individual low-energy X-ray events
from an 55Fe source recorded with an exposure time of 50ms is shown in figure 43a.

Figure 43. 55Fe energy spectrum obtained from CCD images: (a) Image of multiple X-ray photons
from an 55Fe source interacting in a triple-GEM-based detector optically read out by a CCD camera.
The displayed image was recorded with an exposure time of 50ms and 8x8 pixel binning. (b) Energy
spectrum of 55Fe with an energy resolution of 32% FWHM at 5.9 keV obtained from integrating the
intensity of approximately 65000 X-ray photon signal spots in 5000 individual frames recorded by a
CCD camera.

Identifying signal spots in such images, masking them individually and integrating the
pixel value intensity around each identified signal spot yields a totally collected light intensity
value for each event, which can be directly related to the energy deposited by the incident
X-ray photon. An energy spectrum of an 55Fe source obtained from integrated signal spot
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intensities in CCD images recorded with short exposure times is shown in figure 43b. The
energy resolution in the obtained spectrum is 32% Full-Width at Half-Maximum (FWHM) at
5.9 keV. A small peak at higher energies resulting from the pile-up of several X-ray photons
in the same location in an individual image was observed.

Recording not only the integrated intensity of individual X-ray photon events in CCD
images but also their location permits energy-resolved 2D imaging with optically read out
GEM-based detectors. This readout approach can be readily scaled to larger or smaller
detection areas by the use of suitable lenses and permits the optimisation of area cover-
age and spatial resolution to meet varying experimental requirements. By encoding incident
photon energy in colour channels of images assembled from a high number of individual
photon events, different X-ray photon energies can be used to visualise and intuitively iden-
tify regions with radiation of certain energies.

X-ray fluorescence imaging takes advantage of the emission of characteristic X-rays from
excited materials with X-ray photon energies depending on the energy levels of the excited
materials. Recording both energy and location of characteristic X-ray photons emitted from
materials excited with X-ray radiation of a higher energy, materials can be distinguished and
material-resolved 2D images can be obtained. The energy-resolved 2D imaging achievable
with optically read out GEM-based detectors with sufficiently short exposure times can be
employed for X-ray fluorescence measurements. A schematic of the experimental setup
employed for X-ray fluorescence imaging with a triple-GEM-based detector read out by a
CCD camera is shown in figure 44a.

Figure 44. X-ray fluorescence imaging with optically read out GEM: (a) X-ray fluorescence setup con-
sisting of an object irradiated with X-rays, a pinhole and an optically read out GEM-based detector. (b)
Visible light image of irradiated object consisting of different metals. (c) Colour-coded X-ray fluores-
cence image permitting the distinction of different metals.

An object composed of different metallic objects composed of Ag, Al, Au, Cu, Fe and Zn
as shown in figure 44b fixed to a glass-reinforced epoxy laminate (FR4) plate was placed
under an angle in front of an X-ray tube with a W target operated with an acceleration volt-
age of 20 keV, which was used to excite some of the metals and induce the emission of
characteristic X-rays. A millimetre-scale pinhole placed between the excited object and the
detector allowed the characteristic X-rays to be recorded in well-defined locations on the ac-
tive area of the detector corresponding to their origin on the investigated object. In this setup
resembling a pinhole camera, the achievable spatial resolution could be improved by using
possibly small pinhole diameters. As smaller pinholes also result in a decreased geometrical
acceptance of the emitted characteristic X-rays and thus a decreased signal-to-noise ratio
of reconstructed energy-resolved images, the pinhole size was chosen to be 2mm in diam-
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eter as a compromise between achievable image sharpness and detectable light intensity.
Detected X-ray photon events were recorded by the CCD camera with a short exposure time
and 8x8 hardware pixel binning was used. Images were acquired with the maximum achiev-
able frame rate, which was limited to about 20Hz due to the time required for frame readout
from the CCD imaging sensor. Despite the full-field imaging capabilities of optically read out
detectors, the limited frame rate of imaging sensors might result in the necessity of long
measurement times to collect enough individual exposures for energy-resolved imaging.

The energy of the incident fluorescence photons was determined by integrating the pixel
value intensity of each individual signal spot in the recorded CCD images. Assembling the
2D image of the recorded radiation with dots representing each photon event with a colour
corresponding to the recorded photon energy according to an arbitrary colour scale, the
energy-resolved image shown in figure 44c was obtained. The characteristic X-ray emis-
sion energies of different materials allow an interpretation of the energy-resolved image as
a material-resolved representation of the studied object [81]. The characteristic X-ray emis-
sion energy of Cu at about 8 keV is represented in the image with green colour, while the
X-ray photons with energies of about 6.4 keV and 7.06 keV corresponding to characteristic
Fe X-ray emission are shown in purple and Zn with an X-ray photon emission peak at about
8.6 keV is shown in blue. Ag and Au have characteristic X-ray energies of 22.1 keV and
68 keV, respectively, which were too high in energy to be excited by incident X-rays from the
X-ray tube with a W target operated with an acceleration voltage of 20 kV. While Au also has
some lower energy characteristic X-ray energies which could have been excited, emission at
these lower energies was likely too low in intensity to be recorded. The achievable resolution
of the fluorescence image is limited by the intensity of incoming radiation and the geomet-
ric acceptance determined by the pinhole diameter and the experimental setup geometry.
Furthermore, parallax-induced broadening due to the conversion of X-rays incident under
an angle, which is not always parallel to the electric drift field lines in the conversion volume
of the detector, may result in a further loss of spatial resolution and image sharpness.

5.1.6 Radiation imaging

Optical readout of scintillation light from gaseous detectors provides 2D projections of events
for immediate display without the need for extensive event reconstruction algorithms and is
thus well-suited for the identification of radiation events and the distinction of different types
of radiation. The tuneable gain of GEMs allows the detection of various types of radiation
from MIPs to low-energy photons as well as strongly ionising radiation.

Operating a triple-GEM at high gain, muons can be identified and recorded. A detector
with a 10mm thick drift region and a triple-GEM as amplification stage read out by a CCD
camera was operated in a test beam at CERN with a muon beam crossing the active de-
tector volume parallel to the GEM surface. Examples of images of muon tracks exhibiting
a characteristic cluster structure with occasional highly energetic electrons originating from
the tracks are shown in figure 45.

Although the deposited energy is low, the strong signal amplification achievable by em-
ploying a triple-GEM multiplication stage results in high signal-to-noise ratios. The display
of radiation events makes the identification of highly energetic electrons possible.

Positioning the detector in a particle beam with the beam perpendicular to the GEM
surface permits beam profile monitoring. In order to minimise the exposure of the CCD
camera used for optical readout to the particle beam, the CCD camera was placed outside
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Figure 45. Muon tracks and hadronic shower: (a) Tracks of muons showing characteristic cluster
structure. (b) Delta ray originating from muon track. (c) Hadronic shower recorded in pion beam.

of the beam axis and scintillation light produced in the GEMs was coupled to the camera via
a mirror placed at 45° between the GEM and the camera. The beam profile of a pion beam
recorded at CERN is shown in figure 46.

Figure 46. Pion beam profile: (a) Ten consecutive exposures with an exposure time of 500ms per
slice displaying the time evolution of a pion beam recorded at CERN during a single spill of the beam.
The displayed area is the same as in the integrated image shown on the right. (b) Integrated pion
beam profile from 50 spills with an exposure time of 10 s for each spill.

Recording images with an exposure time of 500ms, changes in the beam profile over the
time of a beam spill could be recorded as shown in figure 46a. An integrated beam profile
from 50 spills with an exposure time of 10 s per spill is shown in figure 46b [81]. The main
beam spot as well as the movement of the beam from right to left during the beginning of
each spill due to bending magnet operation procedures can be identified in the recorded im-
ages. The immediate visualisation of the beam profile in optically read out detectors makes
them well-suited for online beam monitoring. Combined with the low material budget and
high signal amplification achievable by gaseous detectors, optically read out detectors us-
ing gas as active medium are an attractive technology for versatile online beam monitors.

The large dynamic range of GEM-based detectors allows the detection of a wide range of
particles fromMIPs to strongly ionising alpha particles or protons. The high spatial resolution
achievable by modern imaging sensors permits high signal-to-noise ratios and enables a
clear and unambiguous identification of particle track projections. Examples of images of
alpha particles with an energy of 6.4MeV from the decay of 220Rn recorded with an optically
read out detector based on a triple-GEM multiplication stage operated at a moderate gain
are shown in figure 47. Alpha particles were emitted by the decay of 220Rn to 216Po. 220Rn
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was introduced into the detector vessel by flushing the gas mixture used for operating the
detector through a cylinder containing 228Th. The daughter nucleus of 228Th, 224Ra, decayed
to 220Rn emitting alpha particles with an energy of 6.4MeV and was used as the main source
of alpha particles in the detector.

Figure 47. Alpha particle tracks from Rn and Po decay: (a, b) Alpha particle tracks from the decay of
220Rn. (b) Alpha particle tracks from the decay of 220Rn and the subsequent decay of 216Po.

The direction as well as the length of the projections of the alpha particle tracks can be
determined from the recorded images [81]. Since the detector is operated in a proportional
amplification regime and the light yield is thus proportional to the number of primary elec-
trons, the recorded intensity of the scintillation light depends on the charge deposited by
the particle traversing the active detector volume. Therefore, a line profile of the pixel value
intensity in a recorded image along the track of an alpha particle yields the energy loss
curve of the particle. A line profile of the pixel value intensity along an alpha particle track
is shown in figure 48. The qualitative shape of the energy loss curve obtained from the line
profile of the pixel value intensity agrees well with the expected curve of the energy loss of
alpha particles with penetration depth and clearly exhibits a pronounced Bragg peak at the
end of the track.

Figure 48. Line profile of pixel value intensity along alpha track: (a) Alpha particle track from the decay
of 220Rn. (b) Line profile of pixel value intensity along alpha track in optically read out image.

Besides the identification of individual alpha track events, optical readout is also suited
to identify more elaborate events such as subsequent decays of daughter nuclei. The 220Rn
atoms flushed into the gas volume of the GEM-based detectors emit an 6.4MeV alpha parti-
cle when decaying to 216Po with a half life of 55.6 s. With a short half life of 150ms, the 216Po
atoms decay to 212Pb emitting another alpha particle with an energy of 6.9MeV. This prompt
subsequent alpha decay can be readily recorded in an optically read out GEM-based de-
tector when choosing exposure times which are sufficiently long to record both consecutive
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alpha decays within a single image. Since the 216Po atom moves along the drift field lines
perpendicular to the surface of the GEMs, the alpha tracks from both consecutive decays
appear to origin from the same location in the recorded 2D projections as shown in fig-
ure 47c. The immediate visual representation of the event obtained from the CCD camera
without the need for extensive image reconstruction algorithms allows an intuitive interpre-
tation of such decays. Although this readout approach is only suited for low event rates
due to the limited frame rates of imaging sensors, the possibility to adjust the magnification
and thus the effective pixel size on the imaging plane by the use of different lenses makes
optical readout a versatile readout modality, which can be optimised for a wide range of
experimental requirements.

5.2 Minimising parallax error with planispherical GEM
While using gas as an activemedium inMPGDs permits the construction of lowmaterial bud-
get detectors, the low density of the active medium can also be disadvantageous as it results
in low interaction probabilities of incident radiation in the active medium and therefore low
detection efficiencies. Applications such as X-ray crystallography or X-ray fluorescence, in
which X-ray fluxes might be low, rely on maximised detection efficiencies to obtain measure-
ments with acceptable signal-to-noise ratios. An increased interaction probability of incident
radiation in the conversion region of gaseous detectors can be accomplished by using high
density gases such as Xe, operating the detector at increased pressures or by increasing
the thickness of the conversion region. The use of heavier gases as well as high-pressure
operation of detectors come with technical difficulties, which make these approaches uneco-
nomic or impractical. While thicker conversion regions can be readily implemented in most
gaseous detectors, the uncertainty in the depth of interaction may lead to parallax-induced
broadening and a loss of spatial resolution. Incident X-ray photons may interact with the gas
anywhere along their path in the conversion region and produce primary electrons in dif-
ferent locations depending on the depth of interaction. For non-parallel X-ray photon fields
and parallel drift field lines in the conversion volume, primary electrons will be collected in
different locations on the multiplication structure depending on the initial depth of interac-
tion. Therefore, collimated X-ray beams with an incidence angle differing from 90° will be
projected onto the 2D readout structure and recorded as extended blurred streaks instead
of spatially well-defined spots. In X-ray crystallography, where scattered X-ray photons will
enter the detector under different angles, which must be accurately reproduced, the loss of
spatial resolution due to the parallax error must be mitigated. Similarly, in X-ray fluoroscopy,
where characteristic X-ray photons emitted from the sample pass through a pinhole be-
fore reaching the detector, parallax-induced broadening must be avoided to preserve image
quality.

The parallax error can be minimised by determining the depth of interaction and recon-
structing the incidence angle of a recorded photon. The depth of interaction can be deter-
mined from the drift time of the primary electrons for a known drift velocity in a constant
drift field. Primary scintillation light emitted during the interaction of the X-ray photon in the
active gas volume provides a timestamp of the interaction and can be compared to the time
when electrons reach the multiplication structure to determine the drift time and therefore
the depth of interaction. Requiring a Xe gas filling and highly sensitive photon detectors for
recording the low-intensity primary scintillation light [88], this approach remains technologi-
cally challenging and limited to certain application cases.
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Alternatively, parallax-induced broadening can also be mitigated by drift field lines ra-
dially focused on a point-like source of incident radiation. In radially focused drift fields,
primary electrons will continue to drift along the same path as the incident photon and end
up in the same location on the multiplication structure independent of the depth of interaction
as shown schematically in figure 49.

Figure 49. Minimisation of parallax error with radial drift field: (a) In gaseous detectors with thick
conversion volumes, the parallax error leads to a broadening of signal spots for incident radiation
originating from a point-like source. (b) Drift field lines radially focused at the radiation source allow a
mitigation of the parallax error and preserve spatial resolution even in off-centre regions of the detector.

This concept has previously been implemented in a detector based on spherical GEMs to
create radially focused drift field lines in the conversion volume [89]. However, manufacturing
a spherical GEM from a flat GEM foil by deformation under thermal treatment has proven
to be complicated and a suitable spherical GEM readout has not been achieved due to
technical difficulties associated with this geometry.

Realising a detector which combines radially focused drift field lines to mitigate parallax-
induced broadening with a geometry well-suited for optical readout, a prototype detector
based on segmented flat GEMs has been realised and successfully operated [90]. The flat
detector geometry simplifies manufacturing and graded potentials on ring-shaped segments
of the GEM electrodes can be used to create a radially focused drift field suitable for appli-
cations requiring thick conversion layers. This planispherical GEM permits the use of thicker
drift regions while preserving spatial resolution and compatibility with optical readout.

5.2.1 Detector concept

A 10 cm diameter conversion volume with a thickness of 2.5 cm was formed by a segmented
circular cathode, a segmented cylindrical field shaper and a segmented circular GEM with a
diameter of 10 cm. A dual-GEM multiplication stage was used with a transfer gap thickness
of 2mm between the two GEM foils. The cathode, the field shaper and the GEM electrodes
featured 5 segments each, which could be individually biased. On the cathode and the GEM
electrodes, ring-shaped segments with widths decreasing from the inside to the outside sur-
round a central circular electrode segment. The different widths of the electrode segments
were chosen to achieve drift field lines radially focused on a focal point 10 cm above the
cathode with a constant potential difference between neighbouring segments. The drift field
lines achieved by the employed electrode geometry were computed with COMSOL [80] (F.
Sauli) as shown in figure 50.
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Figure 50. Planispherical GEM detector schematic with hole pattern: Segmented electrodes permit a
radially focused drift field. A hole pattern mask was placed between the detector and a point-like X-ray
source to compare straight and radially focused drift fields.

The detector elements were housed in a circular gas volume manufactured from poly-
oxymethylenewith a polyimide radiation window above the cathode and a borosilicate optical
window below the second GEM of the dual-GEM signal amplification stage. Cu tracks on
polyimide foils contacting the individual segments of the electrodes were connected to a
voltage divider PCB with zero-insertion-force connectors and a powering scheme based on
multiple high-voltage channels was used to enable GEM gain adjustments without affecting
the drift field lines. The voltage divider PCBs as well as an optional pinhole for X-ray flu-
orescence measurements were mounted and connected to the main detector volume with
3D printed parts.

The gas inlet was connected to the thin region between the cathode and the radiation
window with several holes in the cathode foil outside of the active region permitting gas flow
to the conversion volume and through the perforated GEM foils to the outlet connection in
the volume between the second GEM and the optical window. The detector was operated
with an Ar/CF4 gas mixture with a mixing ratio of 80/20% in open gas flow mode with a flow
rate of 5 l/h to ensure constant high gas purity. Below the detector volume, a light shielding
tube housing a CCD camera (QImaging Retiga R6 [66]) for optical readout of the scintillation
light produced in the GEM holes was mounted. For operation with radially focused drift field
lines, the segments of the electrodes were biased with a potential difference of 34V between
adjacent segments on the GEM electrodes and about 400V across the GEM foils. Only the
first GEM was operated with graded potentials on the individual segments of the electrodes
while all segments of the electrodes of the secondGEMwere biased with the same potential.

5.2.2 Minimisation of parallax error

The minimisation of the parallax error with radially focused drift field lines created by seg-
mented electrodes in the developed detector prototype was investigated by comparing the
representation of a hole pattern with parallel drift field lines and with radially focused drift
field lines. A 100µm thick Cu foil with 2mm holes spaced by 5mm or 10mm in a crosshair
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pattern was placed directly in front of the polyimide radiation window of the detector. An
55Fe X-ray source collimated with a pinhole in a Cu foil was placed in the focal point of the
radially focused drift field lines 10 cm above the cathode. The primary electrons created
during ionisation in the drift volume by X-rays passing through the holes of the mask were
amplified by the double-GEM multiplication stage and the emitted secondary scintillation
light was recorded with the CCD camera facing the bottom of the GEM stack. The setup
for measuring the parallax error minimisation capabilities of the detector is schematically
shown in figure 50.

Reference measurements of the parallax-induced broadening of the signal spots corre-
sponding to the holes in the mask were recorded by creating parallel drift field lines in the
conversion volume by biasing all segments of the cathode and field shaper with the same
voltage. An image of the hole pattern acquired with parallel drift field lines is shown in fig-
ure 51a and displays increasing parallax-induced broadening in the outward regions of the
active area of the detector.

Figure 51. Hole pattern representation for different drift fields: In the case of parallel drift field lines,
increased parallax-induced broadening leads to a decreased spatial resolution and lower signal-to-
noise ratio in the outward regions of the detector. Radially focused drift field lines preserve the spatial
resolution and the signal-to-noise ratio across the active area of the detector.

Switching to radially focused drift field lines focused at the point-like radiation source by
applying graded potentials on the individual segments of the GEM, the parallax error could
be minimised and holes of the mask were correctly represented as localised spots even in
the off-centre regions of the detector. As shown in figure 51b, the radially focused drift field
lines also resulted in a significantly increased signal-to-noise ratio. The degraded detector
response due to the parallax error in the case of parallel drift field lines compared to the
preserved signal-to-noise ratio in the case of radially focused drift field lines can also be
seen in the horizontal line profiles of the pixel value intensity across the width of the active
area as shown in figure 52.

The X-ray fluorescence imaging capabilities of the planispherical GEM-based detector
were studied by imaging the characteristic X-ray emission from a Cu grid irradiated with X-
rays from an X-ray tube with a W target operated with an acceleration voltage of 20 kV. A
10× 10 cm2 grid with 2mm wide Cu lines with a pitch of 10mm was placed under an angle
in front of a 2mm diameter pinhole in the focal point of the radially focused drift field lines
of the planispherical GEM-based detector as shown in figure 53.

Integrated images of the characteristic X-rays emitted by the grid were taken for two dif-
ferent drift field configurations. In the case of parallel drift field lines, the parallax-induced
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Figure 52. Horizontal line profiles of hole pattern: (a) The line profile of the pixel value intensity across
the image in figure 51a shows a degradation of the spatial resolution and signal amplitude in off-
centre regions of the detector. (b) The line profile of the pixel value intensity across the image in
figure 51b taken with radially focused drift field lines demonstrates that parallax-induced broadening
can be minimised with radially focused drift field lines. The remaining variations in the observed signal
amplitudesmay be partly attributed to irregularities of the holes of themask used for this measurement.

broadening in the outward regions of the detector results in the lines of the grid being washed
out in the recorded integrated image shown in figure 54a. The reduced signal-to-noise ratio
and the broadening of the signals results in the individual vertical grid lines not being dis-
tinguishable anymore in the off-centre regions of the active area. In contrast, when using
drift field lines radially focused at the pinhole, the grid lines can be accurate reproduced
across the active area of the detector with individual vertical lines remaining separated and
distinguishable as shown in figure 54b.

The insulating gaps between the segments of the top electrode of the first GEM result
in circular dead regions between segments. Although the insulating regions between seg-
ments are only 200µm wide, the dead regions in the recorded images appear much wider.
The width of the circular dead regions in the images might be reduced by minimising the
width of the insulating regions between segments. Flood irradiations of the full active area
of the detector with a nearly parallel X-ray photon field were used to visualise the effect of
graded potentials between neighbouring segments on the width of the gaps between the
segments in recorded images. The detector was placed in front of an X-ray tube and irra-
diated without any collimation to cover the full active area. In the case of parallel drift field
lines, all segments of the top electrode of the first GEM were at the same potential and the
width of the insulating gaps was reproduced according to the nominal width of about 200µm
as shown in figure 55a. Apart from the profile of the X-ray beam, the response of the detector
appeared uniform across the active area. In the case of radially focused drift field lines, the
insulating gaps between segments appear significantly wider in recorded images as shown
in figure 55b.

Additionally, the inner edges of each ring-shaped sector appear brighter than the outer
edges, which can also be seen in the horizontal line profiles of the pixel value intensity
across the centre of the flood exposure image recorded with radially focused drift field lines
as shown in figure 56.

This imbalance between the brightness of the inner and outer edges of the ring-shaped
electrode segments is attributed to the potential difference between neighbouring segments.
Outer segments were biased more positively relative to the inner ones resulting in electrons
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Figure 53. Schematic of fluorescence measurements with planispherical GEM: A Cu grid is irradiated
with X-rays and the fluorescence X-rays from the Cu grid are focused onto the planispherical GEM-
based detector through a pinhole.

Figure 54. X-ray fluorescence measurements with planispherical GEM: (a) In the case of parallel
drift field lines, the fluorescence image of a Cu grid appears washed out in off-centre regions and
vertical lines become indistinguishable. (b) Drift field lines radially focused at the pinhole permit a
preservation of imaging capabilities across the active area of the detector and the lines of the Cu grid
are distinguishable even in outward regions of the detector.

close to the insulating gaps between two segments preferably drifting to the outer segment.
Therefore, more primary electrons end up at the inner edges of the electrode segments
compared to the outer edges of the electrode segments. This behaviour can also be seen
by spikes in the horizontal lines profiles of the pixel value intensity across recorded flood
exposure images with radially focused drift field lines.

The effect of transferring electrons from a region with radially focused drift field lines to
a parallel transfer field between the two GEMs was measured by recording images of flood
field irradiations for the three cases of parallel drift and transfer field lines, radially focused
drift field lines and parallel transfer field lines and for radially focused drift and transfer field
lines. No obvious differences in image quality or in line profiles of the pixel value intensity
were observed for parallel or radially focused transfer field lines with the radially focused drift
field lines. The effect of the transfer of electrons from a region with radially focused drift field
lines to a parallel transfer field as well as the varying electron extraction and collection fields
across the active area appear to be negligible. The configuration of radially focused drift field

74



Figure 55. Flood exposure images with different drift fields: (a) The pixel value intensity across the
surface of the detector operated with parallel drift field lines and all segments of an electrode at the
same potential remains approximately constant with some variations due to the beam shape and
gain variations across the GEM. Inset: Close-up view of the insulating gap between segments of
a segmented electrode showing individual GEM holes. (b) In the case of radially focused drift field
lines, the potential differences between neighbouring segments of a segmented electrode leads to an
unbalanced electron collection with electrons being preferably collected at the inner borders of each
segment. Inset: Close-up view of the insulating gap between segments of a segmented electrode
showing individual GEM holes.

lines and parallel transfer field lines between the GEM foils was chosen for operation as it
results in a simpler powering scheme without requiring different potentials on all electrode
segments of the second GEM.

The dual-GEM multiplication stage could achieve sufficient gains to record single low-
energy X-ray photon events with low signal-to-noise ratios. Operating both GEMs with a po-
tential difference of more than 400V between the electrodes of each foil, individual 5.9 keV
X-ray photon events could be observed in images recorded with the CCD camera with short
exposure times. This enables energy-resolved imaging and can be applied for X-ray flu-
orescence measurements. Therefore, the planispherical GEM-based detector combines
energy-resolved imaging capabilities with minimised parallax-induced broadening due to
radially focused drift field lines. Additional multiplication stages can be added to increase
the signal-to-noise ratio of individual X-ray photon events and to improve the sensitivity of
the detector.

The minimisation of the parallax-induced broadening demonstrated by the presented
planispherical GEM-based detector paves the way for applying optically read out gaseous
detectors to applications such as X-ray crystallography or fluorescence, which require thick
conversion regions. Guiding electrons along radially focused drift field lines in the conver-
sion volume preserves the angular information of the incident radiation and results in more
accurate representations of the incident X-ray photon field. The spatial resolution and the
signal-to-noise ratio are significantly better preserved when employing radially focused drift
field lines than in the standard case of parallel drift field lines in the conversion volume.

Optical readout is well-suited for X-ray crystallography because it is compatible with high
particle rates and all incident light in the exposure window will be collected and recorded
in integrated diffraction pattern images. While only limited energy resolution was achieved
with optically read out GEMs, optical readout also presents an attractive readout modality
for X-ray fluorescence as it enables full-field energy-resolved imaging. The planispherical
GEM-based detector can be scaled up in size and the use of suitable lenses enables the
optical readout of larger detectors. The high spatial resolution achievable by imaging sen-
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Figure 56. Line profile across flood exposure image for radially focused drift field lines: The horizontal
line profile of the pixel value intensity across the flood exposure image shown in figure 55b taken
with radially focused drift field lines shows unbalanced electron collection around the insulating gaps
between individual segments of the segmented GEM electrodes.

sors is a key advantages of optical readout for such a detector for X-ray crystallography or
fluorescence applications and the sensitivity of the detector to low-energy radiation may be
extended by adding additional amplification stages.

5.3 Event reconstruction in an optically read out TPC

Augmenting 2D projections with associated depth information, TPCs enable 3D particle
track reconstruction [91]. The versatility of TPCs has made them a widely used concept in
particle detection and many varieties of TPC geometries and readout schemes have been
developed and used. The TPC used in the ALICE experiment [92] at the LHC at CERN and
the one used in the STAR experiment [93] at the RHIC at BNL are examples of currently
operating large-scale TPCs. Large TPCs have also been at the core of previous experi-
ments such as the ALEPH [94] and DELPHI [95] experiments at the LEP at CERN. Future
experiments in a variety of research fields are also centred around TPCs such as the NEXT
experiment for neutrinoless double beta decay search [96], liquid Xe based TPCs searching
for nuclear recoils resulting from scattering dark matter particles [69], the DMTPC project
focused on directional dark matter search [71] or for the tracking of heavy ions at the Super-
FRS [36] at FAIR.

Optical readout is well-suited for reading out MPGD detectors at the endcaps of TPCs.
The high spatial resolution and the economically efficient scalability of this readout approach
can be used to realise optically read out TPCs based on amplification technologies such as
GEMs. While 2D projections of particle tracks are obtained from optically read out images
of the secondary scintillation emitted during avalanche multiplication in the GEMs, depth
of interaction information such as from fast photon detectors can be used to enable 3D
particle track reconstruction [97]. Optically read out TPCs are used in applications ranging
from proton spectroscopy [72] and the study of two-proton decays [98] to studies in nuclear
astrophysics with gamma-ray beams [99, 100] to directional dark matter search [71]. The
high granularity of imaging sensors is also well-suited for the study of rare events such as
low-energy nuclear recoils in the search for dark matter and is exploited by the CYGNUS
collaboration in a proposed high-resolution TPC based on optical readout [101].
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An optically read out GEM-based TPC was developed for studies of the applicability of
optical readout to particle track reconstruction [102] and a readout scheme compatible not
only with straight particle tracks but with more complex particle trajectories was demon-
strated.

5.3.1 Detector concept

A TPC based on optically read out GEMs was realised and employed for 3D event recon-
struction. The detector was based on a UHV-grade vessel housing a circular field shaper
and a triple GEM-stack as shown in figure 57.

Figure 57. Optically read out TPC: (a) Schematic of the optically read out GEM-based TPC. A CCD
camera faces the bottom of a triple-GEM stack. A PMT faces the conversion volume formed by a field
shaper. The field shaper and the GEMs are housed in a UHV-grade vessel. (b) Optically read out TPC
setup with turbomolecular pump for cleaning of the vessel and gas system for controlled filling of the
chamber.

The chamber containing the detector elements was built from CF160 stainless steel
components and had a volume of approximately 8 l. Two optical viewports located at op-
posite sides of the cubical vessel were facing the drift volume and the bottom of the GEM-
stack. A 2-inch PMT (Hamamatsu R375 [61]) and a CCD camera (QImaging Retiga R6 [66])
were placed in front of the viewports and housed in attachable Al tubes for light shielding.
The chamber was connected to a vacuum pumping system consisting of a rotary vane pre-
pump and a turbomolecular vacuum pump. The pressure inside the chamber was monitored
by multiple pressure and vacuum gauges including a combined Pirani-type and capacitive
gauge, a combined Pirani-type and cold cathode gauge and a capacitive high pressure
transducer to continuously cover all pressure regimes from high vacuum to several bar
overpressure. Additionally, a gas monitoring and recirculation system consisting of multi-
ple monitoring devices, valves to control the gas flow and a getter cartridge were connected
to the vessel to provide information about the gas flow and pressure when filling or flushing
the vessel as well as to allow gas purification during sealed mode operation.

A stainless steel mesh was used as a cathode at the top of the active region. The adja-
cent field shaper with a diameter of 10 cm and a length of 10 cm consisted of multiple ring-
shaped Cu electrodes, which were interconnected with a chain of resistors inside the vessel
to achieve the desirable potential gradient over the whole length of the drift region. The
GEM electrodes were individually connected to Safe High Voltage (SHV) feedthroughs and
biased with a resistor-based voltage divider located outside of the vessel. The 10× 10 cm2

active area GEMs were glued onto ceramic frames and mounted in a triple-GEM stack with
2mm transfer gaps between the individual foils.
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Aiming at long-term sealed mode operation of the device as well as high gas purity, a
special focus was put on the selection of materials to be placed in contact with the gas
volume. Low-outgassing materials such as ceramic frames and PolyEther Ether Ketone
(PEEK) plastic were used for mechanical support structures for the detector elements and
only metallic gaskets and all-metal valves were used for sealing the chamber as well as the
associated vacuum and gas systems. While polyimide is not well-suited for low-outgassing
environments, electrical connections inside the chamber were made by polyimide-insulated
wires to achieve good high-voltage insulation. Clamping was used to mitigate the use of
solder in the chamber.

5.3.2 Detector operation

Prior to gas filling, the vessel was pumped to pressures below 1× 10−5 mbar by a turbo-
molecular pump backed by a rotary vane pump. Extended pumping for several days was
used to minimise contamination of the gas due to outgassing from detector components or
adsorbed gases. Mass flow controllers were used to mix the desired gas mixtures from pure
gases and stainless steel gas pipes were used for all connections from the gas bottles to
the detector vessel. After cleaning the chamber and prior to gas filling, input gas lines were
purged with a gas flow of 5 l/h. Subsequently, the chamber was filled with the same gas flow
rate up to atmospheric pressure. After filling, the chamber was flushed with the desired gas
mixture for several hours to ensure high gas purity. The detector was then operated either
in sealed or open gas flow mode depending on the performed measurements.

The individual electrodes of the threeGEMs used asmultiplication and scintillation stages
in the detector were biased with a resistor-based voltage divider. The top electrode of the
third GEM in the stack was grounded to permit easy tuning of the gain of the third GEM by
varying the positive bias voltage of the bottom electrode without changing the transfer field
or any other voltage gradients in other amplifications stages. Operated at voltage drops of
approximately 400V across each GEM, the triple-GEM achieved gains of 103 to 104. The
field shaper was biased by applying negative bias voltages on the cathode mesh and the
bottom ring-shaped electrode with the equal resistors interconnecting all ring-shaped elec-
trodes of the field shaper resulting in a linear voltage drop along the field shaper. Limited by
the high-voltage stability of the 10 kV-SHV-feedthrough used to bias the cathode, a maxi-
mum drift field of 500V/cm could be achieved. Typically, the detector was operated with drift
fields ranging from 100V/cm to 300V/cm although much lower drift fields were explored as
well.

The PMT was operated with a moderate negative voltage of 1000V corresponding to a
gain of about 5×105 as this provided sufficient dynamic range to detect single photon signals
as well as record high-intensity secondary scintillation pulses from alpha track events.

Event reconstruction studies of the TPC were performed using signals from alpha parti-
cles, which provide a high signal-to-noise ratio due to their high energy loss in the gas. The
straight tracks of alpha particles with energies of several MeV can be unambiguously iden-
tified and reconstructed and were therefore well-suited for establishing event reconstruction
capabilities of the TPC. Alpha particles from the decay of 220Rn to 216Po were introduced
into the TPC as described in section 5.1.6.

The primary scintillation light emitted by particles interacting in the conversion volume
as well as the secondary scintillation light emitted during electron avalanche multiplication
in the triple-GEM stack were registered by a PMT and recorded with an oscilloscope trig-
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gering on the high-intensity secondary scintillation signals. The output signal of the PMT
was also connected to a Nuclear Instrumentation Module-based (NIM-based) discriminator,
which generated a NIM-level pulse when the signal crossed a certain threshold amplitude.
The generated pulse was used to trigger the oscilloscope and acquire the waveform from
the PMT. Simultaneously, the pulse from the discriminator was used to control the image
acquisition with the CCD camera. The CCD camera used for recording the scintillation light
emitted during electron avalanchemultiplication was operated in bulb triggeringmode, which
allowed direct control of the shutter operation with external Transistor-Transistor Logic (TTL)
signals. In bulb triggering mode, the shutter of the camera opened when the level of the
TTL signal changed from a low to a high level and remained open until the signal changed
back to a low level. With a response time of the shutter of approximately 100µs after the
change of the level of the trigger signal, the external TTL triggering of the camera allowed
direct control of the shutter operation. The shutter of the camera was opened as soon as
the system was ready for a new event after processing the previous one. It remained open
until an event was registered by the PMT and was closed by the pulse generated by the
discriminator from a PMT signal crossing the set threshold. This resulted in exposure times
varying from event to event depending on the random occurrence of alpha decays in the
active volume of the detector. In addition to the PMT waveform being recorded and the CCD
exposure being stopped as soon as an event was registered, the acquired data was trans-
ferred to an online analysis script or saved for later offline reconstruction depending on the
operation mode of the TPC.

5.3.3 Live event reconstruction

Augmenting the 2D projections of events obtained from the images recorded by the CCD
camera with timing information from the PMT permitted 3D event reconstruction in the opti-
cally read out TPC. For highly ionising particles like alpha particles, the primary scintillation
in the drift volume was sufficiently strong to be measured with the PMT. As the primary
scintillation light pulse occurred upon interaction of the incident particles in the drift volume,
it was used to determine the time t0 of the occurrence of an event in the TPC. The sec-
ondary scintillation light was emitted only after electrons have drifted towards and reached
the GEMs and the time between primary and secondary scintillation light therefore corre-
sponds to the drift time of the electrons. With a known drift velocity for a specific electric field
strength in the drift region, this time difference between primary and secondary scintillation
could be converted into depth of interaction information. The emission of primary scintilla-
tion light is a fast photon production mechanism and previous studies of the time spectra of
scintillation light emission from pure CF4 and Ar/CF4 gas mixtures have shown that typical
effective lifetimes of the involved excited states are on the order of 5 ns to 10 ns [46, 103].
Compared to the much longer electron drift times in the TPC, the decay times of the excited
states leading to scintillation light emission do not significantly contribute to the uncertainty
in the determination of Z-coordinates from time differences between primary and secondary
scintillation signals.

Combined with 2D information from CCD images, this readout approach provided 3D
information of events in the TPC and permitted 3D reconstruction of particle tracks. An
example of an image of an alpha track recorded in the optically read out TPC is shown in
figure 58a. The high granularity of the employed imaging sensor provides a 2D projection
of the event with high spatial resolution and the strong signal amplification and associated
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high scintillation light intensity achieved by the triple-GEM multiplication structure resulted
in a high signal-to-noise ratio.

Figure 58. Image of alpha particle track and PMT waveform: (a) An optically read out image provides
X-Y-information for track reconstruction with high spatial resolution. (b) The signal from a PMT is used
to determine the track inclination and the depth of interaction from the time difference between the
time t0 of the primary (S1) scintillation signal and the times t1 and t2 of the beginning and end of the
secondary (S2) scintillation pulse, respectively.

An example of an acquired PMT waveform is shown in figure 58b. In the shown exam-
ple, the primary scintillation signal with a low amplitude occurred about t0 = 0.8 µs before
the secondary scintillation pulse, which exhibits a significantly higher amplitude and width.
Multiplying the time difference ∆t1 = t1 − t0 between the primary scintillation and the begin-
ning of the secondary scintillation pulse with the drift velocity of electrons in the drift region
yields the Z-coordinate of the track point closest to the surface of the GEMs. Similarly, mul-
tiplying the time difference ∆t2 = t2 − t0 between the primary scintillation and the end of
the secondary scintillation pulse with the drift velocity of electrons in the drift region yields
the Z-coordinate of the track point farthest from the surface of the GEMs. While these two
coordinates provide information about the absolute position of the track in the drift volume
and its extent along the Z-axis, they do not suffice to unambiguously reconstruct the track.
To combine the Z-coordinates of the farthest and closest track points with the start and
end points of the track in the CCD images to a 3D reconstructed event, the obtained Z-
coordinates must be assigned to the start and end points of the track in the 2D projections.
This requires knowledge of the orientation of the track, i.e. the orientation of the trajectory
of the detected particle. The Bragg curve of the energy loss of a particle along its path in the
active detection volume can be used to determine the orientation of the track and resolve
any residual ambiguity in the track reconstruction from a combination of a 2D projection with
depth of interaction information from the PMT. The energy loss profile along the track can
be determined from a PMT waveform as well as from a CCD image as shown in figure 59.

The secondary scintillation light signal in the PMT waveform of a fully contained alpha
particle exhibits a pronounced peak at either the beginning or the end of the pulse. The
structure encoded in the secondary scintillation light corresponds to the energy loss of the
particle and can be used to determine if the end of the trajectory of the particle denoted
by the Bragg peak of maximum energy loss occurred at the beginning or the end of the
secondary scintillation signal. A Bragg peak at the beginning of the secondary scintillation
signal denotes a particle trajectory oriented towards the surface of the GEMs, while a Bragg
peak at the end of the secondary scintillation signal corresponds to a particle trajectory
oriented towards the cathode. Similarly, a line profile of the pixel value intensity along a
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Figure 59. Energy loss profiles along alpha track: (a) A line profile of the pixel value intensity along
the alpha track from figure 58a shows the Bragg peak at the end of the track. (b) The structure visible
in the PMT waveform of the secondary scintillation allows a determination of the orientation of the
trajectory of the observed alpha particle.

particle track in an image recorded by the CCD camera also yields the energy loss curve of
the particle and exhibits a pronounced Bragg peak at one end of the track. Combining the
knowledge of the orientation of the track from the structure of the secondary scintillation peak
with the identification of the end of the track in the CCD image, an unambiguous assignment
of the closest and farthest Z-coordinates of the particle track to the beginning and end points
of the track in the 2D projection is possible and permits a determinate 3D reconstruction of
the event. A visualisation of exemplary reconstructed alpha tracks is shown in figure 60.

Figure 60. Reconstructed alpha tracks: Exemplary 3D reconstructions of alpha tracks (red) from CCD
images and PMT waveforms visualised in the field shaper of the optically read out TPC. The black dot
denotes the starting point of the alpha track.

The data acquisition and event reconstruction workflows were automated to permit live
3D reconstruction and online event display [102]. Once the processing of the previous event
was completed, a data acquisition and control script notified other components of the data
acquisition system about its readiness for a new event through a microcontroller used to
send an enable signal to the NIM-based electronics. The NIM-based electronics were used
to control the shutter of the camera and the triggering of the oscilloscope. This opened the
shutter of the camera which remained open until an event was registered by the PMT. Upon
the registration of an event, the shutter of the camera was closed, the acquisition of the
PMT waveform by the oscilloscope was triggered and the data acquisition script was noti-
fied of the presence of new data through a microcontroller used as an interface between
analogue TTL signals and the digital control software. Subsequently, the acquired image
from the CCD camera and the acquired PMT waveform were transferred to the data ac-
quisition script. Employing the described event reconstruction algorithm, the 2D projection
from the image and timing information from the PMT waveform were assembled to a 3D re-
construction of the event and the event was displayed on-screen. Once reconstruction and
display were completed, the system was ready for the next event. Limited by the transfer of
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data from the oscilloscope and the CCD camera to the computer, a rate of approximately
one to two displayed events per second could be achieved. The rate of displayed events
may be significantly increased by employing a camera with a lower readout time, faster data
acquisition links and optimised event reconstruction algorithms.

The reconstructed tracks of alpha particles from the decay of 220Rn flushed into the
detector vessel were used to measure the distribution of track lengths in the optically read
out TPC. After 3D reconstruction of events, the length of the track was calculated and the
distribution of obtained alpha track lengths is shown in figure 61.

Figure 61. Reconstructed track lengths of alpha particles: The measured track length distribution of
reconstructed tracks of alpha particles with an energy of 6.4MeV in an Ar/CF4 gas mixture with a
mixing ratio of 80/20% at atmospheric pressure exhibits a maximum at around 45mm, which is in
agreement with the simulated track length distribution. Shorter track lengths correspond to partially
contained tracks.

The distribution of alpha track lengths exhibits a maximum at track lengths of about
45mm with a lower and approximately constant number of tracks with shorter track lengths
and some reconstructed tracks with longer lengths. The randomness of the origins of the
trajectories of the alpha particles resulting from the use of the gaseous 220Rn source leads
to a high number of events not being fully contained in the active volume of the detector.
The parts of the tracks of these events registered by the detector resulted in the events with
short track lengths. Below 10mm track length, the employed reconstruction algorithm could
not perform 3D event reconstruction with acceptable confidence and these events were
excluded from further analysis. The peak in the track length distribution at around 45mm
corresponds to the tracks of fully contained alpha particles. The expected length of the
tracks of the 6.4MeV alpha particles from the decay of 220Rn in the Ar/CF4 gas mixture with
a mixing ratio of 80/20% used in the detector was calculated with a simulation in Geant4
[104] (G. Galgóczi) and is shown in figure 61. The observed peak in the experimentally
obtained distribution of track lengths of the alpha particles agrees well with the simulated
track length, which confirms the correct operation of the detector and validates the event
reconstruction algorithm. The appearance of some longer track lengths in the observed
distribution is attributed to shortcomings of the reconstruction algorithm and the consecutive
alpha decay of the decay product of 220Rn, 216Po. If the decay of 216Po occurs shortly after
the initial decay of 220Rn, alpha particles emitted by both decays might be recorded within
the same CCD image. The algorithm used to determine 2D projections of tracks was not
suited to disentangle such events which might result in some overestimated track lengths.
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5.3.4 Combined optical and electronic readout

Combining the 2D projection of particle trajectories obtained from optically read out images
of the scintillation light produced during electron avalanche multiplication in the GEM-based
multiplication stage of an optically read out TPC with timing information from a PMT permits
3D event reconstruction of events with measurable primary scintillation intensity and straight
particle trajectories. For weakly ionising particles which do not produce primary scintillation
light of detectable intensity or more complex trajectories, the depth of interaction information
required for 3D event reconstruction cannot be obtained from the time difference between
primary and secondary scintillation signals. Therefore, event reconstruction in the optically
read out TPC is limited to highly ionising straight particle tracks like alpha particle tracks
when relying on the time difference between primary and secondary scintillation signals for
the determination of the depth of interaction of the measured particle. To overcome this lim-
itation, the Z-coordinates needed to go from a 2D event projection to a 3D reconstructed
event representation can be obtained from the arrival time of the electrons at the multipli-
cation stage at one end of the TPC. However, CCD, CMOS or EMCCD imaging sensors do
not provide sufficient frame rates for a determination of the difference in the arrival time of
electrons along the track of particles which should be detected. With frame rates of tens or
hundreds of frames per second, even modern imaging sensors are much to slow to record
multiple frames per event, which would allow a determination of the arrival times of electrons
from different locations along the particle trajectory in the active volume of the detector. Fast
readout electronics as used in the conventional electrical readout of MPGDs, however, are
capable of recording the arrival time of electrons with sufficient temporal resolution to de-
termine the depth of interaction along the trajectory of a particle. By combining the high
spatial resolution provided by optical readout with the fast readout speed of electrical read-
out, 3D event reconstruction can be performed without the need for timing information from
PMT waveforms. To permit the reconstruction of more complex particle trajectories, elec-
trical signals used for depth of interaction determination must be recorded with associated
coarse position information. This can be achieved by a segmented anode with limited granu-
larity below the triple-GEMmultiplication stage used in the optically read out TPC. Electrons
produced during avalanche multiplication in the holes of the GEM will induce electrical sig-
nals in an anode placed below the last GEM in the multiplication stage when moving from
the holes of the last GEM towards the anode. These induced signals can be picked up and
recorded with amplifying electronics and an oscilloscope or dedicated readout electronics.
The arrival time of the electrical signals allows a determination of relative Z-coordinates of
the track of the detected particle as shown conceptually in figure 62.

Spatial granularity in the electrical readout of an anode below the triple-GEM stack can
be achieved by a pixelated anode or anodes with strips in one or two dimensions. To permit
electrical signal readout and simultaneous recording of secondary scintillation light from the
GEM by a camera, a transparent anode needs to be used. Combining electrical conduc-
tivity and optical transparency in the VIS wavelength range, Indium Tin Oxide (ITO) can be
used to manufacture transparent anodes. ITO layers can be easily deposited by evaporation
or sputtering and are widely used as transparent electromagnetic shielding. The deposited
ITO layer thickness can be tuned to achieve desired values of sheet resistivity as well as
optical transparency with 25 nm thick layers exhibiting a typical sheet resistivity of 100W/2
and thicker layers of 450 nm exhibiting a significantly lower sheet resistivity of 4W/2. The
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Figure 62. Combined optical and electronic readout for track reconstruction: (a) An optically read
out 2D image provides a high spatial resolution 2D projection of a particle track. A pixelated anode
pattern is shown as overlay and three hit and electronically read out pads are identified by colour.
(b) Electronic signals from three central pads corresponding to the coloured pads in the optical image
display differences in signal arrival time which translates to relative depth information between different
sections of the track. (c) Schematic visualisation of particle track reconstructed from a combination of
optically obtained 2D information and depth information extracted from electronically read out signals.

wavelength-dependent optical transparency of ITO films depends mostly on the film thick-
ness with thicker layers exhibiting some undulation as shown in figure 63.

Figure 63.Optical transmission of ITO films: ITO films exhibit a maximum optical transparency of about
80% in the VIS wavelength range. The transparency drops sharply below 350nm and thicker layers
display undulation of the transparency with wavelength and an overall decreased optical transparency.
The transparency of ITO films on 1.1mm thick glass substrates wasmeasured for wavelengths ranging
from 200nm to 800nm.

The properties of ITO have previously been used in optically read out GEM-based detec-
tors for electrical signal collection and recording of energy spectra by a transparent anode
[105]. However, using unstructured full-plane anodes, the depth information encoded in the
arrival times of the electrical signals could not be associated with 2D information from the
optical readout.

Taking advantage of micro-fabrication techniques, structured anodes for combining op-
tical and electrical readout in an optically readout TPC were manufactured [106]. Commer-
cially available, ITO-coated glass substrates with a substrate thickness of 1.1mm and an
ITO-layer thickness of nominally 25 nm corresponding to a sheet resistivity of 100W/� were
used as base material. Pixelated anodes with 5 × 5 pads with dimensions of 2 × 2 cm2 each
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were manufactured from these ITO-coated glass plates with dimensions of 11 × 11 cm2.
The ITO-coated glass plates were covered with a UV-sensitive photoresist by spin coating.
Subsequently, the pad pattern was exposed with a direct laser lithography system achieving
a spatial resolution of 2.5µm before the photoresist was developed to expose regions which
should be insulating and free of ITO. The ITO film in the exposed regions was removed by
etching in hydrochloric acid (HCl) with a concentration of 32%. The 25 nm thick layer of ITO
was etched and completely removed in the exposed regions by this solution in less than
1min. Finally, the remaining photoresist was removed in an acetone bath and the anodes
were cleaned with isopropanol and dried in flushing N2.

The patterned ITO-based anodes were glued onto ceramic frames to be mounted below
the triple-GEM stack in the multiplication stage of the optically read out TPC. An induction
gap thickness of 5mm between the last GEM and the anode was chosen for high-voltage
stability and ease of connectivity. The 25 pads of the pixelated anode were connected to
contact pads outside of the active area of the anode by narrow ITO-based tracks with a width
of 200 µm.While 16 pads on the outside of the active region were connected to contact pads
with short tracks, longer tracks in between pads were used to contact the inner pads. The
pad pattern and the corresponding connection pads are shown as an overlay on the ITO
anode mounted in the TPC in figure 64.

Figure 64. ITO pad anode: The view into the TPC as seen by the CCD camera shows the ITO pad
anode mounted below a triple-GEM stack. The pad pattern and the connection pads corresponding
to individual pads are shown as an overlay in red.

The narrow track width combined with the thin ITO-layer used for the conductive paths
between anode pads and contact pads resulted in series resistances of about 2.5 kW for the
outer pads and up to 17.5 kW for the inner and central pads. The anode pads were electri-
cally connected to the outside of the detector vessel by coaxial, polyimide-insulated cables
leading from the contact pads on the ITO-based anode to a multi-pin electrical feedthrough.
After fixing the insulation of the coaxial cables to the ceramic frame holding the ITO-based
anode with two-component adhesive for mechanical stability, the central contacts of the
coaxial wires were electrically connected to the contact pads on the anode with Ag-loaded
adhesive. The shields of the individual coaxial cables were connected together, grounded
and connected to a solid ITO-frame on the outside of the anode around the active area to
minimise coupling to potential sources of electronic noise. Outside of the detector vessel,
the readout electronics were connected to the multi-pin feedthrough with a custom adapter
PCB with the possibility for adding series resistances and capacitive voltage dividers for
each individual readout channel.
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Electrical signals from the pads of the ITO-based anodes were read out with a readout
hybrid board based on the APV25 ASIC [107] connected to the RD51 scalable readout sys-
tem [108], both of which were developed for the electrical readout of MPGD-based detectors.
While the employed APV25 ASIC was capable of reading out up to 128 channels, only 25
channels were used for reading out the structured transparent anode with 5× 5 pads. The
ASIC requires an external trigger signal to begin data acquisition, which was supplied by a
NIM-level pulse from a discriminator generated when the high-intensity secondary scintilla-
tion pulse of an event in the detector was registered by the PMT. Signal waveforms of all
25 channels were acquired in 27 time bins with a width of 25 ns each resulting in a width
of the acquisition window of 675 ns. For the electron drift velocity of 8 cm/µs in an electric
drift field of 300V/cm this corresponds to a maximum recordable drift distance of 5.4 cm.
For this electron drift velocity, the 25 ns width of the time bins in the employed APV25 ASIC
corresponds to a Z-depth range of 2mm and limits the achievable Z-resolution of the TPC.

The same signal used for triggering electrical data acquisition by the APV25 ASIC was
used to stop the exposure of the CCD camera achieving synchronisation of electrical and
optical readout. Therefore, for each recorded electrical signal, a corresponding image was
recorded by the CCD camera, which permitted direct mapping of electrical signals to optical
images for 3D reconstruction by reconstruction algorithms.

To achieve high signal-to-noise ratios in the optically obtained images, the triple-GEM
multiplication stage had to be operated at moderate to high gain factors in order to provide
ample scintillation light intensity. This also created a large number of secondary electrons
inducing large-amplitude signals in the anode. Consequently, the limited dynamic range of
the employed APV25 ASIC was often exhausted, which resulted in the saturation of read-
out channels. To mitigate this saturation, capacitive voltage dividers were used on each
readout channel to attenuate the signals reaching the APV25 ASIC. Trials showed that high
attenuation factors of several 103 were necessary for recording electrical signals from alpha
particles without saturation and an attenuation factor of 4.7× 103 was chosen and realised
on the adapter PCB between the electrical feedthrough and the APV25-based hybrid board
by a 100pF series capacitor and a 470 nF capacitor to ground on each readout channel.
Additionally, the differences in the series resistances between individual readout channels
resulting from the different lengths of ITO-tracks connecting the anode pads to the contact
pads were compensated by adding additional series resistances of 7.5 kW or 15 kW for each
channel to equalise the total series resistance between each anode pad and the APV25
ASIC to approximately 17.5 kW.

Event reconstruction of particle tracks from 2D projections obtained with a CCD cam-
era and timing information from the electrical signals from the ITO-based pixelated anode
was performed by an offline event reconstruction algorithm. The maximum amplitude of the
waveform recorded for each anode pad was extracted and pads with a maximum signal am-
plitude above a certain threshold were identified as hit pads. For each of these hit pads, the
arrival time of the signal was extracted by 30% constant fraction discrimination with linear
interpolation on the rising edge of the waveforms to account for varying pulse rise times
for signals with different maximum amplitudes. The time at which the signal crossed 30%
of the maximum amplitude was used as a measure for the arrival time of the signal. The
differences in the arrival time of the electrical signal between different pads were converted
to differences in the depth of interaction by multiplying the time differences by the drift ve-
locity of electrons in the applied drift field. While this procedure yields information about the
relative depth of interaction between pads, it does not provide absolute depth of interaction
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information. An example of the relative depth information of the track of an alpha particle
obtained from an ITO-based anode with pads is shown in figure 65a.

Figure 65. 3D reconstruction with ITO pad anode: (a) Relative depth information on several pads
determined from electronic signals read out by APV25 ASIC. (b) Optical image of 2D track projection
with ITO pad anode pattern shown as overlay (yellow). Inset: Identified bright pixels (blue) and hit
locations within each pad (red). (c) 3D visualisation of reconstructed track.

The 2D projection of the track was obtained from the optically read out image of the
secondary scintillation light. The image acquired by the CCD camera was filtered with a
median filter to remove hot pixels and the background offset determined by the mean value
of randomly sampled pixels was subtracted. The randomly selected pixels were also used to
determine the standard deviation of the background of the image and a binary version of the
image was obtained from comparing the pixel value intensity of each pixel with a threshold
value several standard deviations above the mean value of the background. To combine
the depth of interaction times obtained by electrical readout with the 2D projection, the hit
positions of the tracks on the anode pads had to be identified. Since only a single depth of
interaction value was available for each anode pad with an area of 2× 2 cm2, this depth of
interaction value had to be assigned to a specific 2D point along the track for 3D reconstruc-
tion. From the known location and extent of each of the anode pads in the optically obtained
images, the bright pixels within each pad were identified in the obtained binary image and
the mean values of the X and Y-coordinates of all bright pixels within each pad were de-
termined and used as the 2D hit location within a certain pad as shown in figure 65b. The
depth of interaction information for each hit pad from the electrical signals was assigned to
the 2D hit location of the track segment within each pad. This procedure resulted in some
3D points along the track with 2D information obtained from an optically readout picture and
depth information obtained from electronic signals. Subsequently, 3D tracks were recon-
structed by cubic spline interpolation between the determined 3D points. An example of a
reconstructed track of an alpha particle is shown in figure 65c. The presented method al-
lows the determination of the inclination of particle tracks without relying on information from
a PMT. However, without an absolute electron drift time obtained from the time difference
between primary and secondary scintillation signals, no absolute depth coordinates can
be determined. The developed transparent ITO-based anodes with multiple pads present
a first step towards transparent anodes for optically read out GEM-based TPCs. The large
pad size of 2× 2 cm2 of the ITO pad anode resulted in a very low number of electronically
read out channels being hit in a single event. Consequently, the determination of relative
Z-coordinates from the arrival times of electrons at different pads of the anode was rather
coarse resulting in a poor resolution in the Z-coordinate of the reconstructed tracks.
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Higher granularity ITO-based anodes with smaller pads or strips may be used to extend
the reconstruction capabilities of the optically read out TPC to more complex particle trajec-
tories. Following the initial results from the ITO pad anode, an ITO strip anode with higher
granularity was developed. Building upon the experience of electrical signals being atten-
uated by the high resistance of the ITO tracks in the case of the ITO pad anode, a thicker
ITO layer was used as base material for an ITO strip anode. A 450nm thick ITO layer on a
1.1mm glass substrate with a nominal sheet resistivity of 4W/2 was used as base material
for an ITO strip anode. A strip pattern of 48 strips with a width of 1.5mm and a pitch of
2mm covering the 10× 10 cm2 active area of the GEMs in the optically read out TPC was
manufactured in a similar way to the ITO pad anode. The thicker ITO layer required sig-
nificantly longer etching times and electrical insulation between individual strips could only
be obtained after 17min of etching in HCl with a concentration of 32%. The structured ITO
strip anode was then glued onto a ceramic frame and fixed to a connection PCB, which was
used to connect individual ITO strips to the readout channels of an APV25 hybrid board with
a capacitive voltage divider on each individual channel. As Z-connection tape, elastomeric
connectors and Ag-loaded adhesive did not succeed in creating reliable electrical connec-
tions between ITO strips and the connection PCB, individual wires were soldered to the
connection PCB and bent to mechanically contact ITO strips and the electrical connection
was ensured by Ag-loaded adhesive between individual wires and ITO strips. The ITO strip
anode is shown in figure 66 along with the connections between the readout PCB and the
individual ITO strips.

Figure 66. ITO strip anode: (a) ITO strip anode on glass substrate with active area shown by red
overlay. (b) The connections between the ITO strip anode and the connection PCB were made with
wires and Ag-loaded adhesive.

The ITO strip anode was mounted in the optically read out TPC after the triple-GEM
multiplication stage with an induction gap thickness of 4mm. Optical images of the scintil-
lation light produced in the GEM multiplication stage were recorded through the ITO strip
anode with a CCD or EMCCD camera (Hamamatsu ImagEM X2 C9100-23B [61]) operated
in bulb mode with external triggering as in the case of the ITO pad anode described above.
Obtained optical images displaying 2D projections of events were processed by subtracting
an averaged background image and by median filtering the image with each pixel being
assigned the median value of a 4 × 4 neighbourhood to correct for hot pixels. In the case
of readout with an EMCCD camera, an electron multiplier gain of 103 and no pixel binning
were used for recording projections of alpha particles. For other types of radiation events
such as cosmic events, the maximum electron multiplier gain of the EMCCD camera of
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1.2 × 103 was used. After image processing, the strip pattern of the anode was overlaid
on the image and bright pixels within each strip were identified. The mean values of the X
and Y-coordinates of the bright pixels within each strip were calculated and used as strip
hit locations. An example of the image processing and analysis steps performed for each
event is shown in figure 67.

Figure 67. Image processing and analysis for reconstruction with ITO strip anode: (a) Raw image of
event recorded by camera. (b) Image with averaged background image subtracted. (c) Median filtered
image to correct for outliers. (d) Binary image obtained with threshold of several standard deviations
above the background level. (e) Pattern of ITO strip anode shown as overlay (yellow). (f) Bright pixels
identifying track shown in blue. (g) Strip hit locations determined from mean X and Y-coordinates of
bright pixels within each strip shown in red.

Electronic signals from the ITO strips of the anode read out by an APV25 ASICwere used
to determine relative Z-depth information to be assigned to the determined hit locations on
each strip. An example of the waveforms on different strips of a single event of an alpha
track in the TPC is shown in figure 68a.

Figure 68. Electronic signals and 3D reconstruction with ITO strip anode: (a) Waveforms of electronic
signals from individual anode strips. (b) Relative Z-depth information on different strips from electronic
signals. (c) 3D visualisation of alpha track with 2D projection from optical image and relative Z-depth
information from electronically read out signals.
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The arrival time of electronic signals was determined by constant fraction discrimination
at 30% with linear interpolation on the rising edge of the waveforms. The differences in
arrival time were then translated to differences in Z-depth. An example of the obtained Z-
depth for each hit strip is shown in figure 68b. Assigning the Z-depth information of hit strips
to the 2D hit locations extracted from the optically read out image as shown in figure 67g,
a 3D visualisation of an alpha track as shown in figure 68c could be obtained with a much
better resolution than in the case of the ITO pad anode.

For reconstructing 3D tracks of alpha particles with the ITO strip anode, electronic signals
were recorded with a capacitive voltage divider with an attenuation factor of 102 between
individual ITO strips and readout channels of the APV25 ASIC to mitigate saturation of read-
out channels. During manual contacting of ITO strips and mounting of capacitive dividers,
some shorts between neighbouring strips resulted in several channels not responding cor-
rectly as shown in figure 69a. Nevertheless, the majority of ITO strips responded properly
and could be used for electronic signal readout. The employed attenuation factor of 102 was
sufficient to minimise the saturation of the readout channels of the APV25 ASIC with only a
small fraction of electronic signals saturating the readout electronics as shown in figure 69b.

Figure 69.Hits per strip and signal amplitude on ITO strip anode: (a) The distribution of hits per strip on
the ITO strip anode shows some dead channels. (b) The histogram of the maximum signal amplitude
on the ITO strip anode for 5 × 103 alpha particle events recorded with an attenuation factor of 102

displays some minor saturation.

The combination of high-resolution 2D projections from optically read out images and Z-
depth information from an ITO strip anode with moderate granularity permitted accurate 3D
reconstruction of particle tracks with good resolution [106]. Similarly to the 3D reconstruction
performed with a combination of data from a CCD camera and a PMT, the distribution of
track lengths of alpha particles flushed into the TPC could be measured. The distribution
of track lengths of alpha particles with an energy of 6.4MeV from the decay of 220Rn in the
GEM-based TPC is shown in figure 70.

As in the case of reconstruction from CCD and PMT data, the track length distribution
exhibits a peak corresponding to fully contained alpha tracks and a large fraction of shorter
track lengths attributed to partially contained alpha tracks. The shift towards shorter track
lengths might be attributed to missing Z-depth information from some ITO anode strips due
to contacting issues between several ITO strips and readout channels of the APV25 ASIC.

In addition to permitting 3D reconstruction of straight tracks, the ITO strip anode extended
the reconstruction capabilities of the GEM-based TPC to more intricate track geometries.
Employing the same reconstructionmethods as used for alpha particle tracks, cosmic events
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Figure 70. Alpha track length from 3D reconstructions with ITO strip anode: Fully contained alpha
tracks exhibit a track length of approximately 4 cm. The shoulder at lower track lengths is attributed to
partially contained alpha particles.

with curved or more complex tracks could be reconstructed. Some examples of 3D tracks of
cosmic events obtained from combining the 2D track projections recorded with an EMCCD
camera with the Z-depth information from electronically read out ITO anode strips are shown
in figure 71 along with the corresponding images of the 2D track projections.

Figure 71. Reconstructed cosmic events: The combination of optical readout with electronic readout
of an ITO strip anode permitted 3D reconstruction of cosmic events.

The arrival times of charge signals electronically read out from the ITO strip anode pro-
vide relative Z-information for particle track reconstruction. If the time t0 of the passing of a
track in the active volume of the TPC can be determined, the reconstruction of the absolute
Z-position of the track may be possible. For particles which can traverse multiple layers of
detectors, external scintillators or other detector technologies around the TPC may provide
t0 information. In the case of highly ionising particles like alpha particles, primary scintillation
light emission might be sufficiently strong to be detected and used as t0 information. In the
presented optically and electronically read out TPC, PMTwaveforms displaying both primary
and secondary scintillation pulses were used to determine absolute depth information for al-
pha particle tracks in addition to relative Z-information from electronically read out charge
signals. An example of absolute alpha particle track reconstruction is shown in figure 72.
The time difference ∆t between the primary scintillation signal and the leading edge of the
secondary scintillation pulse is multiplied by the electron drift velocity of 8 cm/µm to deter-
mine the Z-coordinate of the end of the particle track closest to the triple-GEM stack. In the
shown example, a time difference of∆t = 612 ns corresponds to a distance of 4.89 cm from
the triple-GEM stack. Together with the relative Z-information from the readout of charge
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signals and the optical image, a 3D alpha track reconstruction with absolute positioning
along the Z-axis could be obtained.

Figure 72. Reconstruction of absolute Z-coordinates with PMT waveform: Alpha track reconstructed
from combining a 2D image and the relative Z-information from arrival times of charge signals with drift
time information from a PMTwaveform (shown in inset). The time � t between primary scintillation (S1)
and secondary scintillation (S2) pulses corresponds to the drift time of the primary electrons produced
closest to the triple-GEM stack.

While the 1D strips of the ITO strip anode might not be sufficient to provide unambiguous
Z-depth information in some cases of complex particle track geometries, the concept can
be readily extended to 2D electronic readout with 2D ITO strips or a combination of wires
and ITO strips in different directions. In addition, the use of readout ASICs with better time
sampling capabilities might be used to achieve better Z-resolutions in the TPC.

The simultaneous optical and electronic readout permits 3D reconstruction of particle
tracks from high spatial resolution 2D projections and electron arrival times while requir-
ing only a low number of electronic readout channels. This readout concept extends the
reconstruction capabilities of optically read out TPCs to more complex particle trajectories.

5.4 Dose imaging detector for hadron therapy

Radiation treatment of cancerous tissue has become an important cornerstone of modern
oncology. In multimodal treatments, radiation therapy is either used to treat residual disease
after the majority of the tumour has been surgically removed or before surgery to cause
shrinkage of soft-tissue tumours and make them easier to remove [109]. While conventional
X-ray based irradiation treatments often strongly affect neighbouring healthy tissue, hadron
therapy aims tominimise radiation exposure of surrounding tissue by taking advantage of the
dose depth curve of protons or carbon ions. X-ray photons might interact strongly with tissue
before reaching the depth of the tumour to be treated. By contrast, protons and carbon ions
traverse a certain amount of tissue with limited energy deposition before losing all residual
energy in a well-defined region. The Bragg peak of the dose depth curve allows control
over the depth of maximum energy deposition during radiation treatments and is exploited
to selectively target cancerous tissue while minimising exposure to surrounding regions. A
schematic comparison of the dose depth curves of X-rays and protons is shown in figure 73.

The dose delivery capabilities of hadron therapy have led to the establishment of numer-
ous proton and carbon therapy facilities. With currently about 50 hadron therapy centres in
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Figure 73. Dose depth curve comparison: While X-rays deposit a significant amount of energy at low
tissue depth, protons traverse the outer tissue layers and deposit the most energy in a well-defined
depth denoted by the Bragg peak.

operation around the world, a total of about 1.5×105 patients have been treated with proton
beams and more than 2× 104 have been treated with carbon ions [110].

The 3D distribution of deposited dose is outlined by physicians in patient-specific treat-
ment plans created after identifying the spatial extent of the cancerous tissue with suitable
imaging techniques. Computer tomography and magnetic resonance imaging are used to
define the tissue volume which should be irradiated with a certain amount of dose [109].
The total dose that the tumour should be irradiated with is delivered in multiple treatment
sessions, so-called fractions. Typically, tumours are treated with 20 to 40 fractions with a
dose of about 2Gy each [109].

Extensive quality assurance measurements are performed at radiotherapy facilities prior
to patient treatments to verify that deposited dose distributions agree with treatment plans
and ensure patient safety and treatment efficiency. In addition, the totally deposited dose
must be accurately monitored to ensure that the actually delivered dose matches the pre-
scribed dose to within 2.5% of the prescribed dose [109]. State-of-the-art detectors for these
quality assurance tests have several shortcomings including poor spatial resolution in de-
tectors based on ionisation chambers or high material budget. Therefore, commonly used
instruments have to be used before patient treatments and do not allow online monitoring
of the actually deposited dose distribution.

To overcome this limitation, a proton beammonitoring detector based on an optically read
out GEM and an ionisation chamber has been developed. With gas as an active medium
and the use of thin beam windows and electrodes to achieve low material budget, the de-
veloped detector meets material budget requirements for an online detector and combines
accurate total dose measurement with an ionisation chamber with high spatial resolution
dose distribution imaging by an optically read out GEM. The possibility of coupling scintil-
lation light produced in the beam path to an imaging sensor located outside of the beam
path with a mirror makes optical readout well-suited for a low material budget beam moni-
toring detector. In this way, the imaging sensor does not contribute to the material budget in
the beam path and is not directly exposed to the beam, thus minimising radiation-induced
damages. Aiming at a spatial resolution of several hundred µm, the dose imaging detector
can also be used for beam profile and position monitoring. A dosimetry system based on
an optically read out GEM-based detector has previously been developed for pre-treatment
dose verification in hadron therapy and operation in carbon beams has been demonstrated
successfully [111].
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Recording the dose distribution deposited during treatments with an optically read out
GEM can provide high spatial resolution 2D visualisations. In current scanning proton beam
facilities, ionisation chambers read out with segmented anodes are used to monitor the po-
sition of the beam and the dose delivered during scanning of the pencil beam. Commonly,
multiple ionisation chamber layers with readout strips in different directions or ionisation
chambers with pixelated readout are used to achieve limited 2D dose imaging capabili-
ties. However, the reconstruction of the dose distribution from dose profiles projected onto
readout strips may introduce significant inaccuracies and ambiguities. Figure 74 schemati-
cally shows the limitations in the dose distribution reconstruction for the case of orthogonal
readout strips with widths of 2mm. The pixel value intensities in the dose distribution im-
age shown in figure 74a were projected in software to horizontal and vertical slices and the
resulting slice profiles are shown in figure 74b. Subsequently, a simple back-projection algo-
rithm was used to compute the reconstructed dose distribution image shown in figure 74c,
which shows that the dose distribution cannot be accurately determined from slice profiles.

Figure 74. Dose distribution reconstruction from slices: (a) Dose distribution of single irradiation layer
in proton therapy treatment recorded by optical readout. (b) Profiles of dose distribution projected to
vertical and horizontal slices with widths of 2mm. (c) Dose distribution reconstructed from slice profiles
shown in (b).

The reconstruction of the dose distribution may be significantly improved by employing
multiple ionisation chamber layers with different readout geometries. Different readout strip
orientations, narrower readout strips or pixelated readout may be used to achieve more ac-
curate dose distribution images. A dose distribution reconstructed from two orthogonal slice
profiles with slice widths of 1mm as shown in figure 75a exhibits better granularity than
the one reconstructed from slice profiles with slice widths of 5mm as shown in figure 75b.
While pixelated readout as shown in figure 75c results in more accurate dose distributions
with less ambiguities, the large size of individual readout pixels limited by the use of ionisa-
tion chamber arrays to the scale of several mm still cannot provide dose distributions with
high spatial resolution.

An optically read out dose imaging detector can provide high spatial resolution 2D dose
distribution information by taking advantage of the high pixel count of state-of-the-art imaging
sensors. The pixelated readout approach can resolve potential ambiguities in intricate 2D
dose distributions while preserving high granularity in the acquired images. Due to the limited
frame rate of imaging sensors, optical readout is not suited for fast feedback and control of
scanning pencil beams, which is done with ionisation chambers read out at several tens of
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Figure 75. Dose imaging comparison: (a) Dose distribution reconstructed from projections in hori-
zontal and vertical slices with widths of 1mm. (b) Dose distribution reconstructed from projections in
horizontal and vertical slices with widths of 5mm. (c) Dose distribution recorded with pixels with a size
of 5 × 5mm.

kHz in some dose delivery systems [112]. However, optical readout can provide integrated
dose distribution information to verify delivered treatment plans.

5.4.1 Detector concept and operation

An optically read out proton beam monitoring detector combining an ionisation chamber
with a GEM-based detector with an active detector area of 10× 10 cm2 was developed and
operated. The detector elements were housed in a UHV-grade vessel with beam windows.
To minimise material budget in the beam path, thin foils were used as beam windows and as
electrodes of the active detector elements. Both beam entrance and exit windows consisted
of 15 cm diameter aluminised Mylar foils mounted with In wire seals to flanges on both
sides of the detector vessel. The ionisation chamber was formed by a thin Al foil cathode
and an aluminised Mylar foil anode mounted with a 15mm gap onto a PEEK frame. Using
the cathode of the ionisation chamber as drift electrode, a single-GEM-based detector was
mounted with a 5mm drift gap adjacent to the ionisation chamber. To record the scintillation
light produced during electron avalanches in the single GEM foil with a CCD camera, a thin
mirror made from aluminised Mylar foil was mounted under a 45° angle. Light generated
in the GEM holes is reflected by the mirror to a CCD camera (QImaging Retiga R6 [66])
mounted orthogonally to the beam axis. In addition to coupling the light from the GEM to
a camera outside of the beam path, the mirror also allowed focusing the camera on the
surface of the GEM to achieve high spatial resolution across the entire active area of the
detector. The proton beam monitoring detector is schematically shown in figure 76.

Electrical connections to the electrodes in the detector vessel were made with polyimide-
insulated wires leading from GEM contacts and the common cathode and ionisation cham-
ber anode to SHV-feedthroughs mounted on CF40 flanges. Gas inlet and outlet were re-
alised with vacuum-grade valves and a combined Pirani-type and capacitive pressure gauge
was used to monitor gas pressure in the detector. As the beam entrance and exit windows
had a low but disruptive light transmission, light shielding was achieved by opaque, black
paper shields in front of the beam windows.

Prior to gas filling and operation, the detector chamber was pumped to a pressure below
5× 10−4 mbar with a turbomolecular pump. As excessive differential pressure between the
pumped vessel and the environment might break the thin beam windows, protective pump-
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Figure 76. Proton beam monitor schematic: (a) An ionisation chamber and a GEM sharing a common
thin foil cathode are placed in the beam path between two thin foil beam windows. Light produced in
the GEM is coupled to a CCD camera by an thin mirror. (b) The detector components are housed in a
UHV-grade vessel with electrical feedthroughs and gas ports.

ing caps were mounted outside of the beam windows. Pumping these caps separately per-
mitted keeping the pressure differences between the two sides of the beam windows always
below 20mbar thus preserving the integrity of the thin foil windows. After prolonged pumping
and cleaning of the chamber, it was filled with an Ar/CF4 gas mixture with a mixing ratio of
80/20% at atmospheric pressure and flushed for several hours before operation. The use of
materials selected for their low outgassing rate and a UHV-grade vessel with metallic seals
allowed for extended sealed mode operation with a moderate decrease in scintillation light
yield. Nevertheless, the detector was operated in open gas flow mode to ensure a constant
and high level of gas purity.

Figure 77. Electrical schematic of dose imaging detector: The ionisation chamber and the GEM share
a common cathode. The cathode is biased to negative high voltage, the top electrode of the GEM is
grounded and the anode of the ionisation chamber as well as the bottom electrode of the GEM are
individually biased to positive high voltages. The current on the anode of the ionisation chamber is
measured by an ammeter.

The common cathode and the bottom electrode of the GEMwere powered with individual
channels of a high-voltage power supply as shown in figure 77. The top electrode of the
GEM was grounded, while the anode of the ionisation chamber was connected to ground
with a 100MW resistor and a high-resolution ammeter in series. The cathode was biased at
−1000V while the positive biasing voltage applied to the bottom electrode of the GEM was
adjusted from 0V to 440V to adjust the gain of the detector. This flexibility in the gain of the
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GEM enabled the operation of the detector in a wide range of operating regimes ranging
from the detection of low-energy X-rays for calibration and response characterisation tests
to recording high-intensity clinical proton beams.

5.4.2 Material budget

To enable an operation of the dose imaging detector during treatment irradiations as on-
line dose distribution monitoring instrument, the impact of the detector on beams passing
through it must be minimised. The significance of different materials in the path of beams
in hadron therapy can be expressed as Water Equivalent Thickness (WET). Therefore, the
impact materials with different stopping power values, densities and thicknesses have on
particle beams can be expressed as the equivalent thickness of water, which has the same
attenuation effect on the beams. The WET tW can be calculated from the thickness tM of a
certain material as

tW = tM
ρM

ρW

SM

SW
(5.2)

with the density of the material ρM, the density of water ρW, the mean stopping power
SM of the material for particles such as protons with certain energies and the corresponding
mean stopping power of water SW [113].

The material budget of the presented dose imaging detector was kept to a minimum by
using possibly thin foils as detector elements in the beam path. A single GEM foil made of
a polyimide foil with a thickness of 50µm and two Cu electrodes with a thickness of 5µm
each were used as signal amplification stage. An Al foil with a thickness of 20µm was used
as the cathode shared by the GEM detector and the ionisation chamber. Mylar foils with
a thickness of 20 µm each and an Al-coating with a thickness of about 100 nm were used
as anode electrode for the ionisation chamber, as mirror and for the two beam windows of
the chamber resulting in a total of four Al-coated Mylar foils in the assembly. An Ar-based
gas mixture was used in the detector vessel with a total thickness of 30.8 cm in the beam
path. The materials used in the detector and corresponding thicknesses and values for the
stopping power for protons with an energy of 100MeV, Sp,100MeV, are shown in table 5.1
along with the individual WET contributions.

Material Density
(kg/m3)

Sp,100MeV
(MeV cm2/g)

Thickness
(µm) WET (µm)

Mylar 1380 6.791 92 118
Polyimide 1420 6.681 50 65
Al 2700 5.678 20.3 42
Cu 8960 4.852 10 59
Ar 1.784 5.213 308000 392

Table 5.1.Material budget of dose imaging detector and contributions to WET. The stopping
power values for protons with an energy of 100MeV are taken from [114].

The total WET of the detector is about 680µm. The Z-depth of energy deposition in
proton therapy treatments is known with a precision on the order of 1mm. The attenuation
due to the material budget of the detector would therefore be acceptable for online operation
in proton beams enabling online dose imaging.
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While the attenuation of beams passing through the dose imaging detector might be
minimal, multiple scattering in the detector components might result in a broadening of the
profile of particle beams. To minimise broadening due to multiple scattering, the WET of
the detector should be further deceased with a focus on decreasing the thickness of metals
such as Cu as much as possible. The thickness of the Cu electrodes of the GEM might be
significantly reduced and thicknesses around 1µmmay be readily reached by etching of Cu.
GEMs with Cr-based electrodes and only thin Cu grids for electrode rigidity are being devel-
oped [23] and might also be used to minimise the material budget of GEM-based detectors.
Furthermore, the use of He instead of Ar in the gas mixture of the detector might allow a
further decrease in the WET of the device. With the geometry and all other components
unchanged, switching from Ar to He, the total WET can be decreased from 680µm to less
than 400µm due to the low density of He.

5.4.3 Detector response

The linearity of the detector response and the gain of the GEM for different voltages were
verified under irradiation with an X-ray tube and during proton beam irradiation. The current
measured at the anode of the ionisation chamber was recorded, while the integrated pixel
value intensity of the beam spot in the images obtained by the CCD camera was taken as
a measure of the light intensity produced during avalanche multiplication in the GEM. The
effective gain of the GEM was estimated by comparing the current in the ionisation chamber
and the current measured at the bottom electrode of the GEM and correcting for the different
thicknesses of the ionisation chamber and the drift region coupled to the GEM in a proton
beam. The measurement was not corrected for differences in beam energy loss between
the adjacent ionisation chamber and drift regions. As the proton beam energy loss in the
thin cathode foil between them and the ionisation chamber gas volume is negligible and
the depth dose over material thickness curve of the proton beams can be approximated as
constant in the corresponding material thickness range, no correction for beam energy loss
was necessary in the GEM gain estimation.

The gain of the single GEM increases exponentially with voltage across the GEM and
reaches a value slightly above 50 at 375V across the GEM as shown on figure 78. This
is sufficient for imaging proton beams even at low beam intensities of 0.1 nA nozzle beam
current and the exponential gain over GEM voltage curve verifies that no saturation in the
response of the detector occurs.

The linearity of the detector response under X-ray irradiation was verified as shown in
figure 79. The ionisation chamber current increased linearly with the irradiation intensity up
to high X-ray irradiation rates with an X-ray tube current of 20mA.

In order to be able to rely on the images recorded with the CCD camera for a determi-
nation of the dose distribution, the recorded light intensity must correspond to the observed
ionisation chamber current. A scatter plot of the integrated light intensity from CCD cam-
era images as a function of the recorded ionisation chamber current under proton beam
irradiation is shown in figure 80.

The displayed data points were recorded at proton beam energies ranging from 60MeV
to 226MeV and nozzle beam currents ranging from 0.1 nA to 2 nA, thus covering the full
accessible beam energy and nozzle beam current range in the clinical facility the detector
was tested in. The linear relationship between the recorded light intensity in CCD images
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Figure 78. GEM gain in proton beam: The effective gain of the GEM operated in the proton beam
depends exponentially on the GEM voltage.

Figure 79. Linearity of CCD response under X-ray irradiation: The integrated pixel value intensity in
the centre of the beam profile in CCD images depends linearly on the X-ray tube current.

and the ionisation chamber current allows a determination of the spatial distribution of the
deposited dose by using CCD images as 2D dose maps.

The ionisation chamber current measures the dose deposited by proton beams in the
15mm thick active gas volume between the common cathode and the anode of the detector.
The energy deposited in this gas volume depends on the energy-dependent stopping power
of protons in the gas. Measuring the ionisation chamber current as a function of nozzle beam
current for different beam energies, the linear relationship with different slopes for five beam
energies ranging from 60MeV to 226MeV as shown in figure 81 could be observed.

The slope of the ionisation chamber current as a function of the beam current reflects the
stopping power of protons in the gas used in the detector and agrees well with the nominal
stopping power curve for protons in Ar, as shown in figure 82.

The stability of the ionisation chamber current in sealedmode operation was investigated
under constant irradiation with a 90Sr source. The trend of the ionisation chamber current
over 60 h as shown in figure 83 displays less than 1% of variation. Therefore, the ionisation
chamber can be used as a stable and reliable way of monitoring the totally deposited dose
across the full active area even in a sealed detector with gradually decreasing gas quality.
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Figure 80. Correlation between ionisation chamber current and CCD response: The integrated pixel
value intensity from CCD images depends linearly on the recorded ionisation chamber current. The
displayed data points were recorded at different beam energies and nozzle beam currents.

Figure 81. Ionisation chamber current for different beam currents: The ionisation chamber current at a
given beam energy depends linearly on the nozzle beam current. The slope of the linear dependence
increases with higher beam energies.

In the clinical environment, the deposited dose is expressed as Monitoring Units (MUs),
which is an arbitrary unit corresponding to a certain amount of deposited charge in reference
ionisation chambers in the beam nozzle. Therefore, the ionisation chamber in the presented
detector is well-suited as an absolute dose monitor as it employs the same detection prin-
ciple as the dose reference for clinical treatments. Combining the verified correspondence
between the integrated pixel value intensity from CCD images with the ionisation chamber
current and therefore the amount of deposited dose, the relationship between the integrated
light intensity and the deposited MUs shown in figure 84 was measured.

The direct proportionality between the recorded light intensity and the deposited charge
verifies the applicability of the optically read out images as representations of the deposited
dose distribution for a totally deposited dose of up to 30MU, which corresponds to the up-
per limit of dose commonly delivered in an individual layer of a clinical irradiation. The lin-
ear relationship holds true for the full range of proton beam energies from 60MeV up to
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Figure 82. Ionisation chamber current for different beam energies: The dependence of the ionisation
chamber current on the beam energy agrees well with the trend of the stopping power of protons of
different energies in Ar.

Figure 83. Stability of ionisation chamber current: The ionisation chamber current under irradiation
with a 90Sr source displayed less than 1% of variation over 60 h of sealed detector operation.

226MeV when operating the GEM at a moderate voltage of 300V. This corresponds to an
effective gain of approximately 13. However, at a GEM voltage of 400V corresponding to a
high charge gain of more that 50, a saturation in the detector response is observed as the
recorded light intensity does not depend linearly on the deposited MUs anymore.

As the beam delivery system uses possibly high nozzle beam currents in order to min-
imise the time needed to deliver a certain amount of MUs, the deviation from the linear
behaviour at a few MUs for a GEM voltage of 400V is attributed to a saturation originating
from excessively high currents in the GEM at a high beam current and strong amplification
in the GEM. Operating the GEM at a moderate voltage of 300V mitigates this saturation
behaviour and preserves the linear relationship between the recorded light intensity and the
deposited MUs up to 30MU. Since the corresponding effective gain of 13 is high enough
to record images of low-intensity proton beams, operating the GEM at 300V is sufficient for
the full range of accessible beam parameters and was chosen as a maximum GEM voltage
for proton beam tests of the presented detector.
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Figure 84. Integrated light intensity for different deposited doses: At high charge gains, the recorded
light intensity saturates and does not depend linearly on the deposited dose. At a lower GEM voltage
of 300V, a linear relationship between the recorded integrated light intensity and the deposited dose
holds true for different beam energies.

5.4.4 Beam profile monitoring

The high-resolution images obtained with the CCD camera are well-suited for beam profile
monitoring and may be used to measure and validate the profiles of proton pencil beams
[81]. This may be be used for machine parameter validation and pre-treatment beam profile
checks. Operating the detector with a low GEM voltage of 200V and recording images of
proton pencil beams with an exposure time of 2 s, beam profile images as shown in figure 85
were obtained.

Figure 85. Images of proton beams with different energies: The optically read out images of the inten-
sity distribution of proton beams of different energies ranging from 60MeV to 226MeV display a trend
towards narrower beam profiles with higher beam energies.

Beam profiles were recorded for proton beam energies ranging from 60MeV to 226MeV
and the highest obtainable nozzle beam current was chosen for each beam energy. While
2 nA of nozzle beam current could be delivered by the machine for energies above 100MeV
only 0.4 nA and 1nA nozzle beam current could be delivered for 60MeV and 80MeV proton
beams, respectively. The images recorded by the CCD camera show a trend towards nar-
rower beam profiles with increasing beam energies. In figure 86, the horizontal and vertical
line profiles of the pixel value intensities in the recorded beam profile images show that the
Gaussian shape of the beam profile is preserved from the lowest to the highest accessible
beam energies, with the width of the beam profiles decreasing for higher beam energies.
Fitting the horizontal beam profiles with a Gaussian function and using the standard devi-
ation determined by the Gaussian fit function to measure the width of the beam profile, the
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width of the beam profile at a beam energy of 60MeV was determined to be 7.8mm. The
width decreases with increasing beam energy and reaches 3.2mm at a beam energy of
226MeV. According to information received from the clinical test facility, the expected beam
width at 60MeV is 7.1mm, while the beam at 226MeV should be 2.9mm wide. Therefore,
the measured values are approximately 10% higher than the nominal beam width values.
This overestimation may be due to the detector not being placed exactly in the isocenter of
the proton beam during the beam tests, where the nominal reference values weremeasured.
Additionally, the reference values were measured in a calibrated and commissioned clinical
room, while the measurements with the presented detector were performed in a dedicated
research room, for which no reference measurements were available. Nevertheless, the ob-
served trend towards narrower proton beams for higher beam energies and the recorded
Gaussian profiles of the proton pencil beams demonstrate the applicability of the presented
detector for proton beam monitoring.

Figure 86. Proton beam profiles at different beam energies: (a) Horizontal and vertical line profiles
of the pixel value intensity in CCD images were used to determine the beam profile at different beam
energies. (b) The horizontal and vertical beam profiles for a beam with an energy of 60MeV show a
Gaussian shape with a width of 7.8mm. (c) The horizontal and vertical beam profiles for a beam with
an energy of 226MeV show a Gaussian shape with a width of 3.2mm. Inset: Reflections above the
main beam spot are visible and contribute to the observed offset in the vertical beam profiles.

The vertical line profiles shown in figure 86 display a significant offset in the pixel value
intensity value at negative positions corresponding to the region above the main beam spot.
This offset is present for all investigated beam energies and reaches up to 20% of the
maximum peak amplitude for low beam energies. Due to the asymmetry of this offset, it is
attributed to reflections between the bottom surface of the GEM and the mirror. Scintillation
light emitted during avalanche multiplication in the GEM may be reflected back onto the
GEM by the mirror and reach the camera after additional reflections contributing to a non-
zero offset outside of the main beam spot. These reflections in the region above the main
beam spot can be seen in the inset of figure 86c, which displays a beam profile with a limited
pixel value range to visualise the reflections. To eliminate these reflections, a non-reflective
GEM electrode coating or an adjusted placement of detector and readout elements may be
used.

5.4.5 Dose depth curve measurement

In addition to the 2D beam profile information provided by optically read out images of the
proton pencil beam, the sum of the pixel intensities in the recorded pictures provides a
measurement of the energy deposited in the active drift volume of the detector during the
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exposure time. The energy deposited by the proton beam strongly depends on the material
it has traversed before. As a quantitative comparison, the released energy normalised to
the maximum intensity as a function of the traversed material expressed as water equiva-
lent depth is described by the dose depth curve for a certain incident beam energy. Placing
solid absorber blocks with a density comparable to water in front of the detector and mea-
suring the totally released energy at specific absorber thicknesses corresponding to tissue
depth by integrating the pixel value intensity in obtained images, a dose depth curve for
a 150MeV proton beam was measured. In total, 16 measurement points corresponding to
water equivalent depths ranging from 0 cm to 15.9 cm were recorded. The GEM was oper-
ated at a voltage of 200V and CCD images were recorded with an exposure time of 2 s. A
low beam intensity of 0.1 nA nozzle beam current was sufficient to achieve images with high
signal-to-noise ratios. The measured dose depth curve agrees well with a reference curve
provided by the clinical facility as shown in figure 87.

Figure 87. Dose depth curve of 150MeV proton beam: The dose depth curves obtained from the
integrated pixel value intensity from CCD images as well as from the ionisation chamber current agree
well with a clinical reference measurement.

The ratio of the deposited energy without absorbers to the maximum amplitude of the
dose depth curve of approximately 1:4 as well as the location of the Bragg peak defined as
the water equivalent depth for which the dose depth curve reaches 80% of its maximum
on the falling slope at 15.8 cm agree well with the reference values provided by the proton
therapy facility where the tests were carried out. As the totally recorded light intensity is di-
rectly related to the ionisation chamber current, the dose depth curve can also be measured
from ionisation chamber current measurements taken with different absorbers in front of the
detector and dose depths curves obtained from these two methods are in good agreement.

The achievable accuracy in measuring the deposited dose as a function of water equiv-
alent depth depends on the similarity of the energy loss of protons in the medium used
for detection to the energy loss in water. The ratio between the proton stopping power of
Ar/CF4 mixtures and water changes within several percent with proton energy [115]. Thus,
Ar-based mixtures are not well-suited for recording dose depths curves. Mixtures of He and
CF4, however, can be used to achieve stopping powers matched to the proton stopping
powers in water and are consequently better suited for accurate dose depth measurements
with gaseous detectors [115].
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5.4.6 Dose imaging

The 2D imaging capabilities of the presented detector can be used to obtain high spatial
resolution dose distribution maps of scanning pencil beam irradiations. During treatments
of cancerous tissue, a certain amount of dose is delivered according to a patient-specific
treatment plan developed by doctors. Imaging technologies are employed before the treat-
ment to gather information about the 3D shape of the cancerous tissue, which should be
irradiated. To selectively deliver the dose to the desired locations with minimal exposure
to surrounding healthy tissue, the Bragg peak of the proton pencil beam is shifted to the
desired tissue depth by absorbers added between the gantry nozzle and the patient or by
adjusting the energy of the proton beam for each irradiation layer. Additionally, the pencil
beam is deflected by magnets to scan the area which should be irradiated. Once all tissue
in a certain depth has been irradiated, the proton beam energy or the absorber thickness is
changed to tune the Bragg peak to a different depth and the cancerous tissue in this depth is
irradiated. Recording CCD images showing the 2D dose distribution on each layer of a multi-
layer treatment plan irradiation, a 3D map of the deposited dose can be built and used to
verify that the deposited dose distribution agrees with the one outlined by the patient-specific
treatment plan. The dose distribution in 29 layers of a patient treatment plan recorded with
the optically read out dose imaging detector is shown in figure 88a. The beam energy was
changed between individual layers with a maximum proton beam energy of 118MeV. In to-
tal, 325MU were delivered in 29 layers. A visualisation of the 3D dose distribution obtained
from rendering a 3D volume from the 29 layers at a fixed arbitrary Z-spacing is shown in fig-
ure 88b. This visualisation does not take into account the energy deposited on other layers
during irradiations of deeper regions.

Figure 88. Dose distribution of treatment plan: (a) Dose distribution of 29 individual layers of patient
treatment plan. (b) 3D visualisation of dose distribution of patient treatment plan.

The distribution of the totally deposited dose over the 29 layers of irradiation can be
extracted from the integrated pixel value intensity for each acquired image. Comparing the
deposited charge per irradiation layer with the nominal values outlined by the treatment
plan, a good agreement between the recorded and the expected distributions as shown in
figure 89 is achieved.

The hybrid detector concept combining an optically read out GEM for dose imaging with
an ionisation chamber for absolute dose measurements provides high spatial resolution
dose maps as well as stable and accurate dose monitoring capabilities. The detector is well-
suited for online beam monitoring applications due to the low material budget achieved by
using gas as an active medium and thin foils in the beam path. The optical readout provides
images of the dose distribution without the need for extensive reconstruction algorithms
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Figure 89. Deposited dose per irradiation layer: The recorded total pixel value intensity per irradiation
layer agrees well with the nominal distribution of deposited dose per layer for 29 layers in a patient
treatment plan irradiation.

and the tuneable signal amplification of the GEM permits an operation of the detector in a
wide range of applications. The versatility and the spatial resolution achievable with optically
read out GEMs makes dose imaging detectors based on this concept a promising approach
for machine parameter verification and patient-specific treatment plan validation in hadron
therapy and can improve the accuracy and resolution of dose distribution measurements
while retaining online monitoring capabilities.
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Chapter 6

Conclusions

Optical readout presents a versatile readout modality for radiation detectors and provides
intuitive visualisations with high granularity. Taking advantage of modern imaging sensors,
which feature sensitive pixels with low noise characteristics, high-resolution images with
good signal-to-noise ratios can be acquired. By simultaneously collecting all photons arriving
at the pixels of an imaging sensor during the exposure window, optical readout is efficient
in recording integrated full-field images. As light can be guided and manipulated by optical
components such as mirrors or lenses on its path from the detector to the imaging sensor,
the effective pixel size on the imaging plane can be varied and optimised and optical readout
devices can be placed in favourable locations for specific applications.

The spectra of the secondary scintillation light emitted byGEM-based detectors operated
in gas mixtures containing CF4 feature ample UV and VIS emission bands. The VIS scintil-
lation band centred around 630 nm is compatible with the wavelength-dependent quantum
efficiency of CCD, EMCCD or CMOS imaging sensors and makes the use of wavelength
shifters in such gas mixtures obsolete. The spectra of the scintillation light emitted by GEM-
based detectors in Ar/CF4, He/CF4 and Ne/CF4 gas mixtures with different mixing ratios
were measured and sharp emission lines characteristic for the present noble gas species
were observed in addition to the above-mentioned emission bands. The secondary scintil-
lation light yield of gas mixtures was compared and an Ar/CF4 gas mixture with a mixing
ratio of 80/20% was found to provide the highest light yield of about 0.3 scintillation photons
per secondary electron among the investigated mixtures.

The applicability of optically read out GEM-based radiation detectors was investigated
and prototype detectors optimised for various studies were developed. Imaging capabilities
were demonstrated by recording X-ray radiographs and the integrated full-field imaging ca-
pabilities provided by optical readout were shown to be well-suited for X-ray fluoroscopy.
2D images of tracks of alpha particles and muons were acquired and enabled an intuitive
identification and interpretation of radiation events.

An optically read out GEM-based TPC was developed to study the possibility of 3D
reconstruction from optically recorded 2D images and associated depth information. High-
granularity 2D images enabled accurate track reconstruction and line profiles of pixel value
intensities in images could be matched with PMT waveforms for unambiguous determina-
tions of alpha track orientations. Primary and secondary scintillation light signals were ob-
served by a PMT and could be used to extract absolute depth information. To extend the
track reconstruction capabilities of optically read out TPCs to more intricate, curved particle
tracks, an ITO-based transparent anode was developed. This strip anode permitted simul-
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taneous electronic and optical readout and enabled the reconstruction of complex particle
tracks.

The emitted secondary scintillation light intensity corresponds to the energy deposited by
incident radiation in GEM-based detectors operated in a proportional amplification regime.
Images of individual low-energy photons interacting in a triple-GEM-based detector were
recorded and the deposited energy was extracted from pixel value intensities in the opti-
cally read out images. An energy resolution of about 30% FWHM at 5.9 keV was achieved,
which is comparable to the one achieved with electronic readout. Full-field X-ray fluores-
cence measurements with an optically read out GEM-based detector were performed and
energy-resolved 2D images could be reconstructed and used for material distinction. In ad-
dition, a concept for mitigating the parallax-induced broadening of signal spots in X-ray flu-
orescence or crystallography measurements with gaseous detectors with thick drift regions
was tested. A planispherical GEM-based detector prototype employing radially focused drift
field lines was developed and shown to effectively minimise parallax-induced broadening
and preserve good signal-to-noise ratios even in off-centre regions of the active area.

An optically read out detector prototype for beam monitoring applications in hadron ther-
apy was developed with a total material budget below 0.7mm WET due to the usage of thin
foils as detector components and windows. Secondary scintillation light emitted by a GEM
was coupled to a camera outside of the beam path by a mirror. Combining an optically read
out GEM with an ionisation chamber, this detector provides high-resolution dose distribution
images as well as accurate and stable total dose monitoring capabilities. The detector was
tested in a clinical environment in a proton therapy facility and beam profile monitoring, dose
depth curve recording and treatment plan visualisation were demonstrated.

While optical readout might not be able to compete with electronic readout for some
applications requiring high frame rates or large-area coverage, the ongoing development of
novel imaging sensors could overcome some of these limitations. With ever-increasing pixel
sensitivities and numbers of pixels, future imaging sensors might push back the frontiers of
recordable phenomena and lead to the application of optical readout of radiation detectors
in an increasing number of fields and experiments.

Versatile detectors capable of visualising radiation ranging fromMIPs to strongly ionising
particles and particle beams can be realised by combining the high dynamic range of GEM-
based detectors with the granularity and sensitivity of imaging sensors. This makes optical
readout an attractive readout modality for applications ranging from high energy physics to
nuclear physics experiments as well as beam monitoring for medical applications.
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Appendix A

Experimental details

A.1 Quantum efficiency of CCD, EMCCD and CMOS
imaging sensors

Figure 90. Wavelength-dependent quantum efficiencies of imaging sensors: CCD, EMCCD and
CMOS imaging sensors are optimised for highest quantum efficiency in the visible wavelength range.
The quantum efficiency curves of the shown imaging sensors are well-suited to record the visible
scintillation band of Ar/CF4 gas mixtures.

A comparison of the quantum efficiency curves of CCD (QImaging Retiga R6 [66]), EM-
CCD (Hamamatsu ImagEM X2 C9100-23B [61]) and CMOS (Hamamatsu ORCA-Flash4.0
V3 C13440-20CU [61]) imaging sensors is shown in figure 90. The quantum efficiency of the
CCD imaging sensor peaks at 595 nm with a maximum value of 75%. The CMOS quantum
efficiency reaches a maximum value of 83% at a wavelength of about 565 nm. The EMCCD
camera provides a high quantum efficiency of more than 90% over a wavelength range
between 490nm and 690nm, with a peak quantum efficiency of more than 97% at 560 nm.

A.2 GEM gain measurement
The effective charge gain of a GEM can be measured as a function of the voltage across
the GEM by measuring the current of secondary electrons leaving the holes of the GEM
and comparing it with the primary ionisation current in the drift volume. A single GEM foil
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was placed in a gas volume with a Cu-based cathode to define a drift field in a drift gap
with a thickness of 3mm. No anode was placed below the GEM to ensure that secondary
electrons generated during electron avalanche multiplication will be collected by the bottom
electrode of the GEM. The cathode was powered with a negative voltage to define the drift
field in the conversion region. The top electrode of the GEM foil was grounded and the
bottom electrode of the GEM was powered with a positive voltage to define the voltage drop
across the GEM. An ammeter was placed between the bottom electrode of the GEM and
the power supply channel to measure the current reaching the bottom electrode of the GEM
with a 25 kW resistor in series between the GEM and the ammeter.

For different drift fields ranging from 50V/cm to 2000V/cm, the voltage drop across the
GEM was varied from 0V up to 400V or 500V and the current on the bottom electrode
of the GEM was recorded. The detector was irradiated by an X-ray tube with a Cu target
operated with an acceleration voltage of 20 kV and a current of 0.2mA or 1mA. The X-ray
tube was placed about 50 cm from the detector to achieve an approximately flat beam profile
across the active area of the detector. The irradiated area was defined by a cutout in a Cu foil
mounted in front of the detector to a circular area of about 30 cm2. Even for the highest used
irradiation rate of about 300MHz corresponding to a primary ionisation current of I0 = 10 nA,
the interaction rate per mm2 of 100 kHz/mm2 was in a regime where no modifications of
the gain due to high charge densities are expected [6]. An exemplary measurement of the
currents on the bottom electrode of the GEM as a function of the voltage drop across the
GEM for different drift fields measured in an Ar/CF4 gasmixture with amixing ratio of 80/20%
is shown in figure 91.

Figure 91. GEM gain measurement: The current measured at the bottom electrode of a single GEM
increases exponentially with the voltage drop across the GEM for moderate and high voltages. At low
voltages, the primary electron current I0 results in a current offset. The ratio between the GEM current
and I0 is the gain of the GEM. At high drift fields, primary electrons might not be fully collected into
the holes of the GEM. The shown measurements for different drift fields were measured with a single
GEM in an Ar/CF4 gas mixture with a mixing ratio of 80/20% irradiated with X-rays from an X-ray tube
operated with an acceleration voltage of 20 kV and a tube current of 1mA.

At low GEM voltages, primary electrons from the drift region might not be collected into
the holes of the GEM with full efficiency. For higher drift fields, higher GEM voltages are
necessary to achieve full primary electron collection efficiency. The approximately constant
current for GEM voltages between 50V and 100V for the lowest drift field of 50V/cm signals
good electron collection efficiency before the onset of significant avalanche multiplication. In
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this range of voltages, the primary ionisation current is collected into the holes of the GEM
and recorded on the bottom electrode of the GEM. For a higher voltage drop across the
GEM, electron avalanche multiplication sets in and the recorded current rises exponentially
with the voltage drop across the GEM. Fitting the recorded currents with an exponential
function I(U) = I0 + A etU with the current I and the GEM voltage U, allows an extraction of
the primary ionisation current I0. In the presented case, a primary ionisation current of about
I0 = 9.2 nA was measured.

By dividing the current I(U) at a certain voltage U by the primary ionisation current I0,
the effective charge gain G(U) can be determined as G(U) = I(U)

I0
.

For higher drift field strengths, higher GEM voltages are needed to achieve full primary
electron collection efficiency. For drift fields of several hundred V/cm, full primary electron
collection efficiencymight not achieved before the onset of electron avalanchemultiplication.
Therefore, the primary ionisation current was extracted from measurements at a low drift
field of 50V/cm. For drift fields of 50V/cm to 1000V/cm, full primary electron collection
efficiency is achieved around or below a voltage drop of 250V across the GEM as can be
seen from the overlap of the measured current curves for higher voltages. In the case of a
high drift field of 2000V/cm, the high field strength might result in some primary electrons
impinging on the top electrode of the GEM and not being available for electron avalanche
multiplication. This effect leads to lower currents being measured in the case of a high drift
field strength.

A.3 Photon detection efficiency

Spectral detection efficiency

The efficiency for the detection of emitted scintillation photons by a PMT depends on the
emission spectrum of the investigated gas mixture, the transmission of all elements in the
optical path from the triple-GEM where scintillation light is emitted to the PMT and the quan-
tum efficiency curve of the employed PMT (Hamamatsu R375 [61]). The detection efficiency
D for emitted secondary scintillation photons was determined for the setup used for light yield
measurements by taking into account the emission spectrum E(λ) normalised to the total
scintillation light emission for the wavelength range of 200 nm to 800 nm of the employed
gas mixtures, the wavelength-dependent transmission T (λ) of the deep-UV-grade fused sil-
ica viewport and the quantum efficiency QEPMT(λ) of the PMT, which also depends on the
wavelength λ. The emission spectrum, viewport transmission and PMT quantum efficiency
are shown in figure 92.

The detection efficiency was calculated by integrating the contributions over the investi-
gated range of wavelengths as

D =
∫

E(λ)× T (λ)×QEPMT(λ) dλ (A.1)

For the case of an Ar/CF4 gasmixture with amixing ratio of 80/20% as shown in figure 92,
a detection efficiency of D = 11.36 % was determined by numeric integration in steps of
0.5 nm over a wavelength range from 200nm to 800 nm. For He/CF4 gas mixtures, detection
efficiencies of D = 17.38 % and D = 16.33 % for mixing ratios of 80/20% and 60/40%,
respectively, were determined. For a Ne/CF4 gas mixture with a mixing ratio of 80/20%, a
detection efficiency of D = 12.86 % was calculated.
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Figure 92. Spectral detection efficiency of secondary scintillation photons by PMT: The high transmis-
sion of the deep-UV-grade fused silica viewport permits secondary scintillation light from both UV and
visible emission bands to reach the PMT. The quantum efficiency of the PMT permits detection of UV
and visible photons.

Geometric detection efficiency

The geometric acceptance factor for the detection of scintillation photons emitted from the
last GEM in a triple-GEM stack in the setup used for light yield measurements was deter-
mined from the profile of employed X-ray beams and the geometric acceptance for photons
in certain regions of the active area of the detector. The profile of the X-ray beam from an
55Fe source was recorded by optical readout of the emitted secondary scintillation light with
a CCD camera. An example of the distribution of X-rays across the active area of the GEM
as used for light yield measurements is shown in figure 93a.

Figure 93.Determination of geometric photon detection efficiency by PMT: (a) Optically read out image
of X-rays from collimated 55Fe source interacting in GEM-based detector for light yield measurements.
Inset: The relative radial intensity distribution of the source was determined by integrating the intensity
in rings with a width of 5mm with increasing inner diameters. (b) Ray tracing simulation to determine
the geometric acceptance factor for photons emitted in a 5mm wide ring with 5mm inner diameter. (c)
Ray tracing simulation to determine the geometric acceptance factor for photons emitted in a 5mm
wide ring with 35mm inner diameter.

The radial intensity distribution of the X-ray beams was determined by integrating the
pixel value intensity in rings with a width of 5mm with increasing inner diameters ranging
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from 0mm to 45mm to obtain intensity profiles of the X-ray flux detected by the triple-GEM
stack.

The ratio between the number of recorded photons and the originally emitted number
of secondary scintillation photons was determined with a ray tracing simulation (F. Resnati)
implemented in COMSOL [80]. Photons originating in a certain ring-shaped region on the
active area of the GEM with random orientations were produced. The number of photons
reaching the 2-inch diameter active detection area of the PMT located about 13 cm from the
last GEM in the triple-GEM stack was recorded. The simulation was repeated for different
ring-shaped regions of photon emission from the GEM plane with ring widths of 5mm and
inner ring diameters increasing from 0mm to 45mm corresponding to the regions used in the
determination of the radial X-ray beam profiles. For each measurement point, 104 photons
were produced and used to determine the fraction of photons reaching the PMT active area.
Examples of ray tracing simulations for two selected ring-shaped regions of photon emission
are shown in figures 93b and 93c.

The total geometric acceptance G for secondary scintillation photons from the GEM by
the PMT was subsequently calculated by the expression

G =
∑

ri

Iri

It
Gri (A.2)

with the integrated pixel value intensity Iri in an optical image of the X-ray beam profile for
a ring-shaped region with an inner diameter of ri, the total sum of the integrated intensities
of all ring-shaped regions, It, and the fraction of photons produced in a certain ring-shaped
region reaching the PMT active area, Gri , as determined from the ray tracing simulation. For
the light yield measurements performed with an 55Fe source, a geometric acceptance factor
for the detection of secondary scintillation photons from the third GEM in a triple-GEM stack
by the PMT of G = 0.8 % was determined. The error in the determination of the geometric
acceptance factor is estimated to be less than 10%.

A.4 PMT dynamic range

The dynamic range of the 2-inch PMT (Hamamatsu R375 [61]) used for light yield measure-
ments was determined by increasing the gain of a triple-GEM stack resulting in increasing
numbers of secondary scintillation photons being recorded by the PMT and plotting the
trend of the PMT response and the gain of the triple-GEM stack. The PMT was operated at
a voltage of 1000V corresponding to a nominal gain of about 105. The voltage of the third
GEM in the stack was fixed at 420V and the voltage of the first two GEMs was varied over
a voltage range from 340V to 430V across the first GEM. The PMT response under irradi-
ation with X-rays from an 55Fe source was determined by building energy spectra from the
integrated signal intensities in PMT waveforms and using the location of the full energy peak
in the energy spectrum of 55Fe as an indication for the PMT response. The PMT response
and the total effective GEM gain of the triple-GEM stack over the covered range of voltages
across the first GEM in the stack is shown in figure 94.

The total effective gain of the GEM increases exponentially over the full range of volt-
ages. The PMT response also increases exponentially with the voltage drop across the first
two GEMs up to an integrated PMT signal intensity of about 4× 10−9 V s corresponding to
about 400 detected photons. Above this value, the response of the PMT deviates from the
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Figure 94. Linearity of PMT and GEM responses: With a fixed voltage drop of 420V across the third
GEM in a triple-GEM stack, the voltage drop across the first two GEMs was varied and the PMT re-
sponse and triple-GEM gain were measured. The total effective gain of the triple-GEM stack increases
exponentially with increasing voltage drops across the first two GEMs. The integrated PMT signal in-
tensity for X-ray signals from an 55Fe source increases exponentially up to an integrated intensity of
about 4× 10−9 V s and deviates from the exponential trend for higher detector gains. This behaviour
for higher PMT signal intensities indicates saturation of the PMT.

exponential trend indicating saturation of the PMT response. Therefore, the gain of the GEM
was adjusted during quantitative measurements to mitigate PMT saturation.

A.5 PMT single photon response

To enable a determination of the number of photons detected by the employed PMT (Hama-
matsu R375 [61]), the response of the PMT to a single photon was recorded. The PMT was
operated with a total voltage of 1000V inside a light shielding tube. An LED connected to a
pulse generator was placed in the light shielding tube with the PMT and powered with short
voltage pulses with a width of 20 ns and an amplitude of about 4.6V. The response of the
PMT was recorded by an oscilloscope triggering on the pulses from the pulse generator and
the integrated signal intensity from the PMT waveforms was recorded. A distribution of the
integrated signal intensity recorded by the PMT in this configuration is shown in figure 95.

Although the obtained distribution of integrated PMT signal intensities does not exhibit
a clearly pronounced peak apart from the dominating noise peak around 0V s, additional
Gaussian peaks corresponding to one and two photon events could be determined by curve
fitting. The resulting curve consisting of three Gaussian curves fits the observed distribu-
tion well. The single photon intensity could subsequently be extracted from the difference
between the noise level and the peak of the Gaussian curve corresponding to single pho-
ton events detected by the PMT. For a PMT voltage of 1000V corresponding to a nomi-
nal PMT gain of about 105, an integrated PMT signal intensity for single photon events of
Iph = 1.07× 10−11 Vs was determined.

The integrated intensity of single photon events detected by the PMT was determined
by a second method for verification. The integrated intensity of the single photon response
detected by the PMT was recorded and the total voltage applied to the PMT was varied from
1150V to 1400V. The acquired data points were fitted by an exponential function, which
was subsequently used to extrapolate the single photon response of the PMT at a voltage
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Figure 95. Single photon response of PMT: An LED located in the light shielding tube housing the
PMT was powered with short voltage pulses with a width of 20 ns and an amplitude of about 4.6V to
emit a low number of photons. Triggering on the electronic pulses, signals from the PMT operated at
1000V in coincidence with the pulses sent to the LED were recorded. The intensity of PMT signals
was determined by integrating waveforms and the distribution of PMT signal intensities was plotted
(top). The distribution of intensities was fitted with multiple Gaussian curves corresponding to PMT
signals for zero, one, and two photon events (bottom). The difference between the peak positions for
zero and one photon events was used as single photon response of the PMT.

of 1000V as shown in figure 96. The determined value deviates from the one determine by
the above-mentioned method by about 14%, which contributes to the statistical error of the
light yield measurements.

A.6 Residual gas analyser setup

An RGA (SRS RGA100/2 [116]) was used to measure gas compositions and impurities in
the optically read out detectors. The permitted operating pressure of the RGA of up to about
1.3× 10−4 mbar [116] is not compatible with the pressure commonly used in GEM-based
detectors. Therefore, a sampling system was implemented to allow the RGA to operate at
about 5× 10−6 mbar and sample from gas volumes at pressures of around 1 bar.

The head of the RGA was mounted to a sampling volume based on a CF40 6-way
cross continuously pumped by a turbomolecular pump. The pressure in the sampling vol-
ume was monitored by a cold cathode gauge and kept below 1× 10−5 mbar. Due to the
gas species dependence of the response of the cold cathode gauge, its reading was only
used to estimate the approximate pressure in the sampling volume. Base pressures below
1× 10−8 mbar were achieved after prolonged pumping. The low-pressure sampling volume
was connected to a high-pressure volume through a manual all-metal leak valve. The high-
pressure volume was either connected to the detector vessel with a CF40 bellow or con-
nected in series in open gas flow mode operation between the detector outlet and the gas
exhaust. This sampling method permitted the flow of a small quantity of gas from the high-
pressure volume to the sampling volume through the leak valve to allow a characterisation
of the gas composition by the RGA. The sampling setup is schematically shown in figure 97.

Examples of gas species spectra recorded by the RGA for vacuum and for an Ar/CF4

gas mixture with a mixing ratio of 80/20% are shown in figure 98.
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Figure 96. Extrapolation of single photon response of PMT: The single photon response was deter-
mined as a function of the total voltage applied to the PMT. The measured integrated intensities of
single photon signals detected by the PMT for voltages from 1150V to 1400V were fitted with an ex-
ponential function and the obtained parameters were used to extrapolate the single photon response
at a PMT voltage of 1000V. The measured single photon response at a PMT voltage of 1000V is
shown for comparison and deviates from the extrapolated value by about 14%.

Gas species dependence of RGA response

The sampling of gas from a high-pressure volume to the RGA sampling volume depends on
the gas flow through the leak valve. Due to the small size of the opening used to permit some
gas flow through the leak valve, the conductance of the leak valve might not be independent
of the gas species. Different gases might traverse the leak valve more or less uninhibited
resulting in a misrepresentation of the gas composition in the high-pressure volume in the
low-pressure sampling volume and therefore in distorted gas composition measurements
acquired by the RGA. For small orifices, the conductance C in the molecular flow regime is
defined as

C = A

√
kT

2πm
(A.3)

with the cross section of the orifice A, the Boltzmann constant k , the temperature of
the gas T and the molecular mass of the gas species m [117]. Therefore, gases with low
molecular masses will be overrepresented in the sampling volume and in spectra recorded
by the RGA with respect to gases with higher molecular masses.

As the shape and dimensions of the opening of the leak valve are not known and other as-
pects of the sampling systemmight also have an effect on the gas species-specific response
of the RGA, a calibration of the RGA response with gas mixtures with well-known mixing ra-
tios was performed. An Ar/CF4 gas mixture with a mixing ratio of 80/20%, an Ar/CO2 gas
mixture with a mixing ratio of 70/30% and a Ne/CO2/N2 gas mixture with a mixing ratio of
85.7/9.5/4.8% were used to determine correction factors for different gas species relative to
the response of the RGA to Ar.

The validity of the gas species-specific correction factors for the RGA response for differ-
ent leak valve settings, varying pressures in the high-pressure volume and changing mixing
ratios was investigated. Only small variations of the response for different mixing ratios in an
Ar/CF4 gas mixture were observed. The correction factor for CF4 relative to Ar varied by up
to 30% when decreasing the pressure in the high-pressure volume from 1bar to 100mbar.
A strong change in the required correction factor for the RGA response to CF4 was also
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Figure 97. RGA setup for sampling from high-pressure volume: The RGA measures the gas composi-
tion in a sampling volume, in which a pressure of about 5× 10−6 mbar is maintained by a turbomolec-
ular pump and monitored by a cold cathode gauge. Gas from a high-pressure volume at around 1 bar
is sampled through a leak valve. The detector vessel is connected to the gas inlet of the high-pressure
volume in the RGA sampling setup and gas exits through the gas outlet to an exhaust.

Figure 98. RGA spectra: The RGA provides spectra showing partial pressure as a function of atomic
mass. The background spectrum was measured in vacuum and shows residual contamination of the
system. After subtraction of the background, the spectrum of an Ar/CF4 gas mixture with a mixing ratio
of 80/20% shows pronounced Ar and CF4 peaks at 40 amu and 69amu, respectively, a less abundant
Ar++ peak at 20 amu and some residual contamination with N2 at 28 amu.

observed when changing the size of the orifice between the high-pressure volume and the
sampling volume by varying the leak valve setting. To be able to use the determined cor-
rection factors, the same leak valve setting was used for calibration and measurements.
As the pressure in the detector vessel was kept constant at around 1 bar for the majority of
measurements, the dependence of the RGA response on the pressure in the high-pressure
volume did not distort partial pressure measurements.
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Abbreviations

MIP Minimum Ionising Particle

MPGD MicroPattern Gaseous Detector
PCB Printed Circuit Board
MSGC Micro-Strip Gas Counter

Micromegas Micro-Mesh Gaseous Structures

GEM Gaseous Electron Multiplier

TPC Time Projection Chamber

LHC Large Hadron Collider

NSW New Small Wheel
ASIC Application-Specific Integrated Circuit

UV UltraViolet
VIS Visible
CF4 Tetrafluoromethane (carbon tetrafluoride)

NIR Near-InfraRed
CCD Charge-Coupled Device

CMOS Complementary Metal-Oxide-Semiconductor

PMT PhotoMultiplier Tube

EMCCD Electron Multiplying CCD

UHV UltraHigh-Vacuum

RGA Residual Gas Analyser

LED Light Emitting Diode

Mylar Biaxially-oriented polyethylene terephthalate

FWHM Full-Width at Half-Maximum
FR4 Glass-reinforced epoxy laminate

SHV Safe High Voltage

PEEK PolyEther Ether Ketone

NIM Nuclear Instrumentation Module
TTL Transistor-Transistor Logic

ITO Indium Tin Oxide
HCl Hydrochloric acid

WET Water Equivalent Thickness

MU Monitoring Unit
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