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Abstract

Critical infrastructures utilize information technology for control functions,
which creates additional entry points in vulnerable hard- and software, pro-
viding distribution paths for cyber-attacks. In this dissertation we address
the issue of cyber-attacks against critical infrastructures in five parts.

First, we provide an evaluation of four network architectures suitable for
critical infrastructures. Their security by design and their applicability to-
ward real world scenarios are also considered. We summarize the benefits and
drawbacks with a focus on the implementation of self-organizing structures
within decentralized and centralized network topologies, regarding security.

Then, we investigate malware communication in critical infrastructures,
proposing a comprehensive generic model for cyber-attack life-cycles and
addressing the specific characteristics of the environment. We include the
building blocks for many major known malware types as well as different
propagation methods, access vectors, scanning techniques, command and
control structures, attack methods, triggers, and cleanup mechanisms. To-
ward this end, we evaluate a variety of malware types as basis for our attack
model and introduce three novel superclasses that are particularly suited
for attacking critical infrastructures. These synthetic models provide a basis
for the detection of malware communication and extrapolates from existing
malware technologies in order to predict future developments.

Based on these malware models, we conduct discrete-event simulations in
the ns3 environment, which are based on our network topologies that use
real infrastructure data from our industrial partner. Our investigations show
that aggressive malware, although quickly spreading, leaves footprints for
defensive mechanisms to effectively counteract them. However, stealthy mal-
ware that is less visible and therefore harder to detect, spreads slower but
requires more scrutiny on the defenders’ side.

We also develop metrics that evaluate the security by design of each network
topology and the malware movement inside critical infrastructure networks.
We design those metrics to represent malware spreading and consider the
importance of critical nodes inside each topology. This allows us to evaluate
how different malware types behave from our simulation results and conclude
how to defend against them.

Finally, we introduce a list of defensive measures, categorized by functionality
and attack type. We correlate these categories to the attack stages that occur
during a cyber-attack and map them to our generic cyber-attack life-cycle
model.



"We are seeing a democratization of tactics. We used to be able to tell
the attacker by the weaponry, as only military could afford tanks. This
no longer applies to cyber-space as everyone, nation states and civilian
aggressors alike, are using the same tactics, techniques and tools. This
situation makes defense policy difficult, as you cannot react accordingly

to an unknown attacker."
Bruce Schneier, RSA Conference 2015, San Francisco, CA, USA



Contents

List of Figures \%
List of Tables VII
Acronyms VIII
1 Introduction 2
1.1 Motivation. . . . . . . . .. 3
1.2 Objective . . . . . . .. 3
1.3 Research Questions . . . . . . . .. ... ... ... ...... 4
1.4 Research Methods . . . . . . ... ... ... .. ....... 6
1.5 Contributions . . . . . . . . . ... . 8
1.6 Structure . . . . . . . .. ... 9
1.7 Terminology . . . . . . . . ... ... 10
1.8 Support . . . . ... 11

2 State of the art 12
2.1 Emergy Grids . . . . . . . ... 12
2.1.1  Electricity Transport, Micro-, and Smart Grids . . . . 13

2.1.2 Heat Grid . . . . . .. ... ... ... ... ...... 16

213 GasGrid . ... .. ... 16

2.14 Energy Hubs . . ... ... .. ... ... ...... 17

2.2 Communication Networks for Smart Grids . . . . . . . .. .. 17
2.2.1  Smart Grid Architecture Model . . . . . . . . ... .. 18

2.2.2  Wide Area Monitoring Systems . . . . . ... ... .. 18

2.2.3 Advanced Metering Infrastructure . . . ... ... .. 19

2.2.4  Technology Requirements for Smart Grid Applications 20

2.2.5 Wired Link Technologies . . . . . . .. .. .. .. ... 20

2.2.6  Wireless Link Technologies . . . . .. ... ... ... 20

2.2.7 Differences between Smart Grid Networks and Internet 21

2.3 Security of Critical Infrastructure Networks . . . . . . . ... 22
2.3.1 Cyber Kill Chains and Attack Models . . . . ... .. 24

2.3.2 Threats to Critical Infrastructures . . . . .. .. ... 25

2.3.3 Incident Propagation and Cascading Effects . . . . . . 27

2.3.4 Monetary and Public Cost after a Blackout . . . . .. 28

3 Network Architecture Model 30
3.1 Methodology . . . . . .. . .. ... 30
3.2 Architecture Hierarchy Levels . . . . . . ... ... ... ... 30
3.3 Node Types and Communication patterns . . . . .. ... .. 31
3.4 Theoretical Topology Models for the ICT Network . . . . .. 33
3.4.1 Centralized Topology . . . . . . .. ... ... ..... 35



3.4.2 Cell Topology . . . . . . . . ..
3.4.3 Mesh Topology . . . .. ... ... ... .. .....
3.4.4 Decentralized Topology . . . .. ... ... ... ...
3.5 Dataset Description . . . . . ... ... .. ...
3.5.1 Real Topology based on Parent Data Set . . . . . . ..
3.5.2  Dwellings per Building . . . . . .. .. ... ... ...
3.6 Statistical Abstraction . . . . . .. ... ... ... ...
3.6.1 Wired Communication . . . . ... ... ........
3.6.2 Wireless Communication . . . . . . ... ... .....

Malware Model
4.1 Methodology . . . . . .. ... ..
4.2 Smart Grid Attack Model . . . . . . ... ... ... ... ..
4.3 Smart Grid Security Measures Baseline . . . . . ... ... ..
4.4 Malware Abstraction: A Generic Attack Life-Cycle . . . . . .
4.41 Access . . . ..
4.4.2 DIiSCOVETY . . . . v v i i e e
4.4.3 Propagation . . . . ... ... o oo
4.4.4 Infection & Exploit . . . . . . ... ... ... ... ..
445 Control . . . ... ...
446 Attack Methods . . ... ... ... ... . ......
4.4.7 Trigger. . . . ..o e
448 Cleanup . . . . . . . .o
4.5 Three Types of Smart-Grid-Enabled Malware . . . . . . ...
4.5.1 Pandemic Malware . . . . . ... ... ... ......
4.5.2 Endemic Malware . ... ... ... ... .......
4.5.3 Contagion Malware . . . . . . ... ... ... .....
4.5.4 Comparison of Smart Grid Enabled Malware . . . . .
4.5.5 Illustration of a Threat Matrix for Smart Grid Enabled
Malware . . . . . . . . . .. ...
4.6 Vulnerability Abstraction . . . . .. ... ... ... .....

Malware Propagation Simulation Model

5.1 Methodology . . . . . . .. ...

5.2 Technological Abstraction . . . . ... ... ... ... ....
5.2.1 Wired Link Technologies . . . . . . ... ... .. ...
5.2.2  Wireless Link Technologies . . . .. ... ... ....
5.2.3 Link Technologies Comparison . . . ... .. .. ...

5.3 Capabilities of the Simulation Environment . . . . . ... ..
5.3.1 The Effect of Increasing the Wireless Distances . . . .
5.3.2  Simulation Performance of the Mesh Network Models .

5.4 Simulation Topology . . . . . . .. .. ... ... ... ...
5.4.1 Centralized Topology . . . . . . .. .. .. ... ....
54.2 Cell Topology . . . . . . . . . ..



5.4.3 Mesh Topology . . . ... ... ... .. ...
5.4.4 Decentralized Topology . . . ... .. .. ..
5.5 Scenarios . . . . . .. ...
5.6 Parameters . ... . ... ... ... ... ...
5.7 Verification . . . . . . .. ... ... ... ...
5.8 Validation . . . . . . . .. ...

6 Malware-Attack Evaluation Metrics
6.1 Methodology . . . .. .. .. ... .. ... .. ...
6.2 Node Infection Ratio . . . . . ... ... ... ....
6.3 Infection Durations . . . . . .. .. ... .......
6.4 Minimum Malware Infection Duration . . . . . . ..
6.5 Infection Efficiency . . . . ... ... ... ... ...
6.6 Scanning Stealthiness. . . . . . ... ... ... ...
6.7 Scanning Efficiency . . . . .. ...
6.8 Propagation Stealthiness . . . . . . . .. ... .. ..
6.9 Anomaly Detection specific to Contagion Malware .
6.10 Propagation Efficiency . . . . . ... ... ... ...
6.11 Noise-Suppression Efficiency . . . . . . .. ... ...
6.12 Malware Attack-Efficiency . . . . . .. ... ... ..
6.13 Attack-Defendability . . . . . . ... ... ... ...
6.14 Theoretical extensions for our simulation model . . .
6.15 Attack-Containment . . . . ... ... ... .....
6.16 Attack-Resilience . . . . . . . .. .. ... ... ...
6.17 Summary of all Notations . . . . .. ... ... ...

7 Architecture Results and Discussion
7.1 Network Topologies for Critical Infrastructures . . .

8 Malware Results and Discussion
8.1 Classification of Existing Malware . . . . . . . .. ..
8.1.1 General Information . . . . ... ... ....
8.1.2 Propagation . . . . .. .. ... ... ...
8.1.3 Communication Patterns . . .. . ... ...
8.1.4 Persistence and Defensive Mechanisms . . . .
8.2 Future Evolution of Malware for Smart Grids . . . .
8.3 Attack Types and Mitigation Specific to Smart Grids
8.3.1 Disruption Attacks . . . . . ... .. ... ..
8.3.2 Destruction Attacks . . . . .. ... ... ..
833 Datatheft .. . ... ... ... ... .....
8.3.4 Extortion Schemes . . .. ... ... ... ..
8.3.5 Repurpose Attacks . . . ... ... ... ...

9 Malware-Attack Simulation: Results and Discussion

II1

90
90
90
91
93
95
95
96
98
99
100
101
102
102
103
104
105
105

108
108

112
112
114
116
119
122
125
127
127
128
129
130
131

134



9.1 Capabilities of the Simulation Environment . . . . . ... .. 134

9.1.1 Dependency of Infection Time over Increasing Network

Size and Increasing Node Distance in Single-Mesh Net-
works ... . 134
9.1.2 Simulation Performance of Large Multi-Mesh Networks 136

9.1.3 Increased OLSR Control Message Cycle for Stationary
Networks . . . . . . .. ... 144
9.2 Network Segmentation and Monocultures . . . . .. ... .. 145
9.3 Simulation Results and Attack-Defendability . . . . . . . . .. 147
9.3.1 Centralized Topology - Simulation Results . . . . . . . 147
9.3.2 Cell Topology - Simulation Results . . . . .. ... .. 154
9.3.3 Mesh Topology - Simulation Results . . . . . ... .. 161
9.3.4 Decentralized Topology - Simulation Results . . . . . . 167
9.3.5 Summary of the Simulation Results . . . . . . ... .. 174
10 Defense Measures: Results and Discussion 176
11 Conclusion 188
11.1 Smart Grid ICT Topologies . . . . . . . .. .. .. ... ... 188
11.2 Malware Comparison . . . . . . . . . . . .. ... ... .. 190
11.3 Metrics . . . . . . . 192
11.4 Malware Propagation and Attack Resilience . . . . . . . . .. 192
11.5 Defensive Measures and Containment Capabilities. . . . . . . 195
11.6 Outlook . . . . . . . . . . . .. 196
11.7 Improvements . . . . . . . . . . ... 197
Bibliography 200
Appendix A: Overview of Critical Infrastructures 212
Appendix B: Related Standards and Books 215

v



List of Figures

UL W N

16

17
18
19
20
21
22
23
24
25
26

27
28
29
30
31
32
33
34
35
36
37

Relations between the research questions . . . . . . . .. ...
The power grid today, as presented in [44] . . . . .. ... ..
Smart grid architecture model, as presented in [21] . . . . . .
Incident propagation, as presented in [44] . . . . ... .. ..
Hierarchy of power grid control network, smart meter network,
business network and external services . . . . ... ... ...
Communication traffic and patterns, as presented in [47] . . .
Comparison of topologies, as presented in [44] . . . . . . . ..
Smart grid with a centralized topology, as presented in [44]
Smart grid in cell topology, as presented in [44] . . . . . . ..
Smart grid in mesh topology, as presented in [44] . . . . . ..
Smart grid with a decentralized topology, as presented in [44]
Derived General Topology . . . . . .. .. ... ... .. ...
Geo Located Data Excerpt; Random Sample . . . . . . . . ..
Statistical abstraction . . . . ... ... ... ... ... ...
Generic stages of malware-based cyber-attacks, as presented
in [48] . . .
[lustration of a threat matrix of smart grid enabled malware,
as presented in [47] . . . . ..o Lo
Topology Abstraction . . . . . ... ... .. ... ......
Simulation Topology - Centralized Configuration . . . . . ..
Simulation Topology - Cell Configuration . . . ... ... ..
Simulation Topology - Mesh Configuration . . . . . . .. . ..
Simulation Topology - Decentralized Configuration . . . . . .
Infection graph with significant infection times . . . . . . ..
Scan ratio of pandemic malware . . . . . . .. ... ... ...
Covert communication within legitimate data flows . . . . . .
Differentiation of experimental and theoretical analysis . . . .
Dependency of infection time over increasing network size at
increasing node distance . . . . . ... ..o
Simulation performance, heatmap elapsed simulation time . .
Simulation performance, heatmap simulated infection time . .
Simulation performance, scenario M1 . . . . . . . . ... ...
Simulation performance, scenario M10 . . . . . . .. .. . ..
Simulation performance, scenario M20 . . . . . . .. .. ...
Simulation performance, scenario M30 . . . . . . .. .. ...
Simulation performance, scenario M40 . . . . . . .. ... ..
Simulation performance, scenario M50 . . . . . . .. ... L.
Simulation performance, scenario N10 . . . . . .. .. .. ..
Simulation performance, scenario Nb50 . . . . . . .. .. ...
OLSR control messages with standard settings for small net-
works with scattered nodes . . . . . .. ... ...



38

39
40
41
42
43
44
45
46
47
48
49
50
o1
52

93
o4
95
56
o7
o8
99
60
61
62

63
64

OLSR control messages with increased sending cycles for
static and dense networks . . . . . ... ... L
Network segmentation and monocultures, as presented in [47]
Pandemic malware in centralized topologies, infection graph .
Pandemic malware in centralized topology, pcap example . . .
Endemic malware in centralized topology, infection graph
Endemic malware in centralized topology, pcap example
Contagion malware in centralized topology, infection graph . .
Contagion malware in centralized topology, pcap example
Pandemic malware in cell topology, infection graph . . . . . .
Pandemic malware in cell topology, pcap example . . . . . . .
Endemic malware in cell topology, infection graph . . . . . . .
Endemic malware in cell topology, pcap example . . . . . . .
Contagion malware in cell topology, infection graph . . . . . .
Contagion malware in cell topology, pcap example . . . . . .
Pandemic malware in mesh topology, infection graph, pre-
sented in [46] . . . . ..o
Contagion malware in mesh topology, pcap example, pre-
sented in [46] . . . . ..o
Endemic malware in mesh topology, infection graph, presented
in[46] . . . ..
Contagion malware in mesh topology, pcap example, pre-
sented in [46] . . . . ...
Contagion malware in mesh topology, infection graph, pre-
sented in [46] . . . . ...
Contagion malware in mesh topology, pcap example, pre-
sented in [46] . . . . ...
Pandemic malware in decentralized topology, infection graph
Pandemic malware in decentralized topology, pcap example
Endemic malware in decentralized topology, infection graph
Endemic malware in decentralized topology, pcap example . .
Contagion malware in decentralized topology, infection graph
Pandemic malware in decentralized topology, pcap example
Efficacy of defensive measures during different stages of the
cyber-attack life-cycle . . . . ... ... o000

VI



List of Tables

© 00 N O Ot W N

—_
o

11
12

13
14
15
16
17
18
19
20
21
22
23

24
25
26
27
28
29
30

31
32
33
34
35
36
37
38

Research Questions and Methods . . . . . . ... ... ... ... 7
ICT requirements for smart grid applications [68] . . . . . . . .. 20
Wired communication technologies [4,75,79,111,117,164] . . . . 21
Wireless communication technologies [1,4,54,55,75,91,117] . . . 21
Vulnerabilities and risks for critical infrastructures, according to [60] 23
Communication traffic between nodes . . . . . . . . ... ... .. 33
Control mode comparison at all hierarchy levels, as presented in [44] 34
Parent population of nodes and links, cf. Figure 12 . . . . . . . . 43

Parent population extreme values and percentiles of link lengths . 44
Wired communication, extreme values and percentile link
lengths, derived from Table 9 . . . . . . . ... ... ... .... 46
Wireless communication, extreme values and percentile link lengths 46
Three types of smart grid enabled malware - Significant features

and minimum countermeasures, as presented in [48] . . . . . . .. 71
Advantages and disadvantages of link technologies . . . .. . .. 80
Technical Data Comparison of Link Technologies . . . . . . . .. 80
Scenario overview . . . ... ..o 86
Topology settings for main scenarios in detail . . . . . . ... .. 87
Parameters Summary . . . . . ... ..o 88
Minimum packet transmission time and propagation delay . . . . 94
Minimum malware infection time per required hop . . . . . . .. 94
Weights for different detectable network signals . . . . . . .. .. 102
Summary of all notations in Section6 . . . . .. .. .. ... .. 106

Mapping topologies to reference architectures, as presented in [44] 108
Comparing topologies over hierarchy levels, as discussed in Sec-

tion 3 . . . . 110
Comparison of quality indicators, as presented in [44] . . . . . . . 111
General malware information, as presented in [48] . . . . . . . .. 115
Malware propagation, as presented in [48] . . . . ... ... ... 118
Malware communication patterns, as presented in [48] . . . . .. 121
Malware persistence and defense-mechanisms, as presented in [48] 123
Distinct strengths of malware, as presented in [48] . . .. .. .. 126
Mapping applicable security measures to attack scenarios, as pre-

sented in [48] . . . . ... 133
Simulation performance settings . . . . . . ... ... ... 136
Centralized topology - malware efficiency measurements . . . . . 154
Cell topology - malware efficiency measurements . . . . . .. .. 160
Mesh topology - malware efficiency measurements . . . . . . . .. 167
Decentralized topology - malware efficiency measurements . . . . 173
Summary of the Simulation Results . . . . . . ... ... ..... 174
Defensive Measures for Smart Grids, published in [43] . . . . .. 179
Appendix C: Simulation-Scenarios mapping to the Dataset . . . . 219

VII



Acronyms

AMI Advanced Metering Infrastruc-
tures

APTs Advanced Persistent Threats
ARP Address Resolution Protocol

ASLR Address Space Layout Ran-
domization

BGP Border Gateway Protocol
C2C Client-to-Client

C2S Client-to-Server

C&C Command-and-Control

CDC Centers for Disease Control
and Prevention

COSEM Companion Specification
for Energy Metering

CSA Cyber-Situational-Awareness
DCS Distributed Control Systems
DDoS Distributed Denial-of-Service
DEP Data Execution Prevention

DMZ Demilitarized Zones or Perime-
ter Networks

DNP3 Distributed Network Protocol
DNS Domain Name System

DoS Denial-of-Service

DSL Digital Subscriber Line

E2E End-to-End

EMET Enhanced Mitigation Experi-
ence Toolkit

ENTSO-E European Network of
Transmission System Operators
for Electricity

FDMA Frequency Division Multiple
Access

FTP File Transfer Protocol

H2H Human-to-Human

H2M Human-to-Machine

H2NS Host-to-Network-Share
HAN Home Area Network
HL-nodes High-Level-nodes
HTTP Hypertext Transfer Protocol

HTTPS Hypertext Transfer Proto-
col Secure

HYV High Voltage

ICMP Internet
Protocol

Control  Message

ICS-CERT Industrial Control Sys-
tems Cyber Emergency Re-
sponse Team

ICT Information and Communica-
tion Technology

IDS Intrusion Detection Systems
IoT Internet-of-Things

IP Internet Protocol

IPv4 Internet Protocol Version 4
IPv6 Internet Protocol Version 6
IRC Internet Relay Chat

KDC Key Distribution Center
LL-nodes Low-Level-nodes

LV Low Voltage

M2M Machine-to-Machine
malware Malicious Software
MAN Metropolitan Area Network
MitM Man-in-the-Middle
ML-nodes Medium-Level-nodes

VIII



MMS Manufacturing Message Speci-
fication

MV Medium Voltage
NAN Neighborhood Area Network
NAS Network-attached Storage

NASPI North American Synchro-
Phasor Initiative

NIST National Institute of Stan-
dards and Technology

NTP Network Time Protocol
OLSR Open Link State Routing
ONS Object Naming Service
OTN Optical Transport Network
P2P Peer-to-Peer

P2P Point-to-Point

PKI Public Key Infrastructure
PLC Power Line Communication
PMU Phasor Measurement Units
PON Passive Optical Network
PtH Pass-the-Hash

PTP Precision Time Protocol
RD Removable Drives

RTT Round-Trip Time

RTU Remote Terminal Units
S2C Server-to-Client

S2S Server-to-Server

SCADA Supervisory Control
Data Acquisition

and

SGAM Smart
Model

Grid  Architecture

SIMULTAN Simultaneous  Plan-
ning Environment for Buildings

in Resilient, Highly Energy Effi-
cient and Resource-Efficient Dis-
tricts

SMB Server Message Block

SONET Synchronous Optical Net-
work

SPF Sender Policy Framework

SSH Secure Shell

TCP Transmission Control Protocol
TLS Transport Layer Security

TSO’s Transmission-Grid
Operators

System

TTL Time-to-Live

TU Wien Vienna
Technology

University  of

UDP User Datagram Protocol
UHYV Ultra High Voltage

URBEM-DK Urban Energy-
Mobilitysystem

USB Universal Serial Bus

VLAN’s Virtual Local Area Net-
works

VPN Virtual Private Network
WAMS Wide Area Monitoring Sys-

tems
WAN Wide Area Network

WDMA Wavelength Division Multi-
ple Access

and

WiMax Worldwide Interoperability
for Microwave Access

WPAN Wireless Personal Area Net-
work

WSTW Wiener Stadtwerke Holding
AG

IX






1 Introduction

This work examines information security issues in communication networks
that are used to remotely control hardware in critical infrastructures. Due to
the increasingly hostile environment, attacks against Information and Com-
munication Technology (ICT) have to be taken more seriously than ever.
Highly networked critical infrastructures, such as smart power grids, deserve
our special attention in terms of resilience and defendability against moti-
vated and even highly financed adversaries. Effective deterrents against those
attackers include, high defensive capabilities, e.g., when the attack does not
have the desired impact, and judicial consequence, e.g., when identifying the
attacker leads to government involvement. Considering these basic deter-
rents, high defensive capabilities seem to be the most pressing one because
attacks over communication networks are often not identifiable, thus, legal
action may not represent a viable option.

Smart grids depend on ICT for managing power flux and energy balance.
Additionally, they host many different types of devices, including but not
limited to measurement equipment (e.g., Phasor Measurement Units (PMU)
and smart meters), actuators (e.g., breaker-switches and disconnectors), and
networking equipment (e.g., gateways, servers, and routers). These critical
devices are just as susceptible to Malicious Software (malware) as are clas-
sical Internet technologies such as, e.g., laptops, smartphones, and other
consumer electronics. However, power grid environments have a focus on
long-term stability and plan for hardware life-spans of 10 years or more. As
devices age, unknown vulnerabilities in hardware, operating system, soft-
ware, and protocols may be found. Although ICT allows for new remote
control capabilities increasing the management efficiency of utilities, it also
increases their attack surface. This issue must be addressed in order to ensure
the security of future energy networks [48].

Today, few malware implementations that caused severe physical damage to
industrial equipment are known. However, during the last decade the num-
ber of such highly evolved malware capable of orchestrated cyber-physical
attacks has increased. Their sophistication leads to the assumption that mas-
sive resources were invested and that they may be financed by highly capable
stakeholders, e.g., organized criminal collectives, or nation states [56,94,123].
The detection and analysis of existing malware is of paramount importance
for the implementation of defensive measures.



1.1 Motivation

The motivation of working on this dissertation in such a fast growing field de-
scends from four main-pillars which come together at the intersection where
two critical infrastructures meet, namely, the electricity-grid and commu-
nication networks. The automation technology required in electricity grids
provides a number of benefits, that also come with drawbacks inherited from
the Internet landscape. Our motivations include:

e The critical nature of electricity grids to modern society, and the
interconnectivity with other critical infrastructures leads to inter-
dependabilities that must be managed. Appendix A illustrates a poster
that shows many examples of society’s dependency to critical infras-
tructures. This poster has an educational background [42]. |60, 64]

e The increasing trend of automation in the energy-industry leads to
increased attack surface of critical infrastructures which can expose
them to cyber-attacks.

e The increasingly complexr environment in terms of interdependencies
leads to complex attack-vectors and failure-scenarios which need to be
addressed in emergency response plans.

e The increasing number and complezity of cyber-attacks posing a serious
threat to critical infrastructures.

1.2 Objective

The goal of this dissertation is to investigate malware communication, prop-
agation and attack containment in critical infrastructure networks, specifi-
cally tailored to smart grid operations. Aside from malware behavior [48],
e.g., propagation mechanisms, attack techniques, and scanning methods, we
put forward evaluation metrics on malware movement [46], security by design
for network topologies [44], and defensive measures [43| for utility providers.
Among those different critical infrastructures [42], we concentrate on power
grids and communication networks, because they are the most relevant in
terms of interconnectivity and attack propagation. Additionally, the most
immediate effects become apparent once electricity supply is impaired. So-
cial implications and their repercussions toward the public are out of scope.

Furthermore, our list of defensive measures, cf. Section 10, represents a valu-
able asset for educational purposes. Since we cannot claim completeness of
this list, our defensive measures are out of scope for the simulation model. In-
stead we focus on malware simulations that include the scanning and propa-
gation behavior in four different network topologies and how defendable each



setup is. Therefore, grid operators should choose the corresponding defen-
sive measures as they are subject to specific technical circumstances, personal
preference, and available resources. Since critical infrastructures provide for
many of our basic needs as a society, we stress their importance and focus
our efforts on their protection.

1.3 Research Questions

This work investigates malware propagation in communication networks of
smart grid control systems and identifies relevant measures on corresponding
security implications that are used to contain the potential damage of cyber-
attacks. The research questions are as follows, cf. Figure 1:

1. How can a communication topology deliver increased security
by design?

Communication networks can never be 100% secure. Therefore, we aim
to investigate if and how the security by design of certain network
topologies can be increased, and what measures must be taken to ac-
complish that. Our goal is to discover effective ways to contain network
propagation from infected host. The output of research question 1 is an
in-depth theoretical comparison of four ICT topologies regarding se-
curity properties, counter measures, and legacy system-compatibility.
This initial analysis prepares the basis for continued simulations, cf.
Section 9.3, and for research question 2.

2. How does malware propagate inside critical infrastructure
communication networks?

We investigate several malware models, ranging from aggressive to
stealthy types, cf. Section 8.1, to find out how fast and efficient differ-
ent malware spreads in different environments. Furthermore, our ini-
tial investigation concerning, e.g., scanning type, propagation method,
connection attempts, protocols, or spreading patterns, shows that these
metrics have considerable influence on the infection rates. Our goal is
to develop effective detection methods for different types of malware.
Furthermore, we discuss effective containment measures against cyber-
attacks. The output of research question 2 is a theoretical comparison
of existing malware types, propagation vectors, attack types, scanning
techniques, update mechanisms, defensive measures, and covert tech-
niques for critical infrastructure network environments. Furthermore,
we introduce a novel generic model of a malware life-cycle analysis,
three generic malware models, and an outlook on smart grid specific
attacks. Our three malware types are simulated across the four network
topologies developed during the work of research question 1.
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Figure 1: Relations between the research questions

. How to assess the properties of different malware types in
smart grid communication networks?

Based on our initial malware investigation in research question 2, we
develop several metrics that describe the behavior of different malware
types inside our critical infrastructure network environments, devel-
oped in research question 1. We introduce these metrics with the goal
of formalizing our malware simulation models with all their properties,
e.g., network scanning, payload propagation, infection ratios, infection
speed, stealthiness, and topological features. The output of research 3
includes a set of evaluation metrics that represent malware properties
relevant for detecting cyber attacks.

. How to increase the attack-defendability and attack-resilience
of critical communication networks?

We introduce the metric attack-defendability as a measure for security
by design, cf. Section 6.13, that can be calculated with our simulation
model. Furthermore, we define the metric attack-resilience as the re-
sistance of a network against intentional attacks and expand our list of
defensive measures upon additional defense measures. Attack-resilience
represents that cyber-attacks do not occur randomly, but are targeted,
and thus, represent deliberate failures. Therefore, we cannot rely on
redundancies, but instead on proactive and reactive counter measures,
cf. Section 10. The output of research question 4 is a collection of
proactive and reactive measures to achieve a higher level of security.



1.4 Research Methods

First, we conduct an extensive investigation on network topologies suitable
for smart grid environments, cf. research question 1, to define our working
environment and extract important features that impact malware movement
inside those topologies.

Then, we conduct an extensive investigation on existing malware types which
are suitable for attacks against smart grids, cf. research question 2. We ex-
tract the most important features on malware communication, propagation,
scanning, and attack vectors that can be used against smart grids. These in-
vestigations include theoretical considerations and literature research. Addi-
tionally, we extract suitable evaluation metrics for both, the network topolo-
gies and the malware types, which are used in our simulation model.

Next, we develop a simulation environment for the analyses of network
topologies and malware capabilities based on ns3. This simulation environ-
ment is evaluated with the metrics, cf. research question 3, that describe the
malware behavior for different network topologies.

Finally, a list of defensive measures, which is developed throughout the course
of this work, represents our solution for malware spreading in critical infras-
tructure networks, cf. research question 4, as presented in the results section.



Table 1: Research Questions and Methods

Research Methodology | Key finding

question

1. Network | Theoretical The cell topology with its well segmented

topology investigation | sub-networks shows the greatest benefit
against highly developed (APT) malware,
which are most difficult to defend against.

1. Network | Simulations When considering that the defensive

topology measures are implemented to
state-of-the-art level, the cell topology
provides the best defensive characteristics
due to its neuralgic nodes at strategically
important points.

2. Malware | Theoretical Malware shows increasing modularity

propagation | investigation | which in many cases adds stealthiness as
the most significant benefit at the cost of
high propagation speed.

2. Malware | Simulations Our simulations show simple malware

propagation propagates fastest in centralized
topologies, but is easiest to defend against.
Whereas in mesh networks, providing
additional distribution paths, sophisticated
malware exhibits benefit by advanced
stealthiness features. We add new metrics
to mathematically substantiate the results.

3. Malware | Theoretical Our malware metrics represent the

metrics investigation | malware speed, stealthiness, and infection

and ratios that are used to classify our three
simulation malware types in our four network

topologies. Furthermore, we extend our
calculable metrics upon additional metrics
to support future work.

4. Attack- Theoretical An extensive list of defense measures is

defendability| investigation | included in the results section.

4. Attack- Simulations Our simulations confirm the results of our

defendability theoretical investigation. Increased

stealthiness adds the most benefit for
attackers, thus, requires the most defense
effort.




1.5

Contributions

In this section we list the major contributions of this work:

We investigate basic assumptions on the electricity grid hierarchy and
corresponding network topologies, using real data from the city of Vi-
enna, outlining differences between the energy- and ICT domain in an
extensive analysis. These topology variants range from fully centralized
to fully decentralized types and hybrid concepts [44].

We introduce a generic malware-based attack-life-cycle that represents
all aspects from our extensive investigation on existing malware. Fur-
thermore, we use this attack-life-cycle model to extract the most impor-
tant features in our malware investigation the most important features
used in smart grid attacks [48].

From this attack-life-cycle model we develop three malware super-
classes that represent a number of attack vectors, currently common
malware features, and new features that are on the rise. They represent
our malware model against smart grid attacks [48].

We introduce a number of metrics for evaluating malware detection,
propagation, and scanning behavior, whilst infection duration metrics
represent the defendability in our network topology models [46].

We develop an ns3-based simulation environment that represents the
malware behavior [48], modeled by the author and programmed in
cooperation with a diploma thesis (work in progress). Additionally,
our ns3 environment includes the network topologies, that represent
our smart grid networks. The simulations conducted with this model
represent our propagation and defendability study.

We maintain a list of defensive measures that can aid utilities to be im-
plemented against cyber-attacks, cf. [41]. The measures are categorized
by the malware superclasses and compared to the simulation results.
Additionally, we published an educational poster on the interdepen-
dencies of critical infrastructures, cf. Appendix A [42], including many
examples. These examples should bring this complex topic closer to
the general public.



1.6 Structure
We structure this work as follows.

Network Topology Models:

An analysis of network topologies suitable to the requirements of critical in-
frastructures represents our basic network environment. We provide a qual-
itative evaluation of four ICT topologies based on existing smart grid refer-
ence architectures that support the existing power transmission and distribu-
tion hierarchy. We analyze the benefits and drawbacks of each ICT topology
in an urban context, derived from the existing reference architectures with
a focus on security by design [44].

Malware Models

Furthermore, we introduce a generic malware-based attack-life-cycle model
that formalizes many existing malware types, thus, represents our basic
generic malware model, which allows us to build the simulation models [48].
Based on our generic life-cycle model and the investigation of existing mal-
ware we create three malware superclasses, cf. Section 8.2, that represent
different levels of attack-sophistication against the operators of critical in-
frastructures.

Metrics

We define new metrics to evaluate the malware stealthiness, propagation
vectors, infection ratios, detection, and defendability characteristics of each
malware type. Additionally, we investigate the metrics with different malware
types in the simulation model and extend and prepare our metrics for future
works [46].

Simulation Environment

Based on the smart grid network environment and the malware models we
simulate cyber-attacks in the ns3 network simulation environment to analyze
the malware communication and propagation [46].

Defense Measures

We conclude our work with a list of recommendations to be implemented by
utility companies, cf. Section 10. These defensive measures should provide a
reasonable level of security for critical infrastructures and enable utilities to
mitigate malware based cyber-attacks [43].



1.7

Terminology

cf. research question 3 In this section we discuss the naming conventions and
frequently used words.

This work generally discusses issues at the boundary of electricity-
and communication-technology, hence cyber-physical systems. How-
ever, our focus rests on ICT networks, yet we consider many examples
with implications on the electricity grid. First, demarcations between
the electricity grid and ICT network have to be noted. The term " grid"
henceforth only refers to energy grid related issues. Consequently, the
term "network" concerns only communication technologies.

The term "architecture" is used synonymously with "topology" and
involves all matters of ICT or power-grid design. However, other dis-
ciplines of research may understand the term "architecture" from a
construction-engineering point-of-view. To prevent any confusion, we
clarify that the remainder of this work applies "architecture" only for
network design, e.g. star topology or mesh network topology.

Concerning "hierarchy" we follow the Smart Grid Architecture Model
(SGAM) principle [21] and base our wording on their power grid hi-
erarchy. Therefore, ICT nodes concerning high level functions in the
high voltage grid are called high level nodes, medium level node have
medium level functions, and so on. We elaborate on naming conven-
tions and node types in Section 3.3.

Different types of malware, cf. [18,114,151,166], are capable of utilizing
functional malware such as trojan horses, spyware, adware, spammers,
sniffers, crypto-lockers, backdoors, logic bombs, and others in modu-
lar extensions. Although they behave vastly different, at some point
they utilize a payload that exploits a vulnerability. However, for the
remainder of this work we will use the term "malware” to refer to all
malware-types simultaneously. For instance, worms often extend their
functionality by downloading modules, which could be seen as its own
malware type. However, it is not useful for our work to categorize them
into any more detail, as shown in [13,18,123].

The terms "attack-resilience" and "resilience" differ in meaning be-
cause the latter is heavily used in literature to describe equipment fail-
ure that occurs without malicious intent. However, "attack-resilience",
a term coined in our metrics, includes malicious intent and defines how
well a system can be defended against planned attacks. Both terms are
used in their respective context throughout this work.

We often mention field nodes, which includes all low-level nodes (e.g.,
smart meters) and medium-level nodes (e.g., gateways).
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1.8 Support

This dissertation was done as part of the doctoral college URBEM. We list
all supporting bodies below.

TU Wien - Institute of Telecommunications

The Institute for Telecommunications at Vienna University of Technology
(TU Wien) is a competence center for ICT systems at the faculty of Electri-
cal Engineering and Information Technology. The Communication Networks
group is working in the field of reactive security solutions for the timely,
reliable data transmission with high integrity and reliability. One of the key
issues is the monitoring and security by design of cyber-physical systems.

Wiener Stadtwerke Holding AG

The Wiener Stadtwerke Group is among the 25 largest companies in Austria
and makes an important contribution to the functioning of the city of Vienna.
With their consolidated corporate sectors of power-, gas-, heat-, and water-
grids, energy providers, communication networks, public transport, parking-
space management, and cemeteries, the Wiener Stadtwerke Group employs
approximately 16,100 persons. This industrial partner invests substantial
funds in research for an ever increasing standard of living.

URBEM

The Wiener Stadtwerke Holding AG (WSTW), a public utilities company
and the TU Wien have together instantiated a Doctorate College entitled Ur-
ban Energy- and Mobilitysystem (URBEM-DK). The aim is to research and
develop an interactive environment for analyzing scenarios for a "sustain-
able, supply oriented, secure, affordable and livable city" by the example of
Vienna. In a holistic and interdisciplinary approach (keyword "Smart City").

SIMULTAN

Also instantiated by WSTW and the TU Wien, the SIMULTAN project
is researching sustainable buildings in the context of urban districts. The
acronym stands for Simultaneous Planning Environment for Buildings in
Resilient, Highly Energy Efficient and Resource-Efficient Districts (SIMUL-
TAN). This project only considers the building level, which we represent in
the lowest hierarchy level of the simulation environment.
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2 State of the art

Notice of adoption from previous publications:
Parts of this chapter have been previously published in:

e [44] P. Eder-Neuhauser, T. Zseby, and J. Fabini. Resilience and
Security: A Qualitative Survey of Urban Smart Grid Architectures.
IEEE Access, 4:839-848, doi: 10.1109/ACCESS.2016.2551279,
February 2016

e [48] P. Eder-Neuhauser, T. Zseby, J. Fabini, and G. Vor-
mayr. Cyber Attack Models for Smart Grid Environments. Sus-
tainable Energy, Grids and Networks, (12C (2017)):10-29, doi:
10.1016/j.segan.2017.08.002, August 2017

The theoretical base for our ICT topology study was introduced in [44].
It outlines differences between the energy domain and the ICT domain.
Several parts of the general discussion, figures and state-of-the-art smart
grid topologies were presented. The main contribution of the author in-
cludes an in depth analysis of network architectures suitable for smart
grid operations, while the co-authors added valuable input on additional
details on network technology in discussions. These models were also
presented in [37, 39].

[48] discusses several malware-types capable of attacking smart grid en-
vironments. Several parts of state-of-the-art malware was discussed in
this chapter. The main contribution of the author was an extensive anal-
ysis of several malware types and a discussion of the threat level of dif-
ferent attackers. The co-authors contributed valuable additional input in
discussions. A summary of the malware capabilities was also presented
in [38, 40, 45].

This section discusses the current state of the art in energy grids (particularly
the power grid), power transmission, power distribution, advanced metering
infrastructures, wide area monitoring systems, threats to smart grids, and
malware capabilities. Furthermore, we discuss the differences between smart
grid and Internet technologies, including their impact on future power grids.

2.1 Energy Grids

Energy grids include electricity-, heat- and gas-grids, which are discussed in
the following sections. However, we concentrate our efforts on electricity grids
and their communication infrastructures because we find that they have the
most immediate effect in the event of an attack or large scale failure compared
to heat- and gas-grids, which have greater inertia to changes.
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Figure 2: The power grid today, as presented in [44]

2.1.1 Electricity Transport, Micro-, and Smart Grids

The European power transmission grid is a synchronous power grid that
spans 34 countries and is organized by the European Network of Transmis-
sion System Operators for Electricity (ENTSO-E), a network of numerous
Transmission-Grid System Operators (TSO’s) [52,188|. It was built using a
centralized approach with a small number of large generation units at the
highest level, while consumption is subsumed within the numerous distribu-
tion grids allocated subjacent to high-voltage substations. The transmission
grid’s purpose is primarily transporting and balancing energy across vast
distances in different countries and regions.

Distribution grids connect to the transmission grid via substations, cf. Fig-
ure 2. The main purpose of power distribution is to deliver energy to the
customers. Kerber and Witzmann [102] argue that most urban distribution
grids are organized in open rings, allowing alternative reconnection routes to
circumvent faulted parts. In recent years numerous decentralized renewable
energy generators have been installed at the power distribution level, follow-
ing the policies on clean energy. These small generators have the potential
to push fossil power generation out of the energy market at times, leading
to a decrease in rotating masses (operating bulk generators) in the trans-
mission grid. However, unpredictable decentralized generation could result
in voltage- or even frequency-fluctuations. Conventional power generation
thus serves as an emergency reserve in case renewable power generation falls
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short. In view of the rising number of decentralized installations, grid opera-
tors increasingly require that renewable power generation also takes part in
grid stability. An environment as dynamic as this, demands active control
mechanisms, which in turn require ICT for its management [35]. The power
distribution grids located at the Low Voltage (LV) and Medium Voltage
(MV) levels, are currently operated largely without ICT, whereas in con-
trast to the transmission grid, where generation and consumption is already
optimized by Supervisory Control and Data Acquisition (SCADA) systems
comprising the Ultra High Voltage (UHV) and High Voltage (HV) levels.
However, in a smart grid this situation should change with increasing degree
of automation, adding flexibility and greater integration of distributed gen-
eration by the implementation of a communication infrastructure for remote
control.

According to the APG report [25], this paradigm change in the energy sector
leads to increased intraday energy exchange and utility intervention continue
to increase. Today, the power distribution grids operate increasingly at the
limits of their capacity while bidirectional power flows are on the rise. The
possibilities of decentralized generation, controllable loads and power storage
provide flexibility for grid operators but also require ICT support. Further-
more, recent studies suggest that these underlying market functions can be
attacked with new approaches that are enabled largely by the interconnec-
tivity of distribution grid participants, as presented in [30].

Much like todays’ generators located on the HV-level, future distributed gen-
erators must contribute control reserves to participate in supporting global
and local stability measures. During a large-scale power outage basic oper-
ation and also a black-start, i.e., restart of a de-energized power grid, must
still be possible even without ICT support. A backbone communication in-
frastructure for a redundant supply of the most important basic information
would be an advantage here. From a functional and economical perspective,
the fusion of different ICT structures such as smart metering and indus-
trial control networks makes sense. However, such an approach involves risks
concerning cyber-attacks [142].

Smart- and Micro-Grids as alternative Management Strategies

Because power grid management is nowadays organized in a centralized fash-
ion [25] and high level failures directly impair the lower levels, alternative
management concepts are being developed that are less dependent on the
transmission grid. Ilo |78] introduces a new concept for the holistic view of a
future power grid and considers all hierarchy levels. The "Supply Chain Net"
states that one could upgrade the open-rings of distribution grids to micro-
grids that balance and trade energy with neighbors under ICT management.
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In a decentralized future, many distribution grids would remain connected
to the transmission grid but should be able to operate autonomously. These
micro-grids would be able to balance consumption and generation within
their boundaries. Additional demand would be communicated to neighbors
and the TSO’s’s. During times of insufficient local generation, power can be
requested from alternative sources. Otherwise consumers have to be dropped
in favor of grid stability and priority given to critical consumers such as wa-
ter supply or public authorities. In case of a Europe-wide blackout, many
microgrids could run autonomously for a period, helping restore a stable
power grid. Decentralized generation may expedite the restoration process
in this case. Still, water supply and emergency services could be covered with
a small amount of load generation [44].

Kaufmann et al. [101] introduce new islanding capabilities of current distri-
bution grids, so-called "operational-modes". They regulate the transition be-
tween grid-connected and island-mode in both directions. They also integrate
decentralized energy storage in the operational management for enhanced
management capabilities. Unlike a centralized approach, such decentralized
approaches establish the possibility of coupling micro-grids on a superior
authority, yet grants self-determination. Such a overlying authority negoti-
ates capacity or energy exchange between micro-grids and other actors. The
basic idea being that micro-grids are self-sufficient, however during times
of under-supply, energy from outside the borders may be requested. Con-
sequently, micro grids with excess energy offer it on the market. Although
micro-grids require ICT, they should minimize communications to conserve
bandwidth and minimize complexity. Such a system distributes intelligence
and does not have a single point of failure, cf. Section 3.4.4. When a power
grid collapse is imminent, micro-grids can save themselves in an islanding
operations mode. Through load shedding and energy management it may
then be possible to rebuild and resynchronize a power grid. However, such a
decentralized architecture may host insufficient distributed generation in ur-
ban areas. Micro-grids may lead to increased resilience due to the continued
supply of many autonomous sub-grids but also to increased control effort.

Smart grids with their extensive communication capabilities serve the opti-
mization of power generation and consumption along side with smart me-
tering and market services. One of the goals of smart grids is to maintain
the current supply quality despite a high percentage of decentralized gen-
eration. Various influences come into play which on one hand take place in
the electricity- and on the other hand in the communications-domain. The
electricity grid already has significant dependencies to ICT for management
purposes. Yet, decentralized generation requires additional control mecha-
nisms. The ICT required for such a control effort faces security aspects such
as malware based cyber-attacks. Both domains, power and communication,
have a critical effect on the reliability of energy supply [36].
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Smart grids utilize ICT to increase efficiency and reliability in the manage-
ment of dynamic power consumption and generation. Although ICT allows
for new capabilities, it also increases the attack surface of smart grids. This
issue must be addressed in order to ensure the security of future energy
grids. Khan et al. [103] and Yu et. al [186] provide a comprehensive sur-
vey of technologies, applications, case studies, architectures, and security
issues [44]. According to Line et al. [115] the energy industry is traditionally
well-prepared for threats such as physical damage, accidents, natural disas-
ters, or equipment failure as long as they affect small, restricted areas. How-
ever, coordinated cyber-attacks can do significant coordinated damage, yet
are still inadequately addressed, due to their low probability of occurrence.
Using coordinated, distributed resources, cyber-attacks can theoretically tar-
get a sufficiently large number of critical equipment to originate cascading
effects and eventually cause the system to collapse. Several incidents of at-
tacks on the energy industry have been reported by the Industrial Control
Systems Cyber Emergency Response Team (ICS-CERT) [132]| that demon-
strate how organized groups with motivation, resources, and competence can
cause serious damage. They report that about 60% of all cyber-attacks in
the year 2013 targeted the energy sector, albeit not necessarily power control
networks [48].

2.1.2 Heat Grid

We discuss heat grids as a subtopic, as our focus lies on the electricity grid
and its corresponding ICT. However, heat grids rank among critical infras-
tructures [51], cf. Appendix A, thus failure in one can have serious impli-
cations on others, especially during cold seasons. Heat grids are typically
localized water grids with a small geographic proliferation. Due to physical
limitations such as pressure or thermal losses, inter-state heat grids are not
feasible. However, they often supply metropolitan areas, making them a rel-
evant player for a region. We consider heat grids among other supply grids
in Section 2.1.4, where several grid types intersect for energy exchange. [100]

2.1.3 Gas Grid

Similar to Section 2.1.2 gas grids are also considered among critical infras-
tructures [51] as they are essential to deliver energy in the form of natural
gas into households, industries, and businesses. Their geographical prolifer-
ation is huge compared to heat grids, because gas grids are often supplied
through pipelines from other countries or continents. Yet, they do not reach
the proliferation and density of the electricity grid. Furthermore, gas grids
are also considered in Section 2.1.4. [100]
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2.1.4 Energy Hubs

Energy hubs represent intersections where electricity, gas, heat and other
forms of energy are redistributed. The basic idea is to rebalance over-
production in one energy-grid with transformation into another energy-form,
e.g., decrease voltage-levels (electrical), or gas-pressure (chemical), by heat-
ing water (thermal). Other examples include burning gas (chemical) for elec-
tricity, or utilizing power-to-gas (chemical) to produce electricity. Such en-
ergy hubs can transform and balance several forms of energy and should,
therefore, be considered critical nodes, in an ICT sense, due to their high
level of interconnectivity. Kaufmann et al. [100] elaborate on several aspects
of energy hubs and bring forward a simulation model. We consider energy
hubs from an security point-of-view as an ideal attack point in hybrid grids,
with a multitude of attack vectors.

2.2 Communication Networks for Smart Grids

Communication networks are already a fixed element of power grid opti-
mization. Historically centralized control units managed by SCADA systems
are characterized by one central decision-maker unit that monitors and op-
timizes all subjacent distribution nodes. This centralized entity has absolute
authority and absolute knowledge over all processes [51]. If rendered in-
operable, serious consequences for the entire system can be expected. Since
large amounts of data must be transported over vast distances, real-time and
non-real-time data depends on the availability of network bandwidth and in-
tegrity of the data. Therefore, measures to ensure minimum requirements for
the continued operation must be taken. The following list provides oversight
on how the communication in a smart grid should be organized [145]:

o Minimum requirements: A basic supply of power to the other critical
infrastructures, e.g., water pumps, emergency services, authorities, and
heat grids, even without ICT functionality, must be established in a
rudimentary form. Therefore, it is necessary to operate basic functions
of the power grid manually.

e Backbone ICT supply: Basic communication between sub-networks via
a backbone infrastructure provide ICT supply to the LV transformers,
leading to a reduced services capability.

o Optimum operation: Energy flow optimization, energy market, effi-
ciency optimization, smart meter operation, among others can be pro-
vided when all basic services are functioning.

Several reference architectures for smart grid communication networks have
been proposed so far. SGAM [21] offers a holistic approach that encom-
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passes multiple dimensions ranging from the physical component to the busi-
ness level. The BSI [61,62] establishes a protection profile for a smart-meter
gateway, for network segmentation, and data handling. NIST [174] outlines
a generic model for security strategies and a centralized architecture with
meta-level requirements. ENISA [49] offers security recommendations, out-
lines risks and challenges, and provides a knowledge inventory. SG2 (Smart
Grid Security Guidance) [112] uses a threat and risk analysis to explore the
impacts of and countermeasures against cyber-attacks. Key results include a
threat catalog and proposals for countermeasures with effective encryption
and authentication measures. Furthermore, they find that while embedded
security, e.g., Internet-of-Things (IoT), is still immature, reducing the at-
tack surface may help prevent attacks. The results were combined into a
holistic model that can be extended to future ICT functionalities. Khan et
al. [103] provide a comprehensive survey of applicable technologies, archi-
tectures and security considerations with detailed methods. Akhtar et al. |3]
survey wireless sensor networks and their power supply with regard to re-
newable resources, storage technologies, and wireless power transfer [44].

2.2.1 Smart Grid Architecture Model

Our simulation models retain close proximity to the established SGAM
model [21] for consistency in our topological approach.

Furthermore, our model, cf. Section 3.4, operates between the field, station,
and operation zones. We also consider those zones part of the control net-
work which should be segmented securely for scrutiny reasons. However, we
do consider the enterprise zone (outside our control network) in our coun-
termeasures, cf. Section 10, yet do not extend our simulations there. The
enterprise zone represents the enterprise networks which connects hosts via
Remote Terminal Units (RTU) to the control network. We simulate in the
control network and define it as the system boundary. Furthermore, we do
not consider the market or the process zone in this work. Concerning domains
in SGAM, we span our simulations from the customer premise to the trans-
mission domain. Furthermore, our model operates between the component
and information layers.

2.2.2 Wide Area Monitoring Systems

The North American Synchro-Phasor Initiative (NASPI) [136] and Kanabar
et al. [93] present recent advancements using PMU’s as a base technology
for monitoring the power grid. The measurements help achieve situational
awareness and serve as input for control functions. Most Wide Area Moni-
toring Systems (WAMS) are organized in hierarchical architectures with a
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Figure 3: Smart grid architecture model, as presented in [21]

control center. According to Zhang et. al [188], WAMS manage the data ex-
change among control centers and state estimators, which apply statistical
methods to make decisions based on the collected data. As dynamic renew-
able and distributed energy sources become more widespread, monitoring
functions utilizing WAMS become increasingly important [44].

2.2.3 Advanced Metering Infrastructure

According to Dan et al. [32], Advanced Metering Infrastructures (AMI) col-
lect data on power consumption and transmit them to the utility company.
This smart metering approach allows for automated billing and enhanced
observability in the power distribution grid. Technologies used to achieve
smart metering include Power Line Communication (PLC), dedicated wire,
public mobile carrier, and wireless networks. Bou-Harp et al. [17], Yan et
al. [185] and Khan et al. [103] list technologies such as Zigbee, WiMAX,
Wifi, and GSM as possible means of supporting smart metering via wireless
solutions. As mentioned earlier, the BSI [61, 62| defines security considera-
tions for AMI that use a gateway connecting smart meters, concentrators,
home appliances, and also proposes specific network protocols. We elaborate
on these communication technologies below [44].
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Table 2: ICT requirements for smart grid applications [68|

| Application Bandwidth [kBps| | Latency ] |
Substation automation 9-56 0.015 - 0.2
Overhead transmission - 9-56 0.015 - 0.2
Line monitoring
Home energy management 9-56 0.3-2
Automated metering 10-100 2
Wide area monitoring 600-1500 0.015 - 0.2
Demand response 14-100 0.5 - >60
Outage management 56 0.02 - 0.2
Distribution management 9-100 0.1-2
Distributed energy resources - | 9-56 0.3 -2
and energy storage

2.2.4 Technology Requirements for Smart Grid Applications

This section discusses the state of the art and the requirements on ICT
infrastructures for smart grids, cf. Table 2.

There are a number of technologies available for the use with smart grid
communications. We elaborate on wired and wireless technologies in the
following sections and differentiate them by scope, i.e., Wide Area Network
(WAN), Metropolitan Area Network (MAN), Neighborhood Area Network
(NAN), and Home Area Network (HAN).

2.2.5 Wired Link Technologies

According to [4,75,79,111,117,164] the technologies Digital Subscriber Line
(DSL), Coaxial, PLC, Passive Optical Network (PON), Synchronous Opti-
cal Network (SONET), Ethernet, and Optical Transport Network (OTN),
are generally used in wire-line smart grid applications. Table 3 lists those
technologies, the relevant standards, their areal coverage, and scope.

2.2.6 Wireless Link Technologies

According to [1,4,54,55,75,117] the technologies WiFi, Worldwide Interop-
erability for Microwave Access (WiMax), Mobile Carrier, Satellite, Wireless
Personal Area Network (WPAN), and Z-Wave are generally used in wireless
smart grid applications. Table 4 lists those technologies, relevant standards,
their areal coverage, and scope.
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Table 3: Wired communication technologies [4,75,79,111,117,164]

Technology | Relevant Areal Scope
standards coverage |km]|

DSL ADSL, VDSL <7 HAN

Coaxial DOCSIS < 10 HAN, MAN

PLC IEEE 1901, IEC 61334 | < 150 NAN, MAN,
ISO/IEC 14908-3 WAN

PON IEEE 1901, ITU-T < 60 HAN, MAN,
IEEE 802.3ah (EPON) WAN

SONET SDH: ITU, G.707, < 20 MAN, WAN
G.783, G.803, T1.105

OTN ITU-T < 10 HAN, MAN

Ethernet IEEE 802.3 < 70 HAN, MAN,

WAN

Table 4: Wireless communication technologies [1,4,54,55,75,91,117|

Technology Relevant Areal Scope
standards coverage |km]

WiFi IEEE 802.11 <1 HAN, NAN

WiMax IEEE 802.16 5-30 MAN, WAN

M-Bus EN13757-3 <1 MAN, WAN

Mobile carrier | GSM, Edge, LTE, < 30 MAN, WAN
UMTS, HSPA

Satellite SDR, S-UMTS, GMR. | Beam dependent | MAN, WAN

WPAN IEEE 802.15.4, < 0.07 HAN, NAN
Zig-Bee, Bluetooth

Z-Wave ITU-T G.9959 < 0.07 HAN, NAN

2.2.7 Differences between Smart Grid Networks and Internet

Due to the critical role that electricity grids play in a nations’ society and
the increasing interconnectivity of smart grid devices via ICT, incentives and
opportunities to attack smart grids are increasing. Furthermore, the entire
range of sophisticated malware known from the Internet is increasingly suited
for deployment against smart grids. We describe the basic smart grid envi-
ronment and identify essential properties that differentiate it from classical
Internet communication. This section defines the capabilities and character-
istics of attackers, and Section 4.3 elaborates on security assumptions on
which our proposed attack life-cycle model relies upon. These discussions
establish the general operational environment of this work [48].

Smart grid ICT infrastructures differ in several aspects from classical Internet
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communication. Smart grid communication is mainly based on Machine-to-
Machine (M2M) communication, which makes it more predictable than tra-
ditional Internet traffic, i.e., Human-to-Human (H2H) or Human-to-Machine
(H2M) [174,189]. Predictability simplifies anomaly detection, but some chal-
lenges remain, depending on the choice of the observation points and the
protocols in use [48].

Furthermore, security and privacy concerns upon smart grid applications
may lead to conflicting goals. For instance, smart meters collect data on
energy-consumption, therefore, could be abused to monitor user-behavior
which raises privacy concerns. Such data could be merged with personal
information collected about each user on the Internet to yield even more
detailed data. Many smart meter types are also capable of remote discon-
nection. Such features raise security concerns, because they can be abused
to disconnect many households at once [189], leading to imbalances in the
power grid. Based on [189] and [174] we identify the following characteristics
that distinguish smart grids from Internet communication: [48]

e The predominance of M2M communication, instead of H2H or H2M
communication.

e Homogeneity (monocultures) in the choice of devices.

e Differences in network requirements across several device types (smart
meters, gateways, sensors, actuators, etc.).

e Physical access to field devices by non-trusted parties.

e Huge planned life span of installations in the field, e.g., utility compa-
nies plan for smart meters to be operational for more than 10 years.

e Pre-authorization of field devices to local servers, e.g., pre-configured
certificates or authentication tokens that are stored in field devices.

e A need for remote monitoring, maintenance, and updates. In particular
the requirement for remote upgrade support.

2.3 Security of Critical Infrastructure Networks

This Section discusses the state of the art on security topics concerning
critical infrastructures. Additional details are included in Section 4.

The national strategy for the protection of critical infrastructures (KRI-
TIS) [60] by the German Federal Ministry of the Interior states that society
is vulnerable to a number of events listed in table 5. It considers the resilience
in critical infrastructures as a means to reduce the impact of technical fail-
ure and natural events to the power grid [44]. However, resilience against
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Table 5: Vulnerabilities and risks for critical infrastructures, according to [60]

] Natural events ‘ Technical / human failure ‘ Terrorism & war ‘
Extreme weather System failure Terrorism
Forest fires Negligence Sabotage
Seismic event Accidents / emergencies Other crime
Epidemics / pandemics | Failure in organization Civil war
Cosmic events War

failure does not prohibit attackers from deliberately targeting those resilient
structures.

These infrastructures have been listed by the European Commission [51],
and deemed critical to the continued functioning of society, cf. Appendix A
for a poster of critical infrastructures with examples: [44]

e Energy grids and supply

e [CT connectivity

e Water supply and wastewater disposal
e Food supply

e Medical care

e Emergency services

e Public order

e Financial services

e Transportation

Furthermore, KRITIS [60] states that these infrastructures are susceptible
to a number of events. They may be disruptive to any critical infrastructure,
thus, may restrict the everyday lives of the general population.

Table 5 lists the category "terrorism and war" which includes malicious at-
tacks on critical infrastructures. Some cyber-attacks can even be conducted
anonymously via cyber-attacks due to increasing interconnections between
networks.

As mentioned in Section 1.7 different malware types are capable of exploiting
a vulnerability in networked devices. For instance, some malware can extend
their functionality by downloading modules. Furthermore, they exist with
several different characteristics, which are discussed in detail in Section 8.1.

Since some malware types communicate with each other, forming a botnet,
i.e., a remote Command-and-Control (C&C) infrastructure, with a botmas-
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ter, they are capable of perform flexible commands, in order to react to
the environment or adjust to different attack goals. Extortion schemes, Dis-
tributed Denial-of-Service (DDoS) attacks, espionage campaigns, repurpos-
ing attacks, and lately also cyber-physical attacks are examples of complex
attacks on networks that can be triggered. Section 4.4.6 and Table 25 elab-
orate on them [48].

Modern cyber-attacks, however, are increasingly conducted by so-called Ad-
vanced Persistent Threats (APTs). These groups often utilize obfuscation
techniques in order to remain concealed for long periods. Their attacks seem
to be increasing the complexity, versatility and potential damage. According
to Thonnard et al. [176], most APTss utilize zero-days, i.e., widely unknown
vulnerabilities. This further lowers the chance that affected defenders can
discover an attack. Therefore, attackers are increasingly capable to further
obfuscate operations and utilize attack methods that are highly challenging
to defend against [48|.

2.3.1 Cyber Kill Chains and Attack Models

We considered several attack models proposed by existing work, and have
based our generic life-cycle model, presented in Section 4.4, on them. Lock-
heed Martin [118] introduced the cyber-kill-chain as part of a framework
for intelligence-driven defense to prevent network intrusions. It comprises
the following stages: reconnaissance, weaponization, delivery, exploitation,
installation, control, and action. The SPARKS project [128] proposed a sim-
ilar linear kill chain composed of the following successive stages: Intrusion,
installation, lateral movement, exploitation, pivoting to the control network,
deployment, and attack. Another linear approach was taken by Matrosov et
al. [123| using a client-server model with focus on the client side. With social
engineering as the intrusion vector, this approach cites local exploits and
malicious infection as methods of gaining persistent access. Schneier [154]
introduced the concept of "attack trees" that branch off at each decision an
attacker makes. This formal model is well known for its versatility, as it is
able to describe any attack according to its scalability. All four approaches
provide a clear sequence of events that occur during a cyber-attack. We con-
sidered these models in developing our own generic approach by reusing parts
of their main concepts [48].

In addition, Gollmann et al. [67] have discussed cyber-attacks in which each
stage is connected to the others. These stages include access, discovery, con-
trol, damage, and cleanup. Rather than following a fixed sequence, they argue
that malware can move from any stage to another at any given time. We pro-
vide details on each stage in our model and extend this approach in several
aspects. We also elaborate on logical sequences these stages can follow un-
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der different circumstances. Li et al. [114] discussed several characteristics in
target-finding, propagation and transmission schemes that we also took into
account in our work. Trullols et al. [177] have researched large-scale vehicu-
lar networks and introduce attack stages and target discovery schemes that
complement those scanning techniques we include in our model [48].

Since smart grids are a critical infrastructure, they deserve progressive pro-
tection from cyber-attacks, e.g., security updates should be deployed in a
timely manner as unpatched vulnerabilities increase their attack surface.
Vulnerabilities based on shortcomings in the hardware may even persist for
prolonged periods, as replacing widely deployed hardware is accompanied by
financial and staffing issues. This is why, aside from APTs, malware that uses
readily available technologies in a recombining fashion is a realistic threat to
modern power grid control networks. The attacker can choose among a mul-
titude of targets in a large communication infrastructure and the electricity
grid. Targeted equipment includes power switches, transformer stations, and
field devices, e.g., smart meters or PMUs. [18,48|

2.3.2 Threats to Critical Infrastructures

According to the National Institute of Standards and Technology (NIST)
[174], future smart grids require security measures on the basis of architec-
tural design (security by design) among other means against an array of
typical adversaries for ICT, which include: [44]

e Nation States are organized and well financed groups that attack crit-
ical infrastructures with highly evolved cyber-weapons.

o Hackers attack networks to exploit vulnerabilities. Skilled hackers may
be capable of sophisticated attacks, albeit not at a nation state scale.

e Terrorists mainly follow political agendas, often without consideration
of collateral damage.

e Organized Crime coordinate well financed activities.

e Other Crime, another facet of crime, not well organized, but dangerous
to inattentive victims.

o [Industrial Competitors may be engaged in the illegal gathering of in-
formation by means of espionage.

e Disgruntled Employees may represent an inside threat. They often have
many options available to deal damage to critical infrastructures.

o Careless Employees pose a threat through a lack of training, concern
or attentiveness.
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Threats such as malicious nation states, organized crime or dedicated dis-
gruntled employees will remain a threat even with high security measures
implemented, as they have the resources to develop attacks that can infect
critical nodes on high levels of the hierarchy. However, decentralized systems,
devision of powers, and strict policies may help to mitigate some incidents
arising from such threats. The main entry points for less equipped attackers
are assumed to be located at the lower ICT levels which have low physical
security and are publicly accessible. If such devices are connected in a mesh
network, malware attacks may propagate quickly from the power grid con-
trol network to other grids, e.g., water- or gas-grids, cf. Figure 4. We assume
that smart grid communication uses secure protocols to establish confiden-
tiality, integrity, and authenticity. However, new security vulnerabilities in
soft- and hardware arise every day that can be exploited. Therefore, the ICT
architecture should be designed to prevent or slow the spread of attacks [44].

Considering that today’s power transmission grid is controlled by legacy
SCADA systems, Igure et al. [77] state that after the year 2001 about 70%
of all incidents concerning SCADA systems are attacks from outside the
network. However, the future smart grid deploys ICT on a wide scale and
mainly on the power distribution level enabling new attack vectors, when
protected insufficiently. Attacks of varying motivation are to be expected,
whereby future smart grid operators must implement security means, at
the very least, to repel adversaries with limited skills and resources. They
may be located at the lower ICT levels, thus, publicly accessible, connected
via smart meters, smart home devices, or HAN. Therefore, they should not
be considered trustworthy. ICT devices installed at the MV-level can be
considered more secure, because they can be protected inside transformer
rooms. Yet, they do not protect against dedicated attackers [44].

Nevertheless, ICT must mitigate malware propagation by implementing ver-
tical and horizontal security:

o Vertical security: Measures against propagation to higher layers in the
hierarchy, e.g., smart meter to concentrator.

e Horizontal security: Measures against lateral movement, containing the
spread of malware between entities on the same level.

Traditional cyber-attacks target individuals, businesses, intelligence services,
and military targets. However, the latest successful attack on the Ukrainian
power grid [113] manifests a new impact level that affects the civil popula-
tion. Attackers managed to infiltrate utility companies and cause damage to
power switching equipment that led to wide ranging blackouts. We discuss
the methods used by the attackers, cf. Section 4.4.1, which could in part have
been prevented with basic defense measures, cf. Section 4.3. Therefore, Line
et al. [115] consider Cyber-Situational-Awareness (CSA) to be a future cor-
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Figure 4: Incident propagation, as presented in [44]

nerstone in protection against intruders. CSA attempts to mitigate threats
in the propagation phase, before attacks are conducted successfully. The goal
is the awareness and comprehension of: [48]

e The current situation inside the network.

e The situational evolution during an attack.

e The causes and implications of the current situation.

e The quality of the collected information.

e The impact of attacks on critical equipment.

e The attackers behavior before, during, and after an event.

e The possible future developments and recovery plans.

2.3.3 Incident Propagation and Cascading Effects

This section discusses failure incidents that can be abused for attack vectors
when triggered intentionally. Christiner [25] describes the propagation of a
broadcast message from the control system of a gas grid into the power
transmission grid SCADA system due to a misconfiguration. The message
proliferated, similar to a DDoS attack. The SCADA-system was not usable
until the rouge broadcast messages had faded out. During this incident, the
grid operators were unable to monitor or control the power transmission
grid. However, no blackouts occurred thanks to the manual control of TSO’s
operators. This real world example shows that incidents in one infrastructure
can indeed spread to other infrastructures. However, in future smart grids
the number of networked nodes will be much higher, complexity increased
substantially, rendering manual override more difficult [44].

Figure 4 shows incident propagating across different networks that are used
to control physically separate grid types.

Another example involves a cascade of overloaded power lines [180], which
resulted in the division of the European power transmission grid into three
islands, each with a different frequency. Enough reserve generation power
was available to maintain the stability of each island and to resynchronize
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them. However, this example shows that incidents can propagate across an
entire continent within a short period.

Recovering from such disruptive incidents poses another problem. Since few
black-start-capable power stations are available, ENTSO-E [53] has devel-
oped extensive restoration guidelines for power grid operators. When rebuild-
ing a collapsed grid, its components, e.g., cables, transformers, and genera-
tors, must be re-energized and non-self-sufficient power plants can only be
connected after stable grid operation is established. Only then, it is possible
to reconnect loads along with more generation units. Bruno et al. [18] out-
lines this lengthy process of restarting a collapsed power grid in detail. Klick
et al. [105] present further research on vulnerable industrial controllers that
could lead to critical vulnerabilities in widely used industrial equipment that
may be involved in such incidents. According to Burke [19], cyber-attacks on
power grid controls already occur frequently, unbeknownst to the public.

2.3.4 Monetary and Public Cost after a Blackout

This section discusses the value of energy supply-security and the danger
of blackouts to economic regions. The Johannes Kepler University [50] as-
sembled a publicly available simulation environment, which can be used to
simulate estimations on economic losses due to electricity blackouts. This
tool covers all European countries. We provide one example: L.e., a blackout
over the duration of one business-day in Vienna, that causes an estimated
financial damage of 230 million Euro [50|. Reichl et al. [146] elaborate on
this with extended simulations, which conclude that a twelve hour blackout
across the entire country of Austria leads to total financial losses of 477.7
Million Euro.

We note that the monetary losses do not increase linearly with the duration
of a blackout. Instead, prolonged exposure to a collapsed power grid quickly
leads to a number of follow up-effects collapsing other critical infrastructures
along with social cohesion, cf. Appendix A.
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3 Network Architecture Model

Notice of adoption from previous publications:

Parts of the content in this chapter have been previously published in
[44]. We include basic assumptions on the electricity grid hierarchy and
corresponding network topologies, which outline differences between the
energy- and the IC'T domain. These variants range from fully central-
ized to fully decentralized types, and include hybrid concepts. The main
contribution of the author was an extensive analysis of network topolo-
gies suitable for smart grid networks. The co-authors contribute valuable
additional information in discussions. These topology models were also
presented in [37, 39).

This section discusses the abstraction models for network technologies and
builds the theoretical basis for further simulations. We include topological,
technological, statistical, and malware abstractions which are based on con-
firmed real-world examples.

3.1 Methodology

We investigate research question 1, cf. Section 1.3, with theoretical considera-
tions and several established smart grid models. This extensive investigation
provides the basis for our network topologies suitable for smart grid net-
works. We then used real power grid data to support our theoretical models
that are used in our simulations. The following sections presuppose some
results that could be relocated to the results section. However, we use them
to populate our network topologies for the simulation model, thus, already
include them in this earlier section, to use them as the basis for our models.

3.2 Architecture Hierarchy Levels

We setup our hierarchy model in line with SGAM, cf. Section 2.2.1 and Fig-
ure 5. SGAM recognizes that the electricity grid hierarchy coexists with the
ICT topology and separates them into domains and zones. It spans across
all levels of the power grid, including the energy market and political stake-
holders. However, we model our simulation based on one single dedicated
network, responsible for both smart metering and power grid control across
all levels of the hierarchy, representing our smart grid. Today, these systems
are separate, however, in the future this may not be the case, especially
when smart meter systems mature reliable switching capabilities. The ICT
hierarchy is based on the electricity grid hierarchy and includes nodes for
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centralized control functions and data aggregation, nodes for local intelli-
gence, and nodes for distributed control. Section 3.3 elaborates on each node
type in detail. The enterprise network is not included in our simulations,
because we assume effective network segmentation measures, as discussed in
the defense measures list in Section 10. We, therefore, exclude external at-
tack vectors, e.g., through spear phishing attacks, waterholing attacks, and
lateral movement sourced from the enterprise network. These attacks can
result in direct infection of critical remote terminals inside the control net-
work, thus, they are capable of immediate and extensive damage, when not
segmented properly.

3.3 Node Types and Communication patterns

We elaborate on details of the node types and connection patterns that are
used in our model. For this, we define the node types and their communica-
tion patterns, based on device types, expected in smart grid control systems.

e High-Level-nodes (HL-nodes) are regional control nodes, that are typi-
cally located in large power distribution stations. They aggregate data
from the lower levels and forward it to the control center, or represent
the control center itself. These nodes may execute control functions
over regional power switching equipment, e.g., distribution transform-
ers. Therefore, they represent critical nodes which we refer to as high
level ICT nodes, in short HL-ICT or HL-nodes.

e Medium-Level-nodes (ML-nodes) act as local control nodes. They ag-
gregate data from the lower levels, thus, act as a middle man, and
include, e.g., PMU data or other local sensors. They can also act as lo-
cal firewalls or event loggers, although we do not attribute them these
security functions in our simulation model. The ML-nodes are typically
located in local transformer stations, thus, behind locked doors with
some physical security. However, they are considered field nodes and
are, therefore, of limited trustworthiness. We name them medium level
ICT nodes, in short ML-ICT or ML-nodes. They can aggregate data
from local PMU’s or other sensors.

o Low-Level-nodes (LL-nodes) consist of several smart meters and a
building energy manager unit, as elaborated in Section 3.5.2. They
represent the main power connection of, e.g., houses and distributed
energy sources. We name them low level ICT nodes, in short LL-ICT
or LL-nodes.

Table 6 summarizes the communication patterns used in our simulations.
Different types of nodes have a distinct communication pattern that depends
on their function. Therefore, a great number of LL-nodes communicate less
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frequently to their master node, the ML-node, than all ML-nodes would
communicate with their master node, the HL-node.

Table 6: Communication traffic between nodes
Communication Type | Interval [s] ‘ Message size [kB] ‘ Reference ‘
ML-nodes to HL-node | 1 100 [5,6]
LL-nodes to ML-nodes | 60 100 [5,6,120]

We illustrate legitimate and malicious communication in Figure 6 across
different networks. We define our communication model such that one node
can only have one network interface per network and we exclude redundant
network interfaces or looped connections. Furthermore, our malware model,
cf. Section 4, defines that those nodes with more than one interface can be
infected from any interface, immediately setting all remaining interfaces to
the infected status. Additionally, legitimate communication is defined as LL-
nodes communicating with ML-nodes, and ML-nodes communicating with

HL-nodes. All nodes may initiate the communication.

Network A

Gateway
(ML-Node)

Legitimate traffic

o (Node]
Y (Nod]
(Node]

Network B

Network B
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Destination

X

Uninfected node
® Infected node
Non existing node
@ Newly infected
Legitimate traffic
Illegitimate traffic
A Scanning traffic

A Scan confirmation

A ‘
Gateway A/ (Node o060 X Packet loss
(ML-Node) \‘ Every node has one

X{ Node y
Source interface per network
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Figure 6: Communication traffic and patterns, as presented in [47]

3.4 Theoretical Topology Models for the ICT Network

This section considers our topological abstractions. We derive four basic
topologies [44] for our simulation environment. The results correspond to
research question 1, cf. Section 1.2, that investigates the most promising
features of security by design against malware propagation.

Figure 7 and Table 7 present a comparison of the ICT topologies according
to power grid hierarchy type. The centralized, cell, and mesh topologies, cf.
Figure 7-a, b, ¢, differ only at the power distribution level, i.e., LL-ICT and
ML ICT. These topologies assume that legacy SCADA systems remain in
service at the HL-ICT level. The fully decentralized approach, cf. Figure 7-d,

33



Table 7: Control mode comparison at all hierarchy levels, as presented in [44]

Corresponding Power Grid Hierarchy
HV | MV | IV HA
ICT Hierarchy Level
| Control mode HL-ICT | ML-ICT | LL-ICT
a. Centralized topology central | central | central | central
b. Cell topology central mesh central | central
c. Mesh topology central mesh mesh mesh
d. Decentralized topology mesh mesh mesh mesh

represents an exception to the legacy SCADA regime, yet, requires upgrading
them to mesh network capability. Generally, only necessary and predefined
data should be communicated [44].

Silva [161]| concludes that centralized topologies are beneficial over dis-
tributed mesh networks with regards to coverage, capacity, reliability, and
cost. However, mesh networks transfer data hop-by-hop, which entails redun-
dant paths, adding resilience, yet, resulting in increased protocol overhead
and latencies. While centralized topologies are best for scenarios without se-
curity threats, mesh-based resilience becomes a valuable feature if ICT sys-
tems are threatened. Khan et al. [103] provide a survey of technologies for
smart metering discussing smart grid communications including PLC, dedi-
cated wires, public mobile carriers, or wireless networks. Cognitive radio in
particular can be optimized through the utilization of many spectra [44,103].

We define six indicators used to compare our topologies, namely: [44]

e Resource Control: How well is the network topology suited to achieve
situational awareness about the processes in the power grid? How effec-
tive is it in managing data, self organization and optimizing resources?

e Security: How well is the topology suited to mitigate cyber-attacks
inside networks and across neighboring networks?

o Resilience: How well is the topology suited to mitigate failures of ICT
components?

o Quality of Service: How does the topology influence communication
quality in terms of protocol overhead and latency?

o Compatibility: How well is a topology suited to interface with legacy
systems? Will an upgrade be necessary?

e (Cost: What are the estimated financial (qualitative) implications for
upgrading different topology types?

34



Energy ICT-Topology ICT SGAM

Centralized Cell Topology Mesh Topology  Decentralized
>
5 ~
5 - /// \
2 ;
i- WeaE
2 N\ i &
: /|7 = cgf
- S
NZIN 2
| YA 3
/\ / | o 2.
> / [0 O
g = /I\\ =
8 L) 2
2 N E
I R R N R ¢ S s D S e G 5
2> / e

Figure 7: Comparison of topologies, as presented in [44]

3.4.1 Centralized Topology

Fully centralized topologies, cf. Figure 7-a and 8, collect all data in a single
control center. There may be ML-nodes that distribute and forward data
without decision power. When decisions are made in the control center, all
commands are propagated across all levels, allowing situational awareness
and the optimization of resources. However, as shown by ENISA [49]|, Kam-
merstetter et al. [90], Kupzog [110], Shin et. al. [157] and Van de Vyver et.
al. [181], a centralized topology causes high latencies in data transmission,
low flexibility, low resilience, congestion situations, and has a single point of
failure 44].

Although redundant structures can mitigate errors in a single control center,
planned attacks are not easily overcome by a backup system. Architecture-
based security, i.e., security by design, must be considered during planning, in
construction and deployment, rather than being retrofitted. A vulnerability
at such a high level can lead to catastrophic failures. Yet a fully central-
ized architecture can provide some level of protection against malware, i.e.,
spreading horizontally is not possible, as nodes are connected only to higher
levels. Malware may propagate vertically, but higher layers are usually better
protected, e.g. through firewalls, segmentation, visualization, and physically
secured buildings. Furthermore, the heterogeneity of components on differ-
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Figure 8: Smart grid with a centralized topology, as presented in [44]

ent levels of the hierarchy may foster resilience. Worth mentioning in this
context is the potential threat resulting from the reuse of hardware, software,
and design in various products from a single vendor. Primarily aimed at cost
reduction, identical software or hardware at different levels of the hierarchy
can enable malware propagation [44].

Centralized ICT may be practicable within the power transmission grid with
few nodes. However, the number of nodes multiply rapidly when LL-nodes
such as households with smart devices and distributed generation are taken
into consideration. Furthermore, LL-nodes are not trustworthy, thus, they
require special protection. It may not be feasible to control them via the
legacy approach. The central control node would, in this case, become even
more critical, thus, the main factor of all costs is concentrated there. Al-
though this approach is less costly than it would be to protect many nodes
in a distributed network [44].

In summary, the benefits of centralized topologies are [44]:

o Resource Control: Central data collection and control allow overall sit-
uational awareness that can be used toward resource optimization.

e Security: Physical access is controlled at the ML-ICT level, and lateral
movement is impossible because of the hierarchical structure.

o Compatibility: Legacy SCADA can be integrated directly.
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Figure 9: Smart grid in cell topology, as presented in [44]

e (lost: Higher layers with a small number of devices require expensive
upgrades, while lower layers can function without local intelligence,
overall keeping costs on a low level.

The drawbacks of centralized topologies are [44]:

o Resilience: LL-nodes fully depend on the HL-ICT. Redundancies of
the HL-ICT may increase resilience against failure, but not necessarily
against attacks.

e (JoS: Excessive communication demands and long distances cause la-
tency between nodes.

e Security: Malware may propagate vertically because there is no local
control unit for analysis. However, central control is usually better
protected than are distributed units.

3.4.2 Cell Topology

This section discusses a topology with designated cells in the ICT domain
that match the electrical micro-grid concept, cf. Figures 7-b and 9. These
cells are controlled by a decentralized agent called a cell controller as in the
proposal from Kupzog [110]|. This cell controller is located above the MV
transformer, acting as a master node, data hub and local intelligence [44].
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The transmission grid remains under the control of the legacy SCADA sys-
tem, which connects the ML-nodes with the HL.-node via dedicated uplinks.
These uplinks provide information to SCADA systems in the interest of
achieving situational awareness. Fach cell acts autonomously, independent
of SCADA control, and may also exchange information with its neighbors on
the same hierarchy level. Therefore, SCADA manages the power transmis-
sion grid, while decentralized cell controllers, i.e., ML-nodes manage their
subjacent local grids. Each cell consists of several MV transformers that are
clustered under and controlled by one cell controller. The LL-nodes collect
data for the cell controller. Smart metering and other services such as de-
mand side management are controlled by the cell controller, which can act as
a virtual power plant. For security reasons such services should not circum-
vent the cell controller, e.g., as would Internet based virtual power plants,
as they converge data from lower levels and aggregate it for SCADA, other
WAN entities and neighboring cells [44].

The cell controller’s functions resemble those of the BSI gateways specified
in [61]. These act as firewalls, segmenting networks and preventing communi-
cation among smart meters. They are usually located inside locked buildings
and are physically more secure than smart meters. Local control makes the
spreading of malware unlikely. As physical security is difficult to accomplish
for LL-ICT, ML-ICT have to deal with compromised LL-nodes [44].

Customer data or control signals may be sent to recipients outside the cell
controller only in aggregated form. Additionally, ML-nodes establish a mesh
network in order to add resilience in case of a high level failure. Because
they represent intermediate local control entities, cell controllers must be
well protected against malware infections. Anomaly detection may be em-
ployed to preventatively warn neighbor cells and restrict communication.
Measurement inputs are divided into critical values for stability such as;

e voltage (3 phase),
e current (3 phase and direction),
e frequency and phase angle,

and non-critical values for market signals concerning demand-side manage-
ment;

e AP (Active power that is converted in mechanical work),
e AQ (Apparent power needed for magnetizing, e.g., transformers),
e smart meter data.
whereas critical values should have priority as discussed in the traffic light

concept in [12,44].
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Shin et al. [157] argue that the most cost-effective approach to implementing
smart grids is to utilize middleware in commercial communication infras-
tructures, e.g., GSM networks or Internet cable. However, sending control
commands over shared networks opens new attack vectors. We argue that
security concerns should restrict control functions to use dedicated networks.
Shared networks may, in the worst case, be used on the lower levels where
physical security is impossible to achieve. However, the ML-ICT and above
must be able to provide security functions such as anomaly detection or fire-
wall functionality, which represent the greatest cost factor in this topology
type, thus should operate with their own dedicated network [44].

In summary, the benefits of the cell topology are: [44]

o Resource Control: Situational awareness can be established and re-
sources optimized more easily than in fully decentralized or meshed
environments due to the cell’s hierarchical structure.

e Security: Physically secured cell controllers can control malware prop-
agation. Restricting communications among cells and toward SCADA
systems providing additional security.

e (JoS: Local control minimizes data exchange and solves congestion is-
sues.

o Resilience: Single cells may not be resilient to failure, however meshing
cell controllers adds resilience, where the failure of one node does not
endanger others.

o Compatibility: SCADA can be integrated into cells.
The drawbacks of cells are: [44]

o Resource Control: It is more difficult to establish situational awareness
and optimize resources than in fully centralized environments. If the
electrical topology changes, the renegotiation of ICT control is more
complex.

e (ost: The highest costs occur at the cell controller level, which have to
operate as autonomous entities with numerous functions. Higher layers
need not implement extensive security measures.

3.4.3 Mesh Topology

The mesh topology, cf. Figure 7-c and 10, differs from the cell topology
because all ML- and LL-nodes are meshed into a dynamic cluster at the dis-
tribution level that may form links across different types of grids, e.g. elec-
tricity, water or gas. Cell controllers are located on top of MV-transformers
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Figure 10: Smart grid in mesh topology, as presented in [44]

and organize local control as discussed in Section 3.4.2 [44].

In this topology, the SCADA system remains unchanged and communica-
tion at the lower levels occurs via a mesh network with local control units.
These decentralized control units are under the control of the DSO and pro-
vide communication uplinks to LL-ICT. Meshed devices can form a mesh
network across other grid types, circumventing some local control. However,
as put forward by Christiner [25] and mentioned in Section 2.3.3, broad-
cast messages can propagate across vast distances and cause problems for
other grid providers, when network segmentation is faulty. A future smart
grid must be able to mitigate such misconfiguration, that pose a realistic
threat [44].

Mesh structures are inherently more resilient to failure than are centralized
structures but they harbor the risk that malware can propagate quickly
across different networks. Devices could be restricted to communicating
within a geographical range on a protocol level, but this would diminish the
network’s resilience. Furthermore, Targon [172] argues that mesh networks
are less costly to implement than standard centralized topologies, only under
certain conditions. Because every mesh node requires its own end-point secu-
rity, it can be assumed, in accordance with ENISA [49], that mesh networks
are generally more expensive than are centralized topologies [44].

In summary the benefits of mesh topologies are: [44]
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Resilience: The effects of failures or attacks on specific nodes can be
mitigated by using alternative communication links.

Q0S: The high number of available communication links reduces the
probability of congestion, while limiting the propagation scope reduces
latencies.

The drawbacks of mesh topologies are: [44]

Resource Control: It is more difficult to establish situational awareness
and optimize resources because of the dispersion of the collection pro-
cess. Furthermore, the network topology may differ from the electrical
topology, causing problems for control functions.

Security: The high number of communication links within the mesh
network supports malware propagation, enabling spreading to other
critical infrastructures. Data is sent hop-by-hop through other nodes
that may not be trustworthy.

QoS: Mesh networks overcome local bottlenecks through load balanc-
ing. However, routing decisions and multi-hop routing can lead to ad-
ditional overhead. Some routing protocols may influence latency.

Compatibility: Legacy SCADA cannot easily be integrated via uplink
into local nodes.

Cost: The highest expenses occur at the ML-ICT level which requires
extra security features. But security features have to be implemented
across all nodes in the mesh.

3.4.4 Decentralized Topology

A fully decentralized architecture, cf. Figure 7-d and 11, leads to higher
resilience and reduced data congestion thanks to alternative links. However,
it is more vulnerable to ICT propagation, which may spread faster and even
infect systems outside the power grid where similar hardware or software is
in use. As mentioned in Section 3.4.3, Targon [172] and ENISA [49] argue
that mesh networks are often more expensive in terms of capital expenditure,
especially taking into account the cost of security functions for every node.

In summary, the benefits of decentralized topologies are: [44]

Resilience: Local intelligence mitigates the effects of high level failure
and is robust against local failures and attacks.

QoS: Local data management minimizes latencies. Local control min-
imizes data exchange, and alternative paths prevent congestion.
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Figure 11: Smart grid with a decentralized topology, as presented in [44]

The drawbacks of decentralized topologies are: [44]

e Resource Control: Situational awareness and resource optimization are
difficult to achieve because data is collected locally and must be ex-
changed with other nodes.

e Security: High connectivity between nodes and identical hard- and soft-
ware facilitate the spread of malware through similar vulnerabilities.

o Compatibility: Extensive retrofitting becomes necessary if mesh net-
works are to be implemented on the higher levels.

e (ost: Economically inviable costs accumulate at the HL-ICT, which
must be upgraded to a mesh network.

3.5 Dataset Description

The underlying data set, i.e., the parent population of data, used in this
model comes directly from our industry partner [184]. It is based on the
electricity grid and the respective power lines, hierarchy levels, transformer
stations and loads of one central district of the city Vienna, cf. Figure 2.
We consider its configuration representative for urban districts as it contains
typical open rings, and dense node placement. However, we are not allowed
to illustrate the data set fully or disclose information due to publication
restrictions on critical node locations.
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Table 8: Parent population of nodes and links, cf. Figure 12
HL-ICT | ML-ICT | LL-ICT

Number of nodes | 2 367 3078

Number of links | 1? 62P 6634°¢

& Optical fiber connects the HL-nodes to each other.
b ML-HL links connect ML-nodes to HL-nodes.
¢ LL-ML links connect LL-nodes to ML-nodes.

ICT Real Topology based
Hierarchy on Parent Dataset
HL-Nodes 2

62

ML-Links Split over 546
able Sections

ML-Nodes| 367 ®§696¢9 eoone

LL-Links 6634

L | s 4338 3380 S0tb

Figure 12: Derived General Topology

We extract three types of power nodes in the LV, MV and HV levels of
the power grid, cf. Section 3.3. First, two high voltage transformer stations
contain the central monitoring and automation equipment that is used to
collect data and perform switching events. These nodes are represented as
HL-nodes and share one direct communication link for updating power grid
data. See Figure 12 as reference for a power grid topology illustration. Next,
the data includes 367 medium voltage power-distribution transformers (rep-
resented as ML-nodes) connected to the HL-nodes via 62 medium voltage
cables, thus, each MV-power line connects 6 transformers. According to [184]
spare pipes and optical fiber cables are typically fitted in the power cable
trenches during construction work and maintenance work. Therefore, we as-
sume that optical communication links are either implemented or can be
retrofitted with minimal effort. Since the parent data shows a number of
duplicate parallel power lines for increased power transfer capacity and elec-
trical muffs in repaired sections, we compensate those duplicates by using
the geospatial information of these links and assume one continues cable per
link. Finally, 3078 low voltage building connections (LL-ML links) directly
connect the LL-nodes to the medium voltage transformers (ML-nodes) via
6634 cables including duplicates and muffs. We apply the same method used
with the ML-nodes to compensate. Figure 14 and Tables 8 and 9 present
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Table 9: Parent population extreme values and percentiles of link lengths
Distance in |m] ‘ LL uplink | ML uplink | HL-links

Maximum value | 346.1 2662.9 812
95th percentile | 132.0 884.2 n.a.
75th percentile | 67.2 351.2 n.a.
Median 38.3 201.7 n.a.
25th percentile | 19.8 124.8 n.a.
5th percentile 6 52 n.a.
Minimum value | 0.3 23.9 n.a.
Average 49.4 304.2 n.a.

o LV Loads
— LV Power Lines

Figure 13: Geo Located Data Excerpt; Random Sample

details on the parent data set.

Figure 13 illustrates a small random section of the original data set, includ-
ing LV building connection nodes and their corresponding power lines. The
remainder, includes critical nodes and power lines which are redacted as men-
tioned above. Therefore, we abstract the critical geospatial data in Figure
14 while retaining the relevant distance information of all link lengths.

3.5.1 Real Topology based on Parent Data Set

The parent data shows that all nodes and links are distributed approximately
equal between the two HL-nodes. Therefore, we assume a symmetrical gen-
eral topology, for further modeling. Figure 12 illustrates the derived real
topology from the extracted data. We generally assume that all links be-
tween HL-nodes and ML-nodes are realized with Wavelength Division Mul-
tiple Access (WDMA) based optical fiber. Therefore, all ML-nodes are con-
nected to their respective HL-node via a dedicated channel inside the shared
optical fiber. The reason for using WDMA is elaborated in Section 5.2 for
all scenarios utilizing wired link technology. Furthermore, we assume PLC
over Frequency Division Multiple Access (FDMA) in the low levels of the
topology, because we find it unfeasible to connect every household with a
dedicated optical communications link in the near future. This allows us to
model the LV-links as a centralized topology for those scenarios with wired
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technology. Section 5.2 elaborates on PLC.

3.5.2 Dwellings per Building

According to Statistik Austria [167] the number of dwellings allocated to the
sample of the city district in question, amounts to 18806 dwellings per 1583
buildings. Therefore, the average amount of dwellings per building is 11.97.
We conservatively assume 12 dwellings per building, thus, each LL-node rep-
resents one building manager node, transmitting with the communications
pattern of 12 collective smart meters. Additionally we add one decentral-
ized renewable energy manager to each LL-node to represent the smart grid
capabilities. The transmission patterns are discussed in detail in Section 3.3.

3.6 Statistical Abstraction

In this section we derive statistical data from the original data set as summa-
rized in Table 8. The average wired link distance is calculated from the cable
lengths in the parent data. We compensate for any aforementioned power
line duplicates by ascertaining that they are spread evenly throughout all
hierarchy levels and therefore have no effect on the statistic. The air-distance
between nodes however, is calculated with a distance matrix, generated from
node clusters in the parent data set. We choose the upper and lower limit for
both wired and wireless statistics at 95% and 5% respectively. We consider
the rest as outliers, shown in Figure 14.

3.6.1 Wired Communication

The wired link distances are based on the geospatial power line data discussed
in Section 3.5. According to Table 8 the ML-ICT consists of 367 nodes and as
many links. As mentioned above, we assume optical fiber links that are fitted
parallel to the MV power lines. Furthermore, we assume that every ML-node
will be fitted with a standard communications unit, including amplifiers for
PLC and optical fiber technology.

Table 9 elaborates on the extreme values of this dataset. We limit the dataset
to the upper and lower 5% of all values. Figure 14(a) shows that 95% of all
distance values among the medium level ICT nodes are smaller than 885
meters, which becomes the upper limit. The average wired distance is 304.4
meters. The low level ICT node distances are arranged more densely at 95%
of all values smaller than 102 meters. The average distance is 38.2 meters.
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Table 10: Wired communication, extreme values and percentile link lengths,
derived from Table 9

’ in |m| LL uplink | ML uplink
Maximum value | 346.1 2662.9
95th percentile | 132.0 884.2
75th percentile | 67.2 351.2
Median 38.8 201.7
25th percentile | 19.8 124.8
5th percentile 6.0 52.0
Minimum value | 1.0 23.9
Average 49.4 304.2

3.6.2 Wireless Communication

We consider wireless mesh technologies in some scenarios, and base it on
the Open Link State Routing (OLSR) protocol. Since we are not allowed
to publish the node-locations in the parent data, we resort to obfuscating
the data by means of generating a distance matrix from the existing nodes
in Section 3.5. We classify the nodes into groups and analyze the average
distance between the 5 nearest neighbors of each node, because, according to
the OLSR-Manpage [139] there is a maximum of 5 simultaneous connections
per node. We use the software QGIS [140] to generate a distance matrix.
This method results in a list of over the air distances for the wireless mesh
communication. Figure 14(b) illustrates both the LL-ICT and ML-ICT data.

The generated matrices contain 1895 distance values for the ML-nodes and
15390 for the LL-nodes. Even the most extreme outliers at 437.7 meters,
lies within the physical maximum node distance of 500 meters, according
to [91,92]. Table 11 elaborates on all values of the distance matrix dataset
and Figure 14(b) illustrates them. The mean value for ML-ICT is 102.9
meter.

Table 11: Wireless communication, extreme values and percentile link lengths

’ in [m| LL uplink | ML uplink

Maximum value | 268.7 437.8

95th percentile | 54.4 188.4

75th percentile | 37.6 132.3
Median 28.9 102.9

25th percentile | 21.3 73.1

5th percentile 11.7 34.5
Minimum value | 0.5 5.7
Average 30.7 107.9
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4 Malware Model

Notice of adoption from previous publications:

Parts of this section have been previously published in [48], which
introduces a generic malware-based attack life-cycle, several different
malware-types, and attack capabilities for smart grid environments,
among others. Furthermore, three superclasses of malware derived from
existing technologies are expanding our scope. The authors main contri-
bution was the development of the malware superclasses, including an
extensive investigation of different malware types, and the generic life-
cycle model. The co-authors contributed valuable input on the evaluation
metrics in discussions and challenged their applicability. The attack ca-
pabilities and malware life-cycle were also presented in [38, 40, 45].

This chapter represents our theoretical malware model. It includes the attack
life-cycle, divided into the major stages malware has to pass through, detailed
information for every stage, and our malware superclasses.

4.1 Methodology

We conduct an extensive investigation of 19 existing malware types and use
them to extract all features relevant for attacking smart grid control net-
works. We use the results from our generic attack life-cycle to implement
our malware superclasses which represent the most important existing mal-
ware types. We cover research question 2, cf. Section 1.3, with this analysis.
Additionally, we extend our focus by a list of defense measures, published
in [41,43]. Should real implementations of our malware superclasses be de-
ployed in the real world, significant system failure in existing control net-
works could be the result. Therefore, real experiments in operational control
networks are not an option for this work.

4.2 Smart Grid Attack Model

Many of the malware types we investigated, cf. Section 8.1, are APT sup-
ported. Therefore, our attack model is based on well financed and highly
skilled adversaries. However, we also take less-equipped attackers into ac-
count, who are able to reorganize publicly released malware and retrofit new
features. Our attack life-cycle model, therefore, intentionally includes many
conceivable attack vectors, familiar from the Internet landscape. However,
we exclude malicious insiders, because they can best be defended against
by increased awareness and strict company policies, e.g., user management,
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rather than technical means. We assume the attackers are capable of uti-
lizing zero-days and operate on distributed network resources. We present
several malware types and their properties in Section 8.1, as well as dis-
cussing their impact on smart grids. Although some do not utilize zero-days,
we assume incorporating their features in more capable malware is feasible
and will present a major challenge in the future. Furthermore, we assume
that attackers cannot interfere with properly implemented defense mecha-
nisms, except for known evasion techniques that are discussed in Section
8.1.4 [48].

4.3 Smart Grid Security Measures Baseline

Well-established security guidelines to prevent predictable attacks exist from
classical Internet security, as do standards on power control equipment, and
smart grid implementations. Although the reality in existing installations is
still alarmingly deficient, for our analysis we assume that these measures are
in place. The German Federal Office for Information Security (BSI) [61,62]
has developed a network architecture based on a smart meter gateway that
significantly narrows the attack surface. However, these strict rules for smart
metering do not protect other types of devices and services hosted in smart
grids. PMUs or other sensors often operate time-critical services that cannot
tolerate retransmission. With the use of network segmentation for instance,
a clear separation of the objective of such services is possible. Furthermore,
field devices have to cope with an increasing number of vulnerabilities over
time [189]. Therefore, we expect that attacks on power infrastructures will
become more common upon the implementation of automated smart grid
control in the coming years. We aggregate several guidelines from [8,61, 62,
128,174,189] and summarize the most important of them. In some countries,
these are compulsory by law, in others they are only suggestions. We also
discuss additional security measures in Section 10 for future examples [48].

e Security updates / update policy: Regular and timely updates for de-
vices in business and industrial networks prevent vulnerabilities and
minimize the window of opportunity for attackers.

e User management: All users, including administrators, are restricted
to environments and have capabilities available, suitable for their role.

e Password policy: Strong password policy ensures the use of long non-
repeating high-entropy pass-phrases.

e Anti-virus: Modern anti-virus software, i.e., anti-malware tools, are
used, that should be based on heuristics and remote reputation services.

e Network segmentation: Subnetworks with distinct objectives are sep-
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arated, e.g., segmentation exists between administrative network and
industrial control environment.

Restricting remote access: Since segmentation can be circumvented by
remote access, the latter is strictly controlled and limited to trusted
parties, if permitted at all.

Strict firewall rules: All access is prohibited by default except for white-
listed hosts and services, protecting users from Internet threats.

Decentralization of critical services: Decentralization strengthens re-
silience against failure and attacks. However, explicit countermeasures
are required to counteract propagation methods that do not depend
on a functioning network, e.g., infected removable drives.

Dimensioning hardware for future software updates: Smart grid de-
vices remain in service for more than 10 years. Whenever resource-
constrained hard- or software is integrated into modern equipment as
part of a modular design, the entire system security may be compro-
mised with regard to sophisticated attacks. Therefore, these devices
are prepared for future demands and provide sufficient resources to
support updates.

User education: One of the most basic preventative measures is user
education, which protects hosts and their users against many simple
access vectors. In combination with strong passwords, this can signifi-
cantly impede propagation.

Ensuring data confidentiality, integrity, and availability (CIA): The
correct implementation of standard protocols prevents, e.g., packet-
integrity-attacks or sniffing.

Business continuity plans: A tailored process that allows for partial op-
eration of the system in fall-back mode, i.e., reduced services or emer-
gency operation, must include organizational and technical measures
that support the recovery process.

Hardening of operational assets: The operational assets, e.g., servers,
firewalls, and switches, must be hardened against well known attacks
that can be expected in future.

4.4 Malware Abstraction: A Generic Attack Life-Cycle

This section proposes a generic model for multiple stages in the life-cycle
of cyber-attacks and malware communications. We consider the existing ap-
proaches discussed in Section 4.3 and reuse some of their concepts in our
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Figure 15: Generic stages of malware-based cyber-attacks, as presented in [48]

model. However, rather than confining our model to a strictly linear ap-
proach, we argue that loop-back cycles more accurately reflect the greater
flexibility that is intrinsic to modern malware. All phases in our model re-
volve around access to resources. The proposed model begins with a dis-
covery-propagation-access cycle for the network side of target-discovery and
propagation. This is followed by an infection-access cycle for host infection
and privilege escalation. A control-access cycle represents the remote-control
infrastructure that allows for functional updates, as in C&C-triggered up-
dates and remote commands. Subsequently, the model proposes attack, trig-
ger, and cleanup stages, which are deployed once sufficient access to the
critical resources is attained and the attacker is capable of commencing the
desired attack. Figure 15 and the following sections provide detail on all
stages:

e Access: The centerpiece of any attack is direct or remote access to
critical resources. Initial access is often of inferior quality and requires
privilege escalation for further attack commencement. When adminis-
trator access to a resource is available, further propagation or an attack
may be possible. Applicable access methods are summarized in Section
4.4.1.

e Discovery: If insufficient access is available to achieve a specific goal,
discovery and scanning methods are used to locate new victims in the
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network. Attackers, thus, gain additional knowledge in the mapping
process. Techniques range from noisy to covert scanning and are sum-
marized in Section 4.4.2. Topics of interest include security by design
and heterogeneity of devices.

Propagation: After discovering new targets, malware propagates to new
hosts using exploits. Once transmission is complete, the malware has
gained access to the target. Propagation techniques range from direct
connections, to highly covert ones, as elaborated in Section 4.4.3. De-
tails concerning transmission can also be found there. It is worth noting
that all propagation techniques are also suitable as access techniques.

Infection: After gaining access to a new host, malware can infect and
escalate initial user rights to a higher level, increasing its access quality.
Section 4.4.4 contains details on this.

Control: Most modern malware implementations are controlled exter-
nally, via C&C instructions. In addition to loading new modules and
controlling the spread as seen in many cases [56,96,97,123,169|, other
methods are described in Section 4.4.5.

Attack: Successful attacks depend on sufficient access to compromised
critical resources in the network. The direct transition from the access
block to the attack block in our model reflects this dependency. A
variety of types of attacks are possible including service disruption,
physical destruction, data theft, espionage, extortion, or repurposing
(cf. Section 4.4.6).

Trigger: Complex attacks require coordinated action and orchestration.
Attack triggers can be hard-coded or remotely activated, as described
in Section 4.4.7.

Cleanup: Many adversaries, especially on APT-level, conduct covert
operations [95,98] and may be interested in concealing their technology.
Therefore, hiding their tracks by removing or encrypting parts of the
malicious code, e.g., modules, can be effective in combination with
other persistence mechanisms as discussed in Section 4.4.8.

4.4.1 Access

In this section we provide detail on access methods to resources such as hosts
and networks. Furthermore, we point out similarities among those access
methods that are also used as propagation methods. Sufficient access is a
prerequisite for all other blocks in our generic attack-model. At the end of this
section, we discuss the possibility of long-term persistence of malware in spite
of the implemented countermeasures. Initially a foothold inside the network
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is established, often via an office PC, i.e., patient zero, in the enterprise
network. After infection, the attacker escalates its privileges to a higher level
of access by exploiting a vulnerability allowing for additional steps. These
include discovery, discussed in Section 4.4.2, and propagation, discussed in
Section 4.4.3. We generally distinguish between host and network access.
However, both are required to successfully infiltrate networks.

This list summarizes the considered access vectors and provides examples:

e Physical access refers to methods by which an attacker reaches the
target host directly and modifies hard- or software. Examples include
direct data manipulation via Universal Serial Bus (USB) drives, hard
drive exchange, live disc reboot or direct installation of malware.

o Active Peer-to-Peer (P2P) network access refers to P2P protocols and
file-sharing, in which each host acts as a server and a client at the same

time.

e Active Client / Server network access designates typical structures
with separated clients and servers.

Server-to-Server (S2S) access refers to the use of vulnerabilities
that enable the infection of other servers, for instance via buffer
overflow attacks to insert backdoors or server exploits [131].

Server-to-Client (S2C) access includes all methods that allow
compromising a client system from an infected server, e.g., wa-
tering hole attacks [155] where groups of users are targeted by
compromised web services or rapid client reinfection by persis-
tently infected servers [96].

Client-to-Server (C2S) access refers to all methods which, for in-
stance inject exploit code into websites [23].

Client-to-Client (C2C) access allows the infection of other clients
via remote code execution or auto-run shared files, without in-
fecting the server [94].

e Passive access includes methods by which the attacker gains remote
control over resources through social engineering and deceptive abuse
of a persons trust:

— Host-to-Network-Share (H2NS): This group subsumes all access

vectors that utilize vulnerabilities to infect files in trusted network
shares, including backup drives and shared folders [57].

— Remowvable Drives (RD): Infected USB drives, external hard

drives, or other removable media provide effective propagation
and access methods by utilizing auto-run exploits on the target
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host. They can, for instance, be strategically placed so they at-
tract individuals who unknowingly infect the target network. An-
other example is the infection of employee USB drives by the
host. These methods benefit from being invisible on the network,
yet exhibiting effective reach across air-gaps. Some sophisticated
malware even disinfect removable drives in order to increase their
stealthiness [98].

— Phishing emails: The bulk dispatch of emails containing infected
attachments or malicious web links is a method heavily used to
gain initial access. Some malware uses phishing alone for propa-
gation, but most resort to alternative methods after establishing
a foothold. Several email protocols are used in phishing methods
and victims typically have to open the attachment or web link to
commence the infection process [89).

Faulhaber et al. [59] argue that passive access vectors, which require user
interaction, rank among the most effective. They account for about 88% of
all Microsoft Windows-based system infections. Of these, phishing emails
with malicious attachments or web links account for approximately 45%,
auto-run features on removable drives for another 26% and H2NS infections
for 17%. The authors conclude that exploits on non-updated hosts account
for less than 6% and zero-days even lower.

Although zero-days seem to be rare, it is a mistake to infer from this that
the need for countermeasures is in any way reduced. Advanced malware that
utilize them have been observed in the wild on several occasions [13,56,97,98]
and examples are expected to be seen more frequently in the future. Since
substantial resources are required for their development, adversaries capable
of funding such campaigns can afford and often do utilize zero-days. They can
immediately unhinge access rights restrictions, granting the attacker system
access at will.

Lee et al. [113] elaborate on APT-made malware based on an analysis of
a recent cyber-attack on the Ukrainian power grid, that occurred in De-
cember 2015. They found that phishing emails were used for initial access,
then a backdoor established C&C which allowed further propagation inside
the network. After establishing persistence, stealing certificates, and creat-
ing administrator accounts the attackers pivoted to the control network of
the power grid. Section 4.4.6 elaborates on the extensive attack methodol-
ogy, confirming that standard security measures do not suffice to repel such
advanced attackers [57,94,97,98].

Physical access to field devices is one of the most obvious means of entry spe-
cific to smart grid control networks. Furthermore, two-way communication
between field devices and servers opens vectors toward higher levels in the
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ICT hierarchy. These field devices are connected to a critical network that
must be protected using adequate Intrusion Detection Systems (IDS), which
can identify and mitigate malware spreading. Border gateway protection is
insufficient once attackers are inside the network and can move freely. This
is the case if physical access or secondary targets such as trusted partners in-
cluding external services provide lateral access vectors, as seen during the Au-
rora attack [109]. Therefore, intrusion and anomaly detection across strictly
segmented sub-networks becomes increasingly important [44,113,174].

Concerning Access Persistence we discuss defensive methods malware au-
thors use to ensure continuous access, even beyond security measures imple-
mented on the host. Based on [13,31,57,58,72,89,94-96,98,99,123,169,175],
many malware types establish persistence using a variety of methods. These
include, but are not limited to, stealing credentials or injecting malicious
code into host core processes, e.g., local drivers. Beyond that, malware of-
ten uses anti-detection mechanisms such as code obfuscation, encryption,
memory residency, or detection of anti-virus software, henceforth referred
to as anti-malware tools. The capabilities of modern malware are increasing
in complexity, transforming them into multipurpose attack platforms. This
development is true for both host-based and network-based access forms in-
cluding C&C, scanning, remote code execution, and propagation.

Based on the aforementioned sources, we can list several persistence methods:

e Manipulation, or deactivation of host-based anti-malware tools helps
the malware evade detection.

e Code obfuscation increases stealthiness.

e Multi-layer encryption techniques increase stealthiness.

e Local recompilation changes the appearance of malware.

e Rapid reinfection upon disinfection increases persistence.
e Credential theft and exploit allows administrator access.

e Memory residency helps in evading detection.

e Service injection into system processes can survive restart.

e Cleanup mechanisms prevent forensic analysis.

4.4.2 Discovery

This section discusses known discovery techniques such as network scanning,
as well as the protocols in use. Sufficient access to a host and local privileges
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are a prerequisite for discovery. Consequently, scanning for new victims pre-
cedes the propagation block in Figure 15. Li et al. [114], Staniford et al. [166],
and Riley et al. [147] discuss several scanning methods and cluster them into
the following categories:

o Blind scanning targets randomly generated address ranges and com-
mences sequential, clustered or random scanning. This approach pro-
duces a high rate of failed connections, thus, anomalies, which are easily
detected. Malware that utilizes blind scanning generally spreads fast,
yet imprecisely [114,147], as seen in our simulation results, cf. Sections
9.3.1 through 9.3.4.

e Routing scan methods use the Border Gateway Protocol (BGP) to
decrease the scanning space, resulting in a better hit rate and lower
background noise, which can be used by anomaly detection algorithms.
Routing scans generally target countries or regions [114,147].

e Topological scanning improves the hit rate further by obtaining in-
formation about the target network from the host. It operates more
stealthily and produces even fewer anomalies. Examples mentioned
in [166] show that CodeRed2 is capable of preferring local networks
even in a semi-random-scan. Furthermore, it scans outside its local ad-
dress space only with certain restrictions, producing fewer anomalies
than its sibling CodeRed1 [114,147].

e Passive scanning does not probe the network actively but rather waits
for native connections to be initiated. Such malware types spread
slowly, however, no scanning anomalies are produced. Infectious pack-
ets may be sent by initiating a session with known hosts, yet could trig-
ger anomaly detection. Alternatively, covert attachments onto active
transmissions may decrease the anomaly output further. We simulate
such a case and present the results in the Contagion parts of Sections
9.3.1 through 9.3.4. Such a threat may spread faster in a homogeneous
environment, e.g., smart grids, or P2P-networks, where a host is likely
running a single dominant implementation [114, 147, 166|.

e Hitlist scanning requires a list of initial targets as a prerequisite. This
list may be created and updated through the use of a botnet or by
collecting additional information from the infected hosts. Hitlist scan-
ning produces few anomalies in a network increasing stealthiness. It is
a technique for accelerating the initial spread, which is an important
measure for the early stages of infection. We simulate such a case and
present the results in the Endemic parts of Sections 9.3.1 through 9.3.4.

e Permutation scanning is an augmentation for histlist scanning that dis-
tributes the target list between parent and child malware. This method
increases stealthiness by decreasing the amount of rescanning, each in-
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stance appearing to scan randomly and separately. Hitlist and Permu-
tation Scanning make a malware fast enough to attack most vulnerable
hosts Internet-wide in under one hour [114,147,166].

e Distributed scanning was described by Dainotti et al. [31] and Stani-
ford et al. [166]. An example of a large-scale stealth scan showed that
approximately 3 million infected hosts were used to scan the Internet
Protocol Version 4 (IPv4) address range randomly in reversed byte
order. This method was considered impressively stealthy, as hardly
any source addresses rescanned a similar address range. Therefore, few
anomalies are visible in traffic. Compared to older scanning methods
which generally originate from a small set of sources, this method is
more capable of scanning covertly thanks to its sheer size.

Typical techniques used for scanning in the IPv4 address space utilize the
following protocols: User Datagram Protocol (UDP), Transmission Control
Protocol (TCP), Address Resolution Protocol (ARP), File Transfer Protocol
(FTP), or Internet Control Message Protocol (ICMP). See Roger and Tan
[149,171] for details on their scanning methods: Vanilla TCP Connect Scan,
TCP SYN (Half Open) Scan, TCP FIN Scan, TCP Reverse Ident Scan,
TCP XMAS Scan, TCP NULL Scan, TCP ACK Scan, UDP ICMP Port
Scan, ARP Scan, FTP Bounce Scan, and ICMP Ping-Sweeping Scan.

With Internet Protocol Version 6 (IPv6), active scanning is futile due to the
large address space. According to RFC5157 24|, even search space reduction
techniques can prove futile, although passive scanning could be used instead.
An attacker could do so by hosting a harmless and free web service, to attract
unsuspecting users [155] in a watering hole attack. IPv6 addresses of target
hosts, including ones that are generated with the privacy extensions, can then
be extracted from the generated logs. This method was used by the security
search engine Shodan [138,159| by contributing time servers to the debian
Network Time Protocol (NTP) pool [179], and was discovered in 2016. Every
network packet to one of the contributed servers resulted in a network scan
of the origin. Even the limited lifetime of IPv6 privacy extensions (generally
one day) provides a large enough window of opportunity to infect a host.
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4.4.3 Propagation

This section elaborates on propagation methods between hosts via non-
network or network transmission. Knowledge of potential victims is required
and generated during the discovery phase, cf. Section 4.4.2, after which suc-
cessful propagation to a new host allows low level access, cf. Section 4.4.1.
Propagation then leads to wider/higher quality access and ultimately better
knowledge of the environment, which is essential for commencing attacks.

All methods, except for physical access as discussed in Section 4.4.1, are
usable as propagation methods. The decision not to utilize a method is an
implementation choice of the malware in question, which can refrain from
using a technically feasible option. For instance, Locky [162] utilizes email for
initial access but not for propagation. Analog to Section 4.4.1, we generally
distinguish between active and passive propagation:

e Active methods enable self-propagation, usually by exploiting remote
code execution or auto-run features. Active propagation is generally
very fast and requires no user-interaction. They include P2P, S2S, S2C,
C2S, and C2C.

e Passive propagation, on the other hand, can be slower yet is more ef-
fective at bridging air-gapped networks, e.g., ones in which users phys-
ically carry removable drives into segmented networks and infect hosts.
Many malware types nowadays have air-gap capabilities [58,95-98,123],
effectively moving and communicating between seemingly secure net-
works. Propagation via H2NS or phishing emails requires user interac-
tion in the form of opening files, attachments, or web links.

With regard to secure networks, [13,59,166] elaborate on cyber-attacks in-
creasingly targeting homogeneous and widely used services. Propagation can
commence across vast distances in rapid succession, as displayed in aggressive
malware types such as Slammer [114] or CodeRed2 [23]. Man-in-the-middle
attacks on monocultures are also familiar from Flame [97]|, whose fake up-
date servers infect hosts (S2C). Aside from anomaly detection, no feasible
network based method exists for ensuring the intended behavior of hosts.
There are, however, a number of host-based detection mechanisms that are
resource-intensive, for which field devices should provide adequate resources.
One particular application for smart grids concerns the smart meter update
services that should also work on older models, i.e., the hardware should
support future updates. According to Li et al. [114], malware generally con-
sists of two parts, a payload and a dropper, that may propagate in one of
the following transfer schemes:

o Self-carried: Payload and dropper are transferred in one file-set. Typi-
cal examples are Code Red 1 and 2 [23,131,147], and Nimda [23,166].
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e Second-channel: The payload is downloaded later through a backdoor,
following an infector, i.e., the dropper file. Typical examples of second-
channel malware include Regin [169], Duqu, Duqu2 [13,96, 173|, and
BlackEnergy3 [56].

o Embedded: The payloads differ for each instance and masquerade com-
munication as normal traffic, as mentioned by Staniford et al. [166].

According to [96, 98, 109], modern malware increasingly utilizes modular
propagation schemes such as second-channels that only acquire the mod-
ules needed at any given time. They also allow multiple propagation paths,
which makes them more diverse, cf. Table 27. Only a few utilize either passive
propagation or an unknown embedded method that may depend on the use
of covert channels. This, however, renders them invisible to network-based
detection. Staniford et al. introduced such a method in their "contagion"
model [166]. Real world examples include Locky [9,162], Gauss [13,98], and
Equation [95] which are known for their prolonged covert behavior. There are
indications that Gauss utilizes zero-days for propagation, which may imply
the existence of unknown covert techniques. [48, 95|

All malware propagation relies on common network- and transport-layer pro-
tocols such as Internet Protocol (IP), UDP or TCP. The choice of protocol
can have substantial influence on the propagation characteristics and perfor-
mance:

e UDP-based malware communication can saturate the maximum link-
bandwidth [114, 147]. Such communication often has a small packet
size, which enables fast infection. UDP is connectionless, meaning that
packets may be dropped or denied leaving no guarantee of delivery.
However, broadcast in the network commences regardless. Examples
of malware capable of UDP transmission are Nimda [23,166], Slammer
[114,147], Sality [31,175], Conficker [31,59,158]|, or Regin [169]. Except
for Slammer, the others also use TCP, employing each protocol for
different parts of the scanning and propagation cycle [31].

e T(CP-based malware has the advantage of reliable transmission but is
constrained by the number of parallel connections and certain latency
limitations. Through parallelization the number of connections may
be increased, and simultaneous infection becomes possible. Since TCP
connections require a handshake, these malware types are limited by
the average Round-Trip Time (RTT) of a network. Real world examples
include: Code Red 1 and 2 [23,131, 147], Nimda |23, 166], Sality [31,
175], Conficker [31,59,158|, Regin [169], Aurora [95,123|, Stuxnet |58,
123], Duqu and Duqu2 [13,96,173|, Flame [13,97|, BlackEnergy3 [56],
CozyDuke [57|, and PLC-Blaster [108,165].
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4.4.4 Infection & Exploit

According to Li et al. [114], most older malware types only target a single
operating system and few vulnerabilities. However, Matrosov et al. [123],
Symantec [169], and Bencsath et al. [13] show that in the recent past, digital
warfare has evolved into a more complex environment. Attacks involving
multiple exploits, infection vectors, and payloads are common and must be
considered to be the state of the art. NIST [133] and Mitre Corp. [129]
provide lists of known vulnerabilities containing a number of possibilities to
exploit all kinds of operating systems.

Increasing modularity in modern malware also allows for a multitude of
payloads, thus adding flexibility; for instance, Duqu has only six modules
whereas Duqu2 has over one hundred modules [13,96], increasing its range
of possible uses.

According to a number of sources [56,57,95-99,123,169|, most APT-authored
malware utilize zero-days. They are, due to their undisclosed nature, nearly
impossible to defend against, which makes them a valuable asset for attack-
ers. This demand has lead to black markets for zero-days. The defense sys-
tems for critical infrastructures must, therefore, be designed to repel skilled
attackers, or at the very least segment in such a manner that attacks can
be mitigated. Well-understood threats may be circumvented by standard
methods, but deterring APTs requires elaborate security considerations.

Szor et al. [170] and Li et al. [114] categorize malware according to three
distinct payload types. Additional features are added to malware according
to the following methods:

e Monomorphic malware may vary in size through the use of padding and
evade detection by fragmentation. Yet all instances produce the same
signature and are easily detectable using anti-malware tools. Examples
include CodeRed1 and 2, Nimda, Slammer, and PLC-Blaster [23,114,
131,147,165, 166].

e Polymorphic malware types scramble the payload through encryption.
Therefore, every instance has a different signature and size. However,
when the payload or parts of it are decrypted on the local host, ev-
ery instance has the same signature. This method provides better eva-
sion properties, yet may be detectable using sophisticated anti-malware
tools. Examples include Conficker, Regin, Stuxnet, Duqu, and Black-
Energy [13,31,56,58,59,94,123, 158,169, 173].

o Metamorphic malware are able to create new instances that appear
to be different from their parent. They vary in shape, size, encoding,
and encryption and utilize recompilation on the host system to change
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their appearance. They do not carry a decryptor; instead, all data is
carried in one single code body. These types of malware are notoriously
difficult to detect. An example is AdWind [89).

4.4.5 Control

Modern malware is generally controlled by a C&C infrastructure, which al-
lows the botmaster to influence them and also enables modular extension
and updates. Although, IDS try to match C&C traffic patterns found in the
communication, signature-based systems such as Snort [148] can be defeated
by encrypting communication. Therefore, malware such as BlackEnergy, that
used clear text for C&C traffic in early versions [135], employs full encryption
in the latest version [56]. Anomaly detection systems may, however, still be
capable of detecting suspicious encrypted traffic.

The outcome of our literature review suggests that non-encrypted or non-
obfuscated C&C methods have largely been replaced by fully encrypted and
obfuscated methods [13, 56, 57, 169]. Some examples even utilize complex
multi-layer encryption |72] or highly obfuscated methods [96] which can now
be considered to be the state of the art. Another method that helps obfuscate
C&C is the use of highly distributed C&C architectures to avoid detection,
as do Regin, Aurora, Equation, and Locky [95,162,169,171].

Recent developments, however, push the boundary toward covert commu-
nication. Mazurczyk et al. [126] and Kaspersky [98| discuss such behavior
in modern malware. While Duqu can attach itself to harmless communica-
tion using JPEG images, Regin recently also acquired covert capability. It
seems that covert channels are now gaining momentum toward becoming
economically viable as most outbound traffic is allowed to pass unrestricted:
For instance, ICMP traffic can be abused by entering information into the
data fields of echo requests and replies. However, today many routers block
ICMP traffic for security reasons. While ICMPv4 can be blocked completely,
critical functions in ICMPv6 prevent routers from blocking it. RFC4890 [33]
and RFC2979 [65] discuss firewall guidelines for IPv6 and IPv4. Even though
covert techniques are not yet very sophisticated or wide spread, development
is commencing, making them a future threat.

Several sources [9,13,23,31,56-58,72,89,94-98,108,123,131,147,158,162,165,
166,175] elaborate on what protocols, interfaces, and evasion techniques mod-
ern malware utilize for C&C. These protocols include: Internet Relay Chat
(IRC), ICMP, Hypertext Transfer Protocol (HTTP), Hypertext Transfer
Protocol Secure (HTTPS), P2P protocols, Virtual Private Network (VPN),
and Server Message Block (SMB). The following have been used as inter-
faces for C&C architectures: WinAPI, USB, Network Pipes, Mailslots, and
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backdoors of older malware. Several methods, including, for instance, Do-
main Name System (DNS) flux, IP flux, encryption, obfuscation, highly dis-
tributed C&C architectures, and covert channels have been used as evasion
techniques.

As mentioned above, modern malware may use VPNs stacked on top of other
protocols. Regin [169], for instance, supports custom UDP, TCP, SMB, net-
work pipes, HT'TP, HTTPS, and ICMP protocols as its base. The proto-
cols are negotiated between infected nodes whereas the control messages use
the overlaid VPN. For this reason the observable malware traffic disappears
within native traffic encountered in the network. Regin is not only modular,
but written from scratch as a service-oriented architecture [87]. This means
that modules on the same host have distinct VPN addresses that can only be
controlled via network communication. This potentially allows the attack to
be distributed over multiple hosts, where every host just carries out a small
part, reducing the visibility.

4.4.6 Attack Methods

This section discusses and categorizes several attack methods. We consider
all levels of complexity, however, focus on APT-orchestrated attacks, as they
are hardest to defend against. Li et al. [114] point out that high-complexity
attacks are expensive to develop and difficult to coordinate. APTs, however,
are capable of investing substantial funds in the development of the required
methods. As a consequence, defending against them becomes increasingly
costly and difficult. Furthermore, the defender’s response time may be slow
due to the increased complexity in comparison to less sophisticated attacks.
Multiple vulnerabilities lead to greater damage in a shorter time and even
though such attacks are of a low probability, they are, according to Line et
al. [115], not to be underestimated.

According to Bencsath et al. [13], an adversary has the advantage of us-
ing common-off-the-shelf products and choosing from a number of methods
to fine-tune an attack. Furthermore, cyber-attacks are usually conducted
anonymously, and, in the case of failure, there are few consequences for the
attacker. However, defenders have to fend off all possible attacks, which leads
to asymmetries of knowledge. Defenders can, in the best case, mitigate an
attack, but never win against anonymous attackers.

We distinguish five general attack goals against networks and communication
technology in this section. We will elaborate on them, including examples of
smart grid attacks in Section 8.3.

e Disruption attacks aim to suppress a service or the production of a
commodity for the period the attack lasts, e.g., flooding a target with
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unsolicited queries. Such DDoS attacks usually cause no physical dam-
age, yet can result in monetary loss or outages. Real-world examples
are discussed in (23,114,131, 147,166].

Destruction attacks generally target industrial equipment, with the
goal of destroying its infrastructure, effectively halting production
for a prolonged period and necessitating replacement. We examined
two well-known examples, namely the Stuxnet and Ukraine attacks
[56,123]. The authors behind Stuxnet targeted uranium enrichment
centrifuges mechanically destroying them by manipulating revolution
speeds. BlackEnergy3 managed to destroy Ukrainian power manage-
ment equipment, leaving parts of the power grid without automatic-
restore functionality. This attack was mounted in multiple stages.
Legacy communication equipment and industrial computers were ma-
nipulated on a firmware-level simultaneously, to prevent automatic re-
covery and restoration processes. The backup batteries were discharged
and the hard drives deleted, thus, servers failed to function. Finally, es-
sential power switches on the transformers were opened remotely, and
a DDoS attack was mounted against the telephone hotlines prevent-
ing customers from reporting the power blackouts. Furthermore, this
incident provides a blueprint for imitation.

Theft likely ranks among the most common attack types according to
descriptions in [95, 96, 98, 158, 169, 175]. These espionage campaigns
range across all sectors, from companies and industries to politics,
academia, or military. Data theft is typically conducted over long pe-
riods and with very low visibility.

Extortion schemes have recently made a resurgence in the form of
crypto-lockers. During such attacks host-devices are infected, all ac-
cessible files encrypted and all backups removed. Generally, local and
remote files are affected, leading to a broad impact through shared
network folders. Ransom is demanded from the victim to obtain the
decryption key, as seen in the case of Locky [9,162]. There are, how-
ever, several other possibilities for extortion of operators of critical
infrastructures, as discussed in Section 8.3.

Repurpose attacks change the behavior of a host from its intended
function; for instance, infected hosts act as stepping stones or proxies
to obfuscate the attacker’s infection and C&C paths.
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4.4.7 Trigger

Triggers for executing attacks may be hard-coded (internal) or remote-
controlled (external). One particularly interesting example of a hard-coded
trigger is the "Godel" module in Gauss [13, 98], known for its highly tar-
geted nature. This means that it can only decrypt and execute on hosts
with a certain hardware and software setup. Triggers can further be divided
into time-based, remote-triggered (C&C), version numbered, or autonomous
triggers on, e.g., successful target infection.

4.4.8 Cleanup

Malware authors may need to cover their tracks, for which a number of
clean up functionalities have been developed, e.g., self-disinfecting removable
drives [98], or self-removal after Time-to-Live (TTL) has expired. Concealing
valuable technology by obfuscating or removing parts of the malicious code
can significantly impede forensic analysis, as was seen in the case of Godel
[13,98], which remains encrypted to this day.

4.5 Three Types of Smart-Grid-Enabled Malware

In this section we propose three hypothetical malware superclasses that are
optimally suited for smart grid attacks. They are intended as examples to
serve utility companies and researchers in their efforts to develop and im-
plement proactive and reactive security measures for critical infrastructures.
We are, however, aware that this information could be used for crafting
next-generation malware.

Our classification relies on three main sources. We first consider analogies
to the works of Li et al. [114], which proposed the establishment of a Cyber
Center for Disease Control. We then borrow definitions from the Centers
for Disease Control and Prevention (CDC) [22] as a main reference in order
to draw analogy between the spreading of malware in cyberspace and the
spreading of diseases in the real world. Lastly, we draw from Staniford et
al. [166], who propose the "contagion" model that hardly leaves a trace for
detection mechanisms to pick up on.

4.5.1 Pandemic Malware
A "pandemic" is defined [22] as the rapid spreading of a disease across an

extensive geographic space, usually affecting many individuals. We draw an
analogy from this example to the ICT realm and reuse this term to refer to
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the first category of smart grid malware. This type of malware is generally
rapidly spreading, with the objective of aggressive propagation to as many
victims as possible. The main goal of pandemic malware is the almost im-
mediate infection of large areas of the network before countermeasures can
mitigate it.

According to our investigations in Section 8.1, aggressive and noisy mal-
ware were preferred in the past, but recent developments have shifted to-
wards stealthy, highly complex and modular types. Although techniques of
rapid spreading techniques are not obsolete, modern detection mechanisms
can today better identify and counteract them. Strong security implementa-
tions likely leave little attack surface for such malware types. Monocultures,
however, increase propagation speeds and could, therefore, encourage a new
generation of aggressive malware. In combination with hypothetical widely
available zero-day vulnerabilities, such aggressive malware harbors the poten-
tial to spread quickly. This could have catastrophic consequences if critical
infrastructures are affected. Zero-days may, however, be too expensive for
malware of such a low sophistication level. Yet, delayed updating processes
of recently discovered vulnerabilities typically leave a window of opportunity
for pandemic malware, which may not be beyond the financial capabilities
of attackers that can craft such malware. It may, however, be acquired on
the black market [134].

Characteristics native to pandemic malware types include noisy scanning
methods such as blind scanning or topological scanning, cf. Section 4.4.2, as
well as simple payload construction, e.g., monomorphism, cf. Section 4.4.4.
The evolution of malware shows that such aggressive types are often opti-
mized for speed and do not implement much if any modularity, decreasing
its overall complexity. We consider pandemic malware to be viable in the
Internet landscape with a number of widely deployed services, but less likely
to be so in a smart grid. Although it may find its way into a smart grid con-
trol network through improperly configured security mechanisms, modern
heuristic detection should be capable of detecting such attacks.

Due to its simple design, the payload size has a general tendency toward a
small file size without modularization options and few on-board features. Ac-
cording to |23,31,59,114,131,147,147,158,166| the smallest file size recorded
is 400 bytes. The largest file size in this set is 60 kb. Therefore, we choose
500 bytes for our pandemic malware model. Furthermore, we chose a scan
rate of 100 scans per second to represent aggressive scanning behavior for
this malware category.
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References and Significant Features

Real-world malware exhibiting features relevant to pandemic malware in-
clude: Code Red 1 and 2 [23,131,147|, Nimda [23,166|, Slammer [114,147],
or Conficker [31,59,158].

The following list summarizes the most significant features:

High propagation speeds at the expense of stealthiness.

Aggressive scanning methods, that follow a topological subnet scan.
Self-carried payload type and a simple, monomorphic architecture.
Few propagation vectors predominantly in homogeneous topologies.
Simple or older vulnerabilities.

Presumably optimized for extortion or disruption attacks as espionage
requires much greater stealthiness.

No modularity, low complexity, therefore, low investments.

Countermeasures

Regular security updates prevent low-complexity attacks by closing
known vulnerabilities.

High analytic speed in modern reactive security measures are of rele-
vance due to the extremely high speed of infection rates expected.

Heuristic detection should suffice to contain such types.

Building critical infrastructures as monocultures should be avoided.
Strong attack-resilience measures help mitigate attacks.

Fallback systems help mitigate attacks and prevent collapse.
Emergency restoration methods help mitigate attacks.

Strict firewall rules with application white-listing decreases the versa-
tility of malicious environments.

Network segmentation prevents propagation.

Strict access management confines users to specific controlled environ-
ments.
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4.5.2 Endemic Malware

The term "endemic" refers to the constant presence and prevalence of a
disease in a population within a geographic area [22]. We use this term to
name the category of stealthy, persistent malware. Endemic malware types
are modular, polymorphic, and can have multiple propagation vectors, thus,
carry additional versatility. Modularity provides stealthiness features, mini-
mizing the footprint, depending on local conditions, and allows for a multi-
tude of payload-types with various attack-goals. Even though modules suit-
able for smart grid devices have not yet been seen in the wild, one must
assume they will exist in the near future, especially when considering devel-
opments such as PLC-Blaster [108,165]. Furthermore, modularity at a smart
meter scale can, in part, overcome the challenges of targeting heterogeneous
network topologies through the use of multiple modules.

Various encryption and code obfuscation methods, e.g., polymorphism, aug-
ment defensive features and various propagation vectors increase reach, espe-
cially across air-gaps. Most endemic malware types considered in Section 8.1
are capable of network scanning and propagation. Yet, they utilize discov-
ery methods that do not produce an excessive amount of network noise, e.g.,
hitlist-, permutation-, or distributed scanning. They are, however, detectable
by modern reactive defense measures, which should motivate utilities toward
implementing anomaly detection.

Our samples exhibit many persistence mechanisms. They are, however, so-
phisticated in the sense that endemic malware is difficult to purge from
a network. Examples are discussed in Table 28, where we argue that eva-
sion of anti-malware-tools, memory residency, code obfuscation, multi-layer-
encryption, and reinfection are state of the art features in this category.

Endemic malware has a complex payload design with a general tendency
toward large file sizes, although much of it comes from numerous on-board
features that can be added in modular extensions. According to [13,31,56—
58,70,95-97,123,169, 173,175| the smallest file size in this set is 500 byte.
The largest file size is 20 MB including hundreds of modules. We choose
5000 bytes for our endemic malware model to represent increased capabilities
compared to pandemic malware’s small payload (500 byte). Furthermore,
we chose a scan rate of 1 scan per second to represent its less conspicuous
scanning behavior.

References and Significant Features

This malware type represents generally stealthy, modular and persistent
malware, such as Sality [31,175], Regin [169], Aurora [70,95,123|, Stuxnet
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[58,123], Duqu 1 and 2 [13,96,173|, Flame [13,97|, BlackEnergy3 [56], or
CozyDuke [57].

The following list summarizes its most significant features:

Sacrifice of propagation speed for increased stealthiness.

Highly developed modularity allowing for a smaller footprint and
adding some stealthiness.

Polymorphism, which increases the stealthiness through code obfusca-
tion and encryption.

Multiple scanning methods allowing less conspicuous discovery.
Multi-vector propagation (using zero-day vulnerabilities).

Sophisticated persistence mechanisms such as detection-evasion, code-
injection, or memory-residency.

Countermeasures

This malware type presumes all defense measures included in the pandemic
model, supplemented by the following:

Reactive measures, e.g., anomaly based intrusion detection and event
correlation, that avoid the drawbacks of heuristic detection.

Permanent network segmentation and strict firewall rules to prevent
straight forward propagation.

Content filtering can prevent host infections via, for instance, watering
hole attacks or other drive-by downloads.

Social engineering education to prevent unwanted access.

4.5.3 Contagion Malware

The contagion malware type builds upon the concepts of Staniford et al. [166]
and represents malware that is especially difficult to discover. It propagates in
a manner that is difficult or not at all traceable by network-detection mech-
anisms. Such methods may include either offline methods, e.g., removable
drives, or highly obfuscated network channels, e.g., hidden communication
that appends on legitimate traffic in either direction of the data flow. There
are few suitable real world examples. For this reason, we include all malware
types that are notoriously hard to detect.
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Contagion malware has a very complex payload design with a general ten-
dency toward large file sizes, similar to endemic malware. Therefore, it can
utilize many modules and is capable of highly versatile application. Accord-
ing to [13,72,89,95,98,99| the smallest file size recorded is 500 byte. The
largest file size in our set is 2 MB, however, including all modules, thus, in-
cludes many modules we do not consider suitable for smart grid attacks. We
choose 5000 bytes for our contagion malware category to represent increased
capabilities compared to pandemic malware’s small payload.

References and Significant Features

The following list summarizes the most significant features of contagion mal-
ware. Some features are recycled from the endemic class, however, contagion
malware is taking stealthiness and persistence to a new level. Real world ex-
amples include Gauss [13,98,99|, Equation [95,99|, and AdWind [72,89,99].

The main features of contagion malware include:

e Highly developed modularity adding stealthiness and minimizing the
footprint on networks and hosts.

e Multiple covert network scanning methods or captured network-
information from the infected host.

e Multi-vector hidden propagation via zero-day vulnerabilities in an em-
bedded payload-type.

e Network propagation via hidden channels or non-network channels,
e.g., removable drives.

e Sacrifice of even more speed for increased stealthiness compared to
endemic malware.

e Metamorphism and therefore highly sophisticated stealth features, en-
cryption, obfuscation, and recompilation, further increasing persis-
tence.

e Other sophisticated persistence mechanisms, including detection eva-
sion, memory residency, service injection, or cleanup mechanisms.

e Firmware infection for added persistence against detection, even be-
yond host system recovery.

Countermeasures

This list presumes all measures included in the pandemic and endemic mod-
els, supplemented by the following:
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e Anomaly detection and event correlation extend across multiple segre-
gated networks.

e Permanent network segmentation with respect to the type of service
used alongside with anomaly detection, i.e., only specific services may
run inside smart grid VPNs.

4.5.4 Comparison of Smart Grid Enabled Malware

Unlike the pandemic model, the endemic and contagion models share one
common characteristic. They are hard to detect, which gives them a clear
advantage in stealthiness and persistence at the cost of speed. Table 12 ap-
plies the metrics from Section 8.1 onto the newly introduced smart grid
malware types and lists countermeasures discussed in the aforementioned
sections.

4.5.5 Illustration of a Threat Matrix for Smart Grid Enabled Mal-
ware

We illustrate a threat matrix, cf. Figure 16, to clarify the capabilities of
different malware types, as presented in [47]. The figure depicts features,
characteristics, capabilities, and particular strengths of the different mal-
ware types. The more sophisticated a malware feature, the more distant the
corresponding point is located from the diagram origin. Therefore, assuming
equal weighting for all features, a larger area represents a greater threat to
defenders.

General features, e.g., the development effort shows that pandemic malware
is simple, therefore, accessible to a larger group of attackers compared to
the more advanced malware types. The source code of some variants [134]
being accessible on the Internet as a template, even less skilled attackers can
modify and implement their own version.

Endemic and contagion malware require increased resources in terms of de-
velopment effort that may be a drawback for the attacker, thus, a benefit for
defenders. However, this increased effort coincides with advanced on-board
defense features against detection that are available in modular extensions,
and represents a benefit for attackers in terms of improved attack capabili-
ties.

Increased stealthiness features, which support reduced network scanning and
stealthy malware propagation in networks, on one hand decrease propaga-
tion speed and frequently coincide with increased development effort. On

70



Table 12: Three types of smart grid enabled malware - Significant features
and minimum countermeasures, as presented in [48]

to type of service

Metric Pandemic Endemic Contagion
Complexity / effort Low Medium High

g | Speed High Medium Low

£ | Scope Global Targeted Targeted

¥ | Payload Self-carried | Second-channel | Embedded

2.

S | Vectors Few Many Many

A | Modularity None Modular Modular

g | Scanning Aggressive Stealth None

‘€ | Payload transmission | Any Stealth Covert

£ | C&CH None Stealth ! Covert

A | Morphism Monomorph | Polymorph Metamorph
Evasion of anti- - v v

% malware tools

< | Memory resident = o v

g Obfuscation - v v

§ Encryption = v v?

< | Service injection - v v

Cq) Reinfection = v v
Cleanup / uninstall - — v

+ | Unpatched v v v

%) Vulnerabilities

& | Zero-day - v v
Security updates v v v

» | Heuristic detection v v v

% Avoid monocultures v v v

§ Resilience measures 3 | v/ v v

é Fallback systems v v v

g Emergency restore v v v

Z | Anomaly detecion v v v

< | Strict firewall rules v v v

Z | Access management v v v

&‘0:3 Content filtering - v v

© | Social engineering = v v

§ education

§ Network segmentation | — v v

S & event correlation
Network segmentation | — = v

Notation: (v') Yes, (~) Maybe, () No, (1) Encryption and obfuscation,

(2) Encryption and recompilation, (3) E.g., redundancies, secure topologies
or fallback-strategies, (4) Not simulated.
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the other hand, advanced on-board capabilities enable the malware to opti-
mize resource consumption in the network and/or on the host, supporting
advanced features, e.g., additional attack vectors, obfuscation capabilities,
or advanced scanning strategies. Figure 16 differentiates between general
features, network domain features, and host domain features.

An additional malware categorization is with respect to pre-infection, the
initial propagation phase, vs. post-infection, the operational phase. Pre-
infection includes all actions that happen in the first few moments of a mal-
ware lifetime. This is the instant in time when the malware must propagate
itself autonomously in a network. This also is the time frame we simulate in
Section 9.

The operational phase, however, represents the malware’s capability to stay
hidden (unobserved) and persistent for an extended period. This includes low
CPU usage by the malware such that defending software may not identify
CPU overload for a system that is supposed to operate within certain spec-
ifications. Failure of the malware to do so opens opportunities for defending
software that can detect either processes on the host that act suspiciously or
excess network traffic for malware C&C or propagation activities. However,
we discuss them with the defensive measures listed in Section 10.

Other host based features that correlate well with the development effort
include the malware’s payload structure, as discussed in Section 4.4.4. A
monomorphic payload represents a simple construct that may change in size
but produces similar signatures. Therefore, it can be detected reliably when-
ever heuristic signatures are available. A polymorphic payload complicates
detection by scrambling its shape and size through encryption. Still, de-
crypted payloads will produce identical signatures on the local drive of the
host, being detectable by heuristic methods. Malware featuring metamor-
phic payload requires the higher development effort, varying in size, shape,
encoding, and encryption. Moreover, recompilation on the host system can
be used to obfuscate any trace of the payloads presence, cf. [89].
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Development effort:

1: High
2: Medium On-board defenses:
3: Low 1: Low

Modularity and
attack spectrum:

Scanning behavior:
1: Topological Scan

2: Hit-List Scan 1: LOW.
3: Passive Scan 2: Medium
. 3: High

Payload propagation:
1: Self-Carried
2: Second-Channel

Payload construction:
1: Monomorphic
2: Polymorphic

3: Embedded N 3: Metamorphic
oo
3
o
\\{@° Network Stealthiness of CPU -
QO;%E“" stealthiness: resource consumption:
& 1: Low Stealthiness of 1: High
2: Medium C&C traffic: 2: Medium
3: High 1: Low
2: Medium
3: High
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . Pandemic Malware
T B Endemic Malware
|More covered area represents a greater threat for defenders | [ Contagion Malware

Figure 16: Ilustration of a threat matrix of smart grid enabled malware, as
presented in [47]
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4.6

Vulnerability Abstraction

For our simulations we assume that the smart grid infrastructure has not
been updated for a time, leaving the security level unpatched. We make the
following assumptions in terms of vulnerabilities:

We generally assume zero day vulnerabilities in the application layer
[83], thus, in the implementation of software on smart grid devices
including the field nodes, smart meters, control equipment, gateways,
industrial computers, servers, and other equipment.

These vulnerabilities are assumed to affect all node types, as can occur
in monocultures of devices, cf. [106,116], allowing remote code execu-
tion and administrator rights (privilege escalation) on all host systems.
Therefore, infected hosts can appear to be any other type of node to-
ward victims (spoofing).

We assume that all malware types (lesser and more capable types)
can exploit the vulnerabilities, otherwise we cannot compare the three
malware classes. Thus, advanced malware (endemic and contagion) use
zero day vulnerabilities to propagate, while simple malware (pandemic)
use known but unpatched vulnerabilities.

We exclude vulnerabilities concerning well established and tested pro-
tocols and methods, e.g., IP, OLSR, and PLC. Therefore infections
only commence upon direct communication between nodes, and not as
drive-by infections along the way of routing or switching nodes. This
results in no infection of hop-nodes in mesh networks which only pass
packets on. See Figure 17 for an illustration of the infection path from
a LL-node (origin) to the gateway (target).

We assume a layer 2 vulnerability [83] in one simulation model, namely
the decentralized topology. Section 9.3.4 elaborates on the network
structure. Therefore, infected nodes can directly connect to nodes in
a neighboring network, thus, jump into another mesh network, with-
out going through legitimate channels, i.e., the gateway and backhaul
infrastructure. However, all other topologies follow a strict segmenta-
tion between different sub-networks. We introduce this exception due
to limitations of the OLSR protocol whereby we cannot simulate one
large mesh network with hundreds of nodes. Since the decentralized
topology is altered from the theoretical model, cf. Section 3.4.4, we
have to model it with a backhaul infrastructure and sub-meshes.
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5 Malware Propagation Simulation Model

Notice of adoption from previous publications:

Parts of the contents in this section have been submitted for publica-
tion in [46]. We introduce metrics on evaluating malware features, such
as propagation, scanning, or infection ratio, among others. The authors
main contribution was the development of the metrics and the malware
models. The co-authors contributed additional benefit to testing, over-
hauling the metrics, plausibility checks, and the limitations of those met-
rics.

This section includes the basics for our simulation model. We outline different
technological abstractions, the models capabilities, its performance, and all
basic assumptions relevant to the simulation environment. Our simulation
model is based on the ns3 simulation environment [137]. It was developed by
a collaboration of the author and a student working on the diploma thesis
(work in progress) as proof-of-concept on malware attack simulations. The
author of this work expanded the simulation model upon additional network
topologies and malware features.

5.1 Methodology

Our approach for achieving results that satisfy our research questions, cf.
Section 1.3, uses our theoretical malware models published in [39,44,48|, the
network topologies from [44], and the simulations that support those theo-
retical works, cf. [46]. We use ns3 [137] which supplies many basic models,
however, we modify some of these models for our malware and topology im-
plementations. ns3 is an open source platform and based on C++, thus, our
models could be reused by other researchers. We utilize network simulations
because of their scalability and reproducibility. Additionally, the develop-
ment of real malware implementations operating in existing smart grids are
not an option for security reasons. Furthermore, there are no fully equipped
smart grids available for testing yet.

Our goal is to show what could, in future, become reality when smart grids
are widely deployed. Aside from theoretical considerations and simulations,
there are alternative methods that could be used for researching malware in
smart grids. Mathematical models could be developed to formulate the pro-
gression of malware propagation, that represent our generic malware models.
For this reason we present calculation metrics, cf. [46], that cover most as-
pects on, e.g., malware scanning, propagation, and infection ratios, that can
be used in theoretical models as well as in simulation. Furthermore, emula-
tion in a hardware in the loop approach could provide enclosed environments
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for testing real hardware with malware implementations. However, these test
farms would have to be secured well, because if real implementations of those
attack technologies are being developed, one must also invest in vulnerabili-
ties of existing devices.

5.2 Technological Abstraction

This section includes the technological abstractions of communication tech-
nologies. We establish our simulation environment by describing the link
technologies used and define the behavior of hosts, and malware.

e The LL-nodes, i.e., smart building managers, and the ML-nodes, i.e,.
regional control nodes, are allowed to act autonomously and push data
or begin sending on periodic pull request from higher level nodes, as
was described in Section 3.4.

e We assume infected nodes can spoof other types of nodes, e.g., gate-
ways, expanding their capabilities to operating modes they should oth-
erwise not posses. Furthermore, malware can change its host-behavior
to imitate legitimate ML-nodes and contact other nodes, e.g., fake up-
date servers, or fake control nodes.

5.2.1 Wired Link Technologies

We discussed established communication technologies that can be used in
smart grids in Section 2.2. Table 3 elaborates on coverage areas and scope.
The following list include arguments for selecting certain link technologies
and exclude others. Furthermore, we discuss the technological abstractions
of our model. We limit our model to optical fiber and PLC technologies that
are used as example technologies because of their characteristics and their
likelihood for future deployments.

e We assume that those topologies that use wired links between HL-
nodes and ML-nodes are based on optical fiber. According to WSTW
[184] maintenance and construction work on the power grid is generally
used to lay down spare tubes or optical fiber cables parallel to the power
lines during construction work. The reason for using optical fiber is
that magnetic fields induced by the power lines cannot influence the
communications link. We assume WDMA over multi-mode optical links
as described in [130] as the established technology.

e The maximum optical link transmission speed is limited to 40 GBps
over a maximum link length of 800 meters between ML-nodes and
HL-nodes. [119,184]
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e We assume that the wired links between LL-nodes and ML-nodes are
based on PLC. Due to the LL-ICT network size, we consider it unfea-
sible connecting every household with a dedicated optical link in the
near future.

e Although, commercial DSL networks are widely available, we restrict
our choice of link technology to dedicated lines under the control of the
network operator due to security considerations. Therefore, we do not
operate this critical infrastructure over external networks. We utilize
PLC and FDMA, which delivers according to [107,156,187| good us-
ability and high scalability up to distances of 1000 m, while retaining
tractability on multiple branches connecting to one point.

e The maximum PLC transmission speed is limited to 1 Mbps over a
maximum link length of 1000 meters between LL-nodes and ML-nodes.
[74,107,156]

5.2.2 Wireless Link Technologies

We discussed established communication technologies that can be used in
smart grids in Section 2.2 and Table 4. However, we limit our simulation
model to WiFi and wireless M-Bus based mesh networking. Therefore, we
do not consider satellite, Z-Wave, WPAN, and WiMax. Additionally, we
exclude the use of mobile carrier networks (3G, 4G, 5G) from our simulation
model because critical switching operations require emergency bandwidth,
that cannot be guaranteed in external networks that are not within the
control of the utility company. Furthermore, 3G is known for its insecurity as
discussed in [88]. We are not convinced that sharing an external media with
a commercial provider meets the security requirements necessary for power
switching operations, cf. defense measures in Section 10. The following list
summarizes the assumptions on wireless technologies:

e Wireless communication is modeled with an OLSR based radio mesh,
owned and operated by the utility company. However, we assume this
communication channel is End-to-End (E2E) encrypted and not shared
for commercial purposes due to security considerations, thus, we sim-
ulate a dedicated infrastructure.

e The main considerations to prefer the OLSR protocol over other mesh
protocols is its prevalence as a renowned standard in mesh network-
ing among proactive protocols. Being a proactive protocol, each route
through the network is calculated before hand, which is beneficial in
terms of delay performance. Since we utilize an extremely static topol-
ogy proactive protocols are beneficial over reactive protocols, i.e., lower
control message requirements.
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e There are several scenarios, cf. Section 5.5, where nodes communi-
cate via OLSR mesh network. We assume that the necessary band-
widths will be achievable inside the 2.4 GHz and 5 GHz IEEE 802.11
bands. Additionally, a cognitive radio approach including the 440 MHz
licensed radio band provides stable bandwidth across several frequen-
cies, cf. Table 4, would be possible. According to Kamstrup [91] the 440
MHz band is capable of up to 500 m sending distance in urban areas,
at a reduced bandwidth of 1 Mbps and can, therefore, accommodate
smart metering requirements over larger distances.

e The OLSR protocol requires a minimum of 2 cycles multipoint relay
(MPR) selection until all nodes are known and initial control traffic
has settled, as discussed in [10,85,121|. Therefore, we allow three full
cycles before starting any simulation, to minimize the OLSR impact,
thus, we simulate established networks.

e We conduct initial simulations, cf. Section 9.1.3, on the emergence of
control messages and how they impact the network. Although we limit
our maximum network size to 70 nodes, we also limit the OLSR pro-
tocol for longer control-message cycles. According to [10,143,168|, the
OLSR control message interval can be increased for stationary net-
works. This is due to the limited scaling capabilities in dense and large
networks, with a changing topology. We, however, use an extremely
static topology. Therefore, OLSR does not need to converge control
messages every b seconds as per the standard, cf. [139]. After discussion
with the ns3 OLSR-model developers, we conclude to set the interval
to 500 seconds instead of 5 seconds for all simulations because our node
locations never change.

e The OLSR-mesh link bandwidth decreases according to the ns3 phys-
ical model which is based on wireless signal propagation, therefore,
dependent on the link distance.

5.2.3 Link Technologies Comparison

Figure 17 illustrates our network abstractions. All nodes of the same type
are identical, however the link technologies between them vary. While mesh
networks allow benefits in terms of resilience to node failure or links, they
are also expected to provide those same benefits for attackers that can utilize
alternative routes to infect victims. We illustrate this with many available
connections that could be used by, e.g., the least costly connection for legit-
imate traffic, and optimized malware propagation. Wired links on the other
hand are confined to strict routes, that are predefined by the power grid
topology, cf. Section 3.5, providing better control over the data flow. Fur-
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Wireless (Mesh) Network Wired Communication

Legitimate Traffic Malicious Traffic Power Line Carrier, Optical Fiber
M Gateway @ Field node Field node (inactive) —» Legitimate Traffic
M Gateway (infected) @ Field node (infected) — Inactive llnk —» Malicious Traffic

Figure 17: Topology Abstraction

Table 13: Advantages and disadvantages of link technologies

’ Technology ‘ Key benefit Key drawback ‘ Scope ‘
Optical- High transmission rates High cost, needs fitting | WAN -
Fiber over long distances during construction. MAN
PLC Utilizes the existing Limited crosstalk capa- | MAN -

power infrastructure bility, limited distances | NAN
WiFi Mesh | No need for excavation, May require antennas NAN -
or M-Bus no maintenance of cables | outside the buildings HAN

thermore, we assume WDMA and FDMA for wired connections, cf. Table
14, thus, resulting in P2P connections.

Table 13 provides an overview of the key benefits and drawbacks of all link
technologies we use in our model. The OLSR-mesh speed [91] is generally
lower than optical fiber speeds [119] but faster than low bandwidth PLC
links [107, 156, 187], cf. Table 14. The wireless link speed depends on the
distance between nodes by the physical propagation model.

Table 14 summarizes the link technology, link speeds and transmission modes
used in the simulation model.

Table 14: Technical Data Comparison of Link Technologies

| Technology | Link Speed [Mbps] | Mode | Reference |
Optical Fiber | 40000 WDMA | [119]
PLC 1 FDMA | [107,156,187]
WiFi Mesh 11 (Physical OLSR [91]
propagation model)
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5.3 Capabilities of the Simulation Environment

We defined the goal of this work, cf. Section 1.3, to develop effective detec-
tion metrics and countermeasures. For this we develop a simulation envi-
ronment that can simulate three types of malware in four types of network
topologies. All aspects, the malware behavior, the network topologies, and
the evaluation metrics have been optimized for smart grid implementation
and presents extrapolated possible future developments. We developed our
simulation models with future works in mind and included a random seed
function that can be turned on, affecting three parameters; The start time
of native traffic, the initial target selection of patient zero in the propaga-
tion function, and a random time interval added to the exploit time on each
host. We, however, aim to achieve reproducibility for all simulations, thus,
we are not iterating each parameter in hundreds of simulations. Therefore,
as discussed in Section 9.1.2; large scale statistical analyses are out of scope.
However, we touch on the issue in the improvement section, cf. Section 11.7.
Although we include several tests that outline the simulation environment,
cf. Sections 5.3.1 and 5.3.2, the random seed function is limited by the fol-
lowing;:

e The random start condition of the native traffic is translational invari-
ant, only shifting the native traffic alongside the time axis, parallel to
malicious traffic.

e Random target selection (patient zero) behaves isomorphic, as iterating
every node leads to arrival at the starting point.

e The host infection (exploit) time includes a small random component
(< 1 ms). However, we minimize the exploit time on all hosts because
it is out of scope for detailed network analysis, thus is negligible, and
we deactivate the random component.

5.3.1 The Effect of Increasing the Wireless Distances

Initial simulations conducted in wireless mesh networks to set our basic simu-
lation environment show that a wireless distance of 0 and 200 meters between
the nodes has no significant effect on the propagation of malware. Section
9.1.1 elaborates on these results. This is true up to a maximum network
size of 80 nodes. However, in networks with more than 80 nodes the increas-
ing number of nodes influences the required control traffic, thus, the link
bandwidth is consumed in the process. According to Palma et al. [143] and
Audeh [7] large mesh networks degrade in performance with increasing node
numbers. The control traffic on mesh networks does not scale indefinitely,
therefore, increases at the cost of bandwidth. This is true for most mesh net-
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work protocols, unless they operate with a hybrid infrastructure including
wired backhaul links alongside with the wireless mesh and relieving control-
and routing traffic from the mesh.

Therefore, we limit our approach to a maximum network size of 80 nodes per
mesh, cf. [7,143] and Section 9.1.2, leaving us with a hybrid infrastructure
that consists of mesh networks connected via wired backhaul links for the
cell- and mesh topology. Additionally, we interconnect all mesh networks via
bridge nodes, i.e., nodes that are located at the border of a mesh network and
have an additional network interface for neighboring networks to overcome
this pitfall of mesh technology with the decentralized topology. These limita-
tions lead to partial loss of network resilience against node failure, however,
we do not consider node failure in our simulations. The simulation time gen-
erally commences until full infection is achieved or the simulation concludes
that all nodes have been tried for infection. Furthermore, at a maximum mesh
size of 80 nodes, cf. Section 9.1.1, the wireless distance between the nodes
has no significant impact, reducing the complexity of our model. Therefore,
we generally limit the simulations to a node distance of 108 meters, i.e., the
mean value shown in Figure 14(b) for our statistical abstractions of the ML-
nodes. This distance seems reasonable since each simulated node represents
12 apartments in a city district, as elaborated in Section 3.5.2.

5.3.2 Simulation Performance of the Mesh Network Models

In this section we discuss the performance of the mesh-based simulation
environment and its maximum total simulation size. This section concerns
the basic setup of the mesh topology and the decentralized topology be-
cause we simulate many mesh nodes. The other topologies may utilize mesh
technology in a reduced capacity, thus, are within the maximum amount of
nodes. Section 9.1.2 includes detailed simulations and figures that illustrate
the performance of the overall network model according to large scale sim-
ulations up to 3000 nodes. We initially had the suspicion that 3000 nodes
i.e., necessary to accommodate the parent data set, cf. Section 3.5, may not
converge in one single network. Therefore, we split the mesh networks into
sub-meshes and use a backhaul infrastructure between gateway nodes. This
hybrid infrastructure allows us to accommodate a greater number of nodes
over several sub-networks.

Additionally, we discovered that the simulation environment can be repro-
duced several times and represent a much larger set of nodes. Due to the clus-
tered nature of the sub-mesh-based approach, we assume that for instance
another set of (copy of) all node types represents a different city district of
the same structural makeup. Therefore, we setup our model to represent on
section of the city, instead of all, to provide results with a reduced number of
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total nodes, relieving computational effort. The simulation model cannot be
split over multi-core clusters, due to the ns3 mesh-model, that is restricted
to multi-core precessing only in P2P networks. We test several scenarios that
allow us to reduce the size of the simulation environment, cf. Section 9.1.2.
Therefore, we set the largest overall network size to 576 nodes, with 64 nodes
per mesh network and 9 mesh networks, cf. Section 5.5. We summarize these
changes in Table 16.

5.4 Simulation Topology

We base our simulation models on the theoretical models introduced in Sec-
tion 3.4, cf. Figure 7, and the parent data set available in Section 3.5.1. The
simulation topologies below elaborate on the parameters harmonized from
the parent data set, summarized in Table 16.

5.4.1 Centralized Topology

The centralized topology, cf. Figures 7.a and 18, includes 31 LL-nodes per
ML-node, 18 ML-nodes, and 1 HL-node. All nodes are connected in star
topology to the next hierarchy level and all communication links are wired
in a dedicated infrastructure. The ML-nodes are connected to the HL.-node
via optical fiber links. The LL-nodes are connected to the ML-nodes via

PLC.

Centralized-Topology

= O ]

9 1 HL-Node

=y

a

=%

S

E' OO0O00000O0O0OOOOOOOQOO 18 ML-Nodes
OO0AAO00000d ~ 777 ...

S 00000000000

i 00000000000 ©000000000

" 00000000000 31 LL-Nodes
Hi 0000000000 per ML-Node

Figure 18: Simulation Topology - Centralized Configuration
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5.4.2 Cell Topology

The cell topology, cf. Figures 7.b and 19, includes 31 LL-nodes per ML-
node, 18 ML-nodes, and 1 HL-node. The LL-nodes are connected in star
topology to the ML-nodes, thus, there are 18 low level sub-networks each
with a dedicated ML-node as its master. All ML-nodes are connected via a
wireless mesh network, while several uplinks (every 6th ML-node) connect
them to the HL-node. The reason for using uplinks from selected ML-nodes
is that those are connected to the optical fiber network, representing the
closest possible approximation to the existing topology, cf. Section 3.5.1.

Cell-Topology

E 1 HL-Node
=y

=

e

9 Mesh 18 ML-Nodes
o $0000000Q00O000OQO | in Mesh Con-
= figuration
H 00000000000

O 0000000000

: Q0000000000 31 LL-Nodes
o 0000000000 per ML-Node

Figure 19: Simulation Topology - Cell Configuration

5.4.3 Mesh Topology

The mesh topology, cf. Figures 7.c and 20, includes 63 LL-nodes per ML-
node, 8 ML-nodes, and 1 central HL-node, whereas the HL-node aside from
the backhaul infrastructure also manages one sub-mesh network. Therefore,
all 9 sub-meshes have a dedicated gateway (ML-node or HL-node) and are
connected via a backhaul infrastructure. Since the backhaul infrastructure is
not immune to the attack, lateral infection is possible when gateway nodes
are infected.
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Mesh-Topology
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Figure 20: Simulation Topology - Mesh Configuration

5.4.4 Decentralized Topology

The decentralized topology illustrated in Figures 7.d and 21 includes 63 LL-
nodes per ML-node, 9 ML-nodes, and no central HL-node. All nodes are
organized in 9 mesh networks which are connected via a backhaul infras-
tructure as elaborated in Section 5.4.3.

Decentralized-Topology

=3 0 HL-Nodes
= Layer 2 vulnerability
E between mesh networks
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O OOOOO OOOOO OOOOO OOOOO OOOOO OOOOO m €s on-
1109690 :09690:09690 0969009620 {09690 figuration
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Figure 21: Simulation Topology - Decentralized Configuration

We do not simulate one large mesh network as introduced in our theoretic
model (Section 3.4.4) due to limitations with decreasing performance at in-
creasing node numbers (Section 9.1.2). Therefore, we setup the decentralized
topology with a sub-network approach and connect them via a backhaul in-
frastructure. Furthermore, we connect the subnetworks directly via border
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nodes that can communicate also with the neighbor network, that allows in-
fecting nodes that are in radio range regardless of sub-network segmentation.
This vulnerability is giving attackers the capability to move laterally even
without the backhaul infrastructure. We allow the malware model to priori-
tize this lateral movement vulnerability, cf. Section 4.6, over the application
layer vulnerability that is used to move over the backhaul infrastructure.

5.5

Scenarios

The smart grid specific malware types introduced in Section 4.5 are simulated
across the topologies introduced in Section 3.4. Table 15 maps the scenarios
to all topology types and malware types.

Table 15: Scenario overview

’ Scenario name and number ‘ Topology Malware
0.1 | Maximum mesh-size, cf. Section 9.1.2 Decentralized ! | Endemic
0.2 | Maximum overall network size, cf. Decentralized ! | Endemic

Section 9.1.2
0.3 | Increased OLSR message cycle, cf. Decentralized ! | Endemic
Section 9.1.3
0.4 | Network segmentation and Monocultures, | Decentralized ! | Endemic
cf. section 9.2
1.1 | Centralized pandemic, cf. Section 9.3.1 Centralized Pandemic
1.2 | Centralized endemic, cf. Section 9.3.1 Centralized Endemic
1.3 | Centralized contagion, cf. Section 9.3.1 Centralized Contagion
2.1 | Cell topology pandemic, cf. Section 9.3.2 | Cell Pandemic
2.2/ | Cell topology endemic, cf. Section 9.3.2 Cell Endemic
2.3 | Cell topology contagion, cf. Section 9.3.2 | Cell Contagion
3.1 | Mesh topology pandemic, cf. Section 9.3.3 | Mesh Pandemic
3.2 | Mesh topology endemic, cf. Section 9.3.3 | Mesh Endemic
3.3 | Mesh topology contagion, cf. Section 9.3.3 | Mesh Contagion
4.1 | Decentralized pandemic, cf. Section 9.3.4 | Decentralized Pandemic
4.2 | Decentralized endemic, cf. Section 9.3.4 Decentralized Endemic
4.3 | Decentralized contagion, cf. Section 9.3.4 | Decentralized Contagion

Notation: (1) Mesh clusters with a large number of nodes represent our most
challenging test-case.

Table 16 elaborates on node and link numbers and their connection type for
each topology used in the simulations.
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Table 16: Topology settings for main scenarios in detail
Centralized ‘ Cell ‘ Mesh | Decentralized

HL-nodes # 1 1% ik 0

ML uplink 18 3¢ |8 0

ML-nodes / gateways | 18 18¢ |8 9d

LL uplink 31°¢ 31 ¢ | Mesh f | Mesh f

LL-nodes 31 ¢ 31¢ 638 63 &

Total nodes 577 S77 | 576 576
Legend

Each sub-mesh connects to the backhaul infra. via its gateway.
g) Per mesh network.

5.6 Parameters

Table 17 elaborates on all parameters, i.e., input variables, and all levels,
i.e., values of parameters, used in our simulation model.
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Table 17: Parameters Summary

Parameters Level ‘ Reference

Random seed Random ! Section 5.3
Topology type 4 types Section 3.4
Number of HL-nodes 1, depends on topology Section 3.4

Number of ML-nodes
Number of LL-nodes
Number of dwellings
Sending Cycle ML link
Sending Cycle LL link
Wired distances
Wireless distance a

Wireless distance b
Link speed optical fiber
Link speed PLC

Link speed Wifi / M-Bus
OLSR converge time
Native traffic size
Malware type

Scan rate pandemic
Scan rate endemic
Payload size pandemic
Payload size endemic
and contagion

Exploit time

Patient zero node
Infection start

31, depends on topology
567, depends on topology
12 per LL-node

100 [kB/s]

100 [kB/60s]

200 [m]

100 |m| in mesh and
decentralized topology
400 |m] in cell topology
40 [Gbps|

1 [Mbps|

Physical model 2

500 [s

100 |kB] per node

3 Types, cf. Section 4.5
100 [1/s]

1[1/s]

500 [B]

5000 [B]

0.001 [5]
Node 0 (LL-node)
400 [s]

Section 9.1.2
Section 9.1.2
Section 3.5.2
Section 6

Section 6

Section 3.6.1
Section 3.6.2

Section 3.6.2
[119]
[107,156, 187]
[75,91]

Section 5.3
[5.6]

[48]

Section 4.5

Section 4.5

Section 4.5

Section 4.5

Section 4.4.4
Section 4.4.1
Section 5.3

Notation:

(1) Used as a fixed value, but could be randomized in future works.
(2) Can be changed to another propagation model, IEEE 802.11b.

B = Byte
bps = bit per second
m — meter

s = seconds
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5.7 Verification

We base our simulation model, cf. Section 5, on our theoretical investiga-
tions in Sections 3 through 4 as published in [44,48]. These works represent
state-of-the-art research that include a wide range of network topologies in-
cluding in depth evaluation of the most significant malware features. We
isolate these features and topology metrics and reproduce them in the ns3
simulation environment with the support of tested standard models [137].
The malware attack model was developed by the author (concept, develop-
ment, and programming) in cooperation with a student (programming) and
based on the theoretical models introduced in [48]. The topological models
were developed by the author and are based on [44].

5.8 Validation

We expect the validity of the simulation models to be similar to real world
attacks as per the evaluation of existing malware types, cf. Section 8.1. Our
results show that different malware types behave as expected from the state
of the art. It also shows, e.g., significant speed benefits of certain malware
types at the cost of stealthiness, and very slow propagation at heavily in-
creased stealtiness, and the increasing trend toward better stealthiness and
obfuscation features. We can confirm these results in our simulations, cf.
Section 9.3, for all malware types that were modeled.
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6 Malware-Attack Evaluation Metrics

Notice of adoption from previous publications:

Parts of the contents in this section have been previously published in
[46]. We introduce metrics on evaluating malware detection, propagation,
infection ratios, and attack-efficiencies. The authors main contribution
was the development of the metrics and the malware models. The co-
authors contributed additional benefit to testing, overhauling, plausibility
checks, and their limitations.

According to research question 3, cf. Section 1.3, we elaborate on metrics
that are used to evaluate the behavior of three malware types in four network
topologies. They include, scanning stealthiness, scanning efficiency, propaga-
tion stealthiness, propagation efficiency, infection ratio, infection efficiency,
infection duration, noise suppression efficiency, attack-efficiency, and attack-
defendability. The data that is extracted from our simulations can be pro-
cessed with these metrics in order to compare the malware behavior. All
simulations follow our communication model, as illustrated in Figure 6. Ad-
ditionally, we extended our calculable metrics upon theoretical metrics that
extend our model upon potential support for future work, namely attack-
containment and attack-resilience. They consider numerous defensive solu-
tions that are not simulated. We include a full set of all notations used in
these metrics in Table 21 at the end of this section.

6.1 Methodology

We develop these metrics to present calculable output for our simulation
environment for comparison of different malware types in different network
topologies, and to satisfy our research questions, cf. Section 1.3. They repre-
sent our basic evaluation. However, because of security reasons it is impos-
sible for us to develop real malware which could run in existing smart grid
environments of emulated hardware in the loop test benches. Our goal is to
show what attack vectors could, in future, be possible when smart grids are
widely deployed, focusing on the future development of malware.

6.2 Node Infection Ratio

We define the infection ratio (Riyy), i.e., the ratio of all nodes that are infected
during the simulation, within the interval [0, 1], where zero means no node is
infected and one means all nodes are infected. Generally, field nodes have one
network interface. However, the gateway nodes, representing the connecting
nodes between different networks, can have several network interfaces, one
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for each sub-network. They are not counted as separate interfaces per node
in Formula 1, because each inbound connection that infects a node also
infects all of its interfaces, cf. Section 3.3. Therefore, njos and n;,r unify
those network interfaces in one node. Furthermore, we define that each node
may only operate one network interface per network, thus, nodes with several
network interfaces must connect to as many networks as they have interfaces.

It is defined as follows:

Notation:

s = Number of sub-networks

ninf(i) = Number of infected nodes in sub-network i
Nhost(1) = Existing number of nodes in sub-network i

Rmf € [O, 1] ZS i (z)
i=1"tinf

Rin == S .
/ D im1 Mhost (%)

(1)

Consequently, the ratio of clean nodes (Rcieqn), 1-€., the percentage of nodes
that have not been infected, is defined as follows:

Rclean =1~ Rznf (2)

6.3 Infection Durations

We define five points in our simulation when significant events occur:

e We start our simulation, i.e., we set the simulation time to 0, when
patient zero is infected manually. Patient zero is the result of the ini-
tial attack vector being successful which can include any number of
attack types, e.g., physical access to the LL-node, lateral movement
from local IoT devices, or lateral movement from an RTU in the en-
terprise network. Furthermore, we note that patient zero could be set
to any node in our simulation model, however, decided to restrict it to
LL-nodes for our simulations. The reason for this decision is that LL-
nodes represent the most easily accessible nodes, the least protected
nodes, and also those nodes that have the longest propagation path for
a successful attack. Additional detail can be found in the improvement
section 11.7.

e The next significant point in time is met when the first gateway
(Tfirst.aw), i-e., the first ML-node is infected. The attacker now gains
the capability to either spy on the aggregated data of this node or
disable the communications and electricity supply to the entire sub-
network controlled by this particular ML-node.
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e The next point represents the infection of the control center (Tc. center),

i.e., the HL-node. Now the attacker has the power of shutting down all
nodes. However, selective spying on nodes is not possible, except for
the aggregated data that is sent to the control center.

Similar to the infection of the control center, the infection of the last
gateway (Tiqst.cw) provides the attacker with extensive power over all
ML-nodes. This is also the last instance at which trustworthy measure-
ments can be expected from any ML-node. At this stage the attacker
can spy on all aggregated data or disable communications and elec-
tricity supply to all gateways, regardless if the field nodes are infected.
Such an attack can destabilize the power grid as seen in the Ukraine
attack [34, 56].

Next, we define the point when 75% of all nodes are infected
(T759% nodes), at which the attacker has access to a significant num-
ber of nodes. This includes LL-nodes, ML-nodes, and the HL-node.
The chance that a specific target of interest is among them is high.
Furthermore, it opens additional attack vectors such as selective deac-
tivation of LL-nodes, selective data theft, building a botnet, or non-
permitted distributed computing on a large number of infected nodes,
e.g., Bitcoin mining.

Finally, we introduce the point during the infection process that marks
when all nodes have been infected ( T411.nodes), i-€. no more nodes can be
infected. Therefore, the malware does not spread any further. However,
it is possible that full infection cannot be achieved. The reasons being
packet loss on the communications link or that nodes are not scanned
by the malware algorithm, e.g., if errors exist in the hit-list. Therefore,
we define Tjgs node @s an alternative final point that represents all nodes
known to the malware that have been tried. Furthermore, Tj.st.nodes
being smaller or equal to Ty nodes marks the end of a simulation.

Summarizing our simulation is characterized by the following time instances:

Thrst.cw = Time until first gateway is infected.

Tc center = Time until the control center is infected.

Tiast.cw = Time until last gateway is infected.

T5% nodes = Time until 75% of all nodes are infected.

Tiast.node = Time until the last node is infected. Tigst.node < Tailnodes
Tulnodes — Time until all nodes on the network are infected.

T € 10, o]

In Figure 22 we show an example infection graph with the infection ratio R;,s
as a function of the infection time. Colored areas in the graph illustrate how
fast countermeasures would need to apply in order to prevent the malware
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Figure 22: Infection graph with significant infection times

to reach the next level of infection defined by these infection durations.

6.4 Minimum Malware Infection Duration

The minimum malware infection duration (Tinfect.min.) is @ theoretical limit
that represents the minimum duration that the infection of all critical nodes
requires depending on different malware types and network topologies. We
define Tipfect.min. @s the sum of minimum packet transmission times and
propagation delays for different link technologies, depending on the number
of links required to reach all critical nodes in a particular topology. The
transmission times and propagation delays are calculated for each link type,
malware type, and network topology. However, we exclude local node pro-
cessing time, queuing, congestions, and local traffic from this metric.

The packet transmission time is calculated by the payload size in bytes mul-
tiplied by 8 bit per byte divided by the theoretical link data rate bit per
second, cf. Table 17. The propagation delay is calculated by link length, cf.
Tables 9 and 11, divided by the propagation speed of wired and wireless
links.

Table 18 summarizes the minimum packet transmission time and propagation
delay for each link technology.
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Table 18: Minimum packet transmission time and propagation delay

Delays [ms] LL uplink | ML uplink | Mesh link
Pandemic ! transmission delay | 4 0.0001 0.3636
Endemic ? transmission 40 0.0010 3.6364
Contagion 2 transmission 40 0.0010 3.6364
Pandemic propagation delay 0.0002 0.0010 0.0003
Endemic propagation delay 0.0002 0.0010 0.0003
Contagion propagation delay 0.0002 0.0010 0.0003

Notation: ms = miliseconds, (1) Payload size is 500 byte, (2) Payload
size is 5000 byte

Table 19: Minimum malware infection time per required hop

Number of hops ‘ Centralized ‘ Cell ‘ Mesh Decentr.
Required ML uplinks 1 1 1 8
Required LL uplinks 1 1 n.a. n.a.
Required mesh links n.a. 1 4 4
Tinfect.min.pandemic [ms| | 4.0013 4.3653 | 1.4570 | 1.4647
Tinfect.min.endemic [ms] | 40.0022 43.6389 | 14.5488 | 14.5628
Tinfect.min. contagion |ms| | 40.0022 43.6389 | 14.5488 | 14.5628

Table 19 summarizes the minimum amount of hops required for infecting
all critical nodes in the topology, which includes all nodes required to suc-
cessfully conduct a destruction attack. Furthermore, it shows the resulting
Tinfect.min. Which is calculated with the sum of propagation and transmission
duration per hop. For instance, the first three topologies have a central con-
trol node which is sufficient to shut down the power grid, thus, the attack
does not need to infect all ML-nodes. This results in, e.g., two hops for the
centralized topology, i.e., LL-node to ML-node to HL-node, which are added
by their transmission- and propagation delays. The decentralized topology
does not have a central control node which means that all ML-nodes must
be infected to successfully attack the entire power grid.

Tinfect.min. could be calculated for all other attack types, e.g., if the attacker
aims to spy on all ML-nodes, or the attacker aims to spy on all LL-nodes.
However, we restrict all further metrics to our worst case scenario, i.e., the
destruction attack, intentionally inducing a blackout. We detail on this in
the improvement section 11.7. Therefore, we target either the HL-node or all
ML-nodes.
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6.5 Infection Efficiency

We define a time critical metric, namely the infection efficiency (Eipfection)
that represents the attack speed. Since we assume zero day vulnerabilities in
all nodes and for all simulations, we do not consider differences in hardware
or software, cf. Section 4.6. Ejpfection represents the theoretical minimum
reaction time available to defenders before all critical nodes are compromised.
This point is reached either by infecting the control center (T, center) or all
gateway nodes (Tjast.cw). At this point the attacker has control over all
subjacent nodes. If all critical nodes are infected early in the simulation, this
metric increases. Ejpfection is defined by the minimum malware infection time
( Tinfect.min.) that is theoretically possible, divided by the measured infection
time of the critical nodes (T¢.center O Tiast.aw), whichever comes first:

Einfection € |0, 1] where 1 means that malware manages to infect the critical
nodes in Tipfect.min. and 0 that not all critical nodes are infected or oo.

T. .
Zinfect-min. g topologies with a control center

T
Einfection = EZiin;i; (3)

for topologies without a control center
Tiast.aw

6.6 Scanning Stealthiness

We characterize the scanning stealthiness of malware by its scanning behav-
ior, i.e., how much "noise" a malware generates when scanning the network
for new victims (using ARP-scanning, cf. Section 4.4.2). We define the scan
ratio (Rsen) which represents the ratio of (successfully and unsuccessfully)
scanned addresses to all theoretically possible scans.

Notation:

Nhost(1) = Existing number of nodes in sub-network i

Naddr(1) = Number of theoretically available addresses per sub-network (i)
nsen(1) = Number of all scans for sub-network i

Rsen €10, 1] where 0 means no node, and 1 that all nodes are scanned

Ef:1 Nsen (7)
> i—1 Nhost (1) * (Nadar (1) — 1)

Roen = (4)

The denominator in formula 4 defines the scanning space, i.e. the number of
theoretically possible scans, when each node scans other nodes at most once
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but not itself:

Z nhost(i) * (naddr(i) - 1) (5)
=1

Therefore, each address may be scanned multiple times by different nodes if
a malware is not sophisticated to coordinate the scanning behavior. Different
scanning strategies discussed in Section 4.4.2, and defined for our malware
models in Sections 4.5.1 through 4.5.3, dictate whether a source node scans
the entire address space, a reduced address space, or does not scan at all.

Figure 23 shows an example of the scanning space for one subnet. Red dots
represent a scan that has been performed from a specific host (y-axis) to an
address of the address space (x-axis). Green dots represent the host did not
scan the particular address. The diagonal line of green dots identifies nodes
never scanning themselves. For our model we assume that one node scans
one target at most once, thus, no re-scanning by the same node if a scan
packet is lost. Using the scanning space, cf. Formula 5, the scan ratio, cf.
Formula 4, is defined as the number of scans that were performed, divided
by the theoretically possible scans. A higher value represents more detectable
traffic, thus, a lower scanning stealthiness. The ratio of unscanned addresses
(Ruysen) 1s illustrated by the green dots in Figure 23. It is defined as follows:

Ruscn =1- Rscn (6)

We represent scanning "noise" with the indicators R, and Rys., rather
than illustrations. Therefore, Figure 23 is just shown as an example and will
not be repeated for all malware simulations.

6.7 Scanning Efficiency

Furthermore, we define the efficiency of scanning (Es.y) that represents how
efficient a malware type is in discovering new targets among the available
addresses. As discussed in Section 3.3, ML-nodes and the HIL-node have
more than one network interface. However, we count them as one because
the hitlist, that is generated after infection, includes all interfaces of this
particular node. We define limiting boundaries for Formula 7, namely that
each node may only use one interface per network. Therefore, we calculate
this metric with infected nodes rather than interfaces. A higher value rep-
resents a less "noisy" scanning strategy. E., defines the infection ratio of
those nodes that are infected by scanning in the network to the number of
total scans. It is defined as follows:
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Possible Destinations in the sub-network that can be scanned

S
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Gl Node was scanned unsuccessfully or not scanned _ Node was scanned
Figure 23: Scan ratio of pandemic malware
Esen €10, 1]
S .
1 Ninf(1)) — 1
Escn — (Zl—i Z’ﬂf( )) (7)
> ie1 Msen(1)
where

(Z nmfa)) ~1 (8)
=1

represents all nodes that are scanned across all sub-networks ezcluding
patient-zero which is infected manually, thus, not scanned. Therefore, the
maximum efficiency is 100% when each scan results in one infection.

Eg.n, expresses a very strict definition of efficiency. 100% scanning efficiency
can only be achieved in two cases:

e One source node per sub-network scans all existing nodes and every
scan is a success. No packet loss occurs and none of the other hosts
participate in scanning. In this case all the scanning effort needs to be
taken over by one node, decreasing the scanning speed. In addition,
the scanning source is easily detected if the network is observed.

e The scanning is highly coordinated. One possibility is to use sequential
scanning where each node only scans and infects one node, then stops,
and the following node continues. Sequential scanning is slow and fails if
a scanning packet gets lost. An alternative is to use some control traffic
(C&C) to coordinate the scanning. But such control traffic requires
additional effort and also reduces the stealthiness.
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In the optimal case the number of scans is equal to the number of exist-
ing nodes excluding patient zero, i.e., Es., = 100%. However, if more than
one node scans the same target on a sub-network or nodes scan unassigned
addresses, the efficiency drops considerably. In reality, attackers aim to op-
timize the scanning strategy depending on the sophistication level of their
malware. Decreasing scanning output to reach 100% efficiency would require
perfect coordination, thus shifting this effort to control traffic, including de-
tailed knowledge of the topology. Since we assume self-propagating malware
in this work, we do not simulate malware with sophisticated C&C structures.

This metric is not applicable for malware types that are not scanning other
nodes, e.g., contagion malware. Then E,., is not calculated as 100%, because
it would represent a division by 0, since no scanning occurs. Therefore, we
use the notation "n.a." for these cases.

6.8 Propagation Stealthiness

In addition to scanning for targets, malware needs to propagate itself, i.e.
sending the actual payload to the victims. This is another activity detectable
in the network that reduces stealthiness. We define the propagation behavior
of malware that utilizes unsolicited traffic (Uy) as measure for the visibility
of payload propagation. Uy describes what percentage of traffic [Bytes| in
a certain time frame has illegitimate origin, thus, seems suspicious because
it is not invoked by legitimate smart grid applications. Uy represents the
visibility of unsolicited payload propagation. It is defined as follows:

Notation:
T octive = Time of malware activity to normalize infectious- with
overall traffic such that: Bypsor, = 0 for all t > Tactive
Bunsot. ( Tactive,t) = Bytes associated with unsolicited traffic in sub-network i
during interval [0, Tactivel
Biotai( Tactive;i) = Bytes of total traffic in sub-network i during interval
[07 Tactive]
Ut € [0, 1] where 0 represents no suspicious traffic
_ Zle Bunsol. (Tactive; Z)

Utr = : 9
i Zf:l Btotal(Tactiv67 Z) ( )

The time of malware activity ( Toctive) needs to be defined, because the activ-
ity time differs for different malware types. For comparable results we always
compare the unsolicited traffic during the active time interval with the total
traffic in the same active time interval.

Additionally, we define another metric also representing the stealthiness of
malware based on suspicious connections from the expected origin of network
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flows, in our case TCP flows. We name it unsolicited flow (Ugoy). It is defined
by the number of unsolicited flows in comparison to all flows within the time
interval |0, Tgctive], thus, it represents the visibility of unsolicited network
flows. Although this metric does not convey information about the amount
of data transported, it does represent the amount of connections established.
These connections could be easily detected by an IDS.

Notation:

Funsol. (Tactive;i) = Number of unsolicited flows in sub-network i during
time interval [0, Tactivel

Fiotai( Tactive,i) = Number of flows in overall active traffic in sub-
network i during time interval [0, Tactive|

Ufiow € 10, 1] where 0 represents no unsolicited flows

Zf:l Funsol. (Tactivea Z)
Zf:l Ftotal<Tactiveu 7')

Uflow = (10)

Both metrics, Uy and Upgoyw, require the network operator to implement
appropriate monitoring solutions that can interpret network traffic patterns.

6.9 Anomaly Detection specific to Contagion Malware

Since the contagion malware is sending its payload in existing flows, the
same methods used for pandemic and endemic malware are unable to detect
any network anomalies. Therefore, we introduce a more specific approach,
namely anomalous flow detection (Apow). We aim to detect patterns diverg-
ing from expected behavior in network traffic that requires the correlation of,
packet size and direction within existing legitimate flows, in our case TCP
flows. This distinct anomaly output of injecting the payload at the end of
the communication flow is applicable to contagion malware in our model.
Furthermore, this anomalous/malicious payload can target victims in either
direction, from source to destination, or destination to source. Therefore,
infected hosts can infect victims by either sending data, e.g., from LL-node
to ML-node to HL-node (upstream), or by reverse injecting the malicious
payload to inbound flows, e.g., HL-node to ML-nodes to LL-nodes (down-
stream). However, the legitimate data is only sent upstream from source to
destination in both cases. Furthermore, we assume that network operators
can predict what flow behavior can be expected, due to the nature of M2M
communication, and what it should look like. This was outlined in Section
4.5. Therefore, Ap,,, represents the visibility of hidden payload propagation.
Therefore, contagion malware do not open their own unsolicited connections,
thus, transfer the payload covertly inside legitimate flows.

Notation:
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Feovert (Tactive;i) = Number of flows in sub-network i that contain mal-
icious data during time interval [0, Tactive]
Aﬂow € [0, 1]

Zle Fcovert (Tactivea Z)
Zf’:l Ftotal (Tactivea Z)

Aflow = (11)

Figure 24 illustrates a TCP flow from LL-node to ML-node, which seems,
for the most part unsuspicious. However, at the end anomalies occur, when
the malicious payload shows a significantly increased file size compared to
legitimate data. This could be detected by IDS that can anticipate the ex-
pected traffic patterns. Should the malicious payload be better obfuscated
among native traffic, thus, not stand out by it size, then only deep packet
inspection methods can present a chance to detect malicious behavior.

B 6000

% B Legitimate TCP Flow

= 40007 Reverse Malicious Payload

£

E 2000

)

s o JULLIIL \HH‘HMH‘\HHHHH‘HH\HHH‘\HH‘\H‘ H‘\HH‘ L i,
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7z i oo IS S SIS (S SIS D S i S e e

Simulation Time [s]|

Figure 24: Covert communication within legitimate data flows

6.10 Propagation Efficiency

We define the metric propagation efficiency (Epropag.) to consolidate the in-
verse of the propagation stealthiness metrics. It represents the visibility of
malware payloads traveling the network, excluding scanning traffic, cf. Sec-
tions 4.4.3 and 6.8. It is based on the metrics Upcp (unsolicited flow) and
Afow (covert communication) both of which exclude each other in our model,
thus, only one can have a positive value while the other is zero. We calculate
the propagation efficiency as follows:

Epropag. € 10, 1]

(12)

1 — Ufjow for unsolicited connections
E =
propag. — N
1-A flow for covert communication
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6.11 Noise-Suppression Efficiency

We define the noise-suppression efficiency of malware (Epoise.suppress.) as a
metric that consolidates all detectable signals in the network cf. Formula 13.

e First, the scanning efficiency (Ese), as introduced in Section 6.7, rep-
resents the target discovery process. Therefore, high scanning efficiency
produces less detectable noise in the network. Although this works for
pandemic and endemic malware, the contagion malware does not scan
the network. Therefore, we weigh its scanning traffic with 0 for the
contagion case, cf. Table 20.

e Next, the propagation efficiency (Epropag.), @s introduced in Section
6.10, represents the payload propagation in the network. High propa-
gation efficiency represents decreased network detectability.

e Finally, we include C&C detection, as discussed in the generic attack
life-cycle model, cf. Section 4.4. However, we do not simulate C&C
traffic in our model, thus, it is weighed with 0 in Table 20. However,
we do include it for completeness and reusability in future works.

Notation:

Wsen = Weight for scanning traffic

Wpropag. = Weight for propagation traffic

Ecsc = C&C efficiency (not defined in detail)
WoEo = Weight for C&C traffic

Eroise.suppress € |0, 1] where 1 represents perfect noise suppression
Enoise.suppress. = Wsen * Esen + Wpropag. * Epropag‘ +wegc * Ecgc (13)

Whereas,
Wsen + Wpropag. + wego = 1 (14)

We define the formula in such a way that each part can be weighed individu-
ally. However, we include Table 20 to outline the settings for our simulation
model. These could be adapted for different simulations. Since each malware
model has special features, e.g., pandamic malware scans noisily but has a
small payload, whereas endemic malware scans more quietly but has a large
payload, we expect to see very different behavior for this metric.
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Table 20: Weights for different detectable network signals

Malware Type | Wsen Whpropag. WC&C !
Pandemic 0.5 0.5 0
Endemic 0.5 0.5 0
Contagion 0 1 0

Notation: (1) C&C is not simulated in our model

6.12 Malware Attack-Efficiency

We define the attack-efficiency of malware (Eqgtqck) as a metric that consoli-
dates noise-suppression, cf. Section 6.11, and infection efficiency, cf. Section
6.5. Although this metric can be calculated for all attack types, e.g., disrup-
tion attacks, data theft attacks, among others, we restricted it to the scenario
of destruction attacks, i.e., our worst case scenario.

Notation:
Winfection = Weight for infection efficiency
Wnoise.suppress. — weight for noise suppression efficiency
Etiack € [0, 1] where 1 represents perfect attack efficiency
Eattack = Winfection * Einfecti(m + Wnoise.suppress. ¥ Enoise.suppress. (15)
Whereas,

Win fection + Wnoise.suppress. — 1 (16)

We define the formula in such a way that each part can be weighed individ-
ually. However, we define that the distribution for our model is equal, thus,
Winfection and Wnoise.suppress. A€ each 0.5.

6.13 Attack-Defendability

The attack-defendability (Dgiqcr) is defined as the reverse of Egyger. It de-
scribes how well defenders can detect an ongoing attack for initiating coun-
termeasures.

Dattack =1- Eattack (17)
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6.14 Theoretical extensions for our simulation model

Up to this point we introduced calculable metrics that represent the per-
formance of different malware types. However, we are leaving the scope of
our simulation model because we also consider some defensive measures, cf.
Section 10, which are not simulated in our model. To clarify, we illustrate
which metrics affect each other, whereas Fyiqcr and Dggiacr yield calculable
results, thus, located in the experimental half of Figure 25. However, other
metrics introduced below, i.e., Cystack and Rgiqcr do not yield calculable re-
sults. The proactive and reactive measures, cf. Section 10, cover all parts of
the malware attack life-cycle model, thus, exceed the scope of our simulation
model. Therefore, we cannot quantify these defensive measures, and their
corresponding metrics in our simulations.

Experimental Part, i Theoretical Part,

Simulated i Not Simulated
infection scn propag.é EC&C Defen81ve
% l Measures

noise.suppress. noise.suppress.

(no C&C) l (C&C)

attack (C&C)

attack (no C&C)

i

: attack
Dattack i

Rattack

Figure 25: Differentiation of experimental and theoretical analysis
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6.15 Attack-Containment

We define attack-containment (Cgitack) to accommodate future works with
suitable metrics for each defense measure. The containment measures repre-
sent the counterparts of attack-efficiency and noise-suppression efficiency, in
Formulas 13 and 15, thus, attack-containment reduces the attack-efficiency.
Additionally to infection containment (Cinfection), scanning containment
(Csen), and propagation containment (Cpropag.), we include CEC traffic con-
tainment (Ccee) to provide a complete set of metrics.

Notation:

Clattack = Sum of containment measures that reduce attack-efficiency
Cinfection = Sum of measures that reduce the infection efficiency

Csen = Sum of measures that reduce the scanning efficiency
Cpropag. = Sum of measures that reduce the propagation efficiency
Ceoso = Sum of measures that reduce the C&C efficiency

Cattack € [0, 1]

Cattack =Winfection * Cinfection + Wnoise.suppress.* (18)

(wscn * Coen + Wpropag. * C1p1ﬂopag. + wego * CC’&C)
To clarify how the sum of each containment measure is constructed, we
discuss a generic example (Cezample) to attribute a mix of proactive and
reactive measures to each of them.

Notation:

Myro = Applicable proactive defense measure, cf. Section 10
M = Applicable reactive defense measure, cf. Section 10
Wpro = Weight of proactive measures

Wre = Weight of reactive measures

P = Proactive measure number p

r = Reactive measure number r

Ce:mmple € [07 1]

P r
Cexample = Z Z wp'ro(p) * Mpro(p) + Wre (7“) * M're(r) (19)
i=1 j—1

Therefore, Cezampie should represent the sum of all effective proactive and
reactive defensive measures that mitigate its counterpart Eepqmpre- For in-
stance, Cpropag. includes measures that can effectively counteract and mit-
igate the propagation behavior of malware in a network. Therefore, it in-
cludes (p=2) proactive measures, e.g., whitelisting on firewalls and controlled
user access, and (r=2) reactive measures, e.g., anomaly detection and anti-
malware tools. This example can be expanded upon additional measures.

104



6.16 Attack-Resilience

We define attack-resilience (Rgiqck) as @ metric that represents the ability of
a system to withstand cyber-attacks. Rguqcr should be calculated by starting
from 1 (secure against attacks), which is reduced by the attack efficiency,
which is then counteracted by the containment measures. We define R ack
as follows:

Rattack S [07 1]

Rattack =1- Eattack + Cattack (20)
As discussed in Section 1.7, the term "attack-resilience" is introduced in
analogy to the term "resilience" in the context of equipment failure. The
term "resilience" is broadly used. However, it is reserved for the resistance of
equipment or a system to fail. Such failure need not necessarily be connected

to an attack. However, our approach defines how well a system is equipped
against artificially induced failures, e.g., deliberate shutdowns [14, 160].

6.17 Summary of all Notations

Table 21 summarizes all notations introduced in the metrics.
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7 Architecture Results and Discussion

Notice of adoption from previous publications:

Parts of this chapter have been previously published in [44], including the
results from our topological analysis. The main contribution of the author
was the development of evaluation metrics. The co-authors contributed
valuable input on additional metrics, and their validation. The results
were also presented in [37, 39).

According to research question 1, cf. Section 1.3, we elaborate which commu-
nication topology delivers the most promising features in terms of security
by design.

7.1 Network Topologies for Critical Infrastructures

We provide a qualitative comparison of the ICT topologies introduced in
Section 3.4. Table 22 shows their applicability for the proposed reference
architectures elaborated in Section 2.2. While centralized and cell topologies
can be supported by most existing reference architectures, mesh and decen-
tralized topologies are not compatible with all. The ENSTA model emerges
to be able to support the widest range of topologies. The quality indicators
introduced in Section 3.4 are discussed and compared in Table 23.

Table 22: Mapping topologies to reference architectures, as presented in [44]
SGAM | BSI | ILO | NIST | ENISA
Topologies, cf. Figure 7 [21] [61] | [78] | [174] [49]

a. Centralized v v - v v
b. Cell design v v v v v
c. Mesh design = = = = v
d. Decentralized — - - - ~

Notation: (v') Yes, (~) Option, () No

The following statements summarize the most prominent results concerning
the network architecture:

e The main drawback of fully centralized topologies, cf. Section 3.4.1 and
Figure 7-a, is the potential for communication bottlenecks between LL-
ICT and HL-ICT. Furthermore, central control systems are an easy
target for attackers, even if redundancies are implemented, making
well established defense measures all the more important. However,
centralized legacy SCADA systems may persist as they exist today,
considering they are well tested, established, and understood.
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e In the cell topology, cf. Section 3.4.2 and Figure 7-b, cells can operate
autonomously. A local cell controller (ML-node) manages energy con-
sumption and communication as a local master node. Strict policies
can prevent malware from spreading vertically upgrading the cell con-
troller to an intermediary firewall unit. Horizontal propagation can be
contained by limiting communication among cells. However, each cell
represents a small hierarchical structure subjacent to the ML-ICT as
the convergence entity, making the cell controller the most vulnerable
point. Several cell controllers are connected via a mesh network for
added resilience against failures.

o The mesh topology, cf. Section 3.4.3 and Figure 7-c, connects all devices
at the low and medium ICT level into mesh networks. This approach
provides better resilience against equipment failure. However, it comes
at the cost of decreased containment capabilities because these mesh
networks provide many alternative distribution paths. Furthermore,
HL-nodes (SCADA systems) cannot be integrated directly except via
dedicated gateways. Although they are similar to the previously dis-
cussed cell controllers, these gateways do not restrict the formation of
a mesh network across separate grid types, e.g., power grid and water
grid, or other power grids from neighboring districts. Even water or
gas grids could participate in such a mesh network.

o A fully decentralized topology, cf. Section 3.4.4 and Figure 7-d, reveals
its main drawback in malware containment, however, at the benefit
of increased resilience against failure. Malware may quickly spread to
other grid types and across hierarchies. Moreover, today’s power trans-
mission grids are controlled exclusively by centralized SCADA systems.
Upgrading all of these existing systems for mesh network capability is
likely not economically viable.

Table 23 provides a summary of the quality indicators in the ICT topologies
across all hierarchy levels, providing an estimation of the impact on different
levels of the hierarchy. Table 24 compares the quality indicators in detail
for the four ICT topologies. It shows the benefits and drawbacks of each
topology as discussed in Sections 3.4.1 through 3.4.4.

Based on the topology results we expect to see the slowest propagation of
malware via mesh networks, because the wireless communications link pro-
vides slower connections than does the optical fiber link. However, the PLC
link is even slower in terms of bandwidth, thus, it will represent the bot-
tleneck for the centralized and cell topology. Mesh networks provide the
highest connectivity giving attackers many paths to discover other nodes on
the network. This leads to decreased security against horizontal and vertical
infections.
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Table 23: Comparing topologies over hierarchy levels, as discussed in Section

3

ICT Hierarchy Level
HL-ICT | ML-ICT | LL-ICT / Building

Resource control v v v v
FG:J Security v v v v
~= | Resilience - — — —
% Quality of service - — — —
O | Compatibility v v v v

Cost v ~ - -

Resource control v - v v
%>5 Security v ~ v v
g Resilience - v - -
& | Quality of service - v - -
= | Compatibility v o ~ ~
© | Cost - v - -
. Resource control v ~ - -
& | Security v ~ - -
% Resilience = v v v
= | Quality of service - v v v
frg Compatibility v ~ = =
Z | Cost - v ~ ~
— Resource control e ~ - -
S | Security - - - -
= | Resilience v v v v
§ Quality of service v v v v
8 Compatibility = = = =

Cost v ~ ~ ~

Notation: (v') High or Strong, (~) Medium, (-) Low or Weak
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Table 24: Comparison of quality indicators, as presented in [44]

o
e =] 38 05
S Qg =
218 | |5
2= |2 |8
= |2 |E |2
O |0 |2 A
Resource control:
Situational awareness for top level decisions vV - - -
Situational awareness for resource optimization VoY - - -
ICT topology matches electrical topology v vV - -
Topology re-negotiation after failure vV - - -
Complex data collection - vV oV -
Security:
Horizontal security against malware propagation | v'v' | vV | -- | --
Vertical security against malware propagation v v - - -
Physical security against direct access v v - - - -
Data security through local data management v v - -
Resilience:
Resilience against failure v VOV VY
Resilience against attacks - - v v v
Local intelligence - - VOV VY
ICT and electrical cells form micro-grids - - Vo - -
Complexity of control over nodes v - v v
Self-organization - v v vV
Quality of service:
Low latency -- VOV VY
Low congestion - - v VoIV
Compatibility:
SCADA can be integrated into the topology VoY - - -
Cost:
Low cost upgrade feasible v - - --

Notation: (v') Benefit, (-) Drawback
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8 Malware Results and Discussion

Notice of adoption from previous publications:

Parts of this chapter have been previously published in [48], investigating
malware capabilities and analyzing their distinct features, future develop-
ments and smart-grid-specific attack vectors. These malware capabilities
represent our malware models from Section 4. The main contribution
of the author was the extraction of all features, use-cases from todays
Internet, and the development of future attack vectors. The co-authors
contributed valuable input on additional metrics, discussions, and feature
selection. Also presented in [38, 40, 45].

We include an in depth classification of existing malware, the future evolution
of malware development, and attack types that are specificity tailored to
smart grids.

8.1 Classification of Existing Malware

In this section we evaluate 19 representative malware types using metrics that
correspond to the modules in our generic attack-life-cycle model introduced
in Section 4.4. Our samples include well-researched malware types from the
Internet that represent a wide range of features relevant to smart grid at-
tacks. Some types included in the sample are older but prevailing malware
at various levels of sophistication. Others are modern, highly evolved APTs-
produced malware. We aim to provide insight into recent developments and
extrapolate future threats, but are aware that there are many more samples
available for analysis. Therefore, we have selected examples that either repre-
sent the most important classes, or showing variants of modern techniques,
or their most recent representatives. Since the primary difference between
smart grids and the Internet is the former’s predominant use of, e.g., M2M
communication as well as the homogeneity of its devices, cf. Section 2.2.7,
this selection takes into account lateral attack vectors via the enterprise net-
work into the control network. The large number of possible attacks allows
us to infer similar behavior to that of Internet malware [48].

All metrics are processed in Tables 25 through 28 and sorted chronologi-
cally by year of detection. We provide an overview of the metrics below and
reference the corresponding sections within the generic model [48]:

e General information (Table 25)
— Access vectors, cf. Section 4.4.1
— Attack goals, cf. Section 4.4.6

— References for all malware types
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e Propagation (Table 27)
— Propagation vectors, cf. Section 4.4.3
— Payload types, cf. Section 4.4.3
e Communication patterns (Table 27)
— Discovery methods, cf. Section 4.4.2
— Network protocols, cf. Section 4.4.3
— C&C methods, cf. Section 4.4.5
o Persistence and defense-mechanisms (Table 28)
— Morphism level, cf. Section 4.4.4
— FEvasion of anti-malware tools, cf. Section 4.4.1
— Memory residency, cf. Section 4.4.1
— Code obfuscation, cf. Section 4.4.1
— Service injection, cf. Section 4.4.1
— Uninstall mechanisms, cf. Section 4.4.1
— Rapid reinfection, cf. Section 4.4.1
— Cleanup mechanisms, cf. Section 4.4.1

We further supplement the aforementioned metrics with the following four
qualitative metrics: [48]

e Level of complexity, cf. Table 25
e Propagation speed, cf. Table 27
e Propagation scope, cf. Table 27
e Modularity, cf. Table 27

In this comparison we generally disregard infection methods and thus the
known vulnerabilities, as we could only speculate which vulnerabilities will
emerge in future. The present examples show that only a few malware in-
stances exploit the same vulnerabilities, which means they have access to
a large set of possibilities. But exceptions can still be found in which new
malware recycles known vulnerabilities or members of the same family take
advantage of the same vulnerabilities, which is the case for most Stuxnet
derivatives. Since we consider only well-researched malware types, the vul-
nerabilities used by known malware can today be counteracted by keeping se-
curity implementations up-to-date. However, new vulnerabilities arise daily,
and malware authors are becoming increasingly creative [48].

113



8.1.1 General Information

Section 4.4.1 and Table 25 describe detailed examples of access methods.
Furthermore, the chronological evolution is a strong indication that recent
malware development is shifting away from disruption attacks and rather
focusing on data theft. However, it is worth noting that this evolution does
not mean that DDoS attacks are no longer feasible or not of interest. The
modular concept of today’s malware allows for easy addition of new modules
at any time. This means that DDoS capability could be added as part of an
upgrade to existing malware [48].

Based on our investigation, we argue that future malware may increasingly
have the capability of installing modules with the goal of physical destruc-
tion. Attacks that target cyber-physical systems, e.g., Stuxnet or BlackEn-
ergy [56,123| utilize extensive data theft capabilities along with a destructive
payload. This helps the attacker to map the environment, as it has to bypass
the defenses of industrial networks. Scanning and credential theft are among
the methods utilized. Technically, most sophisticated data theft malware only
lack modules for targeting cyber-physical equipment as well as protocols in
order to become a threat to smart grids. This means that utilities are well
advised to defend against data-theft-class malware, i.e. endemic malware and
above, based on the suspicion that cyber-physical attack capabilities may be
implemented in the future [48].

Extortion attacks have been highly present in recent news and are feasible in
smart grid attacks, as critical infrastructures provide strong leverage against
communities. Extortion, via e.g. DDoS, could therefore precede destruction-
attacks, as a modular extension. Furthermore, modern attacks are increasing
in complexity, making them more challenging to defend against. Some exam-
ples show that the development of low-complexity malware is still conducted
for monetary gain [9, 72,89, 162]. Although, they are not to be underesti-
mated, development is generally moving in the direction of universal capa-
bilities [48].
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Based on Table 25, the following findings can be seen: [48]
e Overall malware complexity is increasing substantially.

o Attack goals are shifting increasingly toward more complex data theft,
and away from disruption (DDoS).

e Disruption attacks are still feasible as part of a modular upgrade in
more complex attack environments or low-complexity efforts.

e Destruction attacks are expected to become more common in the near
future, when malware complexity increases.

e Sophisticated data theft malware currently lacks modules for cyber-
physical attack capability and specific smart grid protocols to be de-
ployed in smart grids. However, such features may be implemented in
the future.

e Development is generally moving toward enabling more universal ca-
pabilities. Modularity enables fast upgrades.

e Access vectors are becoming more sophisticated and often depend on
the availability of zero-day exploits.

8.1.2 Propagation

Table 26 reviews malware network activity in terms of scope, speed, propaga-
tion vectors, payload construction, and modularity. The propagation scope,
which in some cases is global, is shifting increasingly toward targeted attacks.
The scope could be sub-categorized and refined in more detail but we omit
any finer granularity as to targeted persons, companies, or states. The Black-
Energy and Regin attacks [56,94,113| demonstrated that all involved targets
were spied upon regardless of their level of protection. Attacks against smart
grid operators will almost certainly be of a targeted nature, as utilities are
expected to implement strong defenses. Yet, there remains the possibility
that non-targeted malware finds its way into a utility companies’ network
as occurred in the nuclear power plant in Gundremmingen, Germany [141].
This incident, however, did not result in a cyber-physical attack thanks to
well-implemented network segmentation [48].

Concerning the propagation speed, development is converging toward
stealthy malware types. These accept penalties in propagation speed in order
to improve their stealthiness and persistence. Equation and Gauss [95, 98]
in particular stand out for their very slow spreading speed in support of
sophisticated stealthiness. Then, on the other hand, CodeRed and Nimda
[23,131,147,166] propagate at incredible speeds, producing many network
anomalies that make them easily detectable. In between, however, there are
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many moderate types of malware that prioritize stealthiness in the interest
of prolonged persistence [48].

The propagation vectors of malware are a key feature in cyber-attacks; here
impeding metrics, e.g., scope and speed, play a crucial role. Propagation
vectors correspond to the access methods in Table 26 and affect the move-
ment of malware. Some only allow passive propagation via phishing emails,
cf. AdWind and Locky [89, 162], or via removable drives, cf. Gauss and
Equation [95,98]. Many other types are capable of network-enabled self-
propagation, which opens up many opportunities for rapid malware spread,
e.g., Conficker [158]. The latter is capable of infecting other hosts via re-
mote execution of a dropper file on networks using P2P networks, whereas
Stuxnet [123] and Flame [97] partially utilize the same vulnerabilities, yet
are more advanced in network propagation. They can also propagate via
removable drives that allow access into air-gapped networks [48].

All propagation vectors are promising candidates for networks with homo-
geneous equipment types, as are expected in smart grids. Flame [97], for
example, is capable of disguising itself as an update server while infecting
hosts. Such a vector is essentially feasible with every update service. Given
the fact that modern malware most often has a second-channel payload type,
the increasing modularity fits in well as can be seen in Table 26. The analysis
reveals that self-carried malware is rarely modular, whereas second-channel
malware is predominantly modular. The payload types are discussed in de-
tail in Section 4.4.3. Although there are still some self-carried payload types
the trend is clearly moving toward second-channel payload propagation [48].

This comparison underlines that modern highly complex and APTs-made
malware is increasingly modular and extensible. The number of functions
seems to increase with every generation. Some modern malware types already
have about 100 modules as exemplified by Duqu2 [96], whereas older malware
types exhibit less flexibility. There are some exceptions, most notably PLC-
Blaster [165], which is in an early stage of development yet highly specialized
toward, in this case, industrial control equipment. If such capabilities are
incorporated into a feature-rich modular malware comparable to [96], power
utilities will face highly challenging adversaries [48].
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Based on Table 26, the following findings can be seen: [48]
e Propagation scope is shifting toward targeted attacks.
e Payloads and increasing modularity are advancing stealthiness.

e Propagation speed is converging towards slower attacks with a stronger
focus on sophisticated stealthiness.

e Propagation vectors include promising candidates for networks with
homogeneous characteristics.

o Modular malware with second-channel payload types are now the state
of the art.

While malware propagation is positively influenced by increasing speed,
scope, and availability of attack vectors, these properties have a negative
impact on all metrics that consider the stealthiness of malware. Detectabil-
ity on the part of defenders, therefore, increases with the availability and
successful application of anomaly detection that can find patterns and pro-
tocols used for propagation and for the C&C architecture [48].

8.1.3 Communication Patterns

Table 27 provides a classification with respect to detectable communication
patterns. The table first scrutinizes discovery methods (scanning) utilized
for mapping. It furthermore illustrates that some malware types do not scan
networks. The recent development is shifting toward less conspicuous meth-
ods including highly distributed scanning, advanced topological preference
scanning or alternative channels that do not require network scanning. This
development may be the result of the fact that companies have started to
deploy advanced network anomaly detection [48].

Malware uses several network and transport-layer protocols, which are dis-
cussed in Section 4.4.2. However, according to Table 27, today’s malware
implementations show a clear preference for the use of TCP as transport
protocol, moving away from UDP. There has also been a notable shift toward
encrypted communication. Since anomaly detection is expected to perform
well in homogeneous infrastructures, several pieces of malware investigated
here obfuscate C&C messages among native network traffic. See Section 4.4.5
for details on Regin’s [94] obfuscation capabilities. Monitoring for the follow-
ing malware activities can aid in network-based anomaly detection: [48]

e Forbidden communication attempts that highlight unsolicited connec-
tions which can be slowed or blocked.

e Scanning behavior, which indicates malware presence.
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e Specific communication protocols that stand out in native traffic indi-
cating the presence of malware.

Anti-malware tools can complement network-based malware detection with
host-based methods when deployed on field devices.

We find it noteworthy that substantial differences in variants of C&C infras-
tructures are an indication that this may be a starting point for anomaly
detection in predominantly homogeneous infrastructures. However, highly
distributed structures as seen in [31,175] may be difficult to detect. At this
point, many malware instances still use standard protocols but encrypt all
C&C traffic. Hence, anomaly detection may discover unsolicited traffic, which
can be slowed or blocked. There are historic examples [29] in which covert
channels were used for C&C, yet modern malware currently resorts to encryp-
tion instead of stealth tactics. The vast differences in the architectures and
communication patterns of C&C structures seem to provide enough stealth-
iness to hide such traffic from typical heuristic comparison algorithms [48].

Based on Table 27, the following findings can be seen: [48|

e Network discovery is shifting toward complex low-visibility, high-
distribution, modern topological or none-scanning methods, and away
from aggressive blind-scan and simple topological-scan methods.

e Malware increasingly obfuscates C&C communication streams among
native network traffic.

e Instead of using covert techniques, malware communication is usually
encrypted as the vastness of communication patterns seems to provide
enough obfuscation that such traffic is overlooked.

e There is a clear preference for TCP over UDP.

e Although standard protocols are used, C&C traffic is mostly encrypted
and obfuscated. Hence, modern anomaly detection may discover unso-
licited traffic.

e Anomaly detection is expected to perform well in homogeneous infras-
tructures to detect the selective use of protocols, forbidden communi-
cation, and scanning behavior.

e C&C is generally not highly distributed, thus, routed through many
nodes for obfuscation reasons. However, there exists some examples for
highly distributed C&C structures that are challenging to detect.
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8.1.4 Persistence and Defensive Mechanisms

Table 28 discusses the defense mechanisms of malware that increase its per-
sistence against removal efforts. Morphism, as discussed in Section 4.4.4,
denotes the ability of malware to autonomously change and adapt its ap-
pearance, including bit patterns in memory and for communication. A mal-
ware’s morphism type can be used as a metric that characterizes its stealthi-
ness and self-defense mechanisms. The payload structure has moved away
from monomorphic toward polymorphic types, that represent by far the
largest group in our sample. There is only one metamorphic example, i.e.,
AdWind [72,89], which shows promising obfuscation features, but only in
homogeneous environments. AdWind runs in JAVA and is capable of in-
stalling its native environment on multiple platforms. Future developments
may, however, shift toward metamorphic types as AdWind is well known for
its difficulty to detect and prolonged persistence although it uses no defense
mechanisms other than recompilation and encryption on a local host [48].

Evasion of anti-malware tools was not a common feature in older malware.
However, as malware’s complexity increases, the huge effort spent in devel-
opment is a high incentive to hide such evolved malware. Modern malware
often evades and more recently even dismantles anti-malware tools by in-
jecting malicious code into running system processes, effectively rendering
them useless against a particular threat. Should a version of anti-malware
tools be installed that cannot be counteracted, retreat and cleanup tactics
are often used in order to protect the intellectual property such advanced
malware represents. [48|

Several malware types are also memory residents that are altogether un-
reachable for common anti-malware tools. There are a number of ways of
residing in memory or even partially on the hard drive in encrypted form,
decrypting only the parts that are required into memory [48].

Aside from encryption, most modern malware types also obfuscate their code,
making them even less detectable by heuristic-based anti-malware tools. This
behavior is characteristic for polymorphism, cf. Section 4.4.4, and goes as
far as to use heavy multi-layer obfuscation with encryption and periodic re-
iteration, e.g., metamorphism [72,89]. This is an indication that malware
authors do not yet perceive the need for such heavy defenses which indicates
an advantage for attackers, as the technology for obfuscation exists already
but is not yet widely used [48].

Service injection enables malware to survive restarting the host, which is an
indication that increasing malware complexity supports greater persistence.
Most sophisticated types are capable of hijacking running drivers, maintain-
ing their functionality while obtaining autostart capabilities. Duqu2 [96], as
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Table 28: Malware persistence and defense-mechanisms, as presented in [48]

g

s : AR I
g = 7| 8| E g1 s8] 8
z e, & ) = | =
< : Sz IEINE

= ° | o e | B0

s |3 ZlE| &
= S| &

CodeRed1 Monomorph | — | v/ | None - |V | -
CodeRed2 Monomorph | — | — | None - - | -
Nimda, Monomorph | — | — | None = |l=I= |=
Slammer Monomorph | — | — | None - || v |-
Sality Polymorph v | v | Simple VAR e
Conficker Polymorph vV | v | Complex?| - | v |V | —
Regin Polymorph | — | — | Simple = |= 1= |=
Aurora Polymorph v' | — | Simple vV - |- |-
Stuxnet Polymorph | v* | v/ | Simple VI V- |V
Duqu Polymorph v | — | Simple vV - |- |V
Flame Polymorph | v | — | Simple V|- - |-
Gauss Polymorph v | — | Simple VI vV
Duqu2 Polymorph v | v | Simple - |- | v |-
Equation Polymorph v | v'?| Simple Vo i- |- |-
BlackEnergy3 | Polymorph v | — | Simple vV = |- |-
Cozy Duke Polymorph v’ | — | Simple VI |- |-
AdWind Metamorph '| v | v2| Complex3| — | v | - | V
Locky Polymorph | — | — | Complex?| v | vV | - | V
PLC-Blaster | Monomorph | — | — | None = |=1|= |=

Notation: (v') yes, (—) no
1) Utilize recompilation, padding, obfuscation, multi-layer encryption.

2) Decrypt modules into memory or stores them in encrypted form.

(
(2)
(3) Use complex multi-layer code obfuscation and encryption.
(4) Impede malware detection and analysis.
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a notable example, shows no client-side persistence. Using an alternative ap-
proach, it resides in local servers and rapidly reinfects hosts after the boot
sequence [48].

Finally, clean-up mechanisms, e.g. self-uninstall, are rarely found. As dis-
cussed in Section 4.4.8 there are variants capable of disinfection local drives
upon triggers such as time triggers, or successful target detection, or on
specific C&C commands [48].

Based on Table 28, the following findings can be seen: [48|

Development has moved away from monomorphism toward polymor-
phism. Some metamorphic types exist that are acknowledged for their
prolonged persistence and may represent an indication of future devel-
opments [89)].

The increasing complexity in advanced malware provides an incentive
to protect its intellectual property, thus, malware developers may start
implementing better encryption and obfuscation algorithms.

The evasion of anti-malware tools is extensively implemented and
should be considered the state of the art.

Several malware types are capable of memory residency, increasing
their persistence. However, there are other effective methods to achieve
persistence using local storage.

Traditional methods such as heuristics are becoming less efficient at
detecting malware yielding their dominance to anomaly detection.

Persistence through service injection must be considered to be the state
of the art.

Neither rapid reinfection nor cleanup mechanisms are yet widely de-
ployed.
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8.2 Future Evolution of Malware for Smart Grids

This section considers the evolution of Internet malware targeting smart
grid environments. We expand on the perspective we opened in Section 2.2.7
and provide specific examples as to what future smart grid malware may
look like, considering differences between Internet and smart grid commu-
nications. We first extract the specific novelties and strengths that existing
types provide. This way, we gain insight into functionalities that might be
used in construction kits for future malware. Then, we examine trends and
summarize features that we expect to evolve. We elaborate on attack vectors
specific to future smart grid environments in Section 8.3 and discuss defensive
strategies in Section 10. Table 30 maps the attack scenarios corresponding
to the effective defensive measures. Based on this, we define three novel hy-
pothetical malware types suited for smart grid environments. The first step
in designing advanced (hypothetical) novel malware for future smart grids
is to determine the most highly evolved features that can be found in ex-
isting malware. These outstanding capabilities are summarized in Table 29.
However, the investigated examples are not limited to these features and we
expand on them for future attacks in the following sections [48].

We list future trends we expect to see concerning both the Internet and smart
grids, however, we focus on the latter. These include: 48]

e Decreasing importance of propagation speed to the benefit of stealthi-
ness and prolonged persistence in networks.

e Evolution of malware to evade signature-based detection methods, by:

— Metamorphism replacing modern polymorphism.

Sophisticated multi-layer encryption.
— Complex code obfuscation.

— Unobtrusive network scanning methods.

Obfuscation of propagation in native network-traffic and increased
passive propagation.

— Covert and/or distributed C&C communication.

e Increasing versatility and complexity of anti-detection mechanisms
beyond signature-based detection to the benefit of persistence and
stealthiness in order to defeat anti-malware tools through the use of:

— Rapid local recompilation.
— Sophisticated multi-layer encryption.

— Complex code obfuscation.

125



Table 29: Distinct strengths of malware, as presented in [48]

Name ‘ Distinct strengths
CodeRed1 Small size (4 kB) and speed of spreading
CodeRed2 Designed to spread much faster than CodeRed1
using a localized scanning strategy
Nimda Small size (60 kB) and speed of spreading
Slammer Extremely small file size (404 byte) and
even higher speed of spreading than CodeRed2
Sality Highly distributed scanning by > 3 million hosts
Conficker Patches known vulnerabilities only to use them as backdoor
Regin Only utilizes VPN between modules, even locally
Aurora Watering hole attack on secondary targets, in order to
gain access to primary target
Stuxnet Physical destruction, stealthiness & prolonged persistence
Duqu Infects internal processes to dismantle anti-malware tools
Flame Hosts a fake Windows update-service in order to spread
Gauss Silent on networks, highly covert, slow spreading
Duqu2 Rapid reinfection by unusual S2C-vector
without any persistence on the hosts
Equation Silent on networks, infects hard drive firmware
BlackEnergy3 | Uses legal signatures, physical destruction
Cozy Duke Watering hole attack to steal credentials
AdWind Highly obfuscated, uses multi-layer encryption and
utilizes local recompilation - metamorph
Locky Obfuscation, encryption and disinfection features
PLC-Blaster | Selectively targets Siemens industry PC’s

— Increased use of memory residency or other effective means to
avoid anti-malware tools.

e Increasing modularization & customization adding flexibility to all ar-
eas of the generic model introduced in Section 4.4.

e Increasing targeted attacks, targeting cyber-physical systems due to
their excellent potential as leverage against companies or communities.

e Increasing profitability of zero-day vulnerability research and increas-
ing number and complexity of access and propagation vectors.
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8.3 Attack Types and Mitigation Specific to Smart Grids

This section elaborates on potential attack methods, we consider feasible in
the near future, specific to smart grid environments and discusses possible
mitigation techniques, numbered in accordance with Table 30 which con-
solidates them. As mentioned in Section 4.4.6, we distinguish between five
general attack goals.

8.3.1 Disruption Attacks

Disruption attacks aim to suppress a service for a period, leaving it unavail-
able for regular operation.

(a) DDoS-attacks from outside, targeting inside assets (Inbound attacks):
Such attacks can result in delays, outages, and monetary loss. Exam-
ples have been discussed in [23,114, 131, 147,166]. Targets inside smart
grids could be, e.g., meter-data-management-servers, key-management-
servers, email-servers, network storage, and critical firewalls.

These attacks should be filtered at the perimeter firewalls, thus, be cov-
ered with baseline security measures (D1). The most extreme cases could
force utilities to rent a traffic-scrubbing service for a time, alleviating
traffic off their local firewall.

(b) DDoS-attacks from inside targeting inside assets (Internal attacks): Such
attacks can originate from compromised assets inside the utility network
and can target central or high level components e.g., control centers. The
attacks may result in outages, depending on the resilience of the system
and fallback strategies in place.

Inside attacks should be filtered by internal firewalls between sub-
networks, thus are covered in the baseline security measures (D1) within
the segmentation measures. Additionally, service reduction may help
identifying the infected hosts.

(¢) DDoS-attacks from inside attacking targets outside (Outbound attacks):
Compromised assets, e.g., smart meter networks, represent a substantial
number of devices that can be used to run outbound DDoS-attacks.

Outbound DDoS should be mitigated by perimeter firewalls (D1, D7),
which identifies the infected hosts. For this, the services should be re-
duced to the necessary amount, thus, no, e.g., email or print services
should be active in critical networks.

(d) DDoS-attacks on certain user groups (Selective harassment): Rather
than targeting central assets to disrupt all service the selective harass-
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ment of user groups through abuse of remote-disconnect features on com-
promised smart meters can damage the reputation of utility companies.

Selective DDoS attacks can be mitigated by baseline security measures
(D1) such as internal firewalls, while identifying infected hosts, aided
by anomaly detection (D3), a reduced services environment (D6), and
content filtering (D7). Initial infection of smart meters can be prevented
by physical security measures (D4), or prevent the use of removable
media (D5).

8.3.2 Destruction Attacks

There are several precedents from the recent past, cf. Section 4.4.6, in which
industrial equipment was targeted and destroyed, delaying production con-
siderably. The affected process has to be rebuilt, which takes a long time.
The difference between a disruption and a destruction attack is that once
the disruption attack ends, e.g., DDoS, the equipment recovers and becomes
reusable again, whereas after a destruction attack the affected precesses need
to be restarted or even rebuilt to recommence operation. Potential use cases
include, but are not limited to:

(a)

Disconnect households: Compromised smart meters with remote power-
disconnect features may drop many households at once, aggravating cas-
cading effects or blackouts in the local power grid. Furthermore, power
reconnect features can further destabilize the power grid by oscillate-
switching households, negatively impacting grid stability.

Disconnection attacks can be prevented by physical security measures
(D4) and a reduced services environment (D2, D6), by well configured
firewalls (D1, D7), network segmentation (D1), and anomaly detection
measures (D3) to identify infected hosts.

Destroy power management: Central power management and switch-
ing equipment can be attacked and destroyed, as demonstrated in the
Ukraine incident [113]. Details about access methods are available in
Section 4.4.1 and on the attack vectors in Section 4.4.6.

This attack may be mitigated by baseline security measures (D1) in com-
bination with a trusted and controlled environment (D6) with a reduced
number of services (D2) and network segmentation (D1). Content fil-
tering (D7) and anomaly detection (D3) measures may also be effective
against an attack similar than in the Ukraine. Physical security (D4) and
the prevention of using removable media (D5) can stop an attack in its
initial phase, while long term backups (D9) can help in the rebuilding
process.
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(¢) Influence critical electrical nodes in the field: The targeting of power-
switching equipment in the field can be optimized as demonstrated in the
examples devised by Wang et al. [183] and Rosas-casals et al. [150]. They
introduce metrics for calculating critical electrical nodes, relieving effort
on the attacker’s side. In combination with DDoS or targeted cyber-
attacks potent attack vectors are opened.

All security measures mentioned in the security baseline (D1), a reduced
service environment (D2), and anomaly detection (D3) can mitigate
these attacks, while physical security (D4) and a secure environment
(D6), e.g., segregated networks can prevent intrusions.

(d) Modify sensor data: Compromised sensors or man-in-the-middle attacks
on sensor data may generate false decisions in the control center, leading
to blackouts.

Modified sensor data can be prevented by physical security measures
(D4) including event logging in a trusted environment (D6). Additionally,
baseline security measures (D1) and leakage protection (D8) can mitigate
ongoing attacks.

(e) Tamper with clock synchronization: The time synchronization and power
measurement data on sensors, e.g., PMUs, can be manipulated to drift
apart, triggering emergency switching [86].

Manipulated PMU data can be prevented by physical security (D4) and
logging in a trusted environment (D6). Baseline security measures (D1),
anomaly detection (D3), and leakage protection (D8) can mitigate on-
going attacks.

8.3.3 Data theft

Stealing a commodity, e.g., information, affects the target indirectly by its
reputation. Information revealed to competitors or leaking critical informa-
tion about the network topology or credentials can improve attack efficiency
and future attack preparation. Data theft (espionage) are among the most
common attack types according to [95,96,98,123, 158,169, 175].

Generally, our investigations revealed that anomaly detection (D3) in a
trusted network environment (D6) and proper leakage protection (DS8)
through firewalls with content filtering (D7) could mitigate typical data theft
attacks. Physical security (D4) and forbidden removable media usage (D5)
can prevent initial entry vectors. Baseline security measures (D1) should be
implemented to create a minimum level of security that can partially prevent
these data theft attacks.
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(a)

Espionage: Eavesdropping on user data, e.g., power consumption or
billing data, collect information on persons or groups, especially when
complemented with Internet data.

Ruin credibility of users: Legal actions may be forced upon victims, effec-
tively occupying their time, e.g., if they become suspect after an attacker
modifies meter readings or profiles.

Ruin reputation of providers: Satisfaction ratings of utility companies
can be negatively impacted by stealing information and manipulating
billing,.

Ruin reputation of manufacturers: Satisfaction ratings of manufacturers
can be affected via data manipulation and information theft, leading
utility companies to reconsider future investments.

Sell long term data: Historical consumption data can be sold for statis-
tics, e.g., to competitors.

Sell live data: Live energy consumption data can be sold for home intru-
sion optimization.

Market manipulation: Energy markets can be manipulated by compro-
mising smart meter networks with switchable loads through exfiltrated
information. Additionally to the mitigation measures above, we add lo-
cal service reduction (D2) which can further increase the detectability
of attacks. Long term backups (9) can aid in recovery processes.

Bill manipulation (Attack as a service): Attackers can offer reduced en-
ergy bills as a service, effectively manipulating billing with false energy
data, which represents stealing from a utility. Additionally to the miti-
gation measures above, we argue that local service reduction (D2) can
increase the detectability of such attacks. Long term backups (9) can aid
in recovery processes.

8.3.4 Extortion Schemes

Extortion schemes attempt to demand ransom for releasing a captured com-
modity or service [9,162].

(a)

Threat of destruction: Compromised smart meters harbor the potential
to affect power grids. Extortion of utility companies may be used as a
prerequisite for destruction attacks, yet may also reveal the attackers’
presence. We assume that extortion schemes are conducted alongside a
real threat instead of a bluff.

Baseline security measures (D1) and content filtering (D7) in a trusted
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environment (D6) may increase the chance that anomaly detection (D3)
can discover the source of such an attack. Furthermore, physical security
(D4), leakage protection (D8), and limited interfaces (D5), e.g., remov-
able media, can prevent it in the initial stages. Long term backups (D9)
can be used to recover the infected hosts.

Threat of DDoS: DDoS attacks can nowadays be accompanied by ransom
notes. In the case of critical infrastructures cascading effects may serve
as excellent leverage.

Baseline security measures (D1) and content filtering (D7) should suffice
to mitigate DDoS attacks, thus, the threat of such may be acceptable
for risk management considerations.

Crypto-locker: The infiltration of crypto-locker malware into utility net-
works may lead to devastating data loss through the encryption of im-
portant files.

Cryptolocker infections can be prevented by limiting the input inter-
faces (D5), and leakage protection (D8). However, baseline measures
(D1) alongside a trusted environment (D6) with controlled and reduced
services (D2) can level the ground for effective anomaly detection (D3).
Additionally, proper recovery procedures (D9) will be required from the
data- and image-backup concept.

8.3.5 Repurpose Attacks

Repurposing includes all methods that change the behavior of a host from
its intended function.

()

Fake servers: Infected hosts can act as fake update servers as demon-
strated by Flame [97] in order to increase the spreading of the infection.
This method is also conceivable in smart grid networks.

The prevention of the initial intrusion should be sufficiently covered
by baseline security measures (D1) in combination with limited inter-
faces, thus, physical security measures (D5) on the hosts. Furthermore,
a trusted environment (D6) with reduced services can aid anomaly de-
tection (D3) measures to discover the attackers and the infected hosts.
Backups (D9) should be kept for recovery purposes.

Prozies: Infected hosts can be used as proxies to obfuscate C&C.

The initial attack vector can be prevented with baseline security mea-
sures (D1), a reduces services environment (D2), and anomaly detection
(D3). A trusted environment (D6) behind a content filter and perimeter
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firewall (D7) can prevent further propagation. regular backups (D9) will
be required for recovery purposes.

(¢) Distributed computing: Compromised smart meter networks host numer-
ous devices that can be re-purposed for distributed computing, e.g., Bit-
coin mining, or brute forcing hashes.

Initial attack vectors can be prevented by baseline security measures
(D1) and perimeter firewalls with content filtering (D7). Anomaly de-
tection (D3) may be able to identify the infected hosts in a trusted
environment (D6) with only the necessary services active (D2). Backups
(D9) can be used to restore infected hosts.

Most attacks mentioned above, are hypothetical yet are based on the in-
creasing complexity of malware technology, cf. Tables 25 through 28. So-
phisticated stealthiness and persistence can be highly effective in mapping
targets. Extensive data theft campaigns, therefore, usually precede cyper-
physical attacks [56,58,123,150].
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9 Malware-Attack Simulation: Results and Discus-
sion

Notice of adoption from previous publications:

Parts of this chapter have been previously published in [46]. We introduce
simulation results on malware propagation and attack duration for mesh
and cell topologies. The authors main contribution was the development
and participation of the topological model and the malware models. The
co-authors contributed benefit on plausibility, correctness, and structure.

[47] discusses the implications monocultures can present in critical in-
frastructure networks.

We discuss the simulation results of simulation performance, network seg-
mentation, and the attack defendability of the four developed network
topologies against our three proposed different malware types.

9.1 Capabilities of the Simulation Environment

In this section we test the capabilities of the simulation environment and
elaborate on results that we use to show how the model performs under
different circumstances.

9.1.1 Dependency of Infection Time over Increasing Network Size
and Increasing Node Distance in Single-Mesh Networks

As discussed in Section 5, we utilize the ns3 simulation environment and the
OLSR mesh network protocol. All parameters used in these simulations can
be found in Section 5.6, cf. Table 17.

First, we discuss the effect of increasing wireless distance with simulations
of different-sized mesh networks. Figure 26 shows the infection durations re-
quired to infect all nodes in each mesh network. Furthermore, it shows the
increasing network size, while the colors illustrate wireless node distances
between each node. All simulations are conducted within one mesh network
with the goal to test the limits of our simulation environment. The first
observation is that wireless distance has no effect on the infection time in
those single-mesh networks smaller than 80 nodes. This can be explained
due to increasing control traffic that produces delays in the network, con-
suming the bandwidth. Therefore, we set our node limit of 80 nodes per
mesh network. Furthermore, a maximum size to 80 nodes is also consistent
with the discoveries of Palma et al. [143] and Audeh [7]. They argue that
large mesh networks degrade in performance due to increasing control traffic
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Figure 26: Dependency of infection time over increasing network size at in-
creasing node distance

that ultimately consumes the networks bandwidth. The results in Figure 26
support this hypothesis. Furthermore, we define a wireless node distance of
108 meters, as per the mean value of our parent dataset in Section 3.6.2, as
our standard distance between nodes.

We include the following simulation settings:
e Native legitimate active traffic of the network nodes is activated.
e Native traffic intervals increase dynamically according to network size.
e Malicious payload size is fixed to 500 bytes.
e Exploit time for infection simulation is set to 10 ms.
e All random factors are deactivated, cf. Section 5.3.
e OLSR converge time is set to 3 cycles for settling initial control traffic.

e Malware type is set to endemic malware, cf. Section 5.5.
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Table 31: Simulation performance settings

Scenario | Number of Number of | Total number
name mesh networks | nodes of nodes
flm 1 3000 3000

13 30 100 3000

65 50 60 3000

s12 20 100 2000

s62 25 64 1600

s43 36 49 1764

M1 1 10-80 10-80
M10 10 10-80 100-800
M20 20 10-80 200-1600
M30 30 10-80 300-2400
M40 40 10-80 400-2000
M50 50 10-80 500-2500
N10 1-60 10 10-600
N50 1-40 50 50-2000

9.1.2 Simulation Performance of Large Multi-Mesh Networks

We discuss the results of testing the limits of our simulation model in this
section. Figures 27 and 28 illustrate an overview of several simulation-sets
that are discussed in the following paragraphs in more detail. The aim of
these heat-maps is to outline the maximum performance of the simulation
environment and what size of networks can be accommodated. We include
simulations that represent our maximum tests with 3000 nodes, simulation
sets that represent our mesh network topologies in a symmetric setup, e.g.,
5*5 meshes per network, simulation sets in which we increase the number of

mesh networks (M), and simulation sets in which we increase the number of
nodes (N).

Based on our results in Section 9.1.1, our initial tests in this section, and
the results of Audeh [7] and Palma et al. [143| we set the maximum number
of nodes per mesh network to 80 nodes. Furthermore, we set the maximum
number of mesh networks that can be simulated to 50 due to the results in
this section.

Additionally, we include several single simulation scenarios that have two
fixed values, i.e., mesh size and number of nodes, namely flm, f13, {65,
s12, s62, and s43. The following paragraphs and Table 9.1 detail on each
simulation-set, why they have been chosen in their respective number of
nodes and mesh networks, their names, and settings. Several more scenarios,

namely, M1, M10, M20, M30, M40, and M50 illustrate the models perfor-
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mance with a fixed number of mesh networks and an increasing number of
nodes. All simulations are illustrated in the Figures 29 through 34 and in the
heat-maps, cf. Figures 27 and 28. The heat-maps illustrate, in vertical ori-
entation the node numbers per mesh network, and in horizontal orientation
the number of mesh networks. Finally, two scenarios that show the models
performance in vertical orientation in the heat-maps are tested, namely N10
and N50. See Figures 35 and 36 for details.

System Boundaries

We define the term "High Resource Consumption" as the system border
of our simulation environment. At this point, either the elapsed simulation
time exceeds 55 hours per successful simulation or the network-model seizes
operation when control traffic exceeds the network bandwidth.

For our simulations we utilize a dedicated simulation PC with Ubuntu Linux
16.04 LTS, the ns3 simulation environment (ns-3.26), an Intel Core i7 pro-
cessor, 16 GB Ram, and 7200 rpm HDD drive. We decided to use a dedicated
PC instead of a simulation cluster because the ns3 network environment can
only be used in multi-core mode with P2P networks. Mesh networks are
excluded from multi-core processing.
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Figure 27: Simulation performance, heatmap elapsed simulation time
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Scenario flm

This scenario simulates a single mesh network that includes 3000 nodes. How-
ever, the simulation was canceled after 400 hours upon no visible progress.
We name it "full, 1 mesh" (flm).

Scenario f13

This scenario includes 100 nodes per network over 30 mesh networks, thus,
3000 nodes. We canceled the simulation after 338 hours upon no visible
progress. We name this scenario "full, 100 nodes, 30 mesh networks" (f13).

Scenario f65

This scenario includes 60 nodes per network over 50 mesh networks, thus,
3000 nodes. We canceled the simulation after 212 hours upon no visible
progress. We name the scenario "full, 60 nodes, 50 mesh networks" (f65).

Scenario s12

This scenario considers a smaller node-set, i.e., 100 nodes over 20 mesh net-
works, thus, 2000 nodes. The simulation was successful after more than 60
hours elapsed simulation time. Full infection was achieved after 1 minute 53
seconds. We name this scenario "small, 100 nodes, 20 mesh networks" (s12)
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Scenario s62

This scenario considers a smaller node-set, i.e., 64 nodes over 25 mesh net-
works, thus, 1600 nodes. The simulation was successful after 24 hours and 42
minutes elapsed simulation time. Full infection was achieved after 1 minute
3 seconds. We name this scenario "small, 64 nodes, 25 mesh networks" (s62)

Scenario s43

This scenario considers a small node-set of 49 nodes over 36 mesh networks,
thus, 1764 nodes in total. The simulation was successful after 31 hours and 30
minutes elapsed simulation time. Full infection was achieved after 1 minute
9 seconds. We name this scenario "small, 49 nodes, 36 mesh networks" (s43)

Scenario M1

After testing fixed scenarios, we tested the model against a range of simula-
tions. This simulation fixes the number of mesh networks but increases the
number of nodes from 10 to 80 in steps of 10. We name all following sce-
narios using a fived number of mesh networks with "M". Increasing the node
numbers, is repeated equally for all following scenarios. Figure 29 shows that
the simulated infection time increases linear, whereas the elapsed simulation
time exponentially, as expected in large simulation-sets. The simulated in-
fection time is the time until all nodes are infected. The elapsed simulation
time is the time the simulation takes in the real world. Some simulations take
a very long time due to their network size compared to smaller scenarios.
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Figure 29: Simulation performance, scenario M1
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Scenario M10

We increase the node number from 10 to 80. The total number of meshes is
10. The nodes multiply by the number of meshes, starting at 100 in the first
and 800 in the last simulation. Results are illustrated in Figure 30.
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Figure 30: Simulation performance, scenario M10

Scenario M20

Appending on the previous two scenarios, we increase the number of mesh
networks to 20. The minimum network size is 10*20 nodes, the maximum
80*20 nodes. As expected, infection time is nearly linear and the elapsed
simulation time increases exponentially. See Figure 31 for details.
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Figure 31: Simulation performance, scenario M20
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Scenario M30

In scenario M30 we try to simulate network sizes greater than 1800 nodes
at 30 mesh networks. However, the greatest possible simulation-set was 1800
nodes at 60 nodes per mesh and 30 meshes. The simulations with larger
network sizes no longer converge, and the elapsed simulation time exceeds
37 hours. This is where the simulation model begins to break down due to
increasing resource demand, and decreasing performance. See Figure 32 for
details.
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Figure 32: Simulation performance, scenario M30

Scenario M40
This set tests simulations on 40 mesh networks. We notice that above 1600

nodes (or 40 nodes in 40 meshes) simulations no longer converge. The elapsed
simulation times exceed 30 hours. See Figure 33 for details.

Scenario M50

This set of simulations allows a maximum of 50 mesh networks, although
most simulations no longer converge. See Figure 34 for details.
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Figure 34: Simulation performance, scenario M50

Scenario N10

This simulation-set is illustrated in vertical direction in the Figures 27, and
28 and includes a fixed value of 10 nodes per mesh network at increasing
number of meshes from 1 to 60 in steps of 10. Details are found in Figure
35. We test up to 70 mesh networks, however the maximum is met with 60
mesh networks. Since our limit is set at 50 mesh networks, we omit results
with more mesh networks from the heat-maps.
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Scenario N50

In the simulation-set N50 we set a fixed node number of 50 nodes per mesh
and increase the number of mesh networks from 1 to 50 in steps of 10. See
Figure 36 for details. The figure is limited to the maximum feasible network
size. Therefore, we omit simulations larger than 30 mesh networks with 50
nodes per network.
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Figure 36: Simulation performance, scenario N50

Based on these initial results we find the statements by [7,143] confirmed.
Therefore, we limit our simulation model to a maximum of 70 nodes per
mesh network and 10 mesh networks to retain good performance in further
simulations.
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9.1.3 Increased OLSR Control Message Cycle for Stationary Net-
works

As mentioned in Section 5.2.2 the OLSR control messages can be manipu-
lated for longer update-cycles in stationary networks. We do not change our
topology during simulation, thus, meet this requirement. Due to the limited
scaling capabilities of OLSR we change the control message cycles from 5
seconds, as per [139], to 500 seconds for all simulations. Figure 37 illustrates
a malware infection simulation with control messages set to the standard
value. Figure 38 illustrates a malware infection simulation with manipulated
control messages, showing decreased impact on the network performance. In
the interest of decreased secondary effects from the OLSR protocol, because
the nodes are stationary, we conduct all future simulations with the increased
sending cycle. We assume future mesh-network protocols that support smart
grid communications can solve the issue of overwhelming control traffic, as
discussed in the outlook, cf. Section 11.7.
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Figure 37: OLSR control messages with standard settings for small networks
with scattered nodes

144



30000

600 Overall Traffic
=5 250001 | | | M Legitimate Traffic [T
8 400 o B WIFT Control Traffic
£ 20000 |, 0 | et D T T T e e
M 200 - OLSR Traffic
2 15000 -
o
H
& 10000
=
g 5000
k3]
= 0

Simulation Time Isl

Figure 38: OLSR control messages with increased sending cycles for static
and dense networks

9.2 Network Segmentation and Monocultures

In this section we discuss the failure of network segmentation measures and
elaborate on the drawbacks of homogeneous infrastructures, i.e., monocul-
tures, on an examplary simulation. The simulation is restricted to endemic
malware, results and conclusions being applicable to other malware types,
as detailed in [48]. First, network segmentation is introduced as an effective
measure to contain malware propagation throughout this work. In case seg-
mentation measures fail to protect the gateways, other parts of the network
may be affected. Furthermore, monocultures can lead to identical vulnera-
bilities in a large set of devices even when residing in separate segments.
Therefore, monocultures can provide attackers with an advantage to prop-
agate. Figure 39 shows a simulation of two sub-networks of the same size,
i.e., 49 nodes and a connecting gateway. We find that four key points in the
time-line are of interest. These are:

Five key events in the simulation time-line in Figure 39 characterize any sim-
ulation run. Parameters that influence on the timing of these events include
malware behavior, network size and network topology. When computing the
timing of these events for distinct malware types and/or for distinct net-
works, the results can help to compare the performance of specific malware
in specific network settings. In particular, the timings can help to rate and
compare the robustness of specific network topologies when attacked by spe-
cific malware types.

These five key events are:

e Patient zero: Infection time of the first node, by definition at simulation
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start.

o [Infected gateway interface A: Up to this point, infected nodes in net-
work A are scanning for the gateway, infecting several local nodes in the
process. Once the gateway is infected lateral propagation into network
B is possible if the corresponding network interface of the gateway can
be utilized. Already 20% of the nodes in network A are infected, i.e.,
10% of all nodes in both networks.

o Infected gateway inferface B: The foothold in the target network B is
established, i.e., the gateway is fully infected (interface A and B) and
scanning in network B can commence.

o Network A fully infected: Full infection of network A is accomplished,
i.e., 50% of all nodes in the whole setup. Assuming devices in network B
to feature the same vulnerability, the malware already started infecting
network B. In total (network A and B) 77% of all nodes are infected.

e Network B fully infected: Full infection of both networks (100% of all
nodes) is achieved. All types of attacks (e.g., selective disruption or

destruction, full disruption, etc.) can commence against both networks
A and B.
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Figure 39: Network segmentation and monocultures, as presented in [47]

Monocultures can produce challenging vulnerabilities for a large number of
devices, as seen in several cases [106,116|. Therefore, the protection of critical
assets, such as a central gateway, is of utmost importance, serving as a last
line of defense before malware can spread throughout the network or even
to the control center.
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9.3 Simulation Results and Attack-Defendability

In this section we discuss the simulation results for our fully equipped sim-
ulation environment based on the discoveries in Sections 9.1 and 9.2. In
accordance with research questions 2 and 3, cf. Section 1.3, we elaborate on
malware propagation inside smart grid networks. We illustrate the results
by our three malware models, cf. Section 4.5, simulated over four network
topologies, cf. Section 3.4. We use the vulnerabilities discussed in Section 4.6,
our goal being to identify effective defensive measures against each malware

type.

We focus our simulations on the most pressing attack scenario, namely the
destruction attack, cf. Section 4.4.6. It requires the successful infection of
either all ML-nodes, or the HL-node, which, in most cases is the fastest
result. It can be accomplished quickly because only these neuralgic nodes
must be infected. However, we also argue many other attack types within
the simulation results because with progressing time, e.g., 75% of all nodes
are infected, other attack types become possible. These other attack types do
not represent such an immediate need for protection and could be considered
as less challenging sub scenarios, cf. Section 11.7. Furthermore, we note that
all nodes have a zero-day vulnerability, cf. Section 4.6, and reference again
our network topologies, cf. Section 5.4. All parameters are available in Section
5.5.

We illustrate all simulations in an infection graph that was introduced in
Section 6.3, and Figure 22. It shows the infection ratio over the infection
time.

9.3.1 Centralized Topology - Simulation Results

The centralized topology is modeled as described in Section 5.4.1 with wired
Point-to-Point (P2P) links between all hierarchy levels. Each LL-node is
directly connected to the next overlaying ML-node in a star-configuration.
ML-nodes have no local intelligence and only aggregate data for the HL-
node in this configuration, as discussed in Section 3.4.1. LL-nodes cannot
communicate laterally to other LL-nodes because this model uses a dedicated
wired infrastructure with an FDMA separated PLC-uplink to the ML-nodes,
and an WDMA separated optical fiber uplink to the HL-node. The expected
results are fast infection of the ML-ICT and HL-ICT nodes as they represent
the immediate communication destinations. After infecting the HL-node,
which is the only decision maker, downward infection commences until all
ML- and LL-nodes are infected. See Table 32 for a summary of the metrics.
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Pandemic Malware

Figures 40 and 41 illustrate pandemic malware during the infection phase in
a centralized topology. Infection commences very quickly and the first gate-
way is infected within 0.53 seconds, whereas the control center is infected
after 0.62 seconds. The reason for fast infection in this P2P topology is that
each node only has one communications partner, and the hierarchy levels
are directly interconnected. This leaves little time for adequate reaction by
human defenders, except for automated defenses. At this point the attacker
has control over the HL-node, therefore, further propagation is not neces-
sary for commencing destruction attacks by enabling remote power down
sequences, which also affects all subjacent nodes. Should the attacker aim
to commence another attack strategy besides destruction attacks, cf. Section
8.3, the following infection times apply. After 18.36 seconds the attacker has
control over all ML-nodes, enabling spying on selected aggregate data, and
after 18.82 seconds over 75% of all nodes, enabling the attacker to spy on a
significantly large group which allows commencement of all attack types. Af-
ter 49.44 seconds the attacker can selectively spy on all nodes, and commence
all attack types.
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Figure 40: Pandemic malware in centralized topologies, infection graph

The pcap illustration in Figure 41 shows legitimate traffic, scanning traffic
and malicious traffic inside one exemplary PLC link. We show this exam-
ple to illustrate the extensive scanning taking place by pandemic malware.
However, the malware has only one link available, yet it scans aggressively
for other nodes, thus, transmits the payload once, trying to acquire other
targets. This figure, representing one link, shows the infection of one node,
thus, is exemplary for other PLC links in this topology. Aggressive scanning
results in a large number of redundant scans exhausting the link bandwidth.
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Figure 41: Pandemic malware in centralized topology, pcap example

The extreme infection speed of pandemic malware relies primarily on its
small file size and the aggressive scanning strategy. However, we note that
there are some time-frames visible in Figure 40 that appear to be idle-times
for the infection process, e.g., between 30 and 37 seconds. Furthermore, these
idle-times increase in length while time progresses. This is due to aggressive
scanning, yielding fewer results with increasing infection ratio, because of
the malware is scanning nodes which are already infected. Should the at-
tacker implement an optimized scanning strategy, e.g., hitlist-permutation
scanning, cf. Section 4.4.2, the overall infection time could be minimized.

Effective countermeasures for pandemic malware in centralized topologies:
We argue that particular attention should be paid to the basic defense mea-
sures, cf. Sections 4.3 and 10. They should suffice to stop such an attack.
Special attention should be placed on well implemented update policies that
patch known vulnerabilities used by this simple malware type, and data
integrity checks on inbound data. Since this malware type opens new con-
nections regardless of local traffic, they are easily detectable by IDS. Special
attention should be placed on the HL-node’s security functions as it repre-
sents the single point of failure in this setup.

Endemic Malware

Figures 42 and 43 illustrate endemic malware during the infection phase in a
centralized topology, moving slightly slower compared to pandemic malware
due to its increased payload size. However, the optimized scanning strategy
makes up for the drawbacks a larger payload brings. The scanning strat-
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egy used by endemic malware makes aggressive scanning unnecessary and
optimizes this traffic accordingly. Additionally, to these network features, a
larger payload may enable this malware type with other advanced capabili-
ties, e.g., obfuscation techniques or new exploits, such that endemic malware
may be able to overcome basic security measures, cf. Section 4.3. However,
we do not simulate these advanced host-based features.

Figure 42 shows that the first ML-node is infected within 9.26 seconds and
the HL-node in 10.59 seconds. At this point a destruction attack is possible.
The last ML-node is infected within 32.38 seconds after which all ML-nodes
could be powered down or spied upon for aggregated data. 75% of all nodes
are infected within 43.25 seconds which allows the attacker to spy on selec-
tive nodes, or commence other attack types, cf. Section 8.3. All nodes are
infected within 51.38 seconds, which is slightly slower compared to pandemic
malware. At this point all nodes can be subject to any attack type. However,
there are no delays occurring due to the optimizes scanning strategy, leaving
only the payload size for optimization.
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Figure 42: Endemic malware in centralized topology, infection graph

Figure 43 shows legitimate traffic, scanning, and malicious traffic inside one
exemplary PLC link. It shows the decreased scanning traffic compared to
pandemic malware, and the large payload that must be transferred.

The endemic malware carries more advanced features in its payload, making
it the more dangerous adversary compared to pandemic malware when con-
sidering that both take about the same time for full infection. However, this
case outlines how increased stealthiness at the cost of speed need not impose
heavy penalties, yet bring benefit to the attacker at a similar infection ratio.

Effective countermeasures for endemic malware in centralized topologies:
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Figure 43: Endemic malware in centralized topology, pcap example

We argue that basic defensive measures, cf. Section 4.3, should represent the
bare minimum necessary to have a chance of defeating endemic malware.
However, the results in Section 8.1 show that it is unlikely to prevent such
an attack without additional defensive measures, as discussed in Section 10.
Especially the single point of failure, the HL-node, requires special attention
by defenders for it has to manage all controls and the ML-nodes do not act
as a protective barrier towards it.

Contagion Malware

Contagion malware is restricted to transfer its payload inside legitimate traf-
fic, making it considerably slower due to waiting periods that occur from the
sending cycles finishing. Additionally, it appends the payload on legitimate
data flows once transfer has finished. This presents a significant advantage
against detection mechanisms, e.g., IDS, because the payload transfer is only
visible when examining legitimate traffic, which can be especially challeng-
ing when encrypted connections are used, cf. Section 6.9. Figure 44 shows
that the first ML-node is infected within 38.63 seconds. This result is due to
finishing the remaining legitimate data-sending-cycle, on which the malware
can append. The HL-node is infected after 96.91 seconds, thus, about 60
seconds later. The remaining nodes are infected consecutively, whereas two
sending cycles occur during the infection phase. The last gateway is infected
in 158.43 seconds allowing to power down all ML-nodes. 75% of all nodes
are infected within 159.38 seconds and all nodes are infected within 219.54
seconds, enabling all attack types, cf Section 8.3.

The pcap illustration in Figure 45 shows malicious traffic that resides inside
legitimate traffic in one exemplary PLC link. We show this example to illus-
trate that this malware type appends on legitimate traffic without scanning.
However, we note that the malicious traffic, in red, does not appear as a
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Figure 44: Contagion malware in centralized topology, infection graph
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Figure 45: Contagion malware in centralized topology, pcap example

Although contagion malware is slower than the other two malware types, it
is the most illusive because it hides inside legitimate connections. Decreased
speed makes the payload size less of a problem. However, our current malware
traffic could still be detected by its outstanding peak in Figure 45. This leaves
room for optimization against detection, but does not increase the infection
speed. Additionally, contagion malware carries advanced features inside its
large payload making host detection highly unlikely, cf. Section 8.1.

Effective countermeasures for contagion malware in centralized topologies:

Effective countermeasures that can defeat such an adversary include, e.g.,
anomaly detection systems that can investigate TCP traffic for malicious
packets but also represent extensive investments, or extensive segmentation
with strict policies, and detailed code reviews that prevent such vulnera-
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bilities. Basic features will not suffice against malware that can hide inside
legitimate connections and carry advanced anti-detection tools on-board.

Centralized Topology Results Summary

In this section we calculate the efficiency of the three malware types within
the centralized topology. For this we use the metrics derived in Section 6.
Table 32 summarizes all results for the centralized topology. All malware
types manage to infect all nodes in the network, and all in within a short
time frame.

Pandemic malware, being the smaller and faster type, has an attack efficiency
of 24.43%. Considering that we advise to implement basic defense measures,
the noisy scanning and propagation behavior should be easily detected and
blocked by automated defenses. However, should pandemic malware manage
to break through the basic defense mechanisms, infection can easily outrun
any human intervention. The central control node is infected within 1 sec-
ond, thus, human intervention is not possible. However, standard security
measures should prevent it.

Endemic malware has a slightly higher attack efficiency compared to pan-
demic malware. However, endemic malware is harder to counteract by host-
based defenses. Furthermore, the propagation of a larger payload can, in this
case be compensated by the more effective scanning strategy. Additionally,
endemic malware having greater complexity compared to pandemic mal-
ware, may be capable of even more challenging attack vectors that cannot
be counteracted by baseline defense measures. Although we can see a clear
trade off between speed and stealthiness, endemic malware benefits from
that. Advanced automated defenses, e.g., intrusion detection and
prevention may be able to reactively contain this malware type, if
implemented.

Contagion malware follows a hidden channel propagation strategy, resulting
in very slow infection. Additionally, this malware type cannot be defected
by basic defense mechanisms. Although the infection efficiency is very low,
this malware type presupposes an advanced IDS to even have a chance of
detecting it. Therefore, contagion malware is raising the bar for defenders,
giving it an advantage due to the non-scanning strategy. This also increases
its attack-efficiency to 49.39% although full infection takes a long time.
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Table 32: Centralized topology - malware efficiency measurements

‘ Metric ‘ Pandemic ‘ Endemic ‘ Contagion ‘
Ring [%] 100.00 100.00 100.00
R iean | %] 0.00 0.00 0.00
Trrst.GW 5] 0.53 9.26 38.63
T, Center 9] 0.62 10.59 96.91
Tyast.cw 8] 18.36 32.38 158.43
To5% nodes || 18.82 43.25 159.38
Tlast‘node [S] Tall,nodes Tall.nodes Tall,nodes
Tl nodes |8 49.44 51.38 219.54
Bingection %) © 0.645 0.378 0.041
Rsen |%] 90.16 98.23 n.a.
Rysen [%] 9.84 1.77 n.a.
Eyen [%) 0.39 9.84 n.a

U (%] | 2.68 | 2.87  |na |
Urcp |%] 3.96 4.89 n.a.
Afow [ %] n.a. n.a. 1.27
Epropag. %] © 96.04 95.00 98.73
Enoise.suppress. [%] ¢ | 48.22 52.42 Epmpag.
Boattack | %] © 24.43 26.40 49.39
Dastack [%)] © 75.43 73.60 50.61

Notation: (c¢) Calculated

9.3.2 Cell Topology - Simulation Results

The cell topology is modeled as described in Section 5.4.2 with wired PLC
uplinks between LL-nodes and ML-nodes. Some ML-nodes are connected to
the HL-node via optical fiber, cf. Section 5.4.2. Additionally, a wireless mesh
network exists between the ML-nodes. The ML-nodes in this topology rep-
resent intelligent local control nodes with more capabilities compared to the
centralized topology. The expected results are fast infection and propagation
to the neighboring ML-nodes via the mesh network, that allows bypassing
the HL-node. See Table 33 for a summary of the metrics.

Pandemic Malware

Figures 46 and 47 illustrate pandemic malware during the infection phase
in a cell topology. Infection of the first ML-nodes commences quickly within
1.86 seconds and spreads to other MIL-nodes. The control center is infected
after 5.6 seconds, allowing destruction attacks. Should the attacker choose
to commence another attack strategy, cf. Section 8.3, the following infection
times apply. After 26.87 seconds the attacker has control over all ML-nodes
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and after 27.67 seconds over 75% of all nodes. At this time the attacker can
spy on selected nodes and commence all attack types. After 55.78 seconds
the attacker can selectively spy on all nodes, and commence all attack types.
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Figure 46: Pandemic malware in cell topology, infection graph

Figure 47 shows legitimate, scanning, and malicious traffic inside the ML-
ICT mesh network that exists between the cell controller units. We show
this example to illustrate the extensive scanning taking place by pandemic
malware. Since the malware scans the entire wireless mesh network its aggres-
sive scanning strategy produces link delays. This results in a large number
of redundant scans that exhaust the link bandwidth.
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Figure 47: Pandemic malware in cell topology, pcap example

Pandemic malware moves fast inside cell topologies, which are similar to
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the centralized topology, by comparison. Although slightly slower, malware
inside this topology can optimize its spreading, even if some nodes would
be immune to the attack, due to alternative routes. Furthermore, the small
file size and aggressive scanning strategy of pandemic malware improves the
propagation speed. However, it also produces much noise inside the network,
saturating the link bandwidth, producing idle-times, e.g., between 9 and 11
seconds. Furthermore, these idle-times do not seem to increase in length
while time progresses, as was the case in the centralized topology. We find
this is due to the alternative routes available by the mesh network that
allows propagation in another direction, should one link be congested. If the
attacker implements an optimized scanning strategy, cf. Section 4.4.2, the
overall infection time could be reduced even further.

Effective countermeasures for pandemic malware in cell topologies:

We argue that particular attention should be paid to the basic defense mea-
sures, cf. Section 4.3. Although they should suffice to stop such an attack,
special attention is required for the protection of the ML-nodes because they
connect different networks. First, well implemented update policies should
stop vulnerabilities that can be exploited by this simple malware type. How-
ever, integrity checks, private Virtual Local Area Networks (VLAN’s) and
white-listing between network segments should also be effective for stopping
this malware type from propagation. Pandemic malware opens new connec-
tions regardless of local traffic, thus, it is easily detected by IDS. Special
focus should be placed on the ML-nodes as the local control nodes.

Endemic Malware

Figures 48 and 49 illustrate endemic malware in a cell topology. It moves
slightly slower compared to its pandemic counterpart, which is due to the
increased payload size. However, similar to the centralized topology, the op-
timized scanning strategy makes up for the larger payload, however, with
the all the benefits a more complex payload may have. The hitlist-scanning
strategy can optimize its noise output according to the reduced search space,
thus, is more efficient. Furthermore, a larger payload represents advanced
on-board capabilities, e.g., host-based obfuscation and new exploits. These
features may allow endemic malware to bypass basic security measures, cf.
Section 4.3.

Figure 48 shows that most ML-nodes and the HL-node are infected within
a short time, although some LL-nodes are among the early infected nodes.
The first ML-node is infected within 4.96 seconds and the HL-node in 10.36
seconds. When the HL-node is compromised a destruction attack is possible.
The last ML-node is infected within 32.68 seconds after which all ML-nodes
could be powered down. 75% of all nodes are infected within 45.41 seconds
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which allows the attacker to commence any attack type, cf. Section 8.3, to a
significantly large group. All nodes are infected within 52.66 seconds, making
endemic malware slightly faster than pandemic malware in cell topologies.
At this point all nodes are subject to any attack type.
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Figure 48: Endemic malware in cell topology, infection graph
Figure 49 shows legitimate traffic, scanning traffic, and malicious traffic in the

mesh network. The large payload stands out in traffic, whereas the scanning
traffic is less significant, thus, harder to detect.
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Figure 49: Endemic malware in cell topology, pcap example

Since endemic malware carries more advanced features in its payload, it
is the more challenging adversary compared to pandemic malware. When
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considering that both take about the same time for full infection, this is
an advantage. Most of these advanced features, except for the optimized
scanning strategy, represent host-based features that make detection of this
malware type harder by anti-malware tools.

Effective countermeasures for endemic malware in cell topologies:

We argue that basic defensive measures, cf. Section 4.3, should represent the
bare minimum necessary to defeat endemic malware. However, the results
in Section 8.1 show that it is unlikely to prevent such an attack without
additional defensive measures, as discussed in Section 10. Special attention
should be paid to the security of the ML-nodes as they represent the last
line of defense before the HL-node can be infected. These neuralgic nodes
should be prepared to manage local sub-grids, thus, in the energy domain as
well as in the ICT domain. Additionally, the HL-node should be protected
as well, and not be neglected.

Contagion Malware

Contagion malware is restricted to transfer its payload inside legitimate traf-
fic, decreasing its propagation speed at the benefit of increased stealthiness,
thus, detection-avoidance. It appends its payload on legitimate data once
transfer has finished. This gives contagion malware a significant advantage
against detection mechanisms because the payload transfer is not visible as
unsolicited connections, but instead obfuscated inside legitimate TCP flows.
Figure 50 shows that the first ML-node is infected within 79.01 seconds,
whose delay is caused by finishing the remaining legitimate data-sending-
cycle. The HL-node is infected after 139.86 seconds, allowing the attacker to
commence a destruction attack. The last gateway is infected within 201.25
seconds allowing the attacker to power down all ML-nodes. 75% of all nodes
are infected within 259.05 seconds and all nodes are infected within 259.77
seconds, enabling all attack types, cf Section 8.3.

Figure 51 illustrates malicious traffic that resides inside legitimate traffic. We
show this example to illustrate that this malware type appends on legitimate
traffic. However, we note that the malicious traffic, in red, does not appear
as a visible separate TCP stream.

Although contagion malware is slower than all other malware types, it moves
stealthily due to its hidden propagation capabilities within legitimate con-
nections. Although heavily decreased speed makes the payload size less of
a problem, this traffic could still be detected by its outstanding peak, cf.
Figure 51, leaving room for optimization. Since contagion malware carries
advanced features inside its large payload, it is highly unlikely to be detected
even by advanced host-based malware-tools, cf. Section 8.1.
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Figure 51: Contagion malware in cell topology, pcap example

Effective countermeasures for contagion malware in cell topologies:
Effective countermeasures that can detect such an adversary include, e.g.,
anomaly detection systems that can investigate TCP traffic for malicious
packets. They may be able to identify the outstanding peak. Basic defense
features will not suffice against contagion malware. Special attention should
be paid to the ML-nodes as these neuralgic nodes represent the last line
of defense before the HL-node can be infected. Additionally, the HL-node
should be protected as well, and not be neglected.

Cell Topology Results Summary

We calculate the efficiency of the three malware types within the cell topol-
ogy, for which we use the metrics derived in Section 6. Table 33 summarizes
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all results for the cell topology, which provides more options to bypass con-
gested links due to the ML-ICT mesh network.

Pandemic malware, being the smallest and fastest malware type, shows high
propagation efficiency due to its small payload size, low infection efficiency
due to its propagation speed, and low scanning efficiency due to its aggressive
scanning strategy. Therefore, it should be easy to defend against by baseline
measures.

Endemic malware has an increased attack efficiency which results from the
more advanced scanning behavior inside the network, that also optimizes
propagation and infection. Although the larger payload slows this malware
type, other factors manage to optimize its infection and propagation to com-
pensate drawback compared to pandemic malware.

Contagion malware follows a hidden propagation strategy, resulting in slow
infection. However, its increased propagation efficiency makes up for its slow
infection. Furthermore, this malware type cannot be defected by basic de-
fense mechanisms. Contagion malware presupposes advanced IDS to even
have a chance of detecting it.

Table 33: Cell topology - malware efficiency measurements

‘ Metric ‘ Pandemic ‘ Endemic ‘ Contagion ‘
Ring | %) 100.00 100.00 100.00
Rciean |7 0.00 0.00 0.00
Thrst.aw [s] 1.86 4.96 79.01
Tc. Center 8] 5.60 10.36 139.86
Tiast.aw [s] 26.87 32.68 201.25
T5%. nodes |8 27.67 45.41 259.05
Tlast.node [S] Tall.nodes Taltnodes | Tail.nodes
Tl nodes |8 55.78 52.66 259.77
Boratan 170] © 0.078 0.421 0.031
Rsen %) 79.52 98.10 n.a.

Rusen %) 20.48 1.90 n.a.
Esen %) 0.29 9.08 n.a

U (%] | 039 | 133 | na. |
Urcp |%] 19.04 15.99 n.a.

Afow [%0] n.a. n.a. 9.28
Epropag. |%] © 80.96 84.01 90.72
Enoise.suppress. [%] ¢ | 40.63 46.55 Epropag.
Euttack %] © 20.35 23.48 45.38
Dattack |%] © 79.65 76.52 54.62

Notation: (c¢) Calculated

160



%]

Infection Ratio (Rm()

9.3.3 Mesh Topology - Simulation Results

The mesh topology, as introduced in Section 5.4.3, manages 9 mesh networks
and one controlling node each, represented by 8 ML-nodes and 1 HL-node.
We decided to split the entire topology into several sub-mesh networks be-
cause of the limitations which are discussed in Section, 9.1.2. Each ML-node
is connected to the HL-node by a P2P link to upload the collected data and
receive commands. Although we expect benefits for the network traffic by
the mesh networks, we suspect that malware can utilize the same benefits.
Table 34 provides a summary of the metrics.

Pandemic Malware

Figures 52 and 53 illustrate pandemic malware in a mesh topology. The
infection of the first ML-node commences after most of the local LL-nodes
are infected (34.8s). Immediately afterwards the HL-node is infected (35.38s),
which in turn infects all remaining ML-nodes (36s). At this point destruction
attacks can commence against the infiltrated backhaul network. After 65.6
seconds 75% of all nodes are infected which allows the attacker to spy on
selected nodes and commence all attack types, cf. Section 8.3. Only after
350.3 seconds the attacker can selectively attack all nodes. This result shows
that 75% of all nodes represents a reasonably large group which can be
attacked within a short time frame compared to how long it takes to infect
all nodes.
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Figure 52: Pandemic malware in mesh topology, infection graph, presented
in [46]
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Network Traffic in Bytes [B]

Figure 53 shows legitimate, scanning, and malicious traffic in one mesh net-
work. We illustrate the extensive scanning of pandemic malware, producing
link delays that are exhausting the link bandwidth. Figure 53 shows decreas-
ing scanning traffic which is due to the exhaustion of the search space.
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Figure 53: Contagion malware in mesh topology, pcap example, presented
in [46]

Pandemic malware manages to infect the ML-nodes and HL-node within
a short period of time, allowing to quickly commence destruction attacks.
However, the results also show that 75% of all nodes, thus, the majority, are
infected shortly after, allowing to commence the remaining attack types. The
long period required to infect the remaining nodes hardly seems worthwhile
from an attackers point of view. These results show that when comparing
the same malware type with other topologies, the difference is significantly
smaller compare to the same points for full infection. We find that the at-
tacker could implement an optimized scanning strategy to reach the backhaul
nodes even more quickly, however, this example already represents a signifi-
cant challenge for defenders due to the spreading speed.

Effective countermeasures for pandemic malware in mesh topologies:

We argue that particular attention should be paid to the basic defense mea-
sures, cf. Section 4.3. They should suffice to stop such a highly visible attack
due to the aggressive scanning strategy. Special attention is required for the
protection of the ML-nodes, providing a direct path to the HL-node. A pro-
gressive update policy should prevent vulnerabilities, and integrity checks,
VLAN’s, and white-listing between network segments should also be effective
measures.
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Endemic Malware

Figures 54 and 55 illustrate endemic malware in a mesh topology. Compared
to pandemic malware we notice a slight advantage in infection speed, which
is due to the optimized scanning, despite the large payload. Figure 54 shows
that the first ML-node is infected within 21.74 seconds. Although some LL-
nodes are among the early infected nodes, the HL-node is infected within
26.84 seconds. At this point a destruction attack against the entire network
is possible. The last ML-node is infected within 36.61 seconds after which
all ML-nodes can be powered down. 75% of all nodes are infected within
73.17 seconds which allows the attacker to commence any attack type to
a significantly large group. The last node is infected within 153.45 seconds,
however, in this case, full infection is not accomplished. This does not matter
though, because 75 % of all nodes are being infected, representing a large
enough set of nodes that a given target is likely to be among them.
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Figure 54: Endemic malware in mesh topology, infection graph, presented
in [46]

Figure 55 illustrates legitimate, scanning, and malicious traffic inside a mesh
network. The large payload stands out compared to the scanning traffic which
is reduced.

The endemic malware carries more advanced features, making it the more
challenging adversary compared to pandemic malware, taking into account
that both require about the same time to infect the last gateway.

Effective countermeasures for endemic malware in cell topologies:
We argue that basic defensive measures, cf. Section 4.3, only represent the
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Figure 55: Contagion malware in mesh topology, pcap example, presented
in [46]

bare minimum necessary to defeat endemic malware. However, the results
in Section 8.1 show that it is unlikely to prevent such an attack without
additional defensive measures, as discussed in Section 10. Special attention
should be paid to the ML-nodes as they represent the entry points to the
backhaul network, thus, to the HL-node.

Contagion Malware

Contagion malware is restricted to transfer its payload inside legitimate traf-
fic, decreasing the propagation speed due to fixed sending cycles. Contagion
malware has a significant advantage against detection mechanisms because
the payload transfer is only visible as a peak among legitimate TCP con-
nections, cf. Section 6.9. Figure 56 shows that the first ML-node is infected
within 68.65 seconds. The HL-node is infected after 106.66 seconds and the
last gateway is infected within 154 seconds allowing the attacker to power
down all ML-nodes. 75% of all nodes are infected within 972.08 seconds and
the last nodes is infected within 2298.00 seconds, enabling all attack types,
cf Section 8.3. Figure 51 shows malicious traffic residing inside legitimate
traffic. We show this example to illustrate that this malware type appends
on legitimate traffic. However, we note that the malicious traffic does not
appear as a visible separate TCP stream.

Although contagion malware is slow, it moves stealthily within legitimate
connections. Heavily decreased speed makes the large payload size less of a
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Figure 56: Contagion malware in mesh topology, infection graph, presented
in [46]
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Figure 57: Contagion malware in mesh topology, pcap example, presented
in [46]
problem and the malicious traffic could still be detected if traffic is monitored

closely and correlated against legitimate traffic.

Effective countermeasures for contagion malware in cell topologies:
Effective countermeasures that can detect such an adversary include, e.g.,
anomaly detection systems that can investigate TCP traffic for malicious
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packets. Pattern based detection methods may identify the malicious payload
by suspicious data flow inside a TCP connection. However, traffic based
intrusion detection would already fail in detecting this malware type. Basic
features will not suffice against contagion malware.

Mesh Topology Results Summary

Table 34 summarizes all results for the mesh topology. Pandemic malware,
has an attack efficiency of 17.25%, represented by a medium propagation
efficiency, a low infection efficiency, and low scanning efficiency. Therefore,
pandemic malware should be easy to defend against, when basic measures
are implemented.

Endemic malware has in this case a slightly decreased attack efficiency com-
pared to the pandemic malware. This is in part due to the large payload
leaving a greater footprint in transit. However, the infection efficiency and
scanning efficiency are significantly higher, compensating for the drawbacks
of a larger payload. Overall these factors manage to optimize the infection
and propagation to regain benefit compared to pandemic malware.

Contagion malware follows a hidden propagation strategy, resulting in slow
infection. However, its increased propagation efficiency makes up for the slow
infection speed. The nearly perfect propagation efficiency is due to the ex-
tensive obfuscation capabilities, which can only be detected when examining
legitimate traffic. Furthermore, this malware type cannot be defeated by ba-
sic defense mechanisms. Contagion malware presupposes advanced IDS to
even have a chance of detecting it.
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Table 34: Mesh topology - malware efficiency measurements

‘ Metric ‘ Pandemic ‘ Endemic ‘ Contagion
Ring [%] 99.10 94.44 82.47
Rciean |70 0.9 5.56 17.54
Thrst.aw [s] 34.80 21.74 68.65
Tc. Center 8] 35.38 26.84 106.66
Tiast.aw |8] 36.00 36.61 154.00
T5%.nodes |8 65.60 73.17 972.08
Tiast.node |3 350.00 153.45 2298.08
T'ali.nodes [S] o0 o0 o0
I8t |70 © 0.004 0.054 0.014
Ren %] 98.80 82.65 n.a.

Rvsgern, |V 1.20 17.35 n.a
Esen [%] © 0.10 1.13 n.a

[ Ue %] | 048 | 3.85 | na. |
Urcp |%] 31.10 32.98 n.a.

Afow %] n.a. n.a. 4.66
Epropag. 1%] © 68.90 67.02 95.34
Enoise.suppress. [%] ¢ | 34.50 34.07 Epropag.
FEattack |70] © 17.25 17.06 47.68
Dostack |70] © 82.75 82.94 52.32

Notation: (c¢) Calculated

9.3.4 Decentralized Topology - Simulation Results

The decentralized topology is modeled as introduced in Section 5.4.4 with
sub-meshes that are connected via a backhaul infrastructure. However, there
is no central node available, but instead all ML-nodes are managed equally.
Furthermore, the infected nodes can reach other nodes in neighboring mesh
networks via a layer 2 [82] vulnerability, as per the vulnerability abstraction
in Section 4.6. This allows them to jump across networks without using the
backhaul infrastructure. With this setup we can achieve similar behavior as
if all nodes were in one single mesh network.

Pandemic Malware

Figure 58 illustrates the results of pandemic malware during the infection
phase. The infection commences similar to the mesh topology. However, the
ML-nodes are infected much slower because they are no longer required for
the infection of the other nodes and the malware favors to move laterally
without using the backhaul infrastructure. Therefore, ML-nodes are infected
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as a side effect rather than a stepping stone to other networks. No priority
is given to infecting the ML-nodes over LL-nodes.
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Figure 58: Pandemic malware in decentralized topology, infection graph

Figure 59 shows legitimate, scanning, and malicious traffic in one exemplary
mesh network. We show this example to illustrate the extensive scanning tak-
ing place by pandemic malware. Because the entire wireless mesh network
is scanned, the aggressive scanning strategy produces link delays resulting
in a large number of redundant scans that are exhausting the link band-
width. The illustration shows decreasing scanning traffic which is due to the
exhaustion of the search space.

Pandemic malware infects the ML-nodes as a side effect while propagating
through the mesh networks. The first ML-node is infected after 15.04 seconds,
followed by several LL- and ML-nodes. The 75% infected mark is reached at
43.44 seconds, before the last ML-node is infected after 54.89 seconds. At his
point all attack types can commence against this network. However, we note
that this simulation shows a long tail, with the last node being infected only
after 266.19 seconds. We find that the scanning and propagation strategy of
pandemic malware is not optimized for this topology type. Yet, a destruction
attack can only commence after 75% of all nodes have been infected. This is
noteworthy because at this point all other attack types may also commence.

Effective countermeasures for pandemic malware in mesh topologies:

We argue that particular attention should be paid to the basic defense mea-
sures, cf. Section 4.3. They should suffice to stop such a highly visible attack.
No special attention is required for the protection of the ML-nodes because
they are infected as a side effect rather than targeted, relieving pressure
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Figure 59: Pandemic malware in decentralized topology, pcap example

off critical nodes. Therefore, progressive updates should prevent vulnerabil-
ities, expected to be exploited by this simple malware type. Furthermore,
the previously effective measures, i.e., integrity checks, VLAN’s and white-
listing, may not be as effective as expected because the malware can jump to
neighboring networks. Regardless of the level of effectiveness, we recommend
host-based IDS that places focus on the individual protection of field nodes.

Endemic Malware

Figures 60 and 61 illustrate endemic malware in a mesh topology. Compared
to pandemic malware we notice a significant decrease in infection speed. This
is due to the increased payload size. Although an optimized scanning strategy
may help improving some of the speed drawbacks, it still does not catch up to
the benefits aggressive behavior brings with a small payload in this topology.
However, the large payload represents advanced on-board capabilities, e.g.,
host-based obfuscation or new exploits, which can aid endemic malware in
obfuscating from hose-based detection measures, cf. Section 4.3. Figure 60
shows that the first ML-node is infected within 20.64 seconds. Then, most of
the LL-nodes and ML-nodes are infected successively. 75% of all nodes are
infected after 118.59 seconds and the last gateway is infected after 132.52
seconds which allows commencing all attack types, cf. Section 8.3. Shortly
after, at 177.42 seconds, the last node is infected.

Figure 61 shows legitimate, scanning, and, malicious traffic inside a mesh
network. The payload stands out compared to the scanning traffic.
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Figure 60: Endemic malware in decentralized topology, infection graph

Endemic malware carries advanced features in its payload which, except for
the optimized scanning strategy, represent host-based features that make
detection of this malware type harder by anti-malware tools.

Effective countermeasures for endemic malware in cell topologies:

We argue that basic defensive measures, cf. Section 4.3, represent the min-
imum level of defenses to defeat this malware type, although the results
in Section 8.1 show that it is unlikely to prevent such an attack without
additional defense measures, as discussed in Section 10. Focus should be
placed on preventative measures because there are no neuralgic nodes in this
setup. Therefore, the infection can spread regardless of the backhaul net-
work, rendering ML-nodes that shut down their interfaces to prevent further
propagation useless.

Contagion Malware

Contagion malware transfers its payload inside legitimate traffic, decreas-
ing the propagation speed. Contagion malware has a significant advantage
against detection mechanisms because the payload transfer is only visible
among legitimate TCP connections. Figure 62 shows that the first ML-node
is infected within 63.34 seconds. The last gateway is infected within 148.29
seconds allowing the attacker to power down all ML-nodes. 75% of all nodes
are infected within 1216.85 seconds, including a waiting period which occurs
due to the sending cycles of legitimate traffic. At this point all attack types
may commence, cf Section 8.3. The last nodes is infected within 2293.29
seconds. Because contagion malware will only append on legitimate TCP
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Figure 61: Endemic malware in decentralized topology, pcap example

connections, it cannot jump across sub-meshes the same way pandemic and
endemic malware can. However, contagion malware can still move hidden
over the backhaul infrastructure, although, this takes longer. Therefore, con-
tagion malware has no significant advantage in decentralized topologies.

Figure 63 shows malicious traffic inside legitimate traffic. We show this exam-
ple to illustrate that this malware type appends on legitimate traffic without
scanning. We note that the malicious traffic does not appear as a visible
separate TCP stream.

Although contagion malware is slow compared to other types, it moves hid-
den within legitimate connections. Heavily decreased speed makes the large
payload size less of a problem, because this malware type has increased
stealthiness. The malicious traffic could still be detected if traffic is moni-
tored closely, cf. Figure 51. However, defenders must investigate legitimate
TCP connections and correlate legitimate to malicious flows. Since contagion
malware carries advanced features inside its payload, it is highly unlikely to
be detected even by advanced host-based detection systems, cf. Section 8.1,
especially when they are connection based.

Effective countermeasures for contagion malware in cell topologies:

Effective countermeasures that can detect such an adversary include, e.g.,
anomaly detection systems that investigate traffic for malicious packets. Pat-
tern based detection methods may identify the malicious payload by suspi-
cious data flow. Basic defensive features will not suffice against contagion
malware. This malware type can be stopped in this network setup by a well
equipped ML-node that denies it access to the backhaul network because
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Figure 62: Contagion malware in decentralized topology, infection graph
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Figure 63: Pandemic malware in decentralized topology, pcap example

contagion malware does not open unsolicited TCP connections and has to
travel over the backhaul network for propagation.

Decentralized Topology Results Summary

Table 35 summarizes all results for the decentralized topology. Pandemic
malware has the lowest attack efficiency of 15.04%, represented by a medium
propagation efficiency, a very low infection efficiency, and a very low scanning
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efficiency, caused by the aggressive scanning strategy. Therefore, pandemic
malware should be easy to defend against when basic measures are imple-
mented.

Endemic malware shows better attack efficiency compared to the pandemic
malware in this topology. This is partly due to the slightly increased prop-
agation efficiency, and the much higher scanning efficiency. The infection
efficiency is in both cases very low.

Contagion malware follows a hidden propagation strategy, resulting in slow
infection. However, its increased propagation efficiency of 97.71% makes up
for the slow infection speed, especially because of its increased stealthiness.
The extensive obfuscation capabilities, which can only be detected when
examining legitimate traffic also include host-based features that may stand
fast against a myriad of defense measures. Moreover, contagion malware
presupposes advanced IDS to even have a chance of detecting it.

Table 35: Decentralized topology - malware efficiency measurements
‘ Metric Pandemic ‘ Endemic ‘ Contagion ‘
Ring [%] 84.63 90.97 78.47
Riean |7 15.63 9.03 21.53
Thirst.aw [3] 15.04 20.64 63.34
Tc.Center |8] n.a. n.a. n.a.
Tast.acw [8] 54.89 132.52 148.29
Tr5% nodes |8 43.44 117.45 1216.85
Thast.node |S| 266.19 177.42 2993.29
Tl nodes [S] e e e
By et 176 © 0.03 0.012 0.010
Rgen %) 81.63 35.73 n.a.
Rusen | %] 18.37 64.27 n.a.
Esen |%] © 1.07 11.12 n.a.
Uy (%] | 104 | 416 | na. |
Urcp |%| 37.41 21.78 n.a.
Afow |%] n.a. n.a. 2.29
Epropag. |%] © 62.59 78.22 97.71
Enoise.suppress. [%] €1 31.83 39.64 Epropag.
Eattack |70] © 15.92 19.83 48.86
Dattack |%] © 84.08 80.17 51.14

Notation: (c¢) Calculated
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Table 36: Summary of the Simulation Results

’ Metric [%)] Pandemic | Endemic | Contagion
Centralized Fyiqck 24.43 26.40 49.39
Centralized Dgttack 75.43 73.60 50.61
Cell Eyiiack 20.35 23.48 45.38
Cell Dgsack 79.65 76.52 54.62
Mesh Egtack 17.25 17.06 47.68
Mesh Dgttack 82.75 82.94 52.32
Decentralized Egqer | 15.92 19.83 48.86
Decentralized Dgspqcr | 84.08 80.17 51.14

9.3.5 Summary of the Simulation Results

This section summarizes the attack efficiency and defendability results for
all topologies and malware types.

We discovered that as soon as mesh networks are used in the topology, the
simple topological-scanning strategy (used by pandemic malware) becomes a
major drawback because its noise output enables defenders to easily discover
it on ML-nodes that may be listening on the network with IDS functionali-
ties. The reason being mesh networks allow ML-nodes to identify misbehav-
ing LL-nodes, which is more difficult to accomplish in P2P-link-based PLC
networks. However, the optimized hitlist-scanning strategy (used by endemic
malware) holds an advantage over topological-scanning in small mesh net-
works because of the small number of nodes which are scanned quickly.

When comparing both malware types (pandemic and endemic) which are
scanning the network with the silent contagion malware, the major benefit
of stealthiness over speed becomes apparent, thus, confirming our discoveries
in Section 8.2. Additionally, the advantage of stealthiness over speed remains
constant throughout all topologies, making the contagion malware the most
effective attack malware in our simulation environment. Pandemic malware
and endemic malware decrease in attack efficiency when mesh networks in-
crease in size, however, contagion malware does not, but instead maintains
its high level.

Furthermore, the centralized topology provides two links (1 PLC and 1 LWL)
until the central control node can be infected, cf. Table 19. Although the PL.C
link is very slow, this topology can generally be infected the fastest, should
defensive measures fail to protect the central control node. This is also the
most significant drawback of the centralized topology, i.e., high vulnerability
against malware propagation, at the highest level of remote control over all
subjacent nodes. This includes the ML-nodes which in this case have no
advanced control function.
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The cell topology presents an additional layer of security with its more intel-
ligent ML-nodes. Should the defensive measures at this level fail, as is the
case in our simulations, the infection and propagation behavior is similar to
the centralized topology, i.e., very quick and devastating to defenders. This
result underlines the importance of functioning defensive measures on the
controlling neuralgic field nodes (ML-nodes) and how important they are for
the rest of the networks stability.

The mesh topology replaces the cells from the cell topology with mesh net-
works that are interconnected via a backhaul infrastructure. This setup too
has ML-nodes that manage their local mesh network. However, mesh net-
works provide one advantage over P2P links, namely, that ML-nodes can lis-
ten into the network and identify misbehaving LL-nodes that scan or infect
other nodes. They could then counteract this behavior. However, should de-
fensive measures fail, the mesh networks provide the same benefits of highly
resilient connectivity that make them more resilient to failure, to the mal-
ware as well. Malware can propagate more reliably in mesh networks, whereas
compared to P2P links in the previous topologies, shutting these neuralgic
nodes down suffices to halt malware propagation in one particular network.

The decentralized topology interconnects all mesh networks into one large
mesh network containing all nodes. Malware can rampage freely in the case
of dysfunctional defensive measures. However, scanning and propagation be-
havior, although difficult to contain in a highly resilient mesh network, are
easily detected by ML-nodes and the HL-node that can operate IDS and
anomaly detection systems. Moreover, these functions may not help much
against malware propagation because interconnected networks allow many
alternative propagation paths.
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10 Defense Measures: Results and Discussion

Notice of adoption from previous publications:

Parts of the contents of this chapter have been previously published in
[43] discussing defensive measures that build upon the available attack
types. [43] includes defensive measures utility companies can implement
to increase their resilience against cyber-attacks. The author developed
this list of measures continually over the course of this work, whereas
the co-author contributed usability and feasibility improvements. This
list was also presented in [41].

It is noteworthy that the topology type plays a role in terms of overall sys-
tem defendability [44,183]. This is particularly true for critical infrastruc-
tures such as power grids and future smart grid implementations that utilize
communication networks. Without any measures beyond baseline measures,
however, secure architectures will not suffice to repel attackers, cf. Section
4.3. This section complements the previously established security model of
our selected defense baseline with additional measures. Our results, cf. Ta-
ble 37 were published in [41,43], and correspond to research question 4, cf.
Section 1.3, which considers the overall attack-defendability of a network
topology. We elaborate on effective measures for smart grid communication
networks and arrange them by two categories, namely, field of efficacy and
threat level, which can support grid operators in improving their network
security. The list is based on the following sources: [2,8,11,20,26,28,44,49,
59,66,69,71,80,81,84,104,113,114,122,124,125,127,144,152,153,174, 189

We generally assume that these defense measures will be implemented to
state-of-the-art level and kept up to date as time progresses. Furthermore, we
recognize that there are many similar lists available, however, we contribute
additional benefit by categorizing them and discussing their efficacy during
different stages of a cyber-attack. We do this by means of our generic model
introduced in Section 4.4. Figure 64 illustrates this categorization and links
our defense measures to the stages of the attack during which they apply.

The fields of efficacy are categorized as follows:

o Account Defense: The account defense specific defense measures deal
with user management and password policies. They are illustrated in
Figure 64 as a box, highlighted in purple, around the entire figure
because they apply to all stages.

e Social Engineering: Social engineering specific counter measures, high-
lighted in yellow, comprise measures involving unsuspecting personnel
and malicious insiders.

e Host Integrity: The host integrity specific measures, highlighted in blue,
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deal with the security of physical devices e.g., servers, PC’s, mobile
phones, tablets, printers, and industrial computers.

Network Integrity: Network integrity specific measures considers net-
work security of the virtual environment. These measures apply to the
section highlighted in red in Figure 64.

Network Detection: These measures comprise network integrity and
detection mechanisms that concentrate on reactive measures. They are
also included in the red section.

Damage Containment: Damage containment measures are useful in
slowing, mitigating or stopping ongoing attacks for ensuring business
continuity. They are illustrated in Figure 64 as a box around the entire
figure, highlighted in gray, because they apply to all stages.

Recovery: These measures are applied after an attack has concluded, for
rebuilding affected systems and returning to normal operation. These
measures are illustrated in green.

~
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Figure 64: Efficacy of defensive measures during different stages of the cyber-

attack life-cycle

Furthermore, we differentiate between proactive (preventative) and reactive
measures. The latter including measures that take autonomous action (with-
out human interaction) during an attack or attack-preparation. They are
marked with superscript "R" in Table 37. All unmarked measures are proac-
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tive measures. In [182]| Verizon shows that proactive security measures play
a crucial role in keeping attackers outside the network premise as the attack
and data exfiltration typically occurs within a very short time frame. How-
ever, the defenders generally discover that they were attacked only after the
attack concluded. Therefore, we assume that the use of both proactive and
reactive measures is of equal importance.

The second category includes the threat level, which implies the general at-
tack methodology introduced in Section 4.5. Furthermore, Table 37 comple-
ments those measures already introduced in the security baseline, cf. Section
4.3. We cover and extend the security baseline in this list within the category
"Basic".

e Basic requirements for standard security and basic operations should
be implemented regardless of any suspected attack, cf. Section 4.3.

e Pandemic specific measures, cf. Section 4.5.1, should suffice to prevent
pandemic-malware-level attacks.

o Endemic specific measures, cf. Section 4.5.2, should suffice to prevent
endemic-malware-level attacks.

o (Contagion specific measures, cf. Section 4.5.3, should suffice to prevent
contagion-malware-level attacks.
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11 Conclusion

Notice of adoption from previous publications:
Parts of the contents of this chapter have been previously published in
the following papers:

[44] discusses the conclusions published about our topological analysis,
mcluding the results, benefits, and drawbacks of different network topolo-
gies concerning their application in smart grids. These results were also
presented in [37, 39).

[48] discusses several attack types specific to smart grids. We conclude
them in this section and discuss future developments, which were also
presented in [38, 40, 45].

[43] discusses defensive measures that build on the available attack types,
resulting in a list that utilities may use to improve their defenses. This
list was also presented in [{1] and is shown in Section 10.

[47] discusses the implications monocultures can present in critical in-
frastructure networks.

[46] introduces several metrics that define the attack efficiency and de-
fendability upon which we evaluate our malware simulations. We con-
clude the results here.

In this chapter we conclude our results, discuss an outlook, and future im-
provements.

11.1 Smart Grid ICT Topologies

This work provides the theoretical basics on ICT topologies for critical in-
frastructure networks, including a theoretical evaluation for urban smart
grid environments, cf. Section 7. We present benefits and drawbacks of four
ICT topologies, i.e., one fully centralized and three hybrid topologies based
on quality indicators including resource control, security, resilience, quality
of service, compatibility, and cost. Although we find that centralized and
decentralized topologies have benefits in some respects, the mesh and cell
topologies overcome most of their shortcomings.

The centralized topology, although effective for retrofitting current power
grids to smart grids, shows that malware infections can immediately reach
the central control node (HL-node), when defensive measures fail, which re-
quires the extensive protection of the HL-node, including several redundan-
cies with fallback strategies, to fend off malware attacks. Otherwise, these
resources could be distributed over field nodes, implementing early warning
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systems when they are attacked, which is discussed in the following topolo-
gies.

The cell topology provides the most benefits for future smart grids through
the placement of sensitive nodes in physically secure and controllable loca-
tions and through the hierarchical structure from the field level to the cell
controllers (ML-nodes). This placement allows for neuralgic nodes that in
turn are required to operate most the defensive measures. To implement this
topology, electrical open rings would have to be upgraded to microgrids with
corresponding communication nodes. Furthermore, it requires upgrading the
transformer rooms which house the ML-nodes with surveillance equipment
to physically secure the locations. This allows for situational awareness and
control over the substations and their respective subjacent LV-grids. The
mesh network between the local cell controllers yields benefits for congestion
management and network resilience. However, security measures on each
node and physical security for the ML-nodes must account for the contain-
ment of malware. Therefore, intelligent mitigation measures in the field will
be required.

The mesh topology provides extensive propagation paths in the LL-ICT and
ML-ICT level. Although these meshes allow for increased resilience, the at-
tacker can also use those alternative paths and optimize the attack strategy.

The same is true for the decentralized topology, with the addition that the
HL-node is also included in the mesh network, making host-based defenses
even more important.

Since utility companies may prefer to purchase key-ready systems in order
to decrease costs, the reuse of hardware and software in these systems may
replicate security vulnerabilities across hierarchy levels, thus, create a mono-
culture, as discussed in [47]. Network segmentation within the ICT topologies
and the progressive implementation of firewalls, strict rules, and anomaly
detection, can prevent the propagation of malware in such an environment.
Additionally, penetration testing can help to discover vulnerabilities in the
host devices.

In accordance with research question 1, we investigated which communica-
tion topology delivers the most promising features in terms of security by
design. Since communication networks can never be 100% secure, we inves-
tigated several network topologies with the goal of discovering features that
can complicate cyber-attacks. However, our theoretical works show that none
of the topologies can reach an acceptable level of security by default, without
additional defensive measures, cf. Section 10. We have shown that the cell
topology has the best features in containing malware because it does have
some of the benefits of the resilience of mesh networks, however, also the
benefits in terms of propagation containment because malware attacks can-
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not move freely to neighboring nodes in this restricted environment, thus,
segmentation. The cell topology requires ML-nodes to be upgraded with the
latest defense measures and local intelligence providing some decentraliza-
tion. This additional layer of ML-nodes acts as a firewall toward the HL-node
which is only possible due to the increased intelligence in these ML-nodes.

11.2 Malware Comparison

In accordance with research question 2, we investigate several malware mod-
els, ranging from aggressive to stealthy types, cf. Section 8.1. In total we
investigated 19 types of malware with respect to metrics introduced in our
generic cyber-attack model, i.e., propagation mechanisms, detectability, tar-
gets, persistence, and countermeasures. We analyzed their relevance to smart
grid attacks and provided & hypothetical superclasses of malware that repre-
sent malware types which in future could target smart grids, namely, pan-
demic, endemic, and contagion malware. Our aim is to raise awareness on
the defenders’ side of the need to build defenses against, at the very least, the
endemic malware class. Since attackers only need to exploit one particular
vulnerability, while defenders have to defend against all potential vulnera-
bilities, an asymmetry in resources and knowledge is apparent.

We find that many modules covering different areas and attack vectors dis-
cussed in our generic attack model, cf. Section 4.4, can be acquired on the
black market today [134]. Yet, assembling them into a functioning attack
platform is something else entirely, requiring skill and knowledge on the in-
ner workings of the network structures in utility companies. However, recent
attacks [56] on utility providers show that these resources, despite their high
level, are in fact being applied. The more knowledge on malware and different
modules is available, the lower the implementation threshold becomes, giv-
ing less equipped attackers highly capable tools that require high defensive
effort on the utilities part.

As discussed in Section 8.2, the most significant trends in future malware
creation have been moving toward stealthiness at the cost of speed. Addition-
ally, as expected, modern malware shifts away from simple, aggressive types
towards complex, modular and sophisticated ones with a considerable set
of capabilities. Recently, such malware types have been heavily involved in
data theft campaigns. However, there are also several precedents for cyber-
physical attacks and an increasing trend toward highly versatile malware.

The complexity is ever increasing as demonstrated by the evolution of mem-
bers of the same malware family within few years, for instance Stuxnet (6
modules) and Duqu2 (> 100 modules). Duqu2, among others, has gained
many functions including new exploits, data theft-, persistence-, and prop-
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agation methods. The addition of one single module could enable such real
world examples to launch a cyber-physical attack. The required technology
being readily available, we consider this trend to be of particular concern for
utility companies, and encourage them to raise the bar for attackers.

Pandemic malware, cf. Section 4.5.1, with its simple attack methods may be
defeated by standard IT-security measures found in best-practice guidelines,
c.f. Section 4.3.

Endemic types, however, require more scrutiny on the defenders side. This
can include anomaly detection and specific employee training, among others,
cf. Section 4.5.2. Furthermore, we consider endemic malware to be the current
state of the art and, therefore, the most immediate threat with many different
modules/capabilities for sale on the black market, that can be implemented
by less equipped attackers.

Contagion malware, cf. Section 4.5.3, is an even greater challenge due to
its increased stealthiness and persistence. It may in part be counteracted
with the same technologies required for the defense against endemic types.
In addition to more scrutinizing network segmentation, anomaly detection,
and honeypots could be feasible approaches. Contagion malware revolves
around increased stealthiness beyond the capabilities of endemic malware.
Therefore, we expect to see contagion class malware only from highly skilled
and financed sources, thus, rarely. However, since many defense mechanisms
are required anyway for the defense against endemic malware, the contagion
malware should be considered an advanced threat that requires only some
more attention beyond the currently required security standards that can
defeat endemic malware.

Finally, zero-day vulnerabilities offer an attack surface that utility compa-
nies cannot be expected to counteract. However, with proper update- and
segmentation policies, IDS at several checkpoints, and strong organizational
processes, defenders may prevent social engineering and sabotage. Append-
ing on those security measures, we urge utility providers to diversify their
stock of devices and security implementations, i.e., to ensure heterogeneity in
order to mitigate malware spreading that exploits one specific vulnerability,
cf. [47].

Summarizing, the main findings of the theoretical malware analysis are:

e The generic life-cycle model formalizes the stages of malware-based
cyber-attacks and enables us to investigate existing malware by dis-
secting it into recurring cycles (cf. Section 4.4). This allows a detailed
comparison of characteristics in existing malware and provides a useful
basis for predicting future developments.

e The investigation of existing malware shows a clear trend toward in-
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creasingly stealthy cyber-attacks, with the goal of infiltrating highly
secure networks, cf. Section 8.1. This trend should be a warning for
utility companies to extend their defensive capabilities.

e The prediction of potential future attacks, cf. Section 8.3, based on
the analysis of existing malware leads to three conceptual models, cf.
Section 4.5, which can be used as basis to develop defensive strategies.

e The mapping of security measures to all future attack vectors assesses
the usefulness in mitigating specific attacks by a qualitative assessment,
cf. Tables 12 and 30. Furthermore, the mapping identifies where gaps
still exist that can be exploited by future malware.

11.3 Metrics

We introduce new metrics used in our network simulations concerning the
malware types, cf. research question 3, such as connection attempts, proto-
cols, spreading patterns, or target finding, which have considerable influence
on the infection rates. We develop these effective metrics for the detection of
malware and containment measures against cyber-attacks. Furthermore, our
novel generic model of a malware life-cycle analysis includes a comprehen-
sive comparison of existing attack methods, several detection metrics, and
an outlook on smart grid specific attacks.

11.4 Malware Propagation and Attack Resilience

We discussed our simulation results in the Sections 9.2, 9.3, and 10, which
outline on the one hand; The repercussions arising from weak security func-
tions inside monocultures. There, we show that vendors and utilities have
huge incentives to implement their control infrastructures as monocultures
in terms of both, hardware and software. The same hardware is mainly used
to lower development-, deployment-, and replacement costs. Using equal soft-
ware decreases operational and maintenance costs. However, the huge num-
ber of identical nodes in such networks supports fast and efficient propagation
of malware once a vulnerability is found.

Our analysis confirms that monocultures support fast malware spreading, in
particular if the communication networks are not configured and segmented
properly. As this can have catastrophic consequences, critical networks must
not be connected to shared network resources like enterprise networks unless
absolutely necessary, with financial benefit not being a valid enough reason
in our opinion. Advanced security measures, e.g., anomaly detection are rec-
ommended to be implemented on neuralgic nodes, where possible, to detect
and prevent malware from infecting neighboring networks.
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Furthermore, we discuss the general simulation results of our simulation
model including the metrics leading to calculating the attack-defendability
for each case and several defensive measures alongside to support our discus-
sion. This represents our work on research questions 1, 2 and 4, whereas 1
represents the network topology, 2 represents the malware propagation, and
4 represents the attack-defendability.

Our simulation results on malware propagation include 12 simulation sets of
three malware types over four topologies. The results in Section 9.3.5 sum-
marize them and support our discoveries on why the widespread application
of stealthy malware is increasing. We discovered no significant drawback of
slow and stealthy malware over fast and noisy malware. It rather seems that
the implementation of better security measures in the recent past have forced
malware developers to increase development efforts to maintain their advan-
tage by obfuscating among native traffic, but with covert capabilities on the
rise.

The contagion malware proves that hidden propagation provides additional
benefit at the cost of even more speed, and increased development effort.
Although there are increased resources required for initial development, ad-
vanced types become public, or are sold in time, thus, less equipped attackers
can modify them and implement their own interpretations. Many additional
benefits lie in the host-based attack capabilities of advanced malware, e.g.,
new infection vectors, increased persistence, and attack versatility making
advanced malware even more challenging to detect.

Concerning the centralized topology, we conclude that the pandemic malware,
although being fast and noisy, has the benefit of fast infection of the control
center, enabling it to quickly launch a destruction attack. However, we as-
sume that utilities will implement basic security measures to state-of-the-art
level, thus, pandemic malware may not be able to challenge the ICT security
of modern smart grids. In case it can, it outruns human intervention within
its < 1 s attack window. Endemic malware on the other hand, is much harder
to detect but shows similar infection durations compared to the pandemic
malware. However, its initial infection curve rises slowly, allowing some re-
action time for defenders, and especially for automated defenses. We assume
that this malware type has advanced on-board capabilities, thus, requires
a well selected set of defensive measures to be defeated by. The contagion
malware, on the other hand, is the most difficult to detect, thus, the at-
tack efficiency is high even though it shows extremely slow infection. This
fact makes the contagion malware the overall benefactor at the cost of high
development costs.

The cell topology, which provides more options to bypass congested links,
shows some benefits on the resilience of the nodes. However, these benefits
also help malware propagate. Pandemic malware propagates quickly, how-
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ever, produces much network noise, thus, it should be easy to defend against.
Because it can move through a mesh network, the infection times increase
slightly compared to the centralized topology. Endemic malware optimizes its
propagation pattern and slightly surpasses the attack-efficiency of pandemic
malware. Contagion malware can, due to the hidden propagation, achieve
the highest attack-efficiency because it is near undetectable in network traf-
fic. However, it has the slowest infection ratio, at the highest sophistication
level of on-board features.

The mesh topology utilizes mesh networks on a large scale in the LL-ICT
and ML-ICT level. All malware types, except contagion malware, can utilize
these alternative routes. Contagion malware never uses alternative routes
intentionally, only when packets are routed through the mesh network as
part of legitimate traffic. Pandemic malware, has a higher attack efficiency
compared to endemic malware which only slightly surpasses it. However,
endemic malware can recover some drawback from the larger payload by in-
creased infection efficiency and scanning efficiency. Contagion malware has a
nearly perfect propagation efficiency which is due to its extensive obfuscation
capabilities.

The decentralized topology utilizes mesh networks throughout all hierarchy
levels. Therefore, it is the most difficult to implement in existing power grid
control systems. Moreover, it would require complete retrofitting without im-
plementing any of the existing structures. Its extensive use of mesh network-
ing including many alternative links increases the resilience of the network.
However, malware also may use this feature for optimized propagation. It is
also the most difficult case for containing malware because there are always
redundant paths available that cannot all be controlled. Pandemic malware
shows the lowest attack efficiency which is mainly caused by the aggressive
scanning and the low infection efficiency. Pandemic malware shows better at-
tack efficiency compared to the endemic malware in this topology. However,
the infection efficiency is in both cases very low. Contagion malware fol-
lows a hidden propagation strategy, resulting in slow infection. However, its
medium attack efficiency provides benefit over both, pandemic and endemic
malware. On a positive note, contagion malware must, in this case, travel
over the backhaul infrastructure. This allows for better containment options
compared to the other malware types. However, since contagion malware op-
erates covertly, the detection systems that are likely to be implemented in a
decentralized topology, that favors no ML-node over another, may struggle
detecting this malware type.
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11.5 Defensive Measures and Containment Capabilities

Section 10 introduced a list of recommendations for defensive measures
against different malware types. We remark that this extensive list cannot
be quantified in our simulation model, thus, we take a theoretical approach.

We conclude from our simulations that network segmentation should rank
high among the most important defensive measures. Alongside that, we also
suggest to protect the gateway and perimeter nodes that face other net-
work segments with additional host-based measures, e.g., standard harden-
ing guidelines to achieve better host security. We advise to force all com-
munications through check points which require up-to-date IDS and strong
firewall rules, e.g., whitelisting, for perimeter-IDS. Furthermore, protecting
the gateways may not suffice when identical vulnerabilities are available to
attackers via alternative propagation channels. Admittedly, monocultures
are easier to manage in terms of administration, however, they also present
attackers with a known environment. Our simulations consider the initial
propagation phase of malware, thus, automated movement without C&C in-
terference. Therefore, monocultures can significantly support horizontal and
vertical propagation unless automated defenses, i.e., reactive measures, apply
remedies.

Since preventative measures are very useful as a deterrent against attackers,
they are often not suitable for the detection of ongoing cyber-attacks. They
are, however, no less important in defending critical infrastructures. Accord-
ing to Sun Tzu [178], subduing an enemy without fighting is the highest
form of war. Therefore, we suggest to consider well prepared defenses that
may discourage most attackers, that may not be highly financed. However,
defenders are at all times at a disadvantage against attackers by having to
prepare against all possible attack vectors, whereas an attacker only requires
one vulnerability. On the other hand, defenders can use a home field advan-
tage to their own terms and lead attackers to approach on their own accord,
thus, defenders can mislead attackers. Although prevention is good, aware-
ness is better, thus, we recommend Section 10 as a general checklist of items
worth implementing in the security concept of critical infrastructure com-
munications. We suggest that detection mechanisms should be implemented
early, since they can best increase the level of defense, e.g., IDS, honey-
pots, or network event monitoring. These are predominately found in the
categories "Host Integrity", Network Integrity", and "Network Detection".
Furthermore, several measures, e.g., honeypots or darkspaces, can be used
to actively mislead attackers. All war is based on deception, thus, appear
weak where you are strong and defend what is weak [178].

During the final stages of a cyber-attack, those measures in the category
"Damage Containment" become relevant. They are, for the most part, meant

195



to slow or stop an ongoing attack. After clearing all malicious code, recovery
can commence until full functionality is restored. We do not claim complete-
ness of the list in Section 10, as new measures can arise and be implemented
at any time. The list should be extended by knowledge collected from new
attack detections. We do, however, consider it the current state of the art (in
the year 2018). These measures are categorized by efficacy in those stages
that occur during a cyber-attack and the threat level different malware types
represent. This list can be used by operators of critical infrastructures to im-
prove their defenses. It can, if implemented, help utilities to discourage even
powerful attackers. Furthermore, the measures are designed to consider all
types of attackers and implement some measures that may increase the cost
of attacking (the resources required) to a possibly unfeasible level even for
APT’s. Section 10 provides an explanation on how to use the list aside from
extra information on the containment properties of those measures.

In accordance with research question 4, cf. Section 8.1, we investigated how
to increase the attack-defendability and attack-resilience of critical communi-
cation networks. We introduced the metric attack-defendability as a measure
for calculable security by design, cf. Section 6.13. Furthermore, the metric
attack-resilience expands upon additional defense measures which cannot
be quantified in our simulation environment. Therefore, we extend the con-
cept of resilience against random failure by targeted cyber-attacks, namely
attack-resilience, cf. Section 6.16. This metric satisfies our needs because
cyber-attacks do not occur randomly, but represent targeted- and deliberate
failures rather than random failures. Therefore, we cannot rely on mere re-
dundancies, but instead rely on the proactive and reactive counter measures
as discussed in Section 10. We satisfy this content with a collection of proac-
tive and reactive measures to achieve a higher level of security for critical
infrastructures.

11.6 Outlook

In this section we discuss an outlook beyond this work, i.e., future require-
ments to defend against our three malware classes. We include the following
which could not be covered within the scope of this work: [44]

o Adjustment: Knowledge collected in future attack incidents has to be
incorporated in predictions of upcoming malware. For instance if mal-
ware with a novel spreading or scanning method is observed, this in-
formation has to be shared and included in future defense strategies
for future threats.

e Information sharing: Cooperation is an important defense strategy.
Incidents should be reported. Detailed information about attacks and
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attack preparation should be shared in the community. It may be re-
quired to provide incentives and technical solutions for controlled data
sharing or even to enforce it to resolve concerns in organizations about
sharing information with potential competitors.

o Lightweight detection: New lightweight detection methods are required
to separate legitimate from illegitimate network traffic without exceed-
ing resource demands and costs. They should guarantee long term func-
tionality and maintenance in devices that operate over periods of more
than 10 years.

e Hiding techniques: Malware may use sophisticated hiding techniques
such as covert channels to prevent detection of malware communica-
tion. Future detection systems need to prepare for this and should
incorporate covert channel detection methods.

o Cyber-physical systems research: Further research into a holistic view
on the coherences between cyber-physical systems provide better un-
derstanding of the processes to minimize the attack surface and harden
them against attacks. Here especially the interrelations between differ-
ent systems is relevant for potential attack spreading.

11.7 Improvements

In this section we discuss several improvements that could be implemented
in future works:

e We find that our model, although capable of simulating a large number
of nodes, lacks performance, i.e., simulations with more than 500 nodes
may take several days to complete, as illustrated in Section 9.1.2. This
could be optimized by additional code reviews, however, optimization
must utilize multi core processing.

e Concerning multi core processing, one caveat remains within the ns3
simulation environment. ns3 is only capable of multi-core processing on
P2P-links, i.e., as soon as other link technologies are used, e.g., mesh
networks, multi-core processing is not implemented at a basic level of
the simulation environment. However, our scope is not to optimize ns3,
which is a task left for the core developers, thus, we do not use multi
core processing.

e The random factors implemented in our simulation were disabled to
meet our goal of focusing on detection metrics, efficiency metrics, and
countermeasures. However, large scale statistical analysis may be pos-
sible upon implementing the above mentioned performance optimiza-
tion, increasing the value of the simulation model. For the results to
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remain representative within this simulation set, we constrain our 12
simulations to the same parameters without the random factors.

Our metrics do not consider C&C traffic because we consider the ini-
tial stages of malware attacks, thus, it is out of scope for this work.
We investigate the initial phase of malware spreading, effective counter
measures, and defensive strategies. However, C&C traffic can be imple-
mented in future works that test C&C traffic inside our four topologies
and three malware types. This would expand the scope of the model
from the initial spreading phase to the operation phase, as illustrated in
Figure 16. However, we limit our approach to the attack efficiency and
attack defendability metrics, cf. Sections 6.12 and 6.13, that represent
metrics we can attribute with calculable output from our simulation
model.

We developed several additional metrics that extend the scope of our
model, namely, attack containment and attack resilience. However,
since they must include C&C, we cannot quantify them in our sim-
ulations, cf. Section 6.14. We do discuss them in theory and provide
formulas for their calculations, however, a full analysis of all defensive
measures would require the attribution and consideration of all defen-
sive measures, cf. Section 10, for each malware type in each strategic
point and in all topologies.

All simulations in Section 9.3 could be repeated for all other attack
methods, e.g., data theft attacks or extortion schemes. These were
introduced in Section 4.4.6 and include additional discussions and de-
fensive solutions in our theoretical results, cf. Section 8.3. However,
we limit our simulation model to the most sinister attack, namely the
destruction attack, due to its significant impact on society. We do not
simulate the other attack types because they do not represent such an
immediate need of protection. Furthermore, the other attack types can
be considered a subset of the destruction attack because an extortion
and data theft campaign can be conducted prior to the destruction
attack.

Since the most significant limitations have occurred with the mesh net-
work protocol (OLSR) and its maximum network size, cf. Section 9.1.2,
we suggest to check the utilization of other protocols in future. In order
to accomplish very large single mesh networks with hundreds of nodes,
these limitations must be overcome with either hybrid infrastructures
or new mesh protocols.

Afow represents covert anomalies inside legitimate network traffic.
However, typical anomaly based IDS can only investigate network
flows, and thus, packet content, as long as they are not encrypted.
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We understand that E2E encryption is nowadays widely implemented,
especially for control communication in cyber physical systems. There-
fore, the Ag,, method can only be used in cases when the anomaly
detection system is allowed to act as a man in the middle for en-
crypted traffic, which is an existing concept on the market of IDS-
manufacturers. However, this is compromising E2E security. The au-
thor, however, regards man in the middle IDS systems critically.

We note that patient zero could be set to any node position in our
simulation model’s hierarchy. However, we simulate all test-cases with
LL-nodes as the starting point because then the simulation represents
the longest propagation path, thus, we can observe all defined infection
durations. If, for instance, am ML-node were chosen for patient zero,
T'first.cw would occur immediately, as introduced in Section 6.3. The
same is true for direct infection of the central control node, which
invokes T'¢. center immediately, and so on.

Final note.

We conclude that, despite the heavy complexity of malware defense, util-
ities can reach a good level of security with just a few well implemented
technical measures and optimized organizational processes. On top of these,
additional measures can harden a control network further against more ad-
vanced threats, albeit, 100% security is never achievable. Moreover, security
measures should not just be implemented and then left alone, but instead
be audited, maintained, and managed continuously. Therefore, utilities need
to establish a permanent security staff, equipped with enough resources to
counteract future threats.
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Appendix B: Related Standards and Books

This section lists a comprehensive set of standards, concepts and books,
concerning smart grid security, as suggested in [15, 16, 20, 44,49, 63, 64, 73,
76,124, 125, 163]. The following sources should be considered for detailed
implementations of the resilience measures introduced in Section 10.

Books

e M. Burnett and D. Kleiman. Perfect Passwords, volume 1, ISBN: 978-
1-59749-041-2. Syngress, Burlington, 2005

e Board on Energy and Environmental Systems; Division on Engineering
and Physical Sciences; National Research Council. The Resilience of
the Electric Power Delivery System in Response to Terrorism and Nat-
ural Disasters: Summary of a Workshop. National Academies Press,
ISBN: 978-0-309-29395-2, Washington, D.C., October 2013

e Board on Energy and Environmental Systems; Division on Engineering
and Physical Sciences; National Research Council. Terrorism and the
Electric Power Delivery System. National Academies Press, ISBN: 978-
0-309-11404-2, Washington, D.C., October 2012

Standards and Concepts

o [EV IEC 61850-90-12 provides definitions, guidelines and recommen-
dations for the engineering of WANS, especially regarding their pro-
tection, control and monitoring. It is based on IEC 61850 and several
related protocol standards. It is mostly used for communications be-
tween substations and the control centere.

o JEC 61850: Substation Automation: Reference Architecture. Contains
a number of relevant standards starting from IEC/TR 61850-1 through
-10 and 80 through 90

e [EC 62351: is a standard designed to handle the security of several
protocols including IEC 60870, IETC 61850, IEC 61970 and TEC 61968.
Among its features, it includes TLS encryption, node authentication,
message authentication and several other specific security profiles.

— IEC 62351-3: Security for any profiles including TCP/IP, TLS,
Authentication and Certificates

— IEC 62351-4: Security for any profiles including Manufacturing
Message Specification (MMS) (e.g., ICCP-based IEC 60870-6,
IEC 61850, etc.), Authentication for MMS, TLS (RFC 2246) is

215



inserted between RFC 1006 & RFC 793 to provide transport layer
security

— IEC 62351-5: Security for any profiles including IEC 60870-5
(e.g., Distributed Network Protocol (DNP3) derivative), TLS for
TCP/IP profiles and encryption for serial profiles.

— IEC 62351-6: Security for IEC 61850 profiles. VLAN’s use is made
as mandatory for GOOSE, RFC 2030 to be used for SNTP

— IEC 62351-7: Security through network and system management.
Defines Management Information Base (MIBs) that are specific
for the power industry, to handle network and system manage-
ment through SNMP based methods.

— IEC 62351-8: Role-based access control. Covers the access control
of users and automated agents to data objects in power systems
by means of role-based access control (RBAC).

— IEC 62351-9: Key Management: Describes the correct and safe us-
age of safety-critical parameters, e.g. passwords, encryption keys.
Covers the whole life-cycle of cryptographic information (enroll-
ment, creation, distribution, installation, usage, storage and re-
moval). Methods for algorithms using asymmetric cryptography.
Handling of digital certificates (public / private key). Setup of the
Public Key Infrastructure (PKI) environment with X.509 certifi-
cates. Certificate enrollment by means of SCEP / CMP. Certifi-
cate revocation by means of CRL / OCSP. A secure distribution
mechanism based on GDOI and the IKEv2 protocol is presented
for the usage of symmetric keys, e.g. session keys.

— IEC 62351-10: Security Architecture: Explanation of security ar-
chitectures for the entire IT infrastructure. Identifying critical
points of the communication architecture, e.g. substation control
center, substation automation. Appropriate mechanisms security
requirements, e.g. data encryption, user authentication. Applica-
bility of well-proven standards from the IT domain, e.g. VPN
tunnel, secure FTP, HT'TPS.

e IEC 60870 Telecontrol (SCADA) and Communication Profiles for basic
messages between 2 systems

— IEC TS 60870-5-7: IEC 60870 defines SCADA. Ext -5-7 is a secu-
rity extensions to IEC 60870-5-101 and IEC 60870-5-104 protocols
(applying IEC 62351)

e [EC 61400-25: Data Transfer from Windpower generation to SCADA.
Client-Server supported communication environment. The standard

216



addresses the issue of proprietary communication systems utilizing a
wide variety of protocols.

IEC 62056: Data Exchange Protocol for Smart Meter Data and Load
control.

IEC 62056-5-3: Specifies Companion Specification for Energy Metering
(COSEM) application layer in terms of structure, services, protocols
for client-server models. Defines services for establishing and releasing
application associations and data communication services

ISO 22301 Business Continuity Management: Understand and priori-
tize the threats to your business with the international standard for
business continuity. ISO 22301 specifies the requirements for a man-
agement system to protect against, reduce the likelihood of and ensure
your business recovers from disruptive incidents.

ISO/IEC 27001: A systematic approach to managing sensitive company
information so that it remains secure. It includes people, processes and
IT systems by applying a risk management process.

ISO/IEC 27002: Information technology, Security techniques, Code of
practice for information security controls .

ISO/IEC 27019: This Technical Report is intended to help organiza-
tions in “the energy industry” interpret and apply ISO/IEC 27002:2005
in order to secure their electronic process control systems.

IEC 62443 series: Defines elements necessary to establish a cyber secu-
rity management system (CSMS) for industrial automation and control
systems.

IEC 61158 Fieldbus Protocols for Realtime Control in distributed Sys-
tems

NIST SP 800-82: SCADA systems, Distributed Control Systems
(DCS), and other control system configurations such as PLCs.

NIST SP 800-53: Guidelines for public institutions and outreach efforts
in information system security, and on activity with industry, govern-
ment, and academic organizations.

BSI-CC-PP-0073 Federal Office of Civil Protection and Distaster Assis-
tance: Protection Profile for the Gateway of a Smart Metering System,”
Federal Office for Information Security (BSI), Germany, White Paper
BSI-CC-PP-0073, Mar. 2014

BSI-CC-PP-0077-2013 Federal Office for Information Security (BSI):
BSI protection profile,” Federal Office for Information Security (BSI),
Germany, BSI-CC-PP-0077-2013, 2013
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BSI-CC-PP-0077-V2-2015 Federal Office for Information Security
(BSI): BSI protection profile,” Federal Office for Information Security
(BSI), Germany, BSI-CC-PP-0077-V2-2015, Jan. 2015

North American Electric Reliability Corporation
(NERC), “CIP Standards,” Jun-2016. [Online|].  Available:
http://www.nerc.com/pa/Stand /Pages/CIPStandards.aspx. [Ac-

cessed: 02-Jun-2016.

National Institute of Standards and Technology (NISTIR), “Guidelines
for Smart Grid Cyber Security, document NISTIR 7628.” National In-
stitute of Standards and Technology, Aug-2010

IEEE 1588 Network Time Sync in Precision Time Protocol (PTP)

IEEE 1547 Connection Criteria for decentralized Systems to central
control systems

DNP3: Processautomation in SCADA

DNP3 Secure: is an upgrade to the standard DNP3 protocol designed
to provide additional security measures, including authentication and
data encryption. It is compliant with IEC 62351-5 standard, and in
some cases VPNs are also used to secure IP networks.

Transport Layer Security (TLS): is a cryptographic protocol designed
to protect communications over a network. TLS is using asymmetric
cryptography and client certificates for authentication and symmetric
cryptography for sessions

Internet Protocol Security (IPSec): comprises of a set of protocols de-
signed specifically to protect IP communications by applying authen-
tication and encryption to them. It supports mutual authentication,
and works on the Network Layer (while TLS works on the Application
Layer)

Secure Shell (SSH): is a protocol that provides a secure connection to
remote machines, by applying encryption to protect the data

Virtual Private Network (VPN): Not a protocol, but a concept. In a
VPN the use of point-to-point private network over a public network
or the Internet are specified. A VPN uses tunnelling protocols to make
available private communication, and to also make use of encryption
protocols to protect the confidentiality of the data transmitted.

C37.118.1-2011 - IEEE Standard for Synchrophasor Measurements for
Power Systems
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