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1 Introduction

The description of a quantum system where some degrees of freedom are not incorporated,
i.e. of systems with gain or loss, involves a Hamiltonian that is inherently non-Hermitian
[1, 2]. This non-Hermiticity results in non-orthogonal eigenvectors as well as complex
eigenvalues where the real part corresponds to the frequency of the corresponding mode
and the imaginary part to the respective line width. To maintain the convenient concepts
of Hermitian Hamiltonians such as Dirac inner products and expectation values it is
necessary to generalize certain well-founded aspects of Hermitian quantum mechanics
[3–5].
One key feature of non-Hermitian Hamiltonians appears in the light of spectral degenera-
cies, where eigenvalues coalesce. In the Hermitian case, the eigenvectors at the point of
degeneracy can be chosen to constitute an orthonormal basis. This type of singularity
is called a diabolical point (DP) [6]. At a non-Hermitian degeneracy, also called an
exceptional point (EP) [7–12], not only the eigenvalues but also the associated eigenvec-
tors merge. Due to the resulting defective eigenbasis (EB) and the special topological
structure of the eigenvalue surfaces in the vicinity of those branch point degeneracies
there are several astounding effects linked to EPs. Some of the applications include
unidirectional invisibility in a Bragg scattering grating [13], coherent perfect absorbers
(CPA) [14], EP-enhanced sensing [15–17], robust wireless power transfer [18] or reversing
the pump dependence of a laser [19, 20].
The aforementioned topological structure of the eigenvalue sheets at an EP is given by
self-intersecting Riemann sheets. By varying at least two system parameters in a closed
contour that encloses the EP it is possible to exploit those topological properties that
are closely related to the Berry phase picked up during a loop [21–23]. Upon encircling
an EP the eigenvalues and eigenvectors interchange with an additional sign change in
one of the eigenvectors, which has been demonstrated in a microwave cavity experiment
using successive small parameter steps to encircle an EP [24, 25].
The physical behavior for dynamical parameter variations is however governed by the
non-Hermiticity and hence does not follow the adiabatic theorem even for very slow
parameter changes. The non-Hermitian contribution in the Hamiltonian is said to be
singularly perturbing the system. As a result, nonadiabatic transitions inherent in dy-
namically encircling an EP lead to intriguing new effects such as an intrinsic chirality of
the encircling process [26–31]. For virtually all initial configurations the final state only
depends on the direction of encirclement. This asymmetric switch has been demonstrated
experimentally for a waveguide with undulating boundaries and losses [32] as well as
in an cavity optomechanical system using vibrational modes of a slighlty non-square
membrane [33].

1



1. Introduction 2

In this thesis we study foremost the chiral behavior that adheres to an EP upon dynamical
parameter variations. These variations include closed loops that enclose the EP and
also ones that exclude it, as well as trajectories with different initial and final parameter
configurations (not closed contours).
The first part of this work is building up a suitable non-Hermitian framework, focusing
in particular on the features of non-Hermitian degeneracies (exceptional points) using
a particular 2ˆ2 Hamiltonian that has been previously used to describe experimental
setups [32, 33]. Within this methodological part we derive a generalized inner product
that comes as a natural extension to the Dirac ’bracket’ formalism. This new two-form
is needed to account for the non-orthogonality of the eigenvectors of a system subject to
loss.
In order to be able to analytically investigate the asymmetric switch that appears for
closed parameter contours in the vicinity of an EP, the second part of this thesis is
dedicated to the exact solutions of the underlying coupled differential equations for
special temporal variations of the Hamiltonian. Using a class of circular paths without
the restrictions on the initial and end points imposed previously, we reach a better
understanding of quasi-adiabaticity [26, 27, 30, 31]. With this tool at hand we show that
chirality is not a compulsory property of EP-enclosing parameter contours. We rather
find that a certain closeness to the EP is required to obtain chirality.
A new class of analytical solutions for general straight parameter paths in the vicinity of
an EP is also introduced, that allows us to concatenate arbitrary parametrical tracks,
performing rectangular parameter variations where only one parameter is changed at
a time including or excluding an EP. These solutions will be particularly relevant for
recent experimental implementations [33].
With the help of arbitrary straight paths we also analyze the effect of the EP on the
eigenvector populations when an EP is passed through. A static parametric analysis
reveals that the EP exactly levels the eigenvector coeffiecients so that they get an uni-
versal ratio of ˘𝑖 [34, 35]. The dynamical aspects for passing through an EP are quite
remarkable as the constant ratio of the eigenvectors raises the question whether this is
breaking time-reversal symmetry or if it is connected to an information loss at the EP.



2 Exceptional points in non-Hermitian
Hamiltonians

The study of artificial physical systems with gain or loss has grown vastly over the last
decade [19, 20, 32, 33, 36–39] . The description of these systems usually relies on the
time dependent Schrödinger equation (TDSE) 1

𝑖B𝑡𝜓p𝑡q “ 𝐻p𝑡q𝜓p𝑡q (2.1)

with a complex non-Hermitian Hamiltonian that features exceptional points for certain
parameter configurations. The simplest models where an EP is accessible is a lossy
two-level system that is described by a 2ˆ2 Hamiltonian

𝐻 “

ˆ

𝜔1 ` 𝑖
𝛾1
2 𝑔

𝑔 𝜔2 ` 𝑖
𝛾2
2

˙

, (2.2)

where 𝜔1,2 are the frequencies of the modes, 𝛾1,2 are the loss/gain rates and 𝑔 is the
coupling strength. All these parameters are chosen to be real. A positive imaginary part
𝛾 ą 0 of a complex frequency 𝜔 ` 𝑖𝛾 corresponds to gain and a negative imaginary part
to loss. This Hamiltonian is clearly non-Hermitian 𝐻 ‰ 𝐻:. The model Hamiltonian in
Eq. 2.2 is used in [30, 32] and hence the notation is partially adopted.

2.1 Biorthogonal quantum mechanics

A far-reaching consequence for non-Hermitian operators is that the eigenvectors are not
necessarily orthogonal under the standard Hermitian inner product p|𝑔𝑖yq

:|𝑔𝑖y ” x𝑔𝑖|𝑔𝑖y.
In order to keep the formalism of Hermitian quantum mechanics intact, it is necessary to
introduce left eigenstates x𝑓˚𝑖 |, i.e. the dual basis

2, which are in general not the Hermitian
conjugate (x𝑓˚𝑖 | ‰ |𝑓𝑖y

:) of the right ones anymore. Those left eigenstates are chosen
in a way so that they form a biorthogonal set of basis vectors x𝑓˚𝑖 |𝑔𝑗y “ 𝛿𝑖𝑗 using the
standard Hermitian form [4]. Additionally, they fulfill a closure relation

ř

𝑖 |𝑔𝑖yx𝑓
˚
𝑖 | “ 1.

By restricting the Hamiltonian to be symmetric 𝐻 “ 𝐻𝑇 , the left eigenstates are
given as the transpose of their right counterparts (x𝑓˚𝑖 | “ p|𝑓𝑖yq

𝑇 ). The resulting inner

product xp𝑓𝑖|𝑔𝑖y ” p|𝑓𝑖yq
𝑇 |𝑔𝑖y is known as the c-product [1, 40]. We will denote left

eigenstates that are obtained as the transpose of their corresponding right partners with

1We have set ~ “ 1.
2The star denotes the dual basis and not complex conjugation.

3



2. Exceptional points in non-Hermitian Hamiltonians 4

a hat (xp𝑓𝑖| ” p|𝑓𝑖yq
𝑇 ) to distinguish them from the Dirac formalism.

Although a redefinition of the inner product is a viable approach, we will show an
alternative way how to extend the Hermitian formalism for non-Hermitian operators in
chapter 4.

2.2 Model Hamiltonian

With a suitable gauge transformation the Hamiltonian in Eq. 2.2 can be brought to a
relative frame of reference

𝐻 “

ˆ

´𝜔 ´ 𝑖𝛾2 𝑔
𝑔 𝜔 ` 𝑖𝛾2

˙

(2.3)

with 𝜔 “ p𝜔2 ´ 𝜔1q{2 and 𝛾 “ p𝛾1 ´ 𝛾2q{2. In addition to being symmetric, this
Hamiltonian is also traceless Trp𝐻q “ 0 with eigenvalues

𝜆˘ “ ˘𝜆 “ ˘
a

p𝜔 ` 𝑖𝛾{2q2 ` 𝑔2 , (2.4)

that are in general complex. When we define a complex frequency 𝜉 “ 𝜔 ` 𝑖𝛾{2 P C
the eigenvalues become ˘

a

𝜉2 ` 𝑔2. The parameter region where 𝜆 P R is related to a
parity-time symmetry (𝒫𝒯 -symmetry) [38] of the Hamiltonian p𝒫𝒯 q𝐻p𝒫𝒯 q “ 𝐻 that
we will discuss in the following.

The eigenvectors of 𝐻 can be parametrized by a single3 mixing angle 𝜃 “ arctanp´𝑔{p𝜔`
𝑖𝛾{2qq “ arctanp´𝑔{𝜉q as

|`y “

˜

´ sin p𝜃{2q

cos p𝜃{2q

¸

, |´y “

˜

cos p𝜃{2q

sin p𝜃{2q

¸

(2.5)

and they fulfill the eigenvalue equations 𝐻|˘y “ 𝜆˘|˘y. We want to note here that we
are going to use the atan2 [41] the two argument inverse tangent, instead of the arctan
so that its branch cut aligns with the branch cut of the square root.
As the Hamiltonian is non-Hermitian, a set of biorthogonal left eigenvectors x˘| cannot
simply be obtained by the Hermitian conjugate x˘| ‰ |˘y:. However, by restricting the
analysis to a symmetric Hamiltonian one finds that the left eigenstates are the transpose
of the right ones. We denote left vectors that come from their respective transposed right
ones by a hat xp˘| :“ |˘y𝑇 . The left eigenvectors are hence

xp`| “ |`y𝑇 “
`

´ sin p𝜃{2q cos p𝜃{2q
˘

,

xp´| “ |´y𝑇 “
`

cos p𝜃{2q sin p𝜃{2q
˘

.
(2.6)

3This is not possible for non-symmetric Hamiltonians.



2.3. Coalescing eigenvalues and eigenvectors 5

This set of left and right eigenvectors are biorthogonal and complete [4]

xp˘|˘y “ 1 ,

xp¯|˘y “ 0 ,

|`yxp`| ` |´yxp´| “ 1 .

(2.7)

We want to mention here that despite the amenities involved using the c-product there
are several little discomforts. Eigenstates that are chosen to admit a 𝒫𝒯 -symmetric
phase are not biorthogonal under the c-product anymore. This is because |`y from
Eq. 2.5 needs to be redefined as |r`y “ 𝑖|`y to be 𝒫𝒯 -symmetric in the parameter region

where the Hamiltonian is 𝒫𝒯 -symmetric. Then the c-product yields xpr`|r`y “ ´1, which
is not biorthogonal. We will show that there is a better way to generalize the Hermitian
form so that biorthogonality is upheld for vectors that allow 𝒫𝒯 -symmetry.

2.3 Coalescing eigenvalues and eigenvectors

From Eq. 2.4 we derive that the eigenvalues coalesce when

p𝜔 ` 𝑖𝛾{2q2 ` 𝑔2 “ 0 . (2.8)

This gives two separate conditions for the real and imaginary part of Eq. 2.8 that have
to be fulfilled simultaneously

𝜔𝛾 “ 0ñ 𝜔EP “ 0 , (2.9)

𝑔2 ´ 𝛾2{4 “ 0ñ 𝑔EP˘ “ ˘𝛾{2 . (2.10)

One could assume in Eq. 2.9 that 𝛾 “ 0 is also a solution for an EP, but for 𝛾 “ 0 the
EP is actually a DP, that is a Hermitian degeneracy, located at t𝑔DP, 𝜔DPu “ t0, 0u.
The equation for 𝑔EP in Eq. 2.10 admits two solutions for 𝛾 ‰ 0 so that an EP always
appears pairwise: one EP at positive values of the coupling strength 𝑔 and the other
at negative values of 𝑔. To distinguish between the two EPs we will refer to the EP at
t𝑔, 𝜔u “ t`𝛾{2, 0u as the positive EP (EP̀ ) and to the one at t𝑔, 𝜔u “ t´𝛾{2, 0u as the
negative EP (EṔ ).

In Fig. 2.1 we display the topological structure of the eigenvalue spectrum upon variation
of two system parameters 𝑔, 𝜔 in the vicinity of the EP̀ . These are in fact the Riemann
surfaces of real (left) and imaginary parts (right) of the complex square root function. The
real part has a crossing that runs along 𝑔 P r𝑔EP´ , 𝑔EP`s with 𝜔 “ 0 and the imaginary
part has one crossing at 𝑔 ď 𝑔EP´ and another at 𝑔 ě 𝑔EP` . The EP, which is located in
the center of each image, therefore separates the real and the imaginary crossing but is
part of both of them as 𝜆 “ 0 at the EP.
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EP

𝜔

ℜp𝜆q

𝑔

EP

´𝑔

ℑp𝜆q
𝜔

Figure 2.1: Real (left) and imaginary (right) part of the eigenvalue surfaces as a function of
two parameters 𝑔, 𝜔 in the vicinity of an EP (indicated by the arrow). These can
also be regarded as the self-intersecting Riemann surfaces of the complex square
root function

a

p𝜔 ` 𝑖𝛾{2q2 ` 𝑔2 with constant 𝛾. The color corresponds to an
eigenvalue with relative gain (red) and loss (blue).

2.4 Geometric phase

The geometric phase that some general eigenvectors |𝑛y pick up along a closed contour
𝐶 by varying parameters R in its Hamiltonian is the Berry phase [42]

𝛾𝑛r𝐶s “ 𝑖

¿

𝐶

x𝑛pRq|∇R |𝑛pRqy dR , (2.11)

that is implicitly taken into account in the basis vectors if we impose on our basis to
be parallel-transported x𝑛pRq|∇R|𝑛pRqy “ 0 [43]. The parameter variations R that we
perform include a single real parameter, namely the time 𝑡 (R ” 𝑡). As we do not want
any geometric phase to appear explicitly, the basis defined in Eqs. 2.5 and 2.6 is already
parallel-transported xp˘|B𝑡|˘y “ 0 so that 𝛾˘r𝐶s “ 0.
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2.5 Generalized eigensystem at the EP

At the parameter configurations t𝑔 “ 𝑔EP˘ , 𝜔 “ 0u the Hamiltonian

𝐻EP˘ “
𝛾

2

ˆ

´𝑖 ˘1
˘1 𝑖

˙

(2.12)

is defective and cannot be diagonalized. This also manifests in the mixing angle 𝜃 that
diverges logarithmically towards 𝑖8. The eigenbasis (|´y, |`y) is therefore ill-defined at
the EP.
The only eigenvector at the EP is |𝑣˘y “ p1,˘𝑖q𝑇 . The two EPs (EP̀ ,EṔ ) can be
distinguished by the sign in front of the 𝑖 in its respective eigenvector that determines
the chirality4 of the EP [35].
Although the Hamiltonian at the EP has no diagonal representation in its eigenbasis
as there is only one eigenvector one can transform it via a similarity transformation
𝐽 “ 𝑋´1𝐻𝑋 to a block-diagonal matrix 𝐽 , i.e. its Jordan normal form. The basis
transformation matrix 𝑋 that does this is given by a generalized eigenbasis 𝑋 “ p|𝑣y, |ℎyq,
where |ℎy is called a generalized eigenvector of rank 2. The generalized eigenbasis for
both EPs is found to be

|𝑣˘y “ 𝑣0

ˆ

1
˘𝑖

˙

, |ℎ˘y “
𝑣0ℎ0
𝛾

ˆ

𝑖
˘1

˙

, (2.13)

where we have left two normalizing constants 𝑣0, ℎ0 for later convenience. These two
vectors generally fulfill the relations

𝐻EP|𝑣y “ 𝜆|𝑣y and 𝐻EP|ℎy “ 𝜆|ℎy ` 𝑎|𝑣y (2.14)

with 𝜆 “ 0 for the traceless symmetric model Hamiltonian that we use. The factor
𝑎 “ 𝑣0ℎ0 looks unfamiliar but does not alter the fact that |ℎ˘y is a generalized eigenvector
of rank 2. For the particular choice of 𝑣0 “ 1{

?
2 and ℎ0 “ 𝛾 we find

|𝑣˘y “
1
?
2

ˆ

1
˘𝑖

˙

, |ℎ˘y “
1
?
2

ˆ

𝑖
˘1

˙

. (2.15)

2.5.1 Properties of |𝑣y and |ℎy

For either one of the EPs it is apparent from Eq. 2.13 that |𝑣y and |ℎy are always
self-orthogonal under the c-product independent of the normalization

xp𝑣|𝑣y “ 0 , xpℎ|ℎy “ 0 . (2.16)

However, it is convenient to normalize both vectors using the standard inner product
as shown by the prefactor in Eq. 2.15. This avoidance of the c-product becomes even

4The term chirality is used later on in a different context and given a new meaning.
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more clear when we decompose 𝐻EP̀ into its Jordan normal form using a similarity
transformation

𝐽 “ 𝑋´1𝐻EP̀ 𝑋 , (2.17)

with

𝑋 “
1
?
2

ˆ

1 𝑖
𝑖 1

˙

, 𝑋´1 “
1
?
2

ˆ

1 ´𝑖
´𝑖 1

˙

and 𝐽 “

ˆ

0 𝛾
0 0

˙

. (2.18)

The row vectors of the matrix 𝑋´1 in Eq. 2.18 already include a set of left eigenvectors
x𝑣| “ |𝑣y: and xℎ| “ |ℎy: of 𝐻EP̀ that are by construction orthogonal onto |𝑣y and |ℎy
under the standard Hermitian form

x𝑣| “
1
?
2

`

1 ´𝑖
˘

, xℎ| “
1
?
2

`

´𝑖 1
˘

(2.19)

rendering the use of the c-product useless. As the off-diagonal element of 𝐽 is 𝛾 this
Jordan normal form at the EP̀ also describes the DP at 𝛾 “ 0. It is correspondingly
equivalent to put the factor 𝛾 into the generalized eigenvector |ℎy. In that case the basis
would depend on 𝛾 which is not necessarily constant anymore. The two possible choices
refer to the Schrödinger and Heisenberg picture where we have chosen the latter one.

The (Dirac) left eigenvectors can generally be used for projections and together with the
right eigenvectors they form a complete basis

x𝑣|ℎy “ xℎ|𝑣y “ 0 ,

x𝑣|𝑣y “ xℎ|ℎy “ 1 ,
(2.20)

|𝑣yx𝑣| ` |ℎyxℎ| “ 12ˆ2 . (2.21)

At this point we also mention the completeness relation for the c-product, but just as an
additional indication of the c-products illogical implications. The completeness relation
for the c-product must be defined as

|ℎyxp𝑣| ` |𝑣yxpℎ|

xp𝑣|ℎy
“ 12ˆ2 . (2.22)

The necessary projectors

p𝛱𝑣 “
xpℎ|

xpℎ|𝑣y
, p𝛱ℎ “

xpℎ|

xpℎ|𝑣y
, (2.23)

that are needed to extract the coefficients 𝑐𝑣, 𝑐ℎ from a general state vector |𝜓y “
𝑐v|𝑣y ` 𝑐h|ℎy are also unintuitive. The projector p𝛱𝑣 that returns the coefficient 𝑐𝑣 when
acted on a state p𝛱𝑣|𝜓y “ 𝑐𝑣 is composed of xpℎ| and the other way around for p𝛱ℎ. At
this point we refrain from using the c-product for the generalized eigenbasis and instead
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simply use the standard Dirac inner product x ¨ | :“ | ¨ y:. In chapter 4 we show in general
how the Hermitian form x ¨ | ¨ y can be extended to be applicable also for non-Hermitian
theories.

2.5.2 Projection onto the generalized eigenbasis at the EP

When we use go to the close vicinity of the EP so that the imaginary part of the mixing
angle 𝜃 get very large, we are interested how the population of an arbitrary state |𝜓p𝑡0qy at
time 𝑡0, that is expanded in the eigenbasis p|`y, |´yq, is distributed among the generalized
eigenbasis at the EP p|𝑣y, |ℎyq. The expansion coefficients

𝑐𝑣p𝑡0q “ x𝑣|𝜓p𝑡0qy “
𝑒´𝑖𝜃p𝑡0q{2
?
2

p𝑐´p𝑡0q ´ 𝑖𝑐`p𝑡0qq , (2.24)

𝑐ℎp𝑡0q “ xℎ|𝜓p𝑡0qy “
𝑒`𝑖𝜃p𝑡0q{2
?
2

p𝑐`p𝑡0q ´ 𝑖𝑐´p𝑡0qq , (2.25)

tell that 𝑐𝑣 is exponentially amplified whereas 𝑐ℎ is in the same way damped as the
imaginary part of 𝜃 is always positive.

2.6 Crossing a branch cut

In the mathematical field of monodromy it is well-known that an EP of a 2ˆ2 matrix
always has codimpEP2q “ 2. This entails that by varying two real parameters in the
Hamiltonian along a closed contour one can unambiguously say whether an EP has been
enclosed or not. Such dynamical parameter loops can be carried out in the time domain
by making any two of t𝑔, 𝜔, 𝛾u time dependent and periodic, e.g. 𝑔 “ 𝑔p𝑡q, 𝜔 “ 𝜔p𝑡q with
𝑔p0q “ 𝑔p𝑇 q and 𝜔p0q “ 𝜔p𝑇 q where 𝑇 is the period.
Such a periodic loop (encirclement) that encloses one EP has the intriguing feature that
the eigenvalues and eigenvectors do not return to their initial values after one period. In
case of the eigenvalues, this is already evident in the self-intersecting Riemann sheets
(see Fig. 2.1).

2.6.1 Eigenvalue flip

At first, we are showing the 4𝜋-symmetry of the eigenvalues when the EP is enclosed in
a closed contour.
For convenience we first define 𝜉 “ 𝜔 ` 𝑖𝛾{2 P C and then recall that the eigenvalues
of our model Hamiltonian are 𝜆˘ “ ˘

a

p𝜔 ` 𝑖𝛾{2q2 ` 𝑔2 “
a

𝜉2 ` 𝑔2. The fact that
the complex square root has a branch cut along the negative real axis, 𝑧 P p´8, 0s, is
responsible for the 4𝜋-symmetry of the eigenvalues upon encircling an EP. If the EP is
excluded from a closed contour then the eigenvalues show a regular 2𝜋-symmetry.
Before we can show the 4𝜋-symmetry, we must denote the defining properties of the
principal square root function. Let 𝑧 “ 𝑟𝑒𝑖𝜑 with 𝜑 P p´𝜋, 𝜋s then the principal branch
of the square root is defined as

?
𝑧 “

?
𝑟𝑒𝑖𝜑{2. Analytic continuation across the branch
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cut (𝜑 “ 𝜋) requires an additional phase factor

?
𝑧𝑒2𝑖𝜋 “ 𝑒𝑖𝜋

?
𝑧 (2.26)

as the square root is multivalued along this line. The factor 𝑒𝑖𝜋 in Eq. 2.26 means that a
closed contour that passes the branch cut only once transforms the square root according
to
?
𝑧 Ñ 𝑒𝑖𝜋

?
𝑧. We state here already that the defining property of an EP-enclosing

loop is that the branch cut is only passed once resulting in an eigenvalue flip.
To prove this, we must show that the branch cut of the eigenvalues

a

p𝜔 ` 𝑖𝛾{2q2 ` 𝑔2

extends from one EP to the other. This is done by searching for the parameter regions
where the argument of the square root becomes purely real and negative, which leads to
the defining equation for the branch cut

𝑔2 ´
𝛾2

4
ď 0ñ ´

𝛾

2
ď 𝑔 ď

𝛾

2
.

This completes the proof that the branch cut of the eigenvalues extends from one EP
to the other. The difference in the symmetry for EP-enclosing and non-enclosing loops
is visualized in Fig. 2.2. The left panel (a) shows one rectangular parameter path that
encloses (green line) the EP and one that does not (cyan line). In panel (b) the value of
𝜆` along the path is shown for both loops. The eigenvalues clearly only gather a phase
of 𝜋 along a degeneracy enclosing loop (𝜆`p0q “ ´𝜆`p𝑇 q).

2.6.2 Eigenvector flip

The eigenvectors also undergo a flip for the same reason as the eigenvalues do, namely
passing of a branch cut, but this flip results in a 8𝜋-symmetry. As we are using
the atan2, the mixing angle 𝜃 “ arctanp´𝑔{𝜉q has its branch cut also along the line
𝜔 “ 0^´𝛾{2 ď 𝑔 ď 𝛾{2 that connects the two EPs. The value of 𝜃 changes by ˘𝜋 along
the branch cut depending on the passing direction, e.g. by choosing a loop in t𝑔, 𝜔u we
find that

lim
𝜔Ñ0`

𝜃 ´ lim
𝜔Ñ0´

𝜃 “ ´𝜋 . (2.27)

Again, only loops that enclose exactly one EP cross the branch cut only once and
are subject to an eigenvector flip. A change of ˘𝜋 in 𝜃 leads to a swap of cosp𝜃{2q
with sinp𝜃{2q along with a sign change in one of them. The eigenbasis p|`y, |´yq hence
undergoes the following 8𝜋-symmetric pattern for clockwise (cw) and counter-clockwise
(ccw) loops

:
|`y

|´y

2𝜋
ÝÝÝÝÝÑ

|´y

´|`y

4𝜋
ÝÝÝÝÝÑ

´|`y

´|´y

6𝜋
ÝÝÝÝÝÑ

´|´y

|`y

8𝜋
ÝÝÝÝÝÑ

|`y

|´y
,

:
|`y

|´y

2𝜋
ÝÝÝÝÝÑ

´|´y

|`y

4𝜋
ÝÝÝÝÝÑ

´|`y

´|´y

6𝜋
ÝÝÝÝÝÑ

|´y

´|`y

8𝜋
ÝÝÝÝÝÑ

|`y

|´y
.

(2.28)
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Figure 2.2: Periodicity of the eigenvalues for EP enclosing and non-enclosing loops under
rectangular parameter variations in p𝑔, 𝜔q. The EP is depicted with a red cross.
(a) Two rectangular parameter paths in t𝑔, 𝜔u-space that are enclosing (green)
and not enclosing (cyan) the EP. (b) The eigenvalue 𝜆`p𝑡q in the complex plane
along the paths defined in (a). The non-enclosing trajectory (cyan) returns to
itself 𝜆p0q “ 𝜆p𝑇 q whereas the EP enclosing loop (green) gathers a minus sign
𝜆p0q “ ´𝜆p𝑇 q. The purple line symbolizes the real crossing and the orange line
the imaginary crossing of the complex eigenvalues.

We present this switch for a ccw loop in Fig. 2.3 in a similar fashion as before. In
panel (a) we depict the EP-enclosing parameter path and in panel (b) the corresponding
trajectory of the first and second component of the eigenvectors |´y and |`y. Each color
corresponds to one ccw loop shown in (a) where the disks mark the initial position and
the arrowheads the final position in the complex plane. This nicely demonstrates the
8𝜋-symmetry of the eigenvectors.

This flip behavior for an enclosing loop can be accounted for by acting with ˘𝑖𝜎𝑦
on the eigenvectors after each loop, where the ` sign is related to cw propagation
direction.
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(a) (b)

Figure 2.3: Periodicity of the eigenvectors for an EP-enclosing ccw loop using rectangular
parameter variations in p𝑔, 𝜔q. (a) The rectangular parameter path (black line) in
the t𝑔, 𝜔u-plane that encloses the EP. The EP is depicted with a red cross. The
purple line symbolizes the real crossing and the orange line the imaginary crossing.
(b) The first (x𝑒1| ¨ y) and second component (x𝑒2| ¨ y) of the eigenvectors |˘y
in the complex plane. Every colored line corresponds to one loop around the EP
hence four loops are required to come back to the initial states showing explicitly
the 8𝜋-symmetry.

2.7 Going through the EP

Although the behavior of the eigenvectors upon encircling an exceptional point is exten-
sively discussed in the literature [11, 24–26, 30, 31], the behavior of the eigenbasis when
going through the EP is not. To study the behavior of the eigenvectors more thoroughly
we look now at the behavior of the mixing angle 𝜃 when we go trough an EP. Instead of a
gain of ˘𝜋 as for the branch cut, the height of the discontinuity at the EP is only ˘𝜋{2,

lim
𝜔Ñ0˘

𝜃 ´ lim
𝜔Ñ0¯

𝜃 “ ¯𝜋{2 . (2.29)
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In this case the matrix that accounts for this flip is

1
?
2
p𝜎0 ¯ 𝑖𝜎𝑦q , (2.30)

which becomes the identity only after eight turns. The transformation of the basis vectors
leads to the sequence

|`y

|´y

p1q
ÝÝÝÑ

p|`y ` |´yq {
?
2

p|´y ´ |`yq {
?
2

p2q
ÝÝÝÑ

|´y

´|`y

p3q
ÝÝÝÑ

p|´y ´ |`yq {
?
2

´p|`y ` |´yq {
?
2

p4q
ÝÝÝÑ

´|`y

´|´y
(2.31)

that has a global minus sign after four passages. Note that across the branch cut we
applied 𝜎𝑦 and the basis became continuous. Here we realize that the basis vectors mix
after the EP and are therefore not eigenvectors of the Hamiltonian anymore

𝐻

ˆ

˘|`y ` |´y
?
2

˙

“ 𝜆

ˆ

˘|`y ´ |´y
?
2

˙

. (2.32)

In fact, there is no eigenbasis that can be continuously evolved in time when going
through an EP. The appearing phase jump of ˘𝜋{2 was also discussed in [34].





3 Time evolution operator 𝑈p𝑡q in the
instantaneous eigenbasis of 𝐻p𝑡q

To get a better understanding of the appearing effects of dynamically changing parameters
in the Hamiltonian during the evolution (𝐻 “ 𝐻p𝑡q) we transform the Hamiltonian to
its eigenbasis. The time dependence of the Hamiltonian implies that the Schrödinger
equation (SE) for the time evolution operator 𝑈p𝑡q is not diagonal in the eigenbasis of 𝐻.
If a state vector 𝜓p𝑡q fulfills a Schrödinger type equation (Eq. 2.1) then the associated
time evolution operator 𝑈p𝑡q obeys the same dynamical equations

𝑖B𝑡𝑈p𝑡q “ 𝐻p𝑡q𝑈p𝑡q . (3.1)

3.1 Time dependent similarity transformations

In this section we show in general how the Schrödinger equation transforms under a
similarity transformation of the Hamiltonian 𝐻p𝑡q if the change of basis matrix 𝑆p𝑡q is
time dependent. For some invertible matrix 𝑆p𝑡q we define the matrix 𝐷p𝑡q to be similar5

to 𝐻p𝑡q

𝐷p𝑡q “ 𝑆´1p𝑡q𝐻p𝑡q𝑆p𝑡q . (3.2)

Now we transform the Schrödinger equation for the time evolution operator (Eq. 3.1) to
the basis 𝑆p𝑡q by multiplying 𝑆´1p𝑡q from the left and 𝑆p0q from the right

𝑆´1p𝑡q 9𝑈p𝑡q𝑆p0q “ ´𝑖𝐷p𝑡q𝑈̃p𝑡q ,

where we use 𝑈̃p𝑡q “ 𝑆´1p𝑡q𝑈p𝑡q𝑆p0q to denote the representation in the basis 𝑆p𝑡q. The
right-hand side is finished, but on the left side we need to put the derivative up front

d

d𝑡

`

𝑆´1p𝑡q𝑈p𝑡q𝑆p0q
˘

“

ˆ

d

d𝑡
𝑆´1p𝑡q

˙

𝑈p𝑡q𝑆p0q ` 𝑆´1p𝑡q

ˆ

d

d𝑡
𝑈p𝑡q

˙

𝑆p0q ,

which produces an additional term that includes the derivative of 𝑆´1p𝑡q. After reordering
and putting everything together the differential equation for 𝑈̃p𝑡q becomes

d

d𝑡
𝑈̃p𝑡q “

„ˆ

d

d𝑡
𝑆´1p𝑡q

˙

𝑆p𝑡q ´ 𝑖𝐷p𝑡q



𝑈̃p𝑡q “ ´𝑖𝐻̃p𝑡q𝑈̃p𝑡q , (3.3)

5𝐷p𝑡q is only diagonal in the eigenbasis of 𝐻p𝑡q
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where the Hamiltonian 𝐻̃p𝑡q, that governs the time evolution of 𝑈̃p𝑡q in the basis 𝑆p𝑡q, is
given as

𝐻̃p𝑡q “ 𝐷p𝑡q ` 𝑖

ˆ

d

d𝑡
𝑆´1p𝑡q

˙

𝑆p𝑡q . (3.4)

Equation 3.3 displays in general how the Schrödinger equation for the time evolution
operator6 𝑈̃p𝑡q “ 𝑆´1p𝑡q𝑈p𝑡q𝑆p0q transforms under a similarity transformation of 𝐻p𝑡q
using a (invertible) time dependent basis 𝑆p𝑡q with 𝐷p𝑡q “ 𝑆´1p𝑡q𝐻p𝑡q𝑆p𝑡q. Even though
we have denoted the transformed operator in the basis 𝑆p𝑡q with 𝐻̃p𝑡q we want to stress
here that 𝐻̃p𝑡q is not similar to 𝐻p𝑡q anymore, i.e. 𝐻 and 𝐻̃ do not have the same
eigenvalue spectrum.

3.2 Schrödinger equation in the eigenbasis of the
Hamiltonian

The result from the previous section can be readily applied to transform Eq. 3.1 to the
eigenbasis of 𝐻 (Eq. 2.3) by using 𝑆p𝑡q “ p |´y , |`yq and 𝐷p𝑡q “ diag p´𝜆, 𝜆q

ˆ

d

d𝑡
𝑆´1p𝑡q

˙

𝑆p𝑡q “
d

d𝑡

˜

cosp𝜃{2q sinp𝜃{2q

´ sinp𝜃{2q cosp𝜃{2q

¸

¨

˜

cosp𝜃{2q ´ sinp𝜃{2q

sinp𝜃{2q cosp𝜃{2q

¸

“

“
9𝜃p𝑡q

2

ˆ

0 1
´1 0

˙

“ 𝑖

ˆ

0 𝑓p𝑡q
´𝑓p𝑡q 0

˙

(3.5)

with 𝑓p𝑡q “ ´𝑖 9𝜃p𝑡q{2. By inserting Eq. 3.5 into Eq. 3.3 the Schrödinger equation for 𝑈p𝑡q
in the eigenbasis of 𝐻p𝑡q,

B𝑡𝑈̃p𝑡q “ ´𝑖𝐻̃p𝑡q𝑈̃p𝑡q “ ´𝑖

ˆ

´𝜆p𝑡q ´𝑓p𝑡q
𝑓p𝑡q 𝜆p𝑡q

˙

𝑈̃p𝑡q , (3.6)

we find that the effective Hamiltonian 𝐻̃ is not diagonal [43]. The additional term
𝑖 9𝑆´1p𝑡q𝑆p𝑡q in Eq. 3.4 that produces the off-diagonal components accounts for the changing
basis vectors during the propagation. This inevitably couples the two eigenvectors.
Since the case 𝑓p𝑡q “ 0 ( 9𝑆p𝑡q “ 0) results in an adiabatic time evolution, the function
𝑓p𝑡q is a measure for non-adiabaticity. The coupling 𝑓p𝑡q

𝑓p𝑡q “
9𝜃p𝑡q

2𝑖
“
𝑔p𝑡q 9𝜉p𝑡q ´ 9𝑔p𝑡q𝜉p𝑡q

2𝑖 p𝜉p𝑡q2 ` 𝑔p𝑡q2q
“
𝑔p𝑡q 9𝜉p𝑡q ´ 9𝑔p𝑡q𝜉p𝑡q

2𝑖𝜆p𝑡q2
, (3.7)

contains a derivatives and therefore |𝑓p𝑡q|9 1{𝑇 . One could assume that slow enough
loops hence obey the adiabatic theorem. It turns out though that for a non-Hermitian

6The transformation law for the coefficient vector 𝜓p𝑡q is congeneric and the resulting dynamical equation
also includes the additional term 9𝑆´1

p𝑡q𝑆p𝑡q.
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Hamiltonian the coupling 𝑓p𝑡q is singularly perturbing the system and the time evolution
has inevitably non-adiabatic contributions. Also the square of the eigenvalue in the
denominator explains the divergence of 𝑓p𝑡q at the EP (𝜆 “ 0).

The Schrödinger equation for the coefficient vector p𝑐´p𝑡q, 𝑐`p𝑡qq
𝑇 of a state vector

|𝜓p𝑡qy “ 𝑐´p𝑡q|´ p𝑡qy ` 𝑐`p𝑡q|` p𝑡qy in the basis 𝑆p𝑡q is also given by Eq. 3.6 when
𝑈̃p𝑡q Ñ 𝜓p𝑡q “ p𝑐´p𝑡q, 𝑐`p𝑡qq

𝑇 .

3.3 Special solutions for 𝑈̃ p𝑡q

3.3.1 Stationary time evolution

In the case of constant parameters 𝑔, 𝜔 and 𝛾 we get 𝑓p𝑡q “ 0 as the mixing angle 𝜃
becomes constant 𝜃p𝑡q “ const. The initial condition 𝑈p0q “ 1 then implies that the
stationary time evolution operator is diagonal

𝑈̃statp𝑡q “

ˆ

𝑒`𝑖𝜆𝑡 0
0 𝑒´𝑖𝜆𝑡

˙

. (3.8)

A state vector thereafter evolves according to |𝜓p𝑡qy “
ř

𝑚“t´,`u 𝑐0,𝑚 expp´𝑚𝑖𝜆𝑡q|𝑘p𝑡qy.
The eigenvalues 𝜆 are in general complex and since we are in a frame with relative gain
and loss one eigenmode is always amplified whereas the other mode is always damped in
the same manner.

The population inversion 𝑝I “ p|𝑐`|2 ´ |𝑐´|2q{p|𝑐`|2 ` |𝑐´|2q P r´1, 1s is a normal-
ized measure of the overall population distribution among the two basis vectors. For
the stationary time evolution we can bring 𝑝I into the form of a logistic function (also
Fermi-Dirac distribution),

𝑝I “ 1´
2|𝑐0,´|2

|𝑐0,´|2 ` 𝑒4ℑp𝜆q𝑡|𝑐0,`|2
“ 1´2

1

1` exp
´

4ℑp𝜆q
”

𝑡´ ln
´

|𝑐0,´|
|𝑐0,`|

¯

{p2ℑp𝜆qq
ı¯ . (3.9)

If, without loss of generality, we assume ℑp𝜆q ą 0, then |`y is the gain state for all times.
Consequently, for every initial condition |𝑐0,`| ‰ 0 the asymptotic solution tends towards
𝑝I Ñ 1. The midpoint 𝑡˚ of the logistic function is located at

𝑡˚ “
1

2ℑp𝜆q
ln

ˆ

|𝑐0,´|
|𝑐0,`|

˙

, (3.10)

which has a positive solution for all starting positions with |𝑐0,´| ą |𝑐0,`|. This time 𝑡˚

can be thought of as a transition time of the system from |´y to |`y. The transition
speed only depends on ℑp𝜆q.
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3.3.2 Time evolution in the vicinity of the EP

At the EP the eigenvalues coalesce and vanish 𝜆` “ 𝜆´ “ 0. The real part of the coupling
𝑓p𝑡q diverges at the EP and tends towards ˘8 depending on the passing direction whereas
the imaginary part goes to zero. When we assume a parameter path that is close to the
EP we can set 𝜆 “ 0 for which the solution of 𝑈̃p𝑡q in Eq. 3.6 is

𝑈̃EPp𝑡q “

˜

coshp
ş𝑡
0 𝑓p𝑡

1qd𝑡1q 𝑖 sinhp
ş𝑡
0 𝑓p𝑡

1qd𝑡1q

´𝑖 sinhp
ş𝑡
0 𝑓p𝑡

1qd𝑡1q coshp
ş𝑡
0 𝑓p𝑡

1qd𝑡1q

¸

. (3.11)

The argument of the hyperbolic trigonometric functions in 𝑈̃EP depends only on 𝑓p𝑡q,
which has a large real part at the EP. For arguments 𝑧 with a large real part ℜp𝑧q " 1
the absolute values of the hyperbolic sine and cosine are almost the same and we can
further approximate Eq. 3.11 by

𝑈̃EPp𝑡q « coshp

ż 𝑡

0
|𝑓p𝑡1q|d𝑡1q

ˆ

1 ˘𝑖p1´ 𝜀q
¯𝑖p1´ 𝜀q 1

˙

. (3.12)

For 𝜀Ñ 0 (at the EP) the eigenvectors are perfectly leveled with a phase difference of
˘𝜋 that depends on the passing direction 𝑐´{𝑐` “ ˘𝑖.
This brings us to the conclusion that the EP equalizes the eigenvector populations through
a diverging non adiabatic coupling 𝑓p𝑡q. The coupling depends on the loop time 𝑇 and
the distance to the EP (via 𝜆2) in parameter space. Through the ratio 𝑐´{𝑐` “ ˘𝑖 it is
also clear that the EP imposes a certain relative phase relation on the eigenvectors.

3.3.3 Adiabatic prediction

Assuming adiabaticity, we can set 𝑓p𝑡q “ 0, but this time 𝜆p𝑡q is time dependent. This
gives us the adiabatic time evolution operator

𝑈̃adp𝑡q “

¨

˝

exp
´

`𝑖
ş𝑡
0 𝜆p𝑡

1qd𝑡1
¯

0

0 exp
´

´𝑖
ş𝑡
0 𝜆p𝑡

1qd𝑡1
¯

˛

‚ . (3.13)

The adiabatic theorem suggests that for an infinitely slow change of the parameters in
the Hamiltonian the instantaneous eigenstates are continuously transformed into each
other without a leak from one eigenstate to the other as the off-diagonal elements of 𝑈̃ad

are zero. However, since the Hamiltonian is non-Hermitian the eigenstates themselves
are not orthogonal7 in the first place and therefore a change of basis through a change of
parameters (𝑔, 𝜔 or 𝛾) will inevitably lead to a mixing in the population of the eigenmodes.

7The basis states are just orthogonal using the c-product xp´|`y “ xp`|´y “ 0.
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3.3.4 Coupled adiabatic time evolution

Without proof we note that for an initial eigenstate it is possible that either 𝑐` or 𝑐´
encounters an evolution that follows the adiabatic prediction [26, 30, 31]. The other
component is however always populated through the nonzero coupling 𝑓p𝑡q. A suitable
ansatz for a general infinitesimal time evolution operator is therefore to equip the adiabatic
prediction of Eq. 3.13 with the coupling from 𝑈̃EP in Eq. 3.11. The resulting non-adiabatic
infinitesimal time evolution operator

𝑈̃nadp𝑡` d𝑡, 𝑡q “

ˆ

exp p`𝑖𝜆p𝑡qd𝑡q cosh p𝑓p𝑡qd𝑡q `𝑖 sinh p𝑓p𝑡qd𝑡q
´𝑖 sinh p𝑓p𝑡qd𝑡q exp p´𝑖𝜆p𝑡qd𝑡q cosh p𝑓p𝑡qd𝑡q

˙

`𝒪
`

𝑡3
˘

(3.14)
is exact up to orders of 𝑡2 (without proof). Furthermore the non-adiabatic extension can
be put together as infinitesimal successive steps of 𝑈̃ad and 𝑈̃EP

𝑈̃nadp𝑡` d𝑡, 𝑡q “ 𝑈̃ad

ˆ

𝑡`
d𝑡

2
, 𝑡

˙

𝑈̃EPp𝑡` d𝑡, 𝑡q 𝑈̃ad

ˆ

𝑡`
d𝑡

2
, 𝑡

˙

. (3.15)

Although this is just an approximation for the exact infinitesimal time evolution operator,
this result shows that the overall evolution consists of an adiabatic evolution 𝑈̃ad mixed
with a non-adiabatic coupling as if the modes were degenerate 𝑈̃EP. This also explains
why only one of the modes can behave adiabatic, namely when the imaginary part of 𝜆
is negative for most of the loop and the coupling is sufficiently small.





4 Generalized Hermitian form

Throughout the literature the c-product is endorsed for its comfortable properties that
resemble the Dirac formalism up to some extent [1]. In fact, for symmetric Hamiltonians
the dual vectors x𝑥˚𝑖 | to a given basis |𝑥𝑖y can be chosen to be the transposed vectors
x𝑥˚𝑖 | “ |𝑥𝑖y

𝑇 , which we denote as xp̈| :“ | ¨ y𝑇 . This formalism has to be dropped though
when the Hamiltonian is not symmetric [4, 44, 45], rendering the c-product inapplicable.
Moreover, the self-orthogonality of the generalized eigenbasis at the EP is another indica-
tion that the c-product is by no means a natural extension to the Dirac formalism.

In this chapter we thus take a look at the general (Dirac) Hermitian form x ¨ | ¨ y with
x ¨ | :“ | ¨ y: and seek a way to extend this well-established formalism to the non-Hermitian
domain. In particular we start with a Hamiltonian of the form

𝐻 “ 𝐻1 ` 𝑖𝐻2 “

ˆ

´𝜔 𝑔
𝑔 𝜔

˙

` 𝑖

ˆ

´𝛾 0
0 𝛾

˙

(4.1)

where 𝐻1 “ 𝐻:1 and 𝐻2 “ 𝐻:2 are real Hermitian operators, but the combined operator
𝐻 ‰ 𝐻: is not. The more general asymmetric Hamiltonians are then discussed in
section 4.8.

4.1 Biorthogonality using the c-product

At first we want to show that the use of the c-product results in a biorthogonal basis for
non-degenerate eigenvalues. The eigenvalue problem for 𝐻

p𝐻 ´ 𝜆𝑖𝐼q |𝑥𝑖y “ 0 , 𝑖 “ ´,` (4.2)

is multiplied with x p𝑥𝑗 | from the left and repeated for interchanged 𝑖 and 𝑗

x p𝑥𝑗 | p𝐻 ´ 𝜆𝑖𝐼q |𝑥𝑖y “ 0 (4.3)

xp𝑥𝑖| p𝐻 ´ 𝜆𝑗𝐼q |𝑥𝑗y “ 0 . (4.4)

Now we transpose Eq. 4.4 and subtract it from Eq. 4.3

p𝜆𝑗 ´ 𝜆𝑖qx p𝑥𝑗 |𝑥𝑖y “ 0 . (4.5)

For non-degenerate eigenvalues 𝜆𝑖 ‰ 𝜆𝑗 the eigenvectors are orthogonal using the c-
product. In the case of 𝑖 “ 𝑗 we can normalize each eigenvector, which gives us a

21
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biorthogonal basis. This does not come as a surprise when we take a look at the
transformation matrix 𝑆 and its inverse 𝑆´1 from chapter 3. Since 𝑆 is an orthogonal
matrix p𝑆´1 “ 𝑆𝑇 q it is clear that the c-product constitutes a biorthogonal basis

x p𝑥𝑗 |𝑥𝑖y “ 𝛿𝑗𝑖 (4.6)

with the standard completeness relation

ÿ

𝑗

|𝑥𝑗yx p𝑥𝑗 | “ 1 . (4.7)

The projectors 𝛱𝑖 for each eigenstate

𝛱𝑖 “ |𝑥𝑖yxp𝑥𝑖| . (4.8)

that result from the c-product are in fact very useful when computing expansion coeffi-
cients for symmetric Hamiltonians.
One setback is the calculation of left state vectors x p𝜓| that are needed to calculate overlap
distances. They take an unnatural form

|𝛹y “
ÿ

𝑖

𝑐𝑖|𝑥𝑖y ÝÑ xp𝛹 | “
ÿ

𝑖

𝑐˚𝑖 xp𝑥𝑖| “
ÿ

𝑖

pxp𝑥𝑖|𝛹yq
˚xp𝑥𝑖| , (4.9)

as they require a separate calculation of the expansion coefficients 𝑐𝑖.

4.2 Non-orthogonality using the Hermitian form

One might ask why adding a small complex contribution 𝑖𝐻2 to a Hermitian Hamilto-
nian 𝐻1 should result in abandoning a well-established concept of Hermitian quantum
mechanics, namely the Hermitian form. There must be a simple way to see why the
standard Hermitian form is not applicable anymore in case of 𝛾 ‰ 0.

This time we act with x𝑥𝑗 | on the eigenvalue equation Eq. 4.2

x𝑥𝑗 | p𝐻 ´ 𝜆𝑖𝐼q |𝑥𝑖y “ x𝑥𝑗 | p𝐻1 ` 𝑖𝐻2 ´ 𝜆𝑖𝐼q |𝑥𝑖y “ 0 . (4.10)

In the next step we interchange 𝑖 and 𝑗 again, but this time we conjugate transpose the
interchanged equation

x𝑥𝑗 |p𝐻
: ´ 𝜆˚𝑗 𝐼q|𝑥𝑖y “ x𝑥𝑗 |p𝐻1 ´ 𝑖𝐻2 ´ 𝜆

˚
𝑗 𝐼q|𝑥𝑖y “ 0 (4.11)

where we have used the symmetry of 𝐻1 and 𝐻2. Now we can subtract Eq. 4.11 from
Eq. 4.10 to get

x𝑥𝑗 |p2𝑖𝐻2 ´ p𝜆𝑖 ´ 𝜆
˚
𝑗 q𝐼q|𝑥𝑖y “ 0 (4.12)
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or we can add the two equations

x𝑥𝑗 |p2𝐻1 ´ p𝜆𝑖 ` 𝜆
˚
𝑗 q𝐼q|𝑥𝑖y “ 0 , (4.13)

so that the inner product

x𝑥𝑗 |𝑥𝑖y “ 2
x𝑥𝑗 |𝐻1|𝑥𝑖y

𝜆𝑖 ` 𝜆˚𝑗
“ 2𝑖

x𝑥𝑗 |𝐻2|𝑥𝑖y

𝜆𝑖 ´ 𝜆˚𝑗
. (4.14)

When we take Eq. 4.12 and separate the cases 𝑖 ‰ 𝑗 and 𝑖 “ 𝑗 we find for 𝑖 ‰ 𝑗

2𝑖x𝑥𝑗 |𝐻2|𝑥𝑖y ` p𝜆𝑗 ` 𝜆
˚
𝑗 qx𝑥𝑗 |𝑥𝑖y “ 0 ,

x𝑥𝑗 |𝐻2|𝑥𝑖y ` 𝑖ℜp𝜆𝑗qx𝑥𝑗 |𝑥𝑖y “ 0 .
(4.15)

Finally, we can write the standard Hermitian form as

´ 𝑖ℜp𝜆𝑗qx𝑥𝑗 |𝑥𝑖y “ x𝑥𝑗 |𝐻2|𝑥𝑖y , 𝑖 ‰ 𝑗 (4.16)

and for the case 𝑖 “ 𝑗 it is straightforward to see that

ℑp𝜆𝑗qx𝑥𝑗 |𝑥𝑗y “ x𝑥𝑗 |𝐻2|𝑥𝑗y , 𝑖 “ 𝑗 . (4.17)

These equations can be combined to yield

x𝑥𝑗 |pℜp𝜆𝑗qp1´ 𝛿𝑗𝑖q ` 𝑖ℑp𝜆𝑗q𝛿𝑗𝑖 ´ 𝑖𝐻2q|𝑥𝑖y “ 0 . (4.18)

At this point it becomes apparent that the standard Hermitian form is not suitable to
define a biorthogonal basis as it is not possible to have x𝑥𝑗 |𝑥𝑖y “ 𝛿𝑗𝑖 from Eqs. 4.16
and 4.17.

4.3 Biorthogonality using a generalized Hermitian form

The obvious natural extension to the standard Hermitian form x ¨ | ¨ y is to redefine the
inner product by inserting an Hermitian operator 𝐵 “ 𝐵: that satisfies

x𝑥𝑗 |𝐵|𝑥𝑖y “ 𝛿𝑗𝑖 , (4.19)

where the Hermiticity of 𝐵 ensures that x𝑥𝑗 |p𝐵|𝑥𝑖yq “ px𝑥𝑗 |𝐵
:q|𝑥𝑖y. The general solution

for 𝐵 can be written in terms of the dual eigenvectors |𝑥˚𝑖 y

𝐵 “
ÿ

𝑖

|𝑥˚𝑖 yx𝑥
˚
𝑖 | . (4.20)

This does not come as a surprise since in the finite dimensional case, the dual basis is
the set of linear functionals defined by the relation x𝑥˚𝑖 |𝑥𝑗y “ 𝛿𝑖𝑗 , given that x ¨ | ¨ y is a
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bilinear map. By solving the defining equation for our specific Hamiltonian and the basis
defined in Eq. 2.5 one finds that

𝐵 “

ˆ

coshpℑp𝜃qq 𝑖 sinhpℑp𝜃qq
´𝑖 sinhpℑp𝜃qq coshpℑp𝜃qq

˙

“ coshpℑp𝜃qq𝜎0 ´ sinhpℑp𝜃qq𝜎𝑦 (4.21)

fulfills Eq. 4.19, where 𝜎𝑖 are the Pauli matrices. 𝐵 is in fact an orthogonal Hermitian
matrix that is

𝐵𝑇 “ 𝐵´1 , 𝐵 “ 𝐵: , (4.22)

with detp𝐵q “ `1. The form of 𝐵 is independent of the exact form of the complex
frequency 𝜉 or a potential complex coupling 𝑔 P C.
The completeness relation for the 𝐵-matrix

ÿ

𝑗

𝐵|𝑥𝑗yx𝑥𝑗 | “
ÿ

𝑗

|𝑥𝑗yx𝑥𝑗 |𝐵 “ 1 (4.23)

follows from Eq. 4.19. By examining Eq. 4.21 we see that for vanishing damping
𝛾 “ 0 ñ ℑp𝜃q “ 0 and the matrix 𝐵 becomes the identity matrix 𝐵|𝛾“0 “ 1 in which
case Eqs. 4.19 and 4.23 describe the standard Hermitian form of quantum mechanics.
This indicates that the generalized Hermitian form

x ¨ | ¨ y𝐵 :“ x ¨ |𝐵| ¨ y , x ¨ | :“ | ¨ y: (4.24)

is a continuous natural extension to the Hermitian inner product for 𝛾 ‰ 0. In the
following chapters we will drop the subscript 𝐵 and use the generalized Hermitian form
implicitly, x ¨ | ¨ y ” x ¨ | ¨ y𝐵, if not stated otherwise. For growing values of ℑp𝜃q the
off-diagonal entries of 𝐵 grow indicating that the eigenvectors are non-orthogonal in the
Hermitian form. When approaching the EP the imaginary part of the mixing angle 𝜃
diverges logarithmically to `8 and the eigenvectors become parallel.
Since the non-orthogonality that is described by 𝐵 stems only from ℑp𝜃q we draw
ℑp𝜃p𝑔, 𝜔qq with 𝛾 being fixed in Fig. 4.1. This figure shows that the eigenvectors are
almost orthogonal far off the EP, but by getting to the EP they become more and more
parallel.
A remarkable feature of the 𝐵 matrix approach is that it is dependent on the Hamiltonian
of the system and is not universally defined. Therefore the underlying physical system
determines how orthogonality, norms, etc. are defined. This resembles a key property of
general relativity where the metric has to be obtained from the same equations that also
describe the dynamics of the system.
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Figure 4.1: Deviation from the identity matrix of the 𝐵-matrix and the resulting non-
orthogonality of the eigenvectors. The plot shows ℑp𝜃p𝑔, 𝜔qq as a function
of 𝑔 and 𝜔. The red cross indicates the EP at 𝑔EP “ 𝛾 and 𝜔EP “ 0 for
𝛾 “ 1. The contour lines of ℑp𝜃q are circles with radius 𝑟 that are centered at

t𝑔 “
b

𝑔2EP ` 𝑟
2, 𝜔 “ 0u. Dark purple regions correspond to regions where the

eigenvectors |`y , |´y are orthogonal and the light blue colors indicate that the
eigenvectors are getting parallel using the standard Hermitian form.

4.3.1 Effect of 𝐵 on eigenvectors

We already know that the c-product constitutes a biorthogonal basis with xp𝑥𝑖|𝑥𝑗y “ 𝛿𝑖,𝑗
and it is obvious that the complex conjugate8 relation holds as well

pxp𝑥𝑖|𝑥𝑗yq
˚ “ x𝑥𝑖|p|𝑥𝑗yq

˚ “ x𝑥𝑖|𝑥𝑗y “ 𝛿𝑖,𝑗 (4.25)

because xp𝑥𝑖| “ px𝑥𝑖|q
˚. Here we have defined |¯̈y :“ | ¨ y˚. An analogous thought as before

then leads to the question which operator 𝐵 acts as a complex conjugate on our basis
vectors

|𝑥𝑖y “ 𝐵|𝑥𝑖y (4.26)

8Complex conjugation is designated with a surrounding superscript | ¨ y˚ whereas dual vectors are
denoted as | ¨ ˚y
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and the unique solution9 for this is again given by the same operator 𝐵 from Eqs. 4.20
and 4.21. Note that 𝐵 acts only on the eigenvectors as a complex conjugate. This
becomes evident when we apply 𝐵 on a general state vector |𝛹y “

ř

𝑖 𝛹𝑖|𝑥𝑖y where the
𝛹𝑖 are complex expansion coefficients

𝐵|𝛹y “
ÿ

𝑖

𝛹𝑖𝐵|𝑥𝑖y “
ÿ

𝑖

𝛹𝑖|𝑥𝑖y (4.27)

4.4 Inner product using generalized Hermitian form

A major benefit of the 𝐵-matrix is the calculation of inner products for state vectors |𝛹y
as we can use the Hermitian conjugate x𝛹 |

x𝛹 |𝐵|𝛹y “

˜

ÿ

𝑖

x𝑥𝑖|𝛹
˚
𝑖

¸

𝐵

˜

ÿ

𝑗

𝛹𝑗 |𝑥𝑗y

¸

“

˜

ÿ

𝑖

x𝑥𝑖|𝛹
˚
𝑖

¸˜

ÿ

𝑗

𝛹𝑗 |𝑥𝑗y

¸

“
ÿ

𝑖,𝑗

𝛹˚𝑖 𝛹𝑗x𝑥𝑖|𝑥𝑗y “
ÿ

𝑖,𝑗

𝛹˚𝑖 𝛹𝑗𝛿𝑖,𝑗 “
ÿ

𝑖

|𝛹𝑖|2 .
(4.28)

This also works for the inner product of two general states |𝛹y “
ř

𝑖 𝛹𝑖|𝑥𝑖y and |𝛷y “
ř

𝑖 𝛷𝑖|𝑥𝑖y that are expanded in the same basis

x𝛷|𝐵|𝛹y “

˜

ÿ

𝑖

𝛷˚𝑖 x𝑥𝑖|

¸

𝐵

˜

ÿ

𝑗

𝛹𝑗 |𝑥𝑗y

¸

“
ÿ

𝑖,𝑗

𝛷˚𝑖 𝛹𝑗x𝑥𝑖|𝑥̄𝑗y “
ÿ

𝑖

𝛷˚𝑖 𝛹𝑖 .

(4.29)

The absolute square of this inner product

|x𝛷|𝐵|𝛹y|2 “
ÿ

𝑖

|𝛹𝑖|2|𝛷𝑖|2 `
ÿ

𝑖,𝑗
𝑖‰𝑗

𝛹˚𝑖 𝛷𝑖𝛹𝑗𝛷
˚
𝑗 (4.30)

then shows the necessary interference term.

4.4.1 Inner product for different bases

In order to compare states at different points in parameter space, that is states that are
expanded in different bases |𝑥𝑖y, |𝑦𝑖y, we need a establish how the 𝐵-matrix is related to
a basis transformation matrix. We stress here that 𝐵 is not a constant operator, but
it depends on the specific values of 𝑔, 𝜔 and 𝛾 and is therefore only pointwise defined.
This is denoted with a little subscript that specifies to which basis the operator belongs,

9Unique up to a constant matrix that commutes with the Hamiltonian.
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e.g. 𝐵𝑥 is connected to the basis |𝑥𝑖y.

˜

ÿ

𝑗

𝐵𝑦|𝑦𝑗yx𝑦𝑗 |

¸

|𝛹y “

˜

ÿ

𝑗

𝐵𝑦|𝑦𝑗yx𝑦𝑗 |

¸

ÿ

𝑖

𝛹
p𝑥q
𝑖 |𝑥𝑖y

“
ÿ

𝑖,𝑗

𝛹
p𝑥q
𝑖 |𝑦𝑗yx𝑦𝑗 |𝐵𝑦|𝑥𝑖y “

ÿ

𝑗

˜

ÿ

𝑖

x𝑦𝑗 |𝐵𝑦|𝑥𝑖y𝛹
p𝑥q
𝑖

¸

|𝑦𝑗y “
ÿ

𝑗

𝛹
p𝑦q
𝑗 |𝑦𝑗y

(4.31)

with 𝛹
p𝑦q
𝑗 “

ř

𝑖𝐷
p𝑦,𝑥q
𝑗𝑖 𝛹

p𝑥q
𝑖 where 𝐷

p𝑦,𝑥q
𝑗𝑖 “ x𝑦𝑗 |𝐵𝑦|𝑥𝑖y is the coordinate transformation

matrix from |𝑥𝑖y to |𝑦𝑖y. Since the basis vectors only depend on 𝜃 we are going to label 𝜃

as well to connect it with a basis 𝜃𝑥 Ø |𝑥𝑖y. With this we can write 𝐷
p𝑦,𝑥q
𝑗𝑖

𝐷
p𝑦,𝑥q
𝑗𝑖 “

¨

˝

cos
´

𝜃𝑦´𝜃𝑥
2

¯

sin
´

𝜃𝑦´𝜃𝑥
2

¯

´ sin
´

𝜃𝑦´𝜃𝑥
2

¯

cos
´

𝜃𝑦´𝜃𝑥
2

¯

˛

‚ ,
𝑗 “ ´,`
𝑖 “ ´,`

(4.32)

which has the general form of a rotation matrix for complex rotation angles 𝛼 “

p𝜃𝑦 ´ 𝜃𝑥q{2 “ 𝜑𝑟 ` 𝑖𝜑𝑖. Here for vanishing imaginary part of the mixing angle (ℑp𝜃q “ 0)

the basis transformation matrix 𝐷
p𝑥,𝑦q
𝑖𝑗 again simply becomes a rotation matrix about

a real angle 𝛼 “ p𝜃𝑦 ´ 𝜃𝑥q{2 P R. Using the results from above we can now calculate
the overlap of two different states |𝛹y “

ř

𝑖 𝛹𝑖
p𝑥q|𝑥𝑖y and |𝛷y “

ř

𝑖 𝛷𝑖
p𝑦q|𝑦𝑖y that are not

measured in the same basis

x𝛷|𝐵|𝛹y “
ÿ

𝑖,𝑗

𝛷˚𝑗
p𝑦q𝛹𝑖

p𝑦qx𝑦𝑗 |𝐵𝑦|𝑦𝑖y “
ÿ

𝑖,𝑗,𝑘

𝛷˚𝑗
p𝑦q𝛹𝑖

p𝑦qx𝑦𝑗 |𝐵𝑦|𝑥𝑘yx𝑥𝑘|𝐵𝑥|𝑦𝑖y

“
ÿ

𝑖,𝑗,𝑘

𝛷˚𝑗
p𝑦q𝛹𝑖

p𝑦q𝐷
p𝑦,𝑥q
𝑗𝑘 𝐷

p𝑥,𝑦q
𝑘𝑖 “

ÿ

𝑗,𝑘

𝛷˚𝑗
p𝑦q𝐷

p𝑦,𝑥q
𝑗𝑘 𝛹𝑘

p𝑥q .
(4.33)

and finally

|x𝛷|𝐵|𝛹y|2 “
ÿ

𝑗

|𝛷p𝑦q𝑗 |2|𝛹 p𝑦q𝑗 |2 `
ÿ

𝑖,𝑗
𝑖‰𝑗

𝛷˚𝑗
p𝑦q𝛹𝑗

p𝑦q𝛹˚𝑖
p𝑦q𝛷˚𝑖

p𝑦q (4.34)

obtaining a result that is independent of the basis that is used since we can replace
𝑦 Ø 𝑥.

Properties of 𝐷
p𝑥,𝑦q
𝑖𝑗

The basis transformation matrix 𝐷
p𝑥,𝑦q
𝑖𝑗 includes the 8𝜋 symmetry for closed loops that

enclose the EP. And by taking two bases |𝑥y, |𝑦y that are at opposite sides of the EP at
a distance 𝜀 one finds that 𝜃𝑦 ´ 𝜃𝑥|𝜀Ñ0 “ 𝜋{2. This relates exactly to the fact that the
EP has to be passed eight times to be back at the exact same configuration.
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4.5 Contour lines of ℑp𝜃q

In general, a closed loop around the EP defines a path where the overlap distance
between the eigenvectors varies constantly and so the coupling between the states also
varies considerably. Therefore we take a look at how parameter paths look along which
ℑp𝜃q “ const. For those special trajectories the coupling 𝑓p𝑡q “ ´𝑖 9𝜃p𝑡q{2 is then going
to be purely imaginary and constant.
The imaginary part of 𝜃 can be written as

ℑp𝜃q “ ´ ln

¨

˝

a

p𝑔 ´ 𝛾q2 ` 𝜔2

4

b

4𝛾2𝜔2 ` p𝑔2 ´ 𝛾2 ` 𝜔2q
2

˛

‚ (4.35)

and by setting Eq. 4.35 to be constant one finds the defining equation

p𝑔 ´ 𝛾 coshp𝑘qq2 ` 𝜔2 “ 𝛾2 sinh2p𝑘q , 𝑘 ą 0 . (4.36)

In t𝑔, 𝜔u space this is a circle with radius 𝑟 “ 𝛾 sinhp𝑘q and center at t𝛾 coshp𝑘q, 0u.
EP-centered circles with a small radius (𝑘 ! 1) are actually trajectories for which the
imaginary part of 𝜃 stays (almost) constant. With growing radius the center of these
circles shifts to larger values of 𝑔, which means that such degeneracy-centered circles do
not correspond to trajectories with a constant imaginary part of 𝜃 and constant coupling
𝑓 . When fixing the radius of the circle to be 𝑟 the center of the circle with ℑp𝜃q “ const
lies at t𝑔, 𝜔u “ t

a

𝛾2 ` 𝑟2, 0u . The value of ℑp𝜃q for such a circular trajectory becomes

ℑp𝜃q “ ln

¨

˚

˚

˝

c

2𝑟
´

𝑟 `
a

𝛾2 ` 𝑟2
¯

𝑟 ´ 𝛾 `
a

𝛾2 ` 𝑟2

˛

‹

‹

‚

“ const (4.37)

which is depicted in Fig. 4.2 as a function of the ratio 𝑟{𝛾. At the EP (𝑟{𝛾 Ñ 0) the
imaginary part of 𝜃 diverges and for very large radii10 𝑟 the imaginary part of 𝜃 goes to 0.
The real part, however is linearly dependent on time and on the initial starting point on
the circle 𝜑, but completely independent on 𝑟 and 𝛾

ℜp𝜃q “ 𝜋𝑡

𝑇
`
𝜑´ 𝜋

2
, ´𝜋 ď 𝜑 ă 𝜋 ^ 0 ď 𝑡 ď 𝑇 (4.38)

where the range for 𝜑 stems from the fact that we always take the principal value of
complex functions.

Now that we know which trajectories fulfill ℑp𝜃q “ const we can take a look at some
special properties of such parameter paths. To start, we can take a look at the coordinate

10Since the center of these circles lies at
a

𝑟2 ` 𝛾2 it is possible for the ratio 𝑟{𝛾 to get greater than 1
and it is in fact not limited.
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Figure 4.2: Imaginary part of the mixing angle 𝜃 as a function of the ratio 𝑟{𝛾 for circular tra-
jectories with center at t𝑔, 𝜔u “ t

a

𝑟2 ` 𝛾2, 0u. The function ℑp𝜃q corresponds
to the non-orthogonality of the eigenvectors under the standard Hermitian form
x ¨ | ¨ y. It diverges at the EP (eigenvectors become parallel) and goes to zero
for 𝑟 Ñ8 (eigenvectors are orthogonal).

transformation matrix 𝐷
p𝑦,𝑥q
𝑖𝑗 . The argument of the cosine and sine functions appearing

in 𝐷
p𝑦,𝑥q
𝑖𝑗 contains the term p𝜃𝑦 ´ 𝜃𝑥q{2. If the imaginary part of 𝜃 does not change this

means that 𝜃𝑦 ´ 𝜃𝑥 “ 𝜃𝑟 P R and therefore the coordinate transformation matrix 𝐷
p𝑦,𝑥q
𝑖𝑗

describes only a rotation.
The derivative of 𝜃 simplifies in this special case to 9𝜃 “ 𝜋{𝑇 and since 𝑓 “ ´𝑖 9𝜃{2 we find
that 𝑓 “ ´𝑖𝜋{p2𝑇 q. The coupling 𝑓 between the eigenvectors is therefore constant along
those parameter loops.

We have shown that there are special parameter loops along which the coupling for
the eigenvectors stays constant and only depends on the inverse loop time 1{𝑇 . This
means that in the quasi-adiabatic regime p𝑇 " 1q the only time dependent function in the
dynamics of the eigenvector populations p𝑐´p𝑡q, 𝑐`p𝑡qq or the corresponding time evolution
operator 𝑈̃p𝑡q is 𝜆p𝑡q. This fact has been implicitly used before without consideration
[26, 30, 31]. Also, the reason why EP-centered small circles p𝑟 ! 1q give particularly easy
solutions is exactly due to this effect.
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4.6 𝐵-pseudo-Hermiticity

In recent works [5, 46] it has been shown that to every 𝒫𝒯 -symmetric time-independent
Hamiltonian there exists an operator 𝑉 that relates 𝐻 with its adjoint matrix 𝐻:

𝑉 𝐻𝑉 ´1 “ 𝐻: , (4.39)

which is called a pseudo-Hermiticity relation with respect to 𝑉 . In this case the corre-
sponding norm related to 𝑉 is preserved in time d𝑡 px ¨ |𝑉 | ¨ yq “ 0.
As our operator 𝐵 is defined for non-Hermitian (time dependent) Hamiltonians with
complex energies relation Eq. 4.39 does not hold anymore. Instead we find a more general
result

𝐵𝐻𝐵´1 “ 𝜏𝐻: (4.40)

with

𝜏 “ 𝑒2𝑖 arg 𝜆 . (4.41)

In the case of real eigenvalues 𝜆 P R ñ 𝜏 “ 1 the pseudo-Hermiticity condition is fulfilled.
With the help of Eq. 4.40 it follows for the eigenvectors |𝑥𝑖y with 𝐵|𝑥𝑖y “ |𝑥̄𝑖y

𝐻:|𝑥̄𝑖y “ 𝜆˚𝑖 |𝑥̄𝑖y (4.42)

where we used 𝜆˚𝑖 “ 𝜆𝑖{𝜏 . The derivative of the 𝐵-norm for an arbitrary time dependent
state then yields

d𝑡 px𝜓|𝐵|𝜓yq “ 𝑖p1´ 𝜏qx𝜓|𝐻:𝐵|𝜓y “ 2ℑp𝜆q
`

|𝑐`|2 ´ |𝑐´|2
˘

(4.43)

for our Hamiltonian with 𝜆 “ 𝜆` “ ´𝜆´. The right side of Eq. 4.43 vanishes for 𝜆 P R,
that is in the 𝒫𝒯 -symmetric phase of the model Hamiltonian independent of the initial
state. This relation can also be used to define the population inversion 𝑝I in terms of the
𝐵-norm since x𝜓|𝐵|𝜓y “

ř

𝑖|𝑐𝑖|2

d𝑡 log px𝜓|𝐵|𝜓yq

2ℑp𝜆q
“

|𝑐`|2 ´ |𝑐´|2

|𝑐`|2 ` |𝑐´|2
“ 𝑝I , (4.44)

for parameter regions with ℑp𝜆q ‰ 0. The 𝐵-norm can therefore be used to describe the
dynamical evolution of the state vector 𝜓EB “ p𝑐´, 𝑐`q

𝑇 on the Riemann sheets of the
eigenvalues as

d𝑡 log
´

a

x𝜓|𝐵|𝜓y
¯

“ ℑp𝜆q |𝑐`|
2 ´ |𝑐´|2

|𝑐`|2 ` |𝑐´|2
, (4.45)

where it then comes as no surprise that the 𝐵-norm is only preserved for ℑp𝜆q “ 0.
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4.7 𝐵-norm for time dependent Hamiltonians

As our ”metric” 𝐵 is also valid for time dependent Hamiltonians we are now deriving
an expression for the time dependence of the 𝐵-norm for 𝐻 “ 𝐻p𝑡q and 𝐵 “ 𝐵p𝑡q.
The difference to the former case becomes immediately apparent when we expand the
derivative of the 𝐵-norm

d𝑡 px𝜓|𝐵|𝜓yq “ pd𝑡x𝜓|q𝐵|𝜓y ` x𝜓|𝐵 pd𝑡|𝜓yq ` x𝜓|d𝑡𝐵|𝜓y “ (4.46)

“ 𝑖p1´ 𝜏qx𝜓|𝐻:𝐵|𝜓y ` x𝜓| 9𝐵|𝜓y (4.47)

which now has an additional term x𝜓|d𝑡𝐵|𝜓y that acts as an interference term. To
evaluate it we need to calculate d𝑡𝐵 first

d𝑡𝐵 “ 2ℜp𝑓q
ˆ

sinhpℑp𝜃qq 𝑖 coshpℑp𝜃qq
´𝑖 coshpℑp𝜃qq sinhpℑp𝜃qq

˙

(4.48)

with 𝑓 “ ´𝑖 9𝜃{2 being the coupling of the eigenvectors of 𝐻 (see Eq. 3.6). The effect of
d𝑡𝐵 on the eigenvectors is

x˘|d𝑡𝐵|˘y “ 0 , x˘|d𝑡𝐵|¯y “ ¯2𝑖ℜp𝑓q (4.49)

which enables us to rewrite Eq. 4.46 in terms of the eigenbasis as

d𝑡 px𝜓|𝐵|𝜓yq “ 2ℑp𝜆q
`

|𝑐`|2 ´ |𝑐´|2
˘

` 2𝑖ℜp𝑓q
`

𝑐`𝑐
˚
´ ´ 𝑐

˚
`𝑐´

˘

. (4.50)

By using the Hamiltonian 𝐻EB and the coefficient vector 𝜓EB in the eigenbasis

𝜓EB “ p𝑐´, 𝑐`q
𝑇 , 𝐻EB “

ˆ

´𝜆 ´𝑓
𝑓 𝜆

˙

, (4.51)

the normalized 𝐵-norm can be written as

d𝑡 log px𝜓|𝐵|𝜓yq “ ´𝑖
𝜓:EB

´

𝐻EB ´𝐻
:

EB

¯

𝜓EB

𝜓:EB𝜓EB

(4.52)

which is only zero if 𝐻EB “ 𝐻:EB. As Hermiticity is not a property that is preserved under
a similarity transformation11 the eigenbasis serves a distinct role here. The result of
Eq. 4.52 is also compliant with the preservation of the 𝐵-norm for static 𝒫𝒯 -symmetric
parameter regions with 𝑓 “ 0 and 𝜆 P R. As a final remark we stress here that in
this derivation we have made use of the fact that our eigenbasis is parallel-transported
(x 9𝑥𝑖|𝐵|𝑥𝑖y “ 0, 𝑖 “ ˘).

11To preserve Hermiticity under a similarity transformation accomplished by 𝑃 it must hold that
𝑃 : “ 𝑃´1 which is generally not the case for the transformation to the eigenbasis 𝑆: ‰ 𝑆´1.
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4.8 Asymmetric Hamiltonians

To show the universality of the 𝐵-matrix approach for the general Hermitian form we
apply the same principle to the asymmetric Hamiltonian that is used in [3]

𝐻 “

ˆ

𝑟𝑒𝑖𝜃 𝑠
𝑡 𝑟𝑒´𝑖𝜃

˙

(4.53)

where 𝑟, 𝑠, 𝑡, 𝜃 are real parameters. The eigenvalues and (right) eigenvectors of this
Hamiltonian are

𝜆˘ “ 𝑟 cos 𝜃 ˘
a

𝑠𝑡´ 𝑟2 sin2 𝜃 “ 𝑟 cos 𝜃 ˘
?
𝑠𝑡 cos𝛼 , (4.54)

|𝑥`y “
1

a

2
?
𝑠𝑡 cos𝛼

ˆ?
𝑠𝑒𝑖𝛼{2

?
𝑡𝑒´𝑖𝛼{2

˙

, |𝑥´y “
1

a

2
?
𝑠𝑡 cos𝛼

ˆ?
𝑠𝑒´𝑖𝛼{2

´
?
𝑡𝑒𝑖𝛼{2

˙

(4.55)

with 𝑟 sin 𝜃 “
?
𝑠𝑡 sin𝛼. In addition to not being symmetric this Hamiltonian has also

non-vanishing trace Trp𝐻q “ 2𝑟 cos 𝜃. The eigenvalues of 𝐻 therefore appear only in
complex conjugate pairs (𝜆, 𝜆˚) in the 𝒫𝒯 -symmetry broken phase and in real pairs
(𝜆,´𝜆) for 𝜃 “ 𝜋{2, 3𝜋{2 in the 𝒫𝒯 -symmetric phase.
By asking which Hermitian operator 𝐵 satisfies

x𝑥𝑖|𝐵|𝑥𝑗y “ 𝛿𝑖𝑗 , (4.56)

it follows immediately that the answer can be written in terms of the dual vectors |𝑥˚˘y as

𝐵 “ |𝑥˚`yx𝑥
˚
`| ` |𝑥

˚
´yx𝑥

˚
´| (4.57)

if we derive |𝑥˚𝑖 y from the relation x𝑥𝑖|𝑥
˚
𝑗 y “ 𝛿𝑖𝑗 . The inverse is then given as 𝐵´1 “

|𝑥`yx𝑥`| ` |𝑥´yx𝑥´|. For the sample Hamiltonian one finds that

x𝑥˚`| “
1

a

2
?
𝑠𝑡 cos𝛼

ˆ ?
𝑡𝑒𝑖𝛼{2

?
𝑠𝑒´𝑖𝛼{2

˙

, x𝑥˚´| “
1

a

2
?
𝑠𝑡 cos𝛼

ˆ?
𝑡𝑒´𝑖𝛼{2

´
?
𝑠𝑒𝑖𝛼{2

˙

(4.58)

so that the left eigenstates are again the transpose of the right ones if 𝑠 “ 𝑡ñ 𝛼 P R, that
is for a symmetric Hamiltonian. The asymmetry of the Hamiltonian is hence responsible
for the necessity of left eigenstates (biorthogonal basis). With the left eigenstates from
Eq. 4.58 the 𝐵 matrix results in

𝐵 “
1

b

1
2 pcosh p2𝛼𝑖q ` cos p2𝛼𝑟qq

˜b

| 𝑡𝑠 | cosh p𝛼𝑖q ´𝑖𝜅 sin p𝛼𝑟q

𝑖𝜅˚ sin p𝛼𝑟q
a

| 𝑠𝑡 | cosh p𝛼𝑖q

¸

(4.59)

with 𝜅 “ 𝑒
𝑖
2
pargp𝑠q´argp𝑡qq and 𝛼 “ 𝛼𝑟 ` 𝑖𝛼𝑖. Again, for a Hermitian Hamiltonian (𝛼 “ 0)

the matrix 𝐵 becomes the identity 𝐵 “ 1.
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The next step is to look at the pseudo-Hermiticity condition

𝐵𝐻𝐵´1 “ 𝜆`|𝑥
˚
`yx𝑥`| ` 𝜆´|𝑥

˚
´yx𝑥´| “

r𝐻 , (4.60)

so the eigenvectors of r𝐻 are the conjugate transpose left eigenvectors for the same
eigenvalues 𝜆˘

r𝐻|𝑥˚˘y “ 𝜆˘|𝑥
˚
˘y . (4.61)

For the comparison of r𝐻 and 𝐻 in this more general case where the eigenvalues do not
necessarily appear in pairs we introduce an operator 𝐶 that relates r𝐻 with 𝐻:

𝐶𝐻: “
`

𝜏`|𝑥
˚
`yx𝑥`| ` 𝜏´|𝑥

˚
´yx𝑥´|

˘ `

𝜆˚`|𝑥
˚
`yx𝑥`| ` 𝜆

˚
´|𝑥

˚
´yx𝑥´|

˘

“ r𝐻 (4.62)

with 𝜏𝑗 “ 𝑒2𝑖 arg 𝜆𝑗 . For the traceless Hamiltonian 𝜏 was the same for both eigenvalues
and so 𝐶 “ 𝜏1. The 𝐵-pseudo Hermiticity relation finally takes the form

𝐵𝐻𝐵´1 “ 𝐶𝐻: (4.63)

and we see that also in the case of non-symmetric Hamiltonians the pseudo-Hermiticity
is only upheld for a purely real eigenvalue spectrum since for 𝜆˘ P R ñ 𝜏˘ “ 1ñ 𝐶 “ 1.
The operators 𝐶 and 𝐻: have the same eigenvectors as r𝐻 so it holds that

𝐶|𝑥˚˘y “ 𝜏˘|𝑥
˚
˘y , 𝐻:|𝑥˚˘y “ 𝜆˚˘|𝑥

˚
˘y . (4.64)

To better show that the pseudo-Hermiticity is only satisfied for a real eigenvalue spectrum
we calculate the derivative of the 𝐵-norm

d𝑡 px𝜓|𝐵|𝜓yq “ 𝑖x𝜓|𝐻:𝐵 ´𝐵𝐻|𝜓y “ 𝑖x𝜓|p1´ 𝐶q𝐻:𝐵|𝜓y

“ 2
`

ℑp𝜆`q|𝑐`|2 ` ℑp𝜆´q|𝑐´|2
˘

“ 2ℑp𝜆`q
`

|𝑐`|2 ´ |𝑐´|2
˘ (4.65)

and the result again implies that only for ℑp𝜆`q “ ´ℑp𝜆´q “ 0 the 𝐵-norm is preserved.
However, even for this general Hamiltonian, the dynamical evolution of the state vector
on the Riemann sheet of ℑp𝜆`q can be represented by

d𝑡 log
´

a

x𝜓|𝐵|𝜓y
¯

“ ℑp𝜆`q
|𝑐`|2 ´ |𝑐´|2

|𝑐`|2 ` |𝑐´|2
. (4.66)

In this chapter we have shown that instead of using the c-product that does not preserve
biorthogonality with a simultaneous 𝒫𝒯 -symmetry, needs special considerations at the
EP and is not applicable for asymmetric Hamiltonians, it is better to calculate the 𝐵
matrix that is composed of the dual basis 𝐵 “

ř

𝑖 |𝑥
˚
𝑖 yx𝑥

˚
𝑖 |. This approach then allows

to maintain the formalism of Hermitian quantum mechanics simply by introducing a
new inner product x ¨ |𝐵| ¨ y. The c-product is then a special case of the 𝐵 matrix inner
product as the dual basis for symmetric Hamiltonians is obtained by complex conjugation
𝐻 “ 𝐻𝑇 ñ |𝑥˚y “ |𝑥y˚ “ |p𝑥y.
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Finally, we have used the generalized Hermitian form to show that for asymmetric
non-Hermitian Hamiltonians the norm of an arbitrary state vector is only preserved when
the eigenvalue spectrum is real (ℑp𝜆`q “ 0).



5 Time evolution at the EP

In section 3.3 we have analyzed some special solutions for the time evolution operator in
the eigenbasis of the Hamiltonian. At the EP itself the Hamiltonian is not diagonalizable
anymore and can only be transformed into a Jordan normal form with one 2ˆ2 Jordan
block with eigenvalue 𝜆 “ 0. At this point the geometric multiplicity gmulJ𝜆 “ 1 and
the algebraic multiplicity amulJ𝜆 “ 2. As the Jordan normal form has only one nonzero
entry the time evolution of the state-vector expanded in the generalized eigenbasis is
easy to integrate.

5.1 Stationary time evolution

To understand the general dynamics around an EP better we will analyze the stationary
time evolution at the EP̀ (𝑔 “ `𝛾{2) with constant damping 𝛾 “ 𝑐𝑜𝑛𝑠𝑡. The TDSE at
the EP

9𝛹p𝑡q “ ´𝑖𝐻EP̀ 𝛹p𝑡q “ ´𝑖
𝛾

2

ˆ

´𝑖 1
1 𝑖

˙

𝛹p𝑡q , 𝛹p𝑡q “

ˆ

𝛹𝑎p𝑡q
𝛹𝑏p𝑡q

˙

(5.1)

can be transformed into the generalized eigensystem (|𝑣y, |ℎy) at the EP using 𝑋, 𝑋´1

and 𝐽 from Eq. 2.18. With 𝛹p𝑡q “ 𝑋´1𝛹p𝑡q “ p𝛹𝑣p𝑡q, 𝛹ℎp𝑡qq
𝑇 the transformed TDSE

becomes

9̃𝛹p𝑡q “ ´𝑖𝐽𝛹p𝑡q . (5.2)

As the Jordan normal form of the traceless Hamiltonian has only one nonzero entry
𝐽12 “ 𝛾 the evolution at the EP follows

d

d𝑡

ˆ

𝛹𝑣p𝑡q
𝛹ℎp𝑡q

˙

“

ˆ

´𝑖𝛾𝛹ℎp𝑡q
0

˙

. (5.3)

The solution to this equation can be given in the mode basis 𝛹p0q “ p𝛹𝑎, 𝛹𝑏q
𝑇 or the

generalized eigenbasis 𝛹p0q “ p𝛹𝑣, 𝛹ℎq
𝑇
“ 𝑋´1𝛹p0q as

𝛹ℎp𝑡q “ 𝛹ℎ “ ´
𝑖
?
2
p𝛹𝑎 ` 𝑖𝛹𝑏q (5.4)

𝛹𝑣p𝑡q “ 𝛹𝑣 ´ 𝑖𝛾𝛹ℎ𝑡 “
1
?
2
p𝛹𝑎 ´ 𝑖𝛹𝑏q ´

𝛾
?
2
p𝛹𝑎 ` 𝑖𝛹𝑏q 𝑡 (5.5)

which means that the population of |ℎy remains constant whereas 𝛹𝑣p𝑡q changes linearly
with time at the rate of the initial population of |ℎy times the damping 𝛾. A state that is
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initialized only in the eigenvector 𝛹p0q “ p𝛹𝑣, 𝛹ℎq
𝑇
“ p1, 0q𝑇 therefore remains in this

state. If |ℎy is initially populated then its population stays constant, but the ratio of the
populations is linearly approaching zero p𝛹ℎp𝑡q{𝛹𝑣p𝑡qq|𝑡Ñ8 “ 0 as 𝛹𝑣p𝑡q is outgrowing
𝛹ℎp𝑡q. This long time behavior despite seeming trivial entails a far reaching conclusion.
The fact that there is a generalized eigenbasis at the EP represented by |𝑣y, |ℎy ensures
that the time-reversal symmetry is upheld for all times. Still, as the ratio 𝛹ℎ{𝛹𝑣 tends
towards a constant value for 𝑡Ñ8 this must happen in every other (well defined) basis
as well. In the mode basis the time dependent ratio of the population behaves like

𝑎p𝑡q

𝑏p𝑡q
“
𝑎0 ´ p𝑎0 ` 𝑖𝑏0q

𝛾
2 𝑡

𝑏0 ´ 𝑖p𝑎0 ` 𝑖𝑏0q
𝛾
2 𝑡

(5.6)

with a Taylor expansion

𝑎p𝑡q

𝑏p𝑡q

⃒⃒⃒⃒
𝑡Ñ8

“ ´𝑖` 𝑖
2

𝛾𝑡
`𝒪

ˆ

1

𝑡2

˙

(5.7)

that is to first order independent of 𝑎0, 𝑏0 and approaches linearly the fixed ratio ´𝑖
where the damping 𝛾 of course sets the pace for this process. For completeness we also
write down explicitly the time evolution operator at the EP in the generalized eigenbasis

𝑈EPp𝑡q “

ˆ

1 ´𝑖𝛾𝑡
0 1

˙

. (5.8)

5.2 Dynamical time evolution at the EP

As our general 2ˆ2 model consists of three real parameters the EP is actually a one
parameter family of EPs that can be parametrized by 𝛾. By making 𝛾 “ 𝛾p𝑡q time
dependent the EP is not stationary in parameter space and we want to calculate the
evolution of the population of the generalized eigenbasis (|𝑣p𝑡qy, |ℎp𝑡qy) along a curve that
connects EPs.
The general similarity transformation for the Hamiltonian in Eq. 5.1 into its (time
dependent) eigenbasis

𝐻̃p𝑡q “ 𝐻EPp𝑡q ` 𝑖
d𝑋´1p𝑡q

d𝑡
𝑋p𝑡q (5.9)

shows that the choice of a static basis (𝑋 ‰ 𝑋p𝑡q) is preferable in this case leading to
the Schrödinger equation

d

d𝑡

ˆ

𝛹𝑣p𝑡q
𝛹ℎp𝑡q

˙

“ ´𝑖

ˆ

0 𝛾p𝑡q
0 0

˙ˆ

𝛹𝑣p𝑡q
𝛹ℎp𝑡q

˙

(5.10)

in the eigenbasis |𝑣p𝑡qy, |ℎp𝑡qy. The resulting equation of course differs only in the time
dependence of 𝛾p𝑡q. The population of 𝛹ℎp𝑡q “ 𝛹ℎp0q is still static but the solution for
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𝛹𝑣p𝑡q now depends on the path of 𝛾p𝑡q

𝛹ℎp𝑡q “ 𝛹ℎp0q

𝛹𝑣p𝑡q “ 𝛹𝑣p0q ´ 𝑖𝛹ℎp0q

ż 𝑡

0
𝛾p𝑡1qd𝑡1

(5.11)

so that the effective damping rate is given by the accumulated damping rates 𝛾eff “
ş𝑡
0 𝛾p𝑡

1qd𝑡1. The time evolution for the expansion coefficient of the eigenvector, 𝛹𝑣p𝑡q “
𝛹𝑣p0q ´ 𝑖𝛾effp𝑡q𝛹ℎp0q, has then the same form as before.





6 Transfer efficiency and chirality

In the eigenbasis of the Hamiltonian the dynamical equations for the wave function and
the time evolution operator only depend on the eigenvalues 𝜆 and on the non-adiabatic
coupling 𝑓 . The latter is proportional to 1{𝑇 , which makes it necessary to distinguish
two regimes of dynamical encircling: rapid loops and quasi-adiabatic loops.
When a periodic parameter path is completed rapidly the final state is always equivalent
to the initial one. The further analysis therefore only covers the quasi-adiabatic regime.
In the context of non-Hermitian physics, quasi-adiabaticity describes the regime where
parameter changes are slow enough so that the dynamical solution can follow either one
of the eigenvectors with the exceptional non-adiabatic transitions. A loose condition
for quasi-adiabaticity is that the coupling between the modes should be much smaller
than the difference between the eigenvalues |𝑓p𝑡q{p2𝜆p𝑡qq| ! 1 [30]. This implies that the
loop time 𝑇 is sufficiently large so that the state vector can follow either one of the two
Riemann sheets. In this case one finds that at the end of the loop (𝑡 “ 𝑇 ) the system is
mostly in one of the two eigenvectors. Depending on the initial conditions - that is initial
parameter configuration p𝑔p0q, 𝜔p0q, 𝛾p0qq and initial state (𝑐´p0q, 𝑐`p0q) - it is possible
to have up to two non-adiabatic transitions during one revolution. This is depicted in
Fig. 6.1 where we show typical numerical solutions of the SE that are projected onto
their eigenspectrum for a ccw circular loop around the EP. The initial conditions have
been chosen in a way to get either zero (Fig. 6.1a), one (Fig. 6.1b) or two (Fig. 6.1c)
non-adiabatic transitions. These images also reveal that for an initial eigenstate an even
number of jumps (a) lead to the opposite final state whereas an odd number of jumps
(b) brings the state back to itself after a closed loop.

6.0.1 Transfer efficiency

To effectively compare the solutions for different initial conditions we introduce the
transfer efficiency 𝑡E in the same way as in [33]. Given an initial configuration where the
system is in either one of the eigenvectors (|𝜓p0qy “ |̀ p0qy “ 𝜓`_|𝜓p0qy “ |́ p0qy “ 𝜓´),
the transfer efficiency is defined as the normalized eigenvector population of the mode
that is initially unoccupied

𝑡
˘

Ep𝑡q :“
|𝑐¯p𝑡q|2

|𝑐´p𝑡q|2 ` |𝑐`p𝑡q|2
, 𝑡E P r0, 1s , (6.1)

where the superscript represents the initial state. Although possible, we will not dy-
namically track the transfer efficiency during the evolution, instead we are interested
in the transfer efficiency after one (or more) cycle(s). To avoid problems with a swap
of the instantaneous eigenvectors that occurs during the propagation it is easier to
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(a) (b) (c)

Figure 6.1: Time dependent eigenvector populations in the quasi-adiabatic regime pro-
jected onto the respective real eigenspectrum (red and blue surfaces corre-
spond to the eigenvalues with gain and loss respectively), i.e. ℜp𝜆p𝑡qqp|𝑐`p𝑡q|2´
|𝑐´p𝑡q|2q{p|𝑐`p𝑡q|2 ` |𝑐´p𝑡q|2q. The black line indicates the numerical solution
of the Schrödinger equation in the eigenbasis of the Hamiltonian using an
EP-centered circular path t𝑔p𝑡q, 𝜔p𝑡q, 𝛾p𝑡qu “ t𝛾{2` 𝑟 cosp𝜑p𝑡qq, 𝑟 sinp𝜑p𝑡qq, 𝛾u
with 𝜑p𝑡q “ 2𝜋𝑡{𝑇 ` 𝜑0, 𝛾 “ 1. The starting positions along the loop 𝜑0 and
the initial states have been chosen so that the solution has either zero (a), one
(b) or even two (c) non-adiabatic transitions from the loss to the gain state.

calculate the transfer efficiency at the end of the loop using the initial eigenbasis. The
resulting transfer efficiency is unaltered when we calculate the coefficients according to
𝑐0¯p𝑇 q “ x¯p0q|𝜓p𝑇 qy. Another important feature of dynamical encircling an EP is the
dependence on the rotational direction. To discern cw ( ) from ccw ( ) revolutions an
additional arc is introduced in the superscript so that the transfer efficiency for an initial
𝜓` state for a ccw loop is denoted as

𝑡
+

E p𝑇 q “
|𝑐0´p𝑇 q|2

|𝑐0´p𝑇 q|2 ` |𝑐0`p𝑇 q|2
. (6.2)

6.0.2 Population inversion

The population inversion 𝑝I P r´1, 1s

𝑝Ip𝑡q :“
|𝑐`p𝑡q|2 ´ |𝑐´p𝑡q|2

|𝑐`p𝑡q|2 ` |𝑐´p𝑡q|2
(6.3)
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is a time dependent measure of the current normalized population distribution during
the propagation. The two extreme cases are

𝑝Ip𝑡q “ ´1ñ |𝜓p𝑡qy “ |´p𝑡qy ,

𝑝Ip𝑡q “ `1ñ |𝜓p𝑡qy “ |`p𝑡qy .

The population inversion vanishes only if the population of the eigenvectors is equal,
e.g. as observed at the EP

𝑝Ip𝑡q “ 0ô |𝑐´p𝑡q|2 “ |𝑐`p𝑡q|2 . (6.4)

An additional superscript denotes again the initial state, such that 𝑝`I p0q “ `1 and
𝑝´I p0q “ ´1.

6.0.3 Chirality

As the transfer efficiency 𝑡E P r0, 1s is a number that specifies how much population
has been transferred to the other mode, a value 𝑡E ą 1{2 at the end of a loop can be
interpreted as a transition of the system to the other mode. Based on this, we define the
chirality of a loop starting in either one 𝜓˘ as the combined transfer efficiency for a cw
and a ccw loop

𝑐
˘

Y :“ 4

ˆ

𝑡
˘

E ´
1

2

˙ˆ

𝑡
˘

E ´
1

2

˙

, 𝑐Y P r´1, 1s . (6.5)

A value 𝑐Y ă 0 characterizes a chiral loop, which means that the cw and ccw propagation
lead to different final states. This phenomenon is mostly referred to as an asymmetric
switch [29, 31, 32] and our definition of chirality is an elegant way to quantify this effect.
In the quasi-adiabatic regime most of the loops are either completely chiral (𝑐Y«´1) or
completely non-chiral (𝑐Y« 1).

Chirality from population inversion

There is another expression for the chirality in terms of the population inversion at the
end of the loop that follows from Eq. 6.5

𝑐
˘

Y :“ 𝑝
˘

I 𝑝
˘

I , 𝑐Y P r´1, 1s . (6.6)

Both definitions Eqs. 6.5 and 6.6 give the same result whether the initial eigenbasis
(𝑐0¯p𝑇 q “ x¯p0q|𝜓p𝑇 qy) or the final eigenbasis (𝑐¯p𝑇 q “ x¯p𝑇 q|𝜓p𝑇 qy) is used to determine
the expansion coefficients as long as the eigenvector flip is properly taken into account.

6.1 Relations with the time evolution operator

All the analytical solutions of the TDSE that are derived in the following are using the
time evolution operator instead of a state vector. A convenient way to get the population
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inversion for pure initial states 𝜓˘ is by taking the diagonal elements of the matrix 𝑅
defined as

𝑅 :“ ´
𝑈̃ :𝜎𝑧𝑈̃

𝑈̃ :𝑈̃
“

ˆ

𝑝´I 𝛷´

𝛷` 𝑝`I

˙

, (6.7)

where 𝛷´ and 𝛷` carry information about the phase relation between the two distinct
initial states. Following the definition from Eq. 6.6 the chirality can be obtained from 𝑅
via

𝑐´Y “ 𝑅1,1𝑅1,1 , 𝑐`Y “ 𝑅2,2𝑅2,2 , (6.8)

that is solely calculated from 𝑈̃ and 𝑈̃ .



7 Analytical solutions for special
parameter paths

In this chapter we derive the analytical solutions for general straight parameter paths
and EP-centered circular paths in the t𝑔, 𝜔u-plane with constant 𝛾. Even though there
are (approximate) analytical solutions available for circular paths for another choice of
parameters [26, 30, 31], none of them include an angle 𝜑0. The basis functions for the
centered-circles in the t𝑔, 𝜔u-plane are Bessel functions, which are very well suited to
derive results for asymptotic loop times 𝑇 .
The analytical solutions for general straight paths are not present in the literature
up to this point and they will serve to extract analytical predictions in the cavity-
optomechanical (COM) setup in [33]. The basis functions for these paths are either
parabolic cylinder functions also called Weber functions or confluent hypergeometric
functions called Kummer functions.

The coupled first order Schrödinger equations in the mode basis p𝑎p𝑡q, 𝑏p𝑡qq𝑇 can be
solved by transforming it to a set of second order ordinary differential equations (ODEs).
The obtained circular solutions are then used in the following chapters to dissect the
chiral behavior (asymmetric mode switch) of closed contours in the vicinity of an EP.
The general straight paths are useful to analyze the behavior of the eigenvectors upon
dynamically passing through an EP and to show that deformed contours yield the same
asymmetric switch.

7.1 Uncoupled second order differential equations

The TDSE that describes the time evolution of the modal populations p𝑎p𝑡q, 𝑏p𝑡qq𝑇 using
our traceless, symmetric model Hamiltonian is given by

ˆ

9𝑎p𝑡q
9𝑏p𝑡q

˙

“ ´𝑖

ˆ

´𝜉p𝑡q 𝑔p𝑡q
𝑔p𝑡q 𝜉p𝑡q

˙ˆ

𝑎p𝑡q
𝑏p𝑡q

˙

, (7.1)

where we generally allow 𝜉, 𝑔 P C. This set of coupled first order ODEs can be transformed
to a set of uncoupled second order ODEs for the two coefficients 𝑎p𝑡q, 𝑏p𝑡q. Omitting all 𝑡
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dependencies, the second order differential equations are

:𝑎´
9𝑔

𝑔
9𝑎`

„

𝑔2 ` 𝜉2 ` 𝑖

ˆ

9𝑔

𝑔
𝜉 ´ 9𝜉

˙

𝑎 “ 0 (7.2)

:𝑏´
9𝑔

𝑔
9𝑏`

„

𝑔2 ` 𝜉2 ´ 𝑖

ˆ

9𝑔

𝑔
𝜉 ´ 9𝜉

˙

𝑏 “ 0 . (7.3)

The initial conditions are linked to the Schrödinger equation

𝑎p0q “ 𝑎0 ^ 9𝑎p0q “ 𝑎̄0 “ `𝑖 p𝜉p0q𝑎0 ´ 𝑔p0q𝑏0q , (7.4)

𝑏p0q “ 𝑏0 ^ 9𝑏p0q “ 𝑏̄0 “ ´𝑖 p𝜉p0q𝑏0 ` 𝑔p0q𝑎0q . (7.5)

The initial conditions in Eqs. 7.4 and 7.5 include four constants 𝑎0, 𝑏0, 𝑎̄0 and 𝑏̄0 but only
two of them can be set independently. All choices are interchangeable and are related to
each other via a matrix relation which we illustrate in an example by connecting the pair
p𝑎0, 𝑏0q with p𝑎0, 𝑎̄0q

ˆ

𝑎0
𝑎̄0

˙

“

ˆ

1 0
𝑖𝜉p0q ´𝑖𝑔p0q

˙ˆ

𝑎0
𝑏0

˙

. (7.6)

7.2 Analytical solutions for straight parameter paths

We seek the analytical solution to Eqs. 7.4 and 7.5 for a non-periodic, straight parameter
path in the t𝑔, 𝜔u-plane. The path can be parametrized as

𝑔p𝑡q “ 𝑔c ` cos p𝛼q
𝑟

2

ˆ

1´
2𝑡

𝑇

˙

,

𝜔p𝑡q “ 𝜔c ` sin p𝛼q
𝑟

2

ˆ

1´
2𝑡

𝑇

˙

, (7.7)

𝛾p𝑡q “ 𝛾 .

This path has length 𝑟 and an angle12 𝛼 P r0, 𝜋q about the 𝑔-axis. This is exemplified in
Fig. 7.1 for a path with t𝑔𝑐, 𝜔𝑐u “ t0.2, 0u, 𝑟 “ 0.5 and 𝛼 “ 𝜋{3.
The initial values of a general straight path are defined already here because we will need
them throughout the following derivation

𝑔0 “ 𝑔p0q “ 𝑔c `
𝑟

2
cosp𝛼q , 𝜔0 “ 𝜔p0q “ 𝜔c `

𝑟

2
sinp𝛼q ,

𝛾 “ 𝛾p0q , 𝜉0 “ 𝜉p0q “ 𝜔0 ` 𝑖
𝛾

2
, (7.8)

𝜀0 “ 𝑔0 cos p𝛼q ` 𝜉0 sin p𝛼q , 𝜙0 “ 𝑔0 sin p𝛼q ´ 𝜉0 cos p𝛼q .

12The choice 𝛼 P r0, 𝜋q and 𝑟 P Rz0 defines every path uniquely.
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Figure 7.1: Sample straight parameter path in the t𝑔, 𝜔u-plane parametrized according to
Eq. 7.7 with t𝑔𝑐, 𝜔𝑐u “ t0.2, 0u (orange dot), 𝑟 “ 0.5 and 𝛼 “ 𝜋{3. The
beginning and end of the arrow correspond to 𝑡 “ 0 and 𝑡 “ 𝑇 respectively. The
EP̀ is marked with a red cross.

The second order ODEs would take a much simpler form if there was no term p 9𝑔{𝑔q. This
is achieved by a similarity transformation that makes the off-diagonal elements in the
Hamiltonian constant. The transformation we seek is of the form

𝑃 p𝛽q “

ˆ

cos
𝛽

2
𝜎0 ´ 𝑖 sin

𝛽

2
𝜎𝑦

˙

, (7.9)

with a real angle 𝛽. After applying the similarity transformation 𝐻̃p𝛽q “ 𝑃´1p𝛽q𝐻𝑃 p𝛽q.
we find that the off-diagonal is now

𝐻̃1,2p𝛽q “ ´
𝑟𝑡

𝑇
cos p𝛼´ 𝛽q ` 𝑔0 cos p𝛽q ` 𝜉0 sin p𝛽q , (7.10)

which is time-independent for 𝛽 “ 𝛼 ` p2𝑛 ` 1q𝜋{2, 𝑛 P Z. The values 𝜀0 and 𝜙0 that
were defined in Eq. 7.8 are the diagonal and off-diagonal elements of the transformed
Hamiltonian 𝐻̃ at 𝑡 “ 0. For 𝑛 “ ´1 the differential equations become

:𝜒˘p𝑡q `

„ˆ

𝑟2

𝑇 2

˙

𝑡2 ´

ˆ

2𝑟𝜀0
𝑇

˙

𝑡`

ˆ

𝜉20 ` 𝑔
2
0 ˘

𝑖𝑟

𝑇

˙

𝜒˘p𝑡q “ 0 (7.11)

with
ˆ

𝜒`p𝑡q
𝜒´p𝑡q

˙

“ 𝑃´1p𝛼´ 𝜋{2q

ˆ

𝑎p𝑡q
𝑏p𝑡q

˙

. (7.12)

The coefficient in Eq. 7.11 is a second order polynomial in 𝑡. In general, a second order
ODE of the form

:𝑤p𝑡q `
`

𝑎𝑡2 ` 𝑏𝑡` 𝑐
˘

𝑤p𝑡q “ 0 , (7.13)
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with constant coefficients 𝑎, 𝑏, 𝑐 belongs to the class of a so called Weber differential
equation. Its solution can be expressed in terms of parabolic cylinder functions 𝐷𝜈p𝑧q
(see (19.) of [47]). Every Weber differential equation can be brought to either one of the
forms

:𝑤p𝑧q ´

ˆ

𝑧2

4
` 𝑑

˙

𝑤p𝑧q “ 0 p1q

:𝑤p𝑧q `

ˆ

𝑧2

4
´ 𝑑

˙

𝑤p𝑧q “ 0 p2q

(7.14)

by completing the square. There are linearly independent even and odd solutions to the
form p1q that are given by

𝑤evenp𝑑, 𝑧q “ 𝑒´
𝑧2

4 1𝐹1

ˆ

𝑑

2
`

1

4
;
1

2
;
𝑧2

2

˙

,

𝑤oddp𝑑, 𝑧q “ 𝑧𝑒´
𝑧2

4 1𝐹1

ˆ

𝑑

2
`

3

4
;
3

2
;
𝑧2

2

˙

,

(7.15)

where 1𝐹1p𝑎; 𝑏; 𝑧q are confluent hypergeometric functions.

We continue to solve Eq. 7.11 by identifying

𝑎 “
𝑟2

𝑇 2
, 𝑏 “ ´

2𝑟𝜀0
𝑇

, 𝑐˘ “ 𝑔20 ` 𝜉
2
0 ˘

𝑖𝑟

𝑇

and completing the square

:𝜒˘p𝑡q `

«

ˆ

𝑟𝑡

𝑇
´ 𝜀0

˙2

`

ˆ

𝜙2
0 ˘

𝑖𝑟

𝑇

˙

ff

𝜒˘p𝑡q “ 0 . (7.16)

After applying a variable transformation 𝜅 “
b

2𝑖𝑇
𝑟 p

𝑟𝑡
𝑇 ´ 𝜀0q, the ODEs are finally of the

form

:𝜒˘p𝜅q `

„

˘
1

2
´ 𝜈 ´

𝜅2

4



𝜒˘p𝜅q “ 0 , (7.17)

with the solution

𝜒`p𝜅q “ 𝑐1𝐷´𝜈p𝜅q ` 𝑐2𝐷´1`𝜈p𝑖𝜅q

𝜅p𝑡q “

c

2𝑖𝑇

𝑟

ˆ

𝑟𝑡

𝑇
´ 𝜀0

˙

“ 𝜂

ˆ

𝑟𝑡

𝑇
´ 𝜀0

˙

, 𝜈 “
𝜂2𝜙2

0

4
, 𝜂 “

c

2𝑖𝑇

𝑟
.

(7.18)
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The full solution for p𝜒`p𝜅q, 𝜒´p𝜅qq
𝑇 can be inferred from the SE for 𝜅

𝜒´p𝜅q “ ´
𝜅

𝜂𝜙0
𝜒`p𝜅q ´

2

𝜂𝜙0
9𝜒`p𝜅q (7.19)

to give

ˆ

𝜒`p𝜅q
𝜒´p𝜅q

˙

“𝑀p𝜅q

ˆ

𝑐1
𝑐2

˙

“

ˆ

𝐷´𝜈p𝜅q 𝐷´1`𝜈p𝑖𝜅q
2

𝜂𝜙0
p𝐷1´𝜈p𝜅q ´ 𝜅𝐷´𝜈p𝜅qq

2𝑖
𝜂𝜙0

𝐷𝜈p𝑖𝜅q

˙ˆ

𝑐1
𝑐2

˙

. (7.20)

Some sumptuous calculations involving the Wronskian lead to the determinant and hence
to the inverse of 𝑀p𝜅q that is needed to substitute the coefficients p𝑐1, 𝑐2q

𝑇 by the initial
conditions at time 𝑡 “ 0ô 𝜅p0q “ 𝜅0 “ ´𝜂𝜀0

ˆ

𝑐1
𝑐2

˙

“
𝜂𝜙0

2𝑖𝑒
𝑖𝜋𝜈
2

˜

2𝑖
𝜂𝜙0

𝐷𝜈p𝑖𝜅0q ´𝐷´1`𝜈p𝑖𝜅0q

´ 2
𝜂𝜙0
p𝐷1´𝜈p𝜅0q ´ 𝜅0𝐷´𝜈p𝜅0qq 𝐷´𝜈p𝜅0q

¸

ˆ

𝜒`p𝜅0q
𝜒´p𝜅0q

˙

. (7.21)

In order to relate this back to the original basis p𝑎p𝑡q, 𝑏p𝑡qq𝑇 we undo the similarity
transformation

ˆ

𝑎p𝑡q
𝑏p𝑡q

˙

“ 𝑃𝑀p𝜅p𝑡qq𝑀p𝜅0q
´1𝑃´1

ˆ

𝑎0
𝑏0

˙

“ 𝑈p𝑡q

ˆ

𝑎0
𝑏0

˙

(7.22)

where

𝑃 “

ˆ

cos
`

𝜋
4 ´

𝛼
2

˘

sin
`

𝜋
4 ´

𝛼
2

˘

´ sin
`

𝜋
4 ´

𝛼
2

˘

cos
`

𝜋
4 ´

𝛼
2

˘

˙

,

which satisfies the necessary initial condition 𝑈p0q “ 1 by definition. This result can also
be presented in the eigenbasis of the Hamiltonian by acting with 𝑆p𝜃p0qq, 𝑆´1p𝜃p𝑡qq from
section 3.2 on Eq. 7.22

ˆ

𝑐´p𝑡q
𝑐`p𝑡q

˙

“ 𝑆´1p𝜃p𝑡qq 𝑈p𝑡q 𝑆p𝜃p0qq

ˆ

𝑐´p0q
𝑐`p0q

˙

“ 𝑈̃p𝑡q

ˆ

𝑐´p0q
𝑐`p0q

˙

. (7.23)

The solutions shown in Eqs. 7.20 and 7.21 are valid for every straight path in the t𝑔, 𝜔u-
plane and can also be used to define a closed loop operator 𝐾p𝑇, 0q in any basis that
evolves a state from 𝑡 “ 0 to 𝑡 “ 𝑇 along 𝑛 connected paths. Every time evolution
is then carried out by the respective time evolution operator in that basis (𝑈𝑖p𝑡1, 𝑡0q),
e.g. Eq. 7.22 or Eq. 7.23, and the closed loop operator is then given as

𝐾p𝑇, 0q “
𝑛
ź

𝑖“1

𝑈𝑖p𝑇𝑖, 𝑇𝑖´1q , (7.24)

with the overall loop time 𝑇 “
ř𝑛

𝑖“1p𝑇𝑖 ´ 𝑇𝑖´1q “ 𝑇𝑛 ´ 𝑇0.
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The parabolic cylinder function 𝐷𝜈p𝑧q is entire in 𝜈 P C and 𝑧 P C and has no branch cut
discontinuities making this solution extremely versatile.

7.3 Analytical solutions for EP-centered circular paths

As we have seen before a suitable similarity transformation can lead to a second order
ODE that is analytically solvable. There is another similarity transformation that allows
a general analytical solution for EP-centered circles in the t𝑔, 𝜔u-plane which uses the
basis

𝑃 “
1
?
2

ˆ

1 1
𝑖 ´𝑖

˙

, 𝑃´1 “
1
?
2

ˆ

1 ´𝑖
1 𝑖

˙

(7.25)

to transform the Hamiltonian to a form with solely off-diagonal elements13

𝐻̃p𝑡q “ 𝑃´1𝐻p𝑡q𝑃 “

ˆ

0 ´𝑖𝑔p𝑡q ´ 𝜉p𝑡q
𝑖𝑔p𝑡q ´ 𝜉p𝑡q 0

˙

“

ˆ

0 ℎ12p𝑡q
ℎ21p𝑡q 0

˙

. (7.26)

The second order ODEs that follows from this in the new basis p𝛼p𝑡q, 𝛽p𝑡qq𝑇

ˆ

𝛼p𝑡q
𝛽p𝑡q

˙

“ 𝑃´1
ˆ

𝑎p𝑡q
𝑏p𝑡q

˙

“
1
?
2

ˆ

𝑎p𝑡q ´ 𝑖𝑏p𝑡q
𝑎p𝑡q ` 𝑖𝑏p𝑡q

˙

(7.27)

are given as

:𝛼p𝑡q ´
9ℎ12p𝑡q

ℎ12p𝑡q
9𝛼p𝑡q ` ℎ12p𝑡qℎ21p𝑡q𝛼p𝑡q “ 0 , (7.28)

:𝛽p𝑡q ´
9ℎ21p𝑡q

ℎ21p𝑡q
9𝛽p𝑡q ` ℎ12p𝑡qℎ21p𝑡q𝛽p𝑡q “ 0 . (7.29)

The path parametrization for EP-centered circular paths

𝑔p𝑡q “
𝛾

2
` 𝑟 cos

ˆ

2𝜋𝑡

𝑇
` 𝜑0

˙

,

𝜔p𝑡q “ 𝑟 sin

ˆ

2𝜋𝑡

𝑇
` 𝜑0

˙

,

𝛾p𝑡q “ 𝛾 ,

(7.30)

13As 𝜉 P C the elements ℎ12p𝑡q and ℎ21p𝑡q are not proportional to one another.
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Figure 7.2: Sample ccw EP-centered circular parameter path in the t𝑔, 𝜔u-plane parametrized
according to Eq. 7.30 with 𝜑0 “ 𝜋{3 and 𝑟 “ 0.3. The initial parameter
configuration at 𝑡 “ 0 (t𝑔0, 𝜔0u) is represented by the orange dot and the EP̀
is marked with a red cross.

is depicted in Fig. 7.2 for a sample loop with 𝜑0 “ 𝜋{3 and 𝑟 “ 0.3.
After we insert the path parametrization, the coefficients in Eqs. 7.28 and 7.29 become

9ℎ12p𝑡q

ℎ12p𝑡q
“ ´

2𝜋𝑖

𝑇

1

1` 𝛾
𝑟 𝑒

𝑖p 2𝜋𝑡
𝑇
`𝜑0q

,
9ℎ21p𝑡q

ℎ21p𝑡q
“

2𝜋𝑖

𝑇
,

ℎ12p𝑡qℎ21p𝑡q “ 𝑟2
´

1`
𝛾

𝑟
𝑒𝑖p

2𝜋𝑡
𝑇
`𝜑0q

¯

.

(7.31)

For EP̀ -centered circles the coefficient 9ℎ21{ℎ21 takes a very simple form, which reduces
the equation for 𝛽p𝑡q (Eq. 7.29) to

:𝛽p𝑡q ´
2𝜋𝑖

𝑇
9𝛽p𝑡q ` 𝑟2

´

1`
𝛾

𝑟
𝑒𝑖p

2𝜋𝑡
𝑇
`𝜑0q

¯

𝛽p𝑡q “ 0 . (7.32)

Now using the variable substitution 𝑡Ñ 𝜂p𝑡q

𝜂 “
𝛾

𝑟
𝑒𝑖p

2𝜋𝑡
𝑇
`𝜑0q

d

d𝑡
“

ˆ

2𝜋𝑖

𝑇

˙

𝜂
d

d𝜂
,

d2

d𝑡2
“

ˆ

2𝜋𝑖

𝑇

˙2ˆ

𝜂2
d2

d𝜂2
` 𝜂

d

d𝜂

˙ (7.33)

transforms the equation to

𝜂2
d2𝛽p𝜂q

d𝜂2
´

ˆ

𝑟𝑇

2𝜋

˙2

p1` 𝜂q𝛽p𝜂q “ 0 . (7.34)
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This is a form of the Bessel differential equation and its solution is given by Eq. 10.13.2
in [48] as

𝛽p𝜂q “
?
𝜂 p𝑐1𝐼´𝜈p2𝑎

?
𝜂q ` 𝑐2𝐼𝜈p2𝑎

?
𝜂qq (7.35)

𝜂 “
𝛾

𝑟
𝑒𝑖p

2𝜋𝑡
𝑇
`𝜑0q , 𝜈 “

a

1` 4𝑎2 , 𝑎 “
𝑟𝑇

2𝜋
(7.36)

where 𝐼𝜈p𝑧q represents the modified Bessel functions of the first kind of order 𝜈 P R with
argument 𝑧 P C.
From this result the solution for 𝛼p𝜂q is inferred by converting 𝑡Ñ 𝜂p𝑡q in the SE for 𝛼p𝑡q
and taking the recurrence relation 𝐼𝜈´1p𝑧q ´ 𝐼𝜈`1p𝑧q “

2𝜈
𝑧 𝐼𝜈p𝑧q to simplify the result to

𝛼p𝜂q “
2𝜋𝑖𝛾

𝑇𝑟2
d𝛽p𝜂q

d𝜂
“

𝑖𝛾

𝑟

„

𝑐1

ˆ

𝐼´𝜈´1 p2𝑎
?
𝜂q `

𝜈 ` 1

2𝑎
?
𝜂
𝐼´𝜈 p2𝑎

?
𝜂q

˙

`

𝑐2

ˆ

𝐼𝜈´1 p2𝑎
?
𝜂q ´

𝜈 ´ 1

2𝑎
?
𝜂
𝐼𝜈 p2𝑎

?
𝜂q

˙

. (7.37)

Finally, we can write down the time evolution operator 𝑈p𝜂q in the basis p𝛼p𝑡q, 𝛽p𝑡qq𝑇 as

𝑈p𝜂q “𝑀p𝜂q𝑀´1p𝜂0q (7.38)

with

𝑀p𝜂q “
𝑖𝛾

𝑟

˜

𝐼´p𝜈`1q
`

2𝑎
?
𝜂
˘

` 𝜈`1
2𝑎
?
𝜂 𝐼´𝜈

`

2𝑎
?
𝜂
˘

𝐼𝜈´1
`

2𝑎
?
𝜂
˘

´ 𝜈´1
2𝑎
?
𝜂 𝐼𝜈

`

2𝑎
?
𝜂
˘

𝑟
?
𝜂

𝑖𝛾 𝐼´𝜈
`

2𝑎
?
𝜂
˘ 𝑟

?
𝜂

𝑖𝛾 𝐼𝜈
`

2𝑎
?
𝜂
˘

¸

𝜂p𝑡q “
𝛾

𝑟
𝑒𝑖p

2𝜋𝑡
𝑇
`𝜑0q , 𝜂0 “

𝛾

𝑟
𝑒𝑖𝜑0 , 𝜈 “

a

1` 4𝑎2 , 𝑎 “
𝑟𝑇

2𝜋
.

(7.39)
The only thing left to do is to connect the coefficients p𝑐1, 𝑐2q

𝑇 with the initial condition
p𝛼0, 𝛽0q

𝑇 at 𝜂p0q “ 𝜂0
ˆ

𝛼0

𝛽0

˙

“𝑀p𝜂0q

ˆ

𝑐1
𝑐2

˙

. (7.40)

The inverse of 𝑀p𝜂0q simplifies considerably as

detp𝑀p𝜂0qq “ ´
𝑖𝛾0 sinp𝜋𝜈q

𝜋𝑎𝑟
, adjp𝑀2ˆ2q “

ˆ

𝑀22 ´𝑀12

´𝑀21 𝑀11

˙

. (7.41)

http://dlmf.nist.gov/10.13.E2
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which leads to

ˆ

𝑐1
𝑐2

˙

“𝑀´1p𝜂0q

ˆ

𝛼0

𝛽0

˙

“
𝑖𝜋𝑎𝑟

𝛾0 sinp𝜋𝜈q

ˆ

𝑀22 ´𝑀12

´𝑀21 𝑀11

˙ˆ

𝛼0

𝛽0

˙

. (7.42)

As 𝑎 ą 0ñ 𝜈 ą 1 the order of the appearing Bessel functions is always a nonzero real
number. From this the time evolution operator in the eigenbasis (EB) of 𝐻p𝑡q can be
obtained by

𝑈EBp𝑡q “ 𝑆´1p𝜃p𝑡qq𝑃𝑈p𝑡q𝑃´1𝑆p𝜃p0qq (7.43)

with 𝑃 from Eq. 7.25 and 𝑆 consisting of the eigenvectors p|´y, |`yq.

7.3.1 Analytic continuation

As the Bessel functions 𝐼𝜈p𝑧q have a branch cut discontinuity in the complex plane along
the negative real axis at 𝑧 P p´8, 0s we have to use analytic continuation whenever we
cross that line, e.g. when we want to define a one-cycle evolution operator 𝑈p𝜂p𝑇 qq (that
always passes the branch cut once). The analytic continuation formula for the 𝐼𝜈p𝑧q
reads (Eq. 10.34.1 in [48])

𝐼𝜈p𝑧𝑒
𝑖𝑚𝜋q “ 𝑒𝑖𝑚𝜋𝜈𝐼𝜈p𝑧q , (7.44)

where we have to use 𝑚 “ 1 for one cycle.
In front of the Bessel functions there is a factor

?
𝜂. The principal value of the square

root function has also a branch cut along the negative real axis 𝑧 P p´8, 0s so for one
cycle we define

?
𝑧𝑒2𝑖𝜋 “ 𝑒𝑖𝜋

?
𝑧 (7.45)

to make the square root continuous.

7.3.2 Uniform asymptotic expansion

The asymptotic expansion of 𝐼𝜈p𝑧q,𝐾𝜈p𝑧q for large order 𝜈 Ñ8 with 𝑧p‰ 0q fixed and
for a uniform expansion of Bessel functions of the form 𝐼𝜈p𝜈𝑧q,𝐾𝜈p𝜈𝑧q with 0 ă 𝑧 ă 8
is only valid if 𝜈 Ñ 8 trough the positive real values. This requires the use of the
connection formula

𝐼´𝜈p𝑧q “ 𝐼𝜈p𝑧q `
2

𝜋
sinp𝜋𝜈q𝐾𝜈p𝑧q (7.46)

to transform the negative orders to positive ones.

The uniform asymptotic expansion for the Bessel functions 𝐼𝜈p𝑧q and 𝐾𝜈p𝑧q is then

http://dlmf.nist.gov/10.34.E1
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given by Eq. 10.41(ii) in [48] using 𝜂 “
?
1` 𝑧2 ` ln

´

𝑧
1`
?
1`𝑧2

¯

𝐼𝜈p𝜈𝑧q „
1

?
2𝜋𝜈

𝑒𝜈𝜂

p1` 𝑧2q1{4
,

𝐾𝜈p𝜈𝑧q „

c

𝜋

2𝜈

𝑒´𝜈𝜂

p1` 𝑧2q1{4
,

𝐼 1𝜈p𝜈𝑧q „
1

?
2𝜋𝜈

𝑒𝜈𝜂p1` 𝑧2q1{4

𝑧
,

𝐾 1
𝜈p𝜈𝑧q „ ´

c

𝜋

2𝜈

𝑒´𝜈𝜂p1` 𝑧2q1{4

𝑧
.

(7.47)

7.3.3 Floquet basis and the one-cycle evolution operator

In [26] it has been shown that the one-cycle evolution operator can be expressed in terms of
Floquet states, that is the states that return to themselves after one loop up to a complex
factor. Analytic continuation of the modified Bessel function immediately shows that the
eigenvalues of the one-cycle evolution operator are unimodular 𝜆1,2 “ ´ expp˘𝑖𝜋𝜈q and
that the corresponding Floquet states at 𝑡 “ 0 are

|𝐹˘p0qy “

ˆ

𝑐
2𝜅B𝜅 p𝜅𝐼˘𝜈p2𝑎𝜅qq
𝜅 𝐼˘𝜈p2𝑎𝜅q

˙

,

x𝐹˘p0q| “
`

´𝜅 𝐼¯𝜈p2𝑎𝜅q ,
𝑐
2𝜅B𝜅 p𝜅𝐼¯𝜈p2𝑎𝜅qq

˘

,

𝜅 “
?
𝜂0 “

c

𝛾

𝑟
𝑒𝑖

𝜑0
2 , 𝑐 “

𝑖𝛾

𝑎𝑟
.

(7.48)

The respective biorthogonal normalization for those states evaluates to

x𝐹˘|𝐹¯y “ 0 ,

x𝐹˘|𝐹˘y “ ¯
𝑐

𝜋
sinp𝜋𝜈q .

(7.49)

A formal closed expression for the one-cycle evolution operator in terms of the Floquet
states is hence

𝑈p𝑇 q “ ´𝑒𝑖𝜋𝜈
|𝐹`yx𝐹`|

x𝐹`|𝐹`y
´ 𝑒´𝑖𝜋𝜈

|𝐹´yx𝐹´|

x𝐹´|𝐹´y
. (7.50)

The two eigenvalues are unimodular (|𝜆𝑖| “ 1) and come in complex conjugate pairs
(𝜆´𝜆` “ 1). The fact that the eigenvalues are unimodular can be seen from Liouville’s
formula [49], which states that for traceless, periodic Hamiltonians with period 𝑇

det r𝑈p0qs “ det r𝑈p𝑇 qs , (7.51)

http://dlmf.nist.gov/10.41
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which entails det r𝑈p𝑇 qs “ 𝜆´𝜆` “ 1 in our case. If 𝜈 P C (which is not possible for
EP-centered circles) then the eigenvalues are not unimodular anymore but still reciprocal.
We can use Eqs. 7.48 and 7.50 and define 𝐺˘ “ 𝜅𝐼˘𝜈p2𝑎𝜅q to give a very compact
expression for the one-cycle evolution operator

𝑈p𝑇 q “

˜

´ 𝑖𝜋
2𝜅

9p𝐺`𝐺´q ´ cosp𝜋𝜈q 𝑖𝜋𝑐
2𝜅2

9𝐺` 9𝐺´

´2𝜋𝑖
𝑐 𝐺`𝐺´

𝑖𝜋
2𝑘

9p𝐺`𝐺´q ´ cosp𝜋𝜈q

¸

(7.52)

that is also valid for integer values of 𝜈. The dot in Eq. 7.52 represents the derivative
with respect to 𝜅 ( 9p˚q “ B𝜅p˚q).

The representation of 𝑈p𝑇 q in Eq. 7.50 discloses that the time evolution operator is
degenerate at integer values of 𝜈. We will show that this degeneracy leads to leveled
eigenvector populations after 𝑚 " 1 rounds.

Since the Floquet states are biorthogonal (for integer values 𝜈 the Floquet states are
even self-orthogonal) the 𝑚-cycle evolution operator 𝑈p𝑚𝑇 q “ p𝑈p𝑇 qq𝑚 with 𝑚 P N
has the same structure as the one-cycle operator 𝑈p𝑇 q but the eigenvalues of 𝑈p𝑚𝑇 q
are 𝜆˘ “ p´1q

𝑚 expp˘𝑖𝜋𝑚𝜈q. If 𝜈 is not an integer, but an integer fraction of the form
𝜈 “ 𝑛{𝑚 with 𝑛,𝑚 P N and 𝑛 ą 𝑚 then the 𝑚-cycle evolution operator has the following
properties

𝜈 “
𝑛

𝑚
ñ

$

’

’

’

&

’

’

’

%

𝑈p𝑚𝑇 q “ 1p´1q𝑚`1
𝑛 odd

𝑈p2𝑚𝑇 q “ 1

𝑈p𝑚𝑇 q “ 1p´1q𝑚
𝑛 even

𝑈p2𝑚𝑇 q “ 1

(7.53)

that are independent of the starting position 𝜑0. The simplest instance of this fact is
visible for half-integer values of 𝜈 “ 𝑛` 1{2 , 𝑛 P N that we are going to explore in the
following chapters in detail. Those half-integer solutions fall into the 𝑛 odd category of
Eq. 7.53 with even 𝑚 values so if 𝜈 “ 𝑛` 1{2 then 𝑈p2𝑇 q “ ´1 and 𝑈p4𝑇 q “ `1.

7.3.4 Reversing the loop direction

A reversal of the propagation direction is generally performed by 𝐻̃p𝑡q Ñ 𝐻̃p´𝑡q. In the
case of EP-centered circular loops the inverse direction (cw) is directly related to the
ccw propagation direction. This relation is inferred from the Schrödinger equation for
circular parametrization.
At first we rewrite the forward propagation with reference to the path parametrization
from Eq. 7.30

9𝛼p𝑡q “ ´p𝑟𝑧𝑒´𝑖𝜑p𝑡q ` 𝛾q𝛽p𝑡q (7.54)

9𝛽p𝑡q “ p𝑟𝑧𝑒𝑖𝜑p𝑡qq𝛼p𝑡q (7.55)
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using 𝜑p𝑡q “ 2𝜋𝑡{𝑇 and 𝑧 “ 𝑒𝑖𝜑0 , where the bar (𝑧) denotes complex conjugation. The
differential equations for the amplitudes in the reverse direction p𝛼rev, 𝛽revq

𝑇 are then
obtained by 𝜑p𝑡q Ñ 𝜑p´𝑡q “ ´𝜑p𝑡q. To relate the reverse equations with the forward
ones we additionally complex conjugate the reverse equations

9̄𝛼revp𝑡q “ ´p𝑟𝑧𝑒
´𝑖𝜑p𝑡q ` 𝛾q𝛽revp𝑡q (7.56)

9̄𝛽revp𝑡q “ p𝑟𝑧𝑒
`𝑖𝜑p𝑡qq𝛼̄revp𝑡q (7.57)

and finally single out factors of 𝑧 and 𝑧 respectively

9̄𝛼revp𝑡q “ ´p𝑟𝑧𝑒
´𝑖𝜑p𝑡q ` 𝛾𝑧2q𝑧2𝛽revp𝑡q (7.58)

9̄𝛽revp𝑡q “ p𝑟𝑧𝑒
`𝑖𝜑p𝑡qq𝑧2𝛼̄revp𝑡q . (7.59)

Equation 7.58 reveals that the populations in the reverse direction cannot simply be
obtained by a complex conjugation and an additional phase factor 𝑧2. For the case
of 𝑧 ‰ 1 ô 𝜑0 ‰ p0 ^ 𝜋q the reverse propagation rather corresponds to a forward
propagation with a modified damping 𝛾 “ 𝛾𝑧2 P C. The correspondence between forward
and backward propagation can be written as

ˆ

𝛼revp𝑡q
𝛽revp𝑡q

˙

“

ˆ

𝛼̄p𝑡q
𝑒`2𝑖𝜑0𝛽p𝑡q

˙ ⃒⃒⃒⃒
𝛾“𝛾𝑒´2𝑖𝜑0

(7.60)

with correspondingly adapted initial conditions p𝛼revp0q, 𝛽revp0qq
𝑇
“

`

𝛼̄p0q, 𝑒`2𝑖𝜑0𝛽p0q
˘𝑇

that stress the non-trivial aspect of the reverse loop for arbitrary 𝜑0 even further.

In the special case of 𝜑0 “ 0, 𝜋 ñ p𝛼revp𝑡q, 𝛽revp𝑡qq
𝑇
“

`

𝛼̄p𝑡q, 𝛽p𝑡q
˘𝑇

, the reverse loop
can simply be obtained by complex conjugation.

Reverse loop for the time evolution operator

The time evolution operator always fulfills the same differential equation as the state
vector in a given basis (Eq. 7.25). Therefore the result in Eq. 7.60 can be readily applied
to reverse the loop direction also for 𝑈p𝑡q

𝑈revp𝑡q “

ˆ

1 0
0 𝑒`2𝑖𝜑0

˙

s𝑈p𝑡, 𝛾 “ 𝛾𝑒´2𝑖𝜑0q

ˆ

1 0
0 𝑒´2𝑖𝜑0

˙

(7.61)

where the first and the third matrix on the right hand side cancel each other out at
𝑡 “ 0 so that 𝑈revp0q “ 1 fulfills the initial condition for a time evolution operator.
For 𝜑0 “ 0, 𝜋 the reverse time evolution operator is then again given by the complex
conjugate of the forward one 𝑈revp𝑡q “ s𝑈p𝑡q.



8 Results for EP-centered circles

In the previous chapters we have set up the main tools to analyze dynamical parameter
variations in the vicinity of an EP. In this chapter we start with the analytical equations
for EP-centered circles with arbitrary starting angle 𝜑0. We are especially interested in
identifying the regions in parameter space where chirality occurs given that a single EP
is encircled or not. We show that neither is chirality (asymmetric mode switching) a
compulsory property of EP-enclosing loops nor is it limited to loops that only include
exactly one EP.

8.1 Single round

In Eqs. 7.38 and 7.39 we have established the analytical solution for EP-centered circles
and by showing the relation between the cw and ccw time evolution operator (section 7.3.4)
we are able to efficiently calculate the transfer efficiency and chirality for every starting
position t𝑔0, 𝜔0u “ t𝛾{2` 𝑟 cosp𝜑0q, 𝑟 sinp𝜑0qu using arbitrary loop time 𝑇 , damping rate
𝛾, radius 𝑟 and initial angle 𝜑0. By fixing 𝑇 and 𝛾 we can evaluate 𝑡E and 𝑐Y after one
circular loop for every starting point t𝑔0, 𝜔0u and draw two individual maps for each
initial state 𝜓` and 𝜓´, called a transfer efficiency/chirality map.

For the specific values 𝑇 “ 20 and 𝛾 “ 1 these maps are shown in Fig. 8.1 for 𝑟 ă 𝛾{2
(enclosing only the EP̀ ). The left column displays an initial 𝜓´ and the right column
an initial 𝜓` state. In Figs. 8.1a and 8.1b the transfer efficiency map is shown for a
ccw and cw loop respectively. The third row (Fig. 8.1c) represents the chirality map
that is calculated from (a) and (b). As expected, most of the loops are chiral (𝑐Y « ´1)
and the only non-chiral region is located around 𝜑0 “ 𝜋. We will see that the spread of
this non-chiral region decreases if we increase the loop time 𝑇 . The distinct non-chiral
features (spikes) that are evident for an initial 𝜓` state (right column) are located at
the half-integer values of the order 𝜈 (dashed, white circles) of the underlying Bessel
functions. The relation between 𝜈 and the radius 𝑟 of the loop is given by

𝑟 “
𝜋

𝑇

a

𝜈2 ´ 1 , (8.1)

so that the exact position and number of the non-chiral features depend also on the loop
time 𝑇 .

When we increase the loop time to 𝑇 “ 50 in Fig. 8.2, the half-integer and integer
values of 𝜈 are packed more densely leading to more non-chiral spikes around 𝜑0 “ 𝜋.

55
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Also, the angle 𝜑˚0 that separates chiral from non-chiral regions gets closer to 𝜋 decreasing
the non-chiral sector around 𝜑0 “ 𝜋. We see that chirality does not simply depend on
quasi-adiabaticity |𝑓p𝑡q{p2𝜆p𝑡qq| ! 1, which is already fulfilled for 𝑇 “ 20. Instead, chi-
rality is a subtle effect that is to a great extent related to the starting position 𝜑0 of a loop.

To elaborate on these features of the asymmetric switching behavior (chirality), we
particularly analyze the initial positions 𝜑0 “ 0 (real crossing) and 𝜑0 “ 𝜋 (imaginary
crossing), where the latter is also the only 𝒫𝒯 -symmetric parameter region in the t𝑔, 𝜔u-
plane. We also allow 𝑟 ą 𝛾, so that both EPs pEP̀ ,EṔ q can be enclosed in the loop.
The results for 𝜑0 “ 0 are shown in Fig. 8.3 for an initial 𝜓´ (blue, dashed line) and
an initial 𝜓` (red, solid line) state. When the loop is too small 𝑟 ! 1, the absolute
value of 𝑓p𝑡q is comparable to the absolute value of 𝜆p𝑡q and so the loop is not in the
quasi-adiabatic regime (𝑇 “ 20 is fixed) and as a result non-chiral. As we increase the
radius of the loop, chirality sets in as expected. At 𝑟 “ 𝛾 “ 1 the loop starts to enclose
also the EṔ and still, even if both EPs are encircled, the loop continues to be chiral.
This is the complementary effect to an asymmetric switch for a loop that encloses no EP
that was recently reported in [50]. The effect was however falsely described to depend on
the loop time 𝑇 at an arbitrary distance to the EP due to numerical errors and analytical
inaccuracies. Redoing the numerical and analytical calculations ourselves, we were able to
provide the authors with our insights, i.e. the necessary conditions for chirality, partially
included in this work, leading to the recent publication of an extended erratum [51].
At a certain radius 𝑟˚ « 2.277, this chiral behavior breaks down (𝑐Yp𝑟

˚q “ 0). The
analytical derivation for 𝑟˚ are given in section 8.4. We see that an asymmetric mode
switching behavior is not solely obtainable by encircling a single EP but also when both
EPs or no EP at all are enclosed given that a certain distance to the EPs is not exceeded.
We will analyze this dependence on the distance below.

In the case of 𝜑0 “ 𝜋 (Fig. 8.4) we observe that every loop that encloses a single
EP is non-chiral. The initial gain state 𝜓` is thereby fully non-chiral (𝑐Y « 1) at the
half-integer values of 𝜈 (dashed, vertical lines), i.e. at the position of the sharp peaks.
Since the initial configuration 𝜓´ is also fully non-chiral, both initial states transfer their
population to the other state. However, as the evolution of the initial loss state 𝜓´ at
those peaks includes two non-adiabatic jumps this does not contradict the statement
that only one of the two states can behave adiabatically (here the initial 𝜓` state does).



8.1. Single round 57

(a)

T= 20

(b)

(c)

Figure 8.1: Transfer efficiency (ccw in (a), cw in (b)) and chirality (c) for circular loops with
starting points at t𝑔0, 𝜔0u that are centered around the EP (red cross) which is
located at t𝑔EP, 𝜔EPu “ t0.5, 0u, hence 𝛾 “ 1. The left column displays initial
𝜓´ states and the right column 𝜓` states at the respective initial position.
A loop time 𝑇 “ 20 is for most starting points already in the quasi-adiabatic
regime yielding a chiral loop. The prominent features in the right panel (initial
gain state) are located at radii where the order 𝜈 is a half-integer (dashed, white
circles) or integer (solid white circles).
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(a)

T= 50

(b)

(c)

Figure 8.2: Transfer efficiency (ccw in (a), cw in (b)) and chirality (c) for circular loops with
starting points at t𝑔0, 𝜔0u that are centered around the EP (red cross) which is
located at t𝑔EP, 𝜔EPu “ t0.5, 0u, hence 𝛾 “ 1. The left column displays initial
𝜓´ states and the right column 𝜓` states at the respective initial position.
For a rather large loop time 𝑇 “ 50 the non-chiral region around 𝜑0 “ 𝜋 is
smaller. The prominent features in the right panel (initial gain state) are packed
denser and they are narrower. They are located at radii where the order 𝜈 is a
half-integer (dashed, white circles) or integer (solid white circles).
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T= 20

𝜑0 “ 0

Figure 8.3: Chirality 𝑐Y for EP-centered circular loops starting at 𝜑0 “ 0 given an initial loss
state 𝜓´ (blue, dashed) or an initial gain state 𝜓` (red, solid) as a function
of the radius 𝑟. The loop time is set at 𝑇 “ 20 and the damping at 𝛾 “ 1.
The gray vertical lines mark the half-integer (dashed) and integer (solid) values
of 𝜈. The loop needs a minimal radius to be chiral and stays chiral whenever
only the EP̀ is enclosed in the loop (green shaded area). Chirality sustains also
when the EṔ (𝑟 ą 1) is enclosed, up to a radius 𝑟˚ where a transition sets in
(𝑐Yp𝑟

˚q “ 0) and all loops become non-chiral.

T= 20

𝜑0 “ 𝜋

Figure 8.4: Chirality 𝑐Y for EP-centered circular loops starting at 𝜑0 “ 𝜋 given an initial
loss state 𝜓´ (blue, dashed) or an initial gain state 𝜓` (red, solid) as a function
of the radius 𝑟. The loop time is set at 𝑇 “ 20 and the damping at 𝛾 “ 1. The
gray vertical lines mark the half-integer (dashed) and integer (solid) values of
𝜈. If 𝑟 ă 1 only the EP̀ is enclosed in the loop (green shaded area) and the
result is always non-chiral showing the sharp peaks at the half-integer orders
𝜈 for 𝜓`. When the EṔ is also enclosed (𝑟 ą 1) all loops converge towards
being non-chiral.
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8.2 Multiple rounds

Due to the unimodular eigenvalues of the one-cycle evolution operator 𝑈p𝑇 q and its
resulting behavior for multiple loops around the EP (see Eq. 7.53) the chiral behavior
becomes more complex for 𝑚 ą 1 rounds. As all the appearing effects for multiple rounds
already show up for 𝑚 “ 2 we restrict our analysis to this case. According to Eq. 7.53,
𝑈p2𝑇 q “ ´1 at the half-integer values of 𝜈 independent on the initial position 𝜑0. So
every loop with 𝜈 “ 𝑛 ` 1{2, 𝑛 P N is non-chiral even for 𝜑0 “ 0. The chirality after
two loops starting at 𝜑0 “ 0 is shown in Fig. 8.5. We see that the non-chiral peaks
are extremely narrow and located exactly at the half-integer values of 𝜈. The general
behavior of the chirality is almost the same as for one cycle, i.e. still chiral up to a certain
radius where the chirality breaks down.
For starting points at 𝜑0 “ 𝜋 the chirality after two consecutive loops is depicted in
Fig. 8.6. At the half-integer values of 𝜈 both modes do not transfer as 𝑈p2𝑇 q “ ´1
and 𝑐Y “ 1. The additional peaks that appear only for the 𝜓` state are located at
𝜈 “ 𝑛˘ 1{3, 𝑛 P N and correspond to a perfect transfer to the other eigenvector at the
end of the loop.

T= 20

𝜑0 “ 0

Figure 8.5: Chirality 𝑐Y at 𝜑0 “ 0 of an initial loss state 𝜓´ (blue, dashed) and an initial gain
state 𝜓` (red, solid) as a function of the radius 𝑟 when the same EP-centered
circular loop is performed twice. The loop time is set at 𝑇 “ 20 and the damping
at 𝛾 “ 1. The gray vertical lines mark the half-integer (dashed) and integer
(solid) values of 𝜈. As the two-cycle evolution operator yields 𝑈p2𝑇 q “ ´1
at the half-integer values of 𝜈, the chirality has very sharp peaks at those
positions whereas the overall behavior is very similar to the one-cycle case with
the non-chiral transition at 𝑟˚ « 2.
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T= 20

𝜑0 “ 𝜋

Figure 8.6: Chirality 𝑐Y at 𝜑0 “ 𝜋 of an initial loss state 𝜓´ (blue, dashed) and an initial
gain state 𝜓` (red, solid) as a function of the radius 𝑟 when performing the
same EP-centered circular loop twice. The loop time is set at 𝑇 “ 20 and the
damping at 𝛾 “ 1. The gray vertical lines mark the half-integer values (dashed),
integer values (solid) and integer thirds (dotted) of 𝜈. If 𝑟 ă 1 only the EP̀ is
enclosed in the loop (green shaded area) and the result is always non-chiral. The
additional peaks at 𝜈 “ 𝑛˘ 1{3 appear only for the 𝜓` state and correspond to
𝑡E « 1 in both directions.

8.3 Half-integer order 𝜈

As the Bessel functions of half-integer order 𝜈 “ 𝑛`1{2, 𝑛 P Nzt0u reduce to trigonometric
(hyperbolic) functions, we can analyze those solutions in detail to show their chiral
behavior. In particular we study the starting positions 𝜑0 “ 0 and 𝜑0 “ 𝜋.
For a given loop time 𝑇 the half-integer solutions are located at

𝑟 “
𝜋

2𝑇

a

4𝑛p𝑛` 1q ´ 3 (8.2)

where 𝑛 ě 1 for 𝑟 ą 0. For every half-integer order the Bessel function can be expanded
in the hyperbolic functions coshp𝑧q and sinhp𝑧q as

𝐼𝑛`1{2p𝑧q “ 𝑠𝑛p𝑧q sinhp𝑧q ` 𝑝𝑛p𝑧q coshp𝑧q . (8.3)

By factoring out the coshp𝑧q, the remaining expression only contains a tanhp𝑧q

𝐼𝑛`1{2p𝑧q “ coshp𝑧q r𝑝𝑛p𝑧q ` 𝑠𝑛p𝑧q tanhp𝑧qs , (8.4)
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where the functions 𝑠𝑛p𝑧q and 𝑝𝑛p𝑧q are then Laurent polynomials over the field of
rational numbers.

First case: 𝜑0 “ 0

According to the previous results an EP-centered loop starting at 𝜑0 “ 0 should give a
chiral result as long as it is in the quasi-adiabatic regime.
The mixing angle 𝜃 for the transformation from 𝑈p𝑇 q to the eigenbasis of 𝐻p𝑇 q reads

𝜃p𝜑0 “ 0q “ ´
𝜋

2
`
𝑖

2
logp1` 𝑠q , (8.5)

with 𝑠 “ 𝛾{𝑟 “ 𝛾𝑇 {p2𝑎𝜋q. The exact expression for the ccw one-cycle time evolution
operator 𝑈EBp𝑇 q|𝜈“𝑛`1{2 can be written as

𝑈EBp𝑇 q “
cosh

`

4𝑎
?
𝑠
˘

𝑠𝜈
?
1` 𝑠

ˆ

´𝑖𝐴𝜈 𝐵𝜈

𝐶𝜈 𝑖𝐴𝜈

˙

, (8.6)

where 𝐴𝜈 , 𝐵𝜈 , 𝐶𝜈 P R. Any multiplier in 𝑈EB will drop out when we calculate the chirality.
The remaining hyperbolic tangent with real argument 𝑥 (see Eq. 8.4) in 𝐴𝜈 , 𝐵𝜈 , 𝐶𝜈 is
bound 𝑥 ě 0 : tanhp𝑥q P r0, 1s. It can be easily shown that the cw operator in the
eigenbasis is then given by

𝑈EBp𝑇 q “
´

𝑈EBp𝑇 q
¯𝑇

(8.7)

that is the transpose of the ccw one-cycle operator. The chirality takes on an easy form
as well in this case and is exactly the same for both initial states

cY
˘
𝜈 “

ˆ

|𝐴𝜈 |2 ´ |𝐵𝜈 |2

|𝐴𝜈 |2 ` |𝐵𝜈 |2

˙ˆ

|𝐴𝜈 |2 ´ |𝐶𝜈 |2

|𝐴𝜈 |2 ` |𝐶𝜈 |2

˙

. (8.8)

In the analysis of Eq. 8.8 three different regimes for 𝑠 “ 𝛾{𝑟 have to be distinguished:
for 𝑠 ă 1 the loop encloses both exceptional points (EP̀ and EṔ ). At 𝑠 “ 1 the
EṔ at 𝑔 “ ´𝛾{2 is passed through and for 𝑠 ą 1 only the EP̀ is encircled. Of
course the expression for 𝑐˘Yp𝑠q is cumbrous, but the hyperbolic tangent can be set to
tanhp4𝑎

?
𝑠q Ñ 1, which is a good approximation for 𝑠 Á 1 already. The chirality function

can then be expanded in a Taylor series for 𝑠Ñ8 that gives a compact form for cY
˘
𝜈 p𝑠q

cY
˘
𝜈 p𝑠q “ ´1`

1

2𝑠p𝜈 ` 1q
`

2

p2𝑠p𝜈 ` 1qq3{2
`

4𝜈2

p2𝑠p𝜈 ` 1qq2
`𝒪

´

𝑠5{2
¯

(8.9)

that nicely shows the fact that the solution at 𝜑0 “ 0 is always chiral as long as only one
EP is encircled. The approximation in Eq. 8.9 is of course only valid for 𝑠 ě 1.
At 𝑠 “ 1 when the EṔ is passed through the exact solution for the lowest half-integer
order 𝜈 “ 3{2 is already chiral cY

˘

𝜈“3{2p𝑠 “ 1q “ ´0.17. The exact behavior of 𝑐Y with a

starting position 𝜑0 “ 0 for half-integer 𝜈 “ t3{2, 5{2, 7{2u is depicted in Fig. 8.7. For
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loops that are encircling both EPs (𝑠 “ 𝛾{𝑟 ă 1) the chirality oscillates, but as soon as
only one EP is encircled (𝑠 ą 1) the solution is always chiral and tends towards 𝑐Y “ ´1
for 𝑠 " 1. For the half-integer solutions the loop time 𝑇 depends on the radius 𝑟 and on
the order 𝜈 via

𝑇 p𝑟q “
𝜋

𝑟

a

𝜈2 ´ 1 , (8.10)

which means that at a given radius 𝑟 a larger order 𝜈 entails a larger loop time 𝑇 . This
accounts for the fact that the higher orders converge faster towards 𝑐Y Ñ ´1.

𝜑0 “ 0

Figure 8.7: Chirality 𝑐Y of an initial 𝜓´ or 𝜓` eigenstate for EP-centered circles with
a starting position 𝜑0 “ 0 (imaginary crossing) as a function of the ratio
𝛾{𝑟 “ 𝑠 in the case of the three lowest half-integer orders of the Bessel functions
(𝜈 “ 3{2, 5{2, 7{2). For 𝛾{𝑟 ă 1 both EPs are encircled and the chirality
oscillates. As soon as only one EP is enclosed (𝛾{𝑟 ě 1) the solution is however
always chiral in accordance with Eq. 8.9. The vertical, red line indicates the
loop that exactly passes through the EṔ .

Second case: 𝜑0 “ 𝜋

By starting the loop at 𝜑0 “ 𝜋 we should find that every loop that encloses only one EP
is non-chiral. For the mixing angle one has to distinguish between loops that enclose
both EPs (0 ă 𝑠 ă 1) and only one EP (𝑠 ą 1)

𝜃p𝜑0 “ 𝜋q “
𝜋

2
`
𝑖

2
logp1´ 𝑠q , 0 ă 𝑠 ă 1

𝜃p𝜑0 “ 𝜋q “ `
𝑖

2
logp𝑠´ 1q , 1 ă 𝑠 .

(8.11)
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The case 𝑠 “ 1 has to be excluded as 𝜃 is ill-defined at the EP.
For 1 ă 𝑠 the calculation for the chirality follows the same procedure as before if we
adapt the prefactor of the time evolution operator

𝑈EBp𝑇 q “
cos

`

4𝑎
?
𝑠
˘

𝑠𝜈
?
1´ 𝑠

ˆ

´𝑖𝐴𝜈 𝐵𝜈

𝐶𝜈 𝑖𝐴𝜈

˙

(8.12)

where 𝐴𝜈 P R but 𝐵𝜈 , 𝐶𝜈 P C. Figure 8.8 shows for 𝜑0 “ 𝜋 the three lowest half-integer

𝜑0 “ 𝜋

Figure 8.8: Chirality 𝑐Y of an initial 𝜓´ or 𝜓` eigenstate for centered circles with a starting
position 𝜑0 “ 𝜋 (real crossing) as a function of the ratio 𝛾{𝑟 “ 𝑠 in the case of
the three lowest half-integer orders of the Bessel functions (𝜈 “ 3{2, 5{2, 7{2).
For 𝛾{𝑟 ă 1 both EPs are encircled and the chirality varies. At 𝛾{𝑟 ě 1 the
solution is however always non-chiral. The vertical, red line indicates the loop
where the EṔ is start and end point of the loop.

orders 𝜈 “ 3{2, 5{2, 7{2 as a function of the ratio 𝑠 “ 𝛾{𝑟. Again, if both EPs are
encircled (0 ă 𝑠 ă 1) then the chirality oscillates. But in the case of 𝛾{𝑟 “ 𝑠 “ 1, when
the second EP is the starting and end point of the loop, the chirality has to vanish

because 𝑝I “ 0 and 𝑝I “ 0. This happens as the eigenvector populations are evened out
at the EP. Whenever the ratio 𝑠 ą 1, every loop encircles only one EP and the solution
is always non-chiral and stays that way for every evolution time 𝑇 . This can be seen by
neglecting the oscillatory terms in the exact expression for the population inversion and
approximating the result for 𝑠Ñ8

pI
˘

𝜈 “ pI
˘

𝜈 «
𝑠p𝑠´ 1q

´

𝑠´ 1
2

´ 5
4
´𝜈2

1´𝜈2

¯¯2 , 𝑠 ě 1 (8.13)
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where the chirality is then of course always a positive number cY
˘
𝜈 “

´

pI
˘

𝜈

¯2
, @𝜈. The

validity of this approximation is displayed in Fig. 8.9 where it is clearly visible that the
amplitude of the oscillations in 𝑐Y falls off rapidly with increasing 𝑠 for which reason the
approximation in Eq. 8.13 is very accurate even for rather small 𝑠.

Figure 8.9: Exact (solid) and approximate (dashed) solution for the chirality 𝑐Y of an initial
𝜓` or 𝜓´ eigenstate for EP-centered circles with a starting position 𝜑0 “ 𝜋 as
a function of the ratio 𝛾{𝑟 “ 𝑠 ą 1 for 𝜈 “ 3{2, 5{2. The narrow range on the
𝑦-axis shows that the amplitude of the oscillations in 𝑐Y decreases quickly with
𝑠 and the approximation in Eq. 8.13 is therefore very accurate. The 𝜈 “ 7{2
solution has been neglected for visibility reasons.

Third case: 0 ă 𝜑0 ă 𝜋

In the case of an arbitrary starting position 0 ă 𝜑0 ă 𝜋 we need to make use of the general
relation for the reverse time evolution operator (see Eq. 7.61) in the basis constituted by
𝑃 . The relation between the ccw and the cw one-cycle time evolution operator in the

eigenbasis is still the same 𝑈EBp𝑇 q “
´

𝑈EBp𝑇 q
¯𝑇

.

As the long time limit 𝑇 Ñ8 suggests that every loop for EP-centered circles is chiral
(except 𝜑0 “ 𝜋) there must be a finite time 𝑇 ˚ at which a solution starting at 𝜑0 becomes
chiral. The time 𝑇 ˚ at which chirality sets in (𝑐Y ď 0) fulfills

𝑝I p𝑇
˚q “ 0 _ 𝑝I p𝑇

˚q “ 0ñ 𝑐Yp𝑇
˚q “ 0 . (8.14)

This definition can thus be used to calculate 𝑇 ˚ for every initial position 𝜑0, which is
shown in Fig. 8.10 for the three lowest half-integer values 𝜈 “ t3{2, 5{2, 7{2u. If 𝑠 ą 1
then only the positive EP is encircled and for 𝑠 ą 2 it holds furthermore that 𝑔 ą 0 during
the evolution. A distinction is therefore made between loops with 1 ă 𝑠 ă 2 (dashed
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lines) and 2 ă 𝑠 (solid lines) where 𝑠 “ 𝛾{𝑟. The lines shown in Fig. 8.10 therefore
separate the chiral (below) from the non-chiral (above) regions.

Figure 8.10: Transition time 𝑇 ˚ where chirality sets in (𝑐Yp𝑇
˚q “ 0) for the half-integer

order solutions as a function of the starting position 𝜑0 for EP-centered circles
with 𝛾 “ 1. The dashed lines display loops with 1 ă 𝑠 ă 2 where only one EP
is encircled but 𝑔 is not strictly positive throughout the whole loop. The solid
lines correspond to loops with 𝑔 ą 0 during the entire propagation.

8.4 Asymptotic expansion of 𝑈p𝑇 q at 𝜑0 “ 0

We have shown in Fig. 8.3 that circular loops starting at the imaginary crossing 𝜑0 “ 0 are
chiral even when both EPs are enclosed p𝑟 ą 𝛾 “ 1q up to a certain radius p𝑟˚ « 2.277q
where chirality breaks down. In order to verify the robust chiral behavior for 𝑟 ă 𝑟˚

and to get an analytical expression for this chiral boundary we asymptotically expand
the exact one-cycle time evolution operator in the mode basis 𝑈MBp𝑇 q “ 𝑃𝑈p𝑇 q𝑃´1 Ø
p𝑎p𝑇 q, 𝑏p𝑇 qq𝑇 .
The one-cycle operator in the p𝛼p𝑡q, 𝛽p𝑡qq basis was given in Eq. 7.52 as

𝑈p𝑇 q “

˜

´ 𝑖𝜋
2𝜅

9p𝐺`𝐺´q ´ cosp𝜋𝜈q 𝑖𝜋𝑐
2𝜅2

9𝐺` 9𝐺´

´2𝜋𝑖
𝑐 𝐺`𝐺´

𝑖𝜋
2𝑘

9p𝐺`𝐺´q ´ cosp𝜋𝜈q

¸

with 𝐺˘ “ 𝜅𝐼˘p2𝑎𝜅q, 𝜈 “
?
1` 4𝑎2, 𝑎 “ 𝑟𝑇 {p2𝜋q and 𝜅 “

a

𝛾{𝑟 expp𝑖𝜑0{2q. At 𝜑0 “ 0
we find 𝜅 “

a

𝛾{𝑟 “: 𝑠. Above we had 𝑠 “ 𝛾{𝑟 where now we use 𝑠 “
a

𝛾{𝑟. A key
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observation here is that the condition for quasi-adiabaticity is 𝜈2 " 1 so that it is valid
to say 𝑎 « 𝜈{2. Then all the appearing Bessel functions and their derivatives have
order ˘𝜈 and argument 𝜈𝑠, which has exactly the right form so that we can use the
uniform asymptotic expansion for the Bessel functions (Eq. 7.47), with 𝑧 “ 𝑠 ñ 𝜂 “?
1` 𝑠2 ` lnp𝑠{p1`

?
1` 𝑠2qq . We need to substitute the negative orders ´𝜈 using the

connection formula

𝐼´𝜈p𝑧q “ 𝐼𝜈p𝑧q ` p2{𝜋q sinp𝜈𝜋q𝐾𝜈p𝑧q

for positive ones though. It is apparent in the uniform asymptotic expansion that if
𝜈𝜂 " 1ñ 𝐼𝜈p𝜈𝑠q " 𝐾𝜈p𝜈𝑠q ^ 𝐼

1
𝜈p𝜈𝑠q " 𝐾 1

𝜈p𝜈𝑠q. Hence we can drop all the 𝐾𝜈 in favor of
the 𝐼𝜈 (and corresponding derivatives) and then apply the asymptotic expansion. The
final result for the approximate transfer efficiency given initial eigenstates 𝜓´ or 𝜓` in
the ccw direction

𝑡
-
E “

1

1`
´

1` 2
𝑠2
`

4𝛾𝑇
?
𝑠2`1

𝜋𝑠4

¯2 , (8.15)

𝑡
+

E “
1

1`
´

𝜋𝑠2

2𝛾𝑇
?
𝑠2`1

¯2 , (8.16)

nicely shows that in the long time limit an initial loss state returns to itself 𝑡
-
E |𝑇Ñ8 “ 0

and initial gain state transfers its population 𝑡
+

E |𝑇Ñ8 “ 1. Equations 8.15 and 8.16 are
however only valid if 𝜈 « 2𝑎 and 𝜈𝜂 " 1.
The first condition can always be fulfilled by choosing a large enough loop time so that
𝑟𝑇 " 1. As 𝜂 depends only on 𝑠 “

a

𝛾{𝑟, the second condition is not satisfiable when
𝜂 becomes negative, which is exactly the point where chirality breaks down. This is
demonstrated in Fig. 8.11 where the transfer efficiency of the exact analytical solution
(circles and squares) is displayed together with the approximate solution from above for
an initial gain state (𝜓`, red) and initial loss state (𝜓´, blue). For radii 𝑟 À 0.2 the
condition 𝜈 « 2𝑎 is not fulfilled so the approximation deviates from the exact result.
When we increase the radius, the results coincide up to the value 𝑟˚ where 𝜂 has a

root (black, vertical line), 𝜂p𝑟˚q “ 0. There, the overall behavior of 𝑡
+

E reverses and no
population is transferred anymore. The position of the root of 𝜂, so the position of the
breakdown of chirality, does not depend on the loop time 𝑇 but only on 𝑠 “

a

𝛾{𝑟. The
width of this transition (two vertical, dotted lines) however is determined by the product
𝜈𝜂 and therefore depends on 𝑇 . The lower boundary 𝑟𝑙 is located at 𝜈𝜂 “ 1 and upper
boundary 𝑟𝑢 at 𝜈𝜂 “ ´1. A robust chiral state conversion for loops that encircle both
EPs is only obtained for 𝛾 ă 𝑟 ă 𝑟𝑙. The transcendental equation that determines 𝑟˚

reads

c

1`
𝛾

𝑟˚
´ ln

¨

˝

1`
b

1` 𝛾
𝑟˚

b

𝛾
𝑟˚

˛

‚“ 0 , (8.17)
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with the numerical solution 𝑟˚ « 2.277 𝛾. The width of the transition |𝑟𝑙 ´ 𝑟𝑢| can be
made arbitrarily small by increasing the loop time 𝑇 . We can therefore say that 𝑟˚

constitutes a phase boundary in terms of chirality. The fact that it is not possible to
have chiral loops for 𝑟 ą 𝑟˚ is clearly visible in Fig. 8.12 where we extended the range of
starting points t𝑔0, 𝜔0u in the chirality map of Fig. 8.1 for 𝑇 “ 20. The loops are again
centered at the EP̀ (red cross). All the chiral loops (blue region) have a radius 𝑟 ă 𝑟˚.
Interestingly, starting to the left of the EṔ (𝜑0 “ 𝜋, 𝑟 ą 𝛾) does not yield a chiral loop
even for 𝑟 ă 𝑟˚. This is because the general derivation uses 𝑠 “

a

𝛾{𝑟 expp𝑖𝜑0{2q and
it is exactly this phase that we did not include in the calculations for 𝑟˚. A natural
generalization for the phase boundary is then 𝑟˚ “ 2.277𝛾 cosp𝜑0{2q that resembles the
exact demarcation in Fig. 8.12 up to a very good degree.

At this point we conclude the analysis of the EP̀ -centered circles. We have rigor-
ously shown that chirality is strongly influenced by the starting position 𝜑0 and that
quasi-adiabaticity is also only locally defined and needs to be adjusted for every starting
point. Then we established that every quasi-adiabatic loop that encircles one EP at
𝜑0 “ 0 is always chiral whereas 𝜑0 “ 𝜋 does not admit a chiral solution. Although
it is possible to have an asymmetric switching behavior of the modes even when both
EPs are encircled, we proved that the chiral effect is still inseparably linked to closed
contours in the vicinity of an EP. This was demonstrated by showing that there is a
sharp demarcation at a radius 𝑟˚ that separates chiral from non-chiral regions.
Finally, the asymptotic expansion for 𝜑0 “ 𝜋 has not been carried out because we already
know that it has an oscillatory behavior. This can be comprehended by analyzing the
appearing Bessel functions at 𝜑0 “ 𝜋. There the solution consists of Bessel functions of
the first kind 𝐽𝜈p𝑧q with the connection formula

𝐽´𝜈p𝑧q “ 𝐽𝜈p𝑧q cosp𝜈𝜋q ´ 𝑌𝜈p𝑧q sinp𝜈𝜋q

to get rid of negative orders of 𝜈 like before. Now due to the sine and cosine the overall
solution oscillates. Also if 𝑠 ă 1 (only EP̀ inside the loop) neither one of the 𝐽𝜈p𝑧q, 𝑌𝜈p𝑧q
can be neglected in favor of the other.
The clear cut between EP-enclosing and non-enclosing loops (see Fig. 8.4) is however
evident in the asymptotic expansion when 𝑠 ą 1, that is when both EPs are encircled.
The asymptotic behavior changes from oscillatory to exponentially amplified/damped
leading inevitably to non-chiral solutions.
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T= 20

𝜑0 “ 0

Figure 8.11: Transfer efficiency 𝑡E at 𝜑0 “ 0 of an initial loss state 𝜓´ (blue) and an initial
gain state 𝜓` (red) for an EP-centered circle with radius 𝑟. The loop time is
set at 𝑇 “ 20 and the damping at 𝛾 “ 1. The (blue and red) solid lines are
the approximations that stem from the asymptotic expansion and the markers
(circles and squares) correspond to the respective exact values obtained from
the full analytical solution. The black vertical lines (dotted and solid) are
positioned at the radii where 𝜈𝜂 “ t1, 0,´1u and confine the region where the
transition from chiral to non-chiral loops occurs.

T= 20

Figure 8.12: Chirality for circular loops with starting points at t𝑔0, 𝜔0u that are centered
around the EP̀ (red cross) with 𝛾 “ 1. The left column displays initial 𝜓´
states and the right column 𝜓` states at the respective initial position. The
EṔ is marked with a cyan cross. The radius of the black circle is 𝑟˚ “ 2.277
so it constitutes the demarcation between the chiral and non-chiral regions.
The orange/purple line shows the imaginary/real crossing of the eigenvalues.





9 Results for general circular paths

In the case of EP-centered circles we have rigorously shown that chirality is not limited to
contours that enclose a single EP. In fact, there is no indication in the transfer efficiency or
in the chirality that points out how many EPs are enclosed in the loop. The EP-centered
loops from the previous chapters, however, do not allow to investigate the case where no
EP is encircled and therefore we extend the loop parametrization

𝑔p𝑡q “ 𝑔𝑐 ` 𝑟 cos

ˆ

2𝜋𝑡

𝑇
` 𝜑0

˙

𝜔p𝑡q “ 𝜔𝑐 ` 𝑟 sin

ˆ

2𝜋𝑡

𝑇
` 𝜑0

˙

𝛾p𝑡q “ 𝛾

(9.1)

so that the center of the circle t𝑔𝑐, 𝜔𝑐u can be moved in the t𝑔, 𝜔u-plane. We set 𝜔𝑐 “ 0
throughout this chapter as it is obvious that chirality is only obtainable if the imaginary
crossing is passed at least once and the analysis of the influence of 𝜔𝑐 is therefore trivial.
Although there is an analytical solution for general circular loops (not necessarily EP-
centered) in the t𝜔, 𝛾u-plane [31], there is no known analytical solution for general circles
in the t𝑔, 𝜔u-plane. As it would go beyond the scope of this work to derive another
analytical solution for a different choice of parameters we refrain from doing so and
switch to solely numerical solutions instead.

There are in general two interesting cases to examine:

1. When we fix the radius p𝑟 ă 𝛾q14 and move the center of the circle 𝑔𝑐 along the
𝑔-axis, we are interested in determining the phase boundaries of the chiral phase
especially when no EP is enclosed in the loop.

2. The alternative way is to fix the center 𝑔𝑐 at 𝑔𝑐 ą 𝑔EP̀ and successively increase
the radius to explore the chiral regions there and to compare the efficiency of the
asymmetric switch for loops that include zero, one or two EPs.

9.1 Fixed radius, variable center

To tackle the first point we consider a circular loop with radius 𝑟 ă 𝛾 so that at most
one EP is enclosed in the loop. This is demonstrated in Fig. 9.1 for a circular path with
𝑟 “ 0.3 and 𝑇 “ 20. In the lower panel of this plot we show the chirality as a function of

14In this case at most one EP is enclosed in the loop.
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T= 20

𝜑0 “ 0

Figure 9.1: Three illustrative circular loops with center t𝑔, 𝜔u “ t𝑔𝑐, 0u and a start position
𝜑0 “ 0 (small rectangles). The EṔ and EP̀ are displayed as cyan and red
crosses respectively (top panel). Chirality 𝑐Y at 𝜑0 “ 0 of an initial loss state
𝜓´ (blue, dashed line) and an initial gain state 𝜓` (red, solid line) for circular
loops with 𝑟 “ 0.3 and center at t𝑔, 𝜔u “ t𝑔𝑐, 0u (bottom panel). The loop
time is set at 𝑇 “ 20 and the damping at 𝛾 “ 1. The circle encloses the EP̀ for
𝑔𝑐´𝑟 ă 𝛾{2 ă 𝑔𝑐`𝑟 (green shaded area) and the EṔ for 𝑔𝑐´𝑟 ă ´𝛾{2 ă 𝑔𝑐`𝑟
(yellow shaded area). Chirality sets in when the EP̀ is start and end point of
the loop and prevails up to a value 𝑔˚𝑐 ą 𝛾{2` 𝑟, where no EP is encircled.

the circle’s center 𝑔𝑐 on the 𝑔-axis for an initial 𝜓` (red, solid line) and an initial 𝜓´
state (blue, dashed line). The green and yellow shade indicate that the loop encloses
the EP̀ or EṔ respectively. The upper panel illustrates three exemplary circular paths
along with the EṔ (cyan cross) and the EP̀ (red cross). As we already know that
chirality is contingent on a certain closeness to the EP, it is not surprising that contours
are not chiral if 𝑔𝑐 " 𝑔EP̀ or 𝑔𝑐 ! 𝑔EṔ . We observe however, that for 𝜑0 “ 0 a chiral
phase is only present in the vicinity of the EP̀ . Similar to the case above where chirality
persisted even when both EPs were enclosed, the asymmetric switch continues to occur
even when the loop does not contain the EP̀ (purple circle in top panel). At a certain
distance 𝑔˚𝑐 « 1.1 chirality breaks down (𝑐Yp𝑔

˚
𝑐 q “ 0).



9.2. Fixed center, variable radius 73

The behavior for 𝜑0 “ 0 around the EṔ is the same as for 𝜑0 “ 𝜋 at the EP̀ as they
are mirror images of one another. Interestingly, a starting point at the real crossing does
not admit a chiral phase and distinct non-chiral peaks for 𝜓` appear only if 𝑔𝑐 À ´𝛾{2.

9.2 Fixed center, variable radius

The second case is examined for circular loops with fixed center 𝑔𝑐 “ 1.5 where we vary
the circle’s radius 𝑟 for a starting point 𝜑0 “ 0. In Fig. 9.2 the top panel exhibits three
exemplary loops with radii 𝑟 “ t0.2, 1.0, 2.0u. By fixing the center at 𝑔𝑐 " 𝑔EP̀ we find
again that chirality (bottom panel) sets in already when no EP is enclosed at a distance
𝑔˚𝑐 p𝑟q. Whenever only one EP is encircled the loop is perfectly chiral and at a radius
𝑟˚ « 3.75 where the distance to both EPs is large chirality breaks down.
The onset of chirality for non-enclosing loops with 𝑔𝑐 ´ 𝑟 ą 𝛾{2 is shown in Fig. 9.3.
The critical position of the circle’s center 𝑔˚𝑐 ě 𝑔EP̀ at which the chiral phase is entered,
𝑐Yp𝑔

˚
𝑐 q “ 0, is plotted as a function of the loop’s radius with 𝜑0 “ 0. The values have

been obtained numerically (orange squares) and a least squares fit using a quadratic
polynomial (green, solid line) gives

𝑔˚𝑐 “ 0.500` 2.140 𝑟 ´ 0.548 𝑟2 , (9.2)

for 𝑟 ď 0.7. The fact that the defining equation for 𝑔˚𝑐 is quadratic in 𝑟 admitting two
solutions (𝑟0, 𝑟2 - encircling zero/two EPs) is clearly visible in the chirality map in Fig. 9.4.
We show again the chirality as a function of the initial position t𝑔0, 𝜔0u but for circles
with center at t𝑔𝑐, 𝜔𝑐u “ t1.5, 0u. The EPs are marked with a red (EP̀ ) and cyan (EṔ )
cross. The two numerically obtained solutions for the chiral phase boundary 𝑟0 “ 0.543
and 𝑟2 “ 3.362 are drawn on the map as black and white circles respectively. We notice
that the second value 𝑟2 is significantly higher than the value 𝑟˚ “ 2.277 for EP-centered
circles. This is because the distance to the EṔ is the decisive factor for chirality once
both EPs are enclosed. By shifting the circle’s center 𝑔𝑐 to larger values of 𝑔 the distance
to the EṔ shrinks for a given radius and the loop is still chiral.
Also it is apparent that around 𝜑0 “ 0, the chiral phase starts before a single EP is
encircled.

We conclude the analysis for general circular loops by emphasizing again that chi-
rality is in fact related to exceptional points, but we have rigorously shown that an
asymmetric mode switch does not strictly rely on encircling a single EP. In fact, the
asymmetric switch is obtainable in the quasi-adiabatic regime for zero, one or two EPs
inside the closed contour. The necessary condition for chirality is an interplay between
the circle’s radius and its center so that a certain distance to the EP is not exceeded.
Like for EP-centered circles, the position of the phase boundary does not depend on the
loop time 𝑇 (not shown in Fig. 9.3) given that the quasi-adiabaticity condition is met.
Only the width of the transition is determined by 𝑇 (see section 8.4).
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T= 20

𝜑0 “ 0

Figure 9.2: Three illustrative circular loops with center at t𝑔, 𝜔u “ t1.5, 0u, start position
𝜑0 “ 0 (small rectangles) and radii 𝑟 “ t0.2, 1.0, 2.0u .The EṔ and EP̀ are
displayed as cyan and red crosses respectively (top panel). Chirality 𝑐Y at 𝜑0 “ 0
of an initial loss state 𝜓´ (blue, dashed line) and an initial gain state 𝜓` (red,
solid line) for circular loops with center at t𝑔, 𝜔u “ t1.5, 0u and radius 𝑟 (bottom
panel). The loop time is set at 𝑇 “ 20 and the damping at 𝛾 “ 1. The circle
encloses the EP̀ for 𝑔𝑐 ´ 𝑟 ă 𝛾{2 (green shaded area) and additionally the EṔ
for 𝑔𝑐 ´ 𝑟 ă ´𝛾{2 (yellow and green striped area). Chirality sets in even before
the EP̀ is encircled and prevails even when both EPs are enclosed in the loop.
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𝜑0 “ 0

Figure 9.3: Critical position of a circular loop’s center 𝑔˚𝑐 , where chirality sets in 𝑐Yp𝑔
˚
𝑐 q “ 0,

as a function of the radius 𝑟. The values for 𝑔˚𝑐 have been obtained by numerically
solving the TDSE for successive values 𝑔𝑐 until the condition 𝑐Yp𝑔

˚
𝑐 q “ 0 is

met using 𝑇 “ 20. The green solid lines shows the result of a least squares fit
𝑔˚𝑐 “ 0.500 ` 2.140 𝑟 ´ 0.548 𝑟2. The red and blue shade correspond to the
non-chiral and chiral phase respectively.

T= 20

Figure 9.4: Chirality for circular parameter paths with starting points at t𝑔0, 𝜔0u that are
centered at t𝑔𝑐, 𝜔𝑐u “ t1.5, 0u. The left column displays initial 𝜓´ states and
the right column 𝜓` states at the respective initial position. The EṔ and the
EP̀ are marked with a cyan and a red cross respectively. The black and white
circles mark the approximate phase boundaries of the chiral phase obtained from
Eq. 9.2. Chirality is achievable for zero, one or two EPs inside the cyclic path.





10 Results for straight paths

The analytical solution for general straight paths that was given in chapter 7 is extremely
versatile as it allows us to concatenate arbitrary parameter paths to form a closed
contour, dissect each part of a loop itself or even go through the EP using various
different parameter configurations. The prevailing EP related efforts concern mostly
dynamical parameter loops around an EP [26, 30–33], but the question of what happens
when going through an EP has been left unstudied so far.

10.1 Going into an EP

Up to this point we have only discussed the time-evolution for static parameters at the
EP and the projection of a state vector onto the generalized eigenbasis of the EP. In
chapter 5 we have shown that 𝑐ℎp𝑡q{𝑐𝑣p𝑡q, the ratio of the populations of the generalized
eigenbasis, linearly converges towards zero at the EP at a pace that is solely determined
by the damping rate 𝛾.
We have also demonstrated that the ratio of the eigenvectors becomes 𝑐´{𝑐` “ ˘𝑖
independent of the pace at which the EP is passed. This universal behavior for any path
into the EP is illustrated in Fig. 10.1 for a straight path that ends at the EP̀ . We draw
the components of the Stokes vector

r “
1

p1` |𝑅´|2q
`

2ℜp𝑅´q, 2ℑp𝑅´q, 1´ |𝑅´|2
˘𝑇

, 𝑅´ “
𝑐´
𝑐`

(10.1)

for an initial ’gain’ state 𝜓` (Fig. 10.1a) and an initial ’loss’ state 𝜓´ (Fig. 10.1b) using
the straight path parametrization drawn in Fig. 10.1c. The Stokes vector is usually
used to describe optical polarization states [27], but it is also convenient to present
general mixed states where the first two components carry the information about the
relative phase between the expansion coefficients and the third component is equal to
the population inversion.
As the parameter path in Fig. 10.1 ends at the EP the value of the Stokes vector must
become rp𝑡EPq “ p0, 1, 0q𝑇 symbolizing the universal ratio 𝑐´p𝑡EPq{𝑐`p𝑡EPq “ 𝑖. Al-
though this fixes one of the components and the relative phase, this only happens in the
eigenbasis since the eigenvectors are degenerate at the EP. It is important to stress that
the behavior of the eigenbasis at the EP does not entail a loss of information as there are
no restrictions imposed on the coefficients in any other complete, biorthogonal basis, as
e.g. the generalized eigenbasis at the EP. As we did not include any non-linearities (or
other time-reversal symmetry breaking mechanisms) throughout this work, time-reversal
symmetry must be upheld for any solution of the Schrödinger equation at any time,
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which forbids a sudden loss of information.

There is, however, a linear convergence towards a fixed ratio exactly at the EP and we
are interested if this convergence sets in already in the vicinity of the EP. We use our
analytical solutions for straight parameter paths to look at the expansion coefficients in
the Euclidean basis (mode basis) when an EP is approached and reached. In Fig. 10.2
the ratio of the coefficients in the mode basis 𝑎p𝑡EPq{𝑏p𝑡EPq at the EP is displayed
for increasing total evolution times 𝑇 “ 𝑡EP (indicated by the black arrows) in the
range 𝑇 P r0.01, 1000s. At some time 𝑇 ˚ the two initial states p𝑎0, 𝑏0q

𝑇
“ p1, 0q and

p𝑎0, 𝑏0q
𝑇
“ p0, 1q are almost indistinguishable (𝑇 ˚ « 7.5) as the system has undergone

a non-adiabatic transition. For slightly longer times 𝑇 Á 10 the ratio starts to linearly
converge towards its fixed point 𝑎{𝑏 “ ´𝑖 (red dot) that corresponds to 𝑐ℎ{𝑐𝑣 “ 0. We
conclude that the linear convergence of 𝑐ℎ{𝑐𝑣 Ñ 0 can also be achieved by dynamically
(by)passing an EP. The rate of convergence is however still only determined by the
damping 𝛾 “ 1 and, for example, cannot be influenced by a different choice for the angle
𝛼 at which the EP is approached.

𝜓` 𝜓´(a) (b) (c)

Figure 10.1: Time dependent components of the Stokes vector 𝑟𝑖p𝑡q using a straight param-
eter path (c) that ends at the EP (red cross) for (a) an initial 𝜓` and (b) an
initial 𝜓´ state. The Stokes vector for the instantaneous eigenbasis is given as
r “ p2ℜp𝑅´q, 2ℑp𝑅´q, 1´|𝑅´|2q𝑇 {p1`|𝑅´|2q. At the end of the propagation
(𝑡EP “ 𝑇 ), that is at the EP, the Stokes vector for the eigenbasis takes the
value rp𝑡EPq “ p0, 1, 0q

𝑇
Ø 𝑐´{𝑐` “ 𝑖. The path parametrization follows

Eq. 7.7 with 𝑇 “ 20, 𝑟 “ 0.3, t𝑔0, 𝜔0u “ t0.5, 0.3u, 𝛾 “ 1 and 𝛼 “ 𝜋{2.
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Figure 10.2: Comparison of the analytical (solid and dashed lines) and the numerical result

(empty squares) of the ratio 𝑎p𝑡EPq

𝑏p𝑡EPq
in the complex plane for propagation times

𝑇 P r0.01, 1000s for two different initial states. The black arrows point towards
increasing evolution times 𝑇 “ 𝑡EP. Both results agree perfectly and converge
towards 𝑎p𝑡EPq{𝑏p𝑡EPq ÝÝÝÑ

𝑇Ñ8
´𝑖 (red dot), which corresponds to 𝑐ℎ{𝑐𝑣 “ 0.

The parametrization of the path is given by Eq. 7.7 for which 𝑡EP “ 𝑇 , 𝛾 “ 1,
𝛼 “ 𝜋{2, 𝑟 “ 1{2, 𝜔𝑐 “ 𝑟{2 and 𝑔c “ 𝛾{2.

10.2 Going through an EP

We have established that the eigenvector populations are evened out perfectly at the EP
but as the basis is defective, no information loss is connected with this effect. In the
mode basis p𝑎p𝑡q, 𝑏p𝑡qq𝑇 , for example, the EP is not a special point and the dynamical
evolution shows no evidence that an EP has been passed through.

In the eigenbasis though, the EP is clearly visible in the temporal evolution of the
expansion coefficients as it is the point in time where 𝑐´{𝑐` “ ˘𝑖. Once the EP is passed
the eigenvectors are subject to a distinct gain and loss again and the system therefore
undergoes a transition to the gain state destroying the perfectly mixed state. There is a
path though that preserves the equalizing property of the EP. We know from chapter 4
that the imaginary crossing is the only norm-preserving parameter region. So by going to
the EP and then away from it along the imaginary crossing, the eigenvector coefficients
stay perfectly leveled. This is demonstrated in Fig. 10.3 for a straight path that reaches
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from the real to the imaginary crossing (Fig. 10.3c). In panel (a) and (b) we display
the components of the Stokes vector again. The EP is passed at the midpoint of the
propagation (𝑡 “ 𝑇 {2 “ 30) and after that the third component of the Stokes vector,
i.e. the population inversion, stays zero, which corresponds to |𝑐´| “ |𝑐`|.

𝜓` 𝜓´(a) (b) (c)

Figure 10.3: Time dependent components of the Stokes vector 𝑟𝑖p𝑡q using a straight pa-
rameter path (c) that goes through the EP from the real crossing to the
imaginary crossing (𝒫𝒯 -symmetric phase) for (a) an initial 𝜓` and (b) an
initial 𝜓´ state. The Stokes vector for the instantaneous eigenbasis is given as
r “ p2ℜp𝑅´q, 2ℑp𝑅´q, 1 ´ |𝑅´|2q𝑇 {p1 ` |𝑅´|2q. The parameters are set at
𝑇 “ 60, 𝑟 “ 0.4, 𝛾 “ 1 and 𝛼 “ 𝜋. The EP is passed at 𝑡 “ 𝑇 {2 where the
Stokes vector takes on the value rp𝑡EPq “ p0, 1, 0q

𝑇
Ø 𝑐´{𝑐` “ 𝑖. After the

EP has been crossed the eigenvector populations are perfectly level and stay
that way because the eigenvalues are purely real on the imaginary crossing.

10.3 Experimental predictions for EP-centered squares

In the cavity optomechanics group of Harris et al. at Yale University it was recently
demonstrated that the transfer of energy between two vibrational modes of a cryogenic
silicon nitride membrane upon encircling an EP shows also the same chiral behavior [33].
The experimental setup consists of an almost square membrane (1mmˆ 1mmˆ 50 nm)
with nearly degenerate natural frequencies at 788.024 kHz and 788.487 kHz that are well
separated from other resonances of the system. A laser that is coupled into the cavity
generates an intra-cavity field that drives the membrane via radiation pressure. At the
same time the displacement of the membrane detunes the cavity and hence modulates
the intra-cavity field. By precisely adjusting the laser power 𝑃 and the mean detuning 𝛥
between the laser and the cavity it is possible to bring the system to an EP and perform
closed loops around an EP in t𝑃,𝛥u-space. The time evolution of population of the
two almost degenerate modes can be accurately modeled as a Schrödinger-type equation
with a Hamiltonian similar to Eq. 2.2. The parameter variations that are used in the
experiment resemble a rectangle in the parameters t𝑃,𝛥u.
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However, the effective Hamiltonian that describes the experiment is not the same as our
model Hamiltonian and therefore also the rectangular paths in t𝑃,𝛥u are not equivalent
to rectangles in the t𝑔, 𝜔u-plane. We have seen earlier though that chirality is inseparably
connected to the initial configuration t𝑔0, 𝜔0u with respect to the position of the real and
imaginary crossing. The overall chiral behavior in an experimental setup can therefore
be qualitatively mapped onto the model simply by choosing the right starting point
with respect to the chosen EP. This was discussed above where we stated that the
EṔ is the parity inverted EP̀ and by properly adapting the starting point as well,
e.g. 𝜑0 “ 0Ø 𝜑0 “ 𝜋, the result in terms of chirality is the same for both EPs. The exact
shape of the contour is therefore not important as long as other criteria are matched,
such as the starting point with respect to the real/imaginary crossing and with respect
to the position of the EP.

With this in mind we draw another chirality map for square parameter loops in Fig. 10.4.
The squares are centered at the EP with 𝑇 “ 40. The result looks similar to the EP̀ -
centered circular case except that the result for an initial 𝜓` and an 𝜓´ state are the
same. Also, the non-chiral region form a repeating pattern, but it takes almost half of the
displayed parameter space. A major difference to the former EP-centered circular loops
is that the non-chiral regions close to the real crossing are stationary, i.e. independent on
the loop time 𝑇 , provided that the loop is in the quasi-adiabatic regime in the first place.
Very similar stationary non-chiral patterns are found for elliptical parameter paths (not
shown).
We conclude that in terms of chirality, only the EP-centered circular trajectories have a
special symmetry that reduces the possible non-chiral starting configurations t𝑔0, 𝜔0u

to lie at the real crossing. Once the circular loops were not EP-centered anymore the
equation for the chiral phase boundary became a quadratic one leading to a (second)
static non-chiral region close to the EP (see Fig. 9.4). Although this second non-chiral
parameter region was not enclosing an EP, we state without proof that the same can be
obtained for loops that enclose a single EP.15

For the experimental loops this symmetry is definitely broken and the resulting chirality
therefore shows a stationary phase boundary for loops that only encircle one EP (not
shown). This phase boundary is actually a physical manifestation of an anti-Stokes line,
where some term in the asymptotic expansion changes from increasing to decreasing (or
vice versa). However, this is an ongoing investigation and the conclusions are hence not
technically matured.

15Given that they are not EP-centered circular loops.
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T= 40

Figure 10.4: Chirality for EP̀ -centered square loops with starting points at t𝑔0, 𝜔0u. The
EP̀ is marked with a red cross and the real/imaginary crossing of the eigenvalues
with a purple/orange line respectively. The left column displays initial 𝜓´
states and the right column 𝜓` states at the respective initial position. The
gray, square mesh is drawn to symbolize the corresponding parameter paths
used in this plot. The non-chiral region is confined to loops that start close to
the real crossing.



11 Conclusion and Outlook

In conclusion, this work sheds a new light on the asymmetric mode switch that is con-
nected to non-Hermitian branch points when performing closed loops in parameter space
around them.
We first outlined the basic concepts of non-Hermitian dynamics and its interesting kind
of branch point, the exceptional point. A consequence of the non-Hermiticity of the
Hamiltonian is the non-orthogonality of its eigenvectors. This led us to the necessity of
introducing a generalized Hermitian form, which is applicable for any Hamiltonian in
contrast to the c-product. We outlined for a general non-Hermitian Hamiltonian that
only the 𝒫𝒯 -symmetric phase preserves the norm of a state vector.

To facilitate an analytical understanding of chirality, we derived the analytical solu-
tions of the Schrödinger equation for EP̀ -centered circles and general straight paths.
Especially the latter solutions are so far unreported to the best of our knowledge.
The EP-centered circular paths have been solved using a variable starting point 𝜑0 that
allowed us to access the whole t𝑔, 𝜔u parameter space. We discovered that chirality is
inevitably linked to an exceptional point but the essential requisite is proximity of the
parameter loop to an EP and not necessarily including the EP in the contour. Inde-
pendent of the number of EPs that are enclosed, chirality can only be obtained in the
vicinity of an exceptional point. In the case of EP-centered circles, the radius of the
loop must not exceed a critical value 𝑟˚ « 2.277𝛾, that was inferred analytically. This
critical radius does not depend on the loop time 𝑇 , which emphasizes its phase boundary
characteristics.
When we moved the center of the circle 𝑔𝑐 so that the parameter path is not EP-
centered anymore, we numerically found a new chiral phase boundary equation 𝑔˚𝑐 “
0.500 ` 2.140𝑟 ´ 0.548𝑟2 that serves as the necessary condition for chirality. The two
solutions of this equation give a minimal and maximal radius of the loop depending on
the center 𝑔𝑐.
As we investigated the chiral behavior for the EP̀ - and the EṔ -centered circular paths
we discovered that they behave as if they were the parity-reflected image of one another.
This settles the question of comparability of different sets of parameters [27, 31, 32].
Only the position of the real and imaginary crossing of the eigenvalues together with the
initial parameter configuration16 decide upon chirality. This allows us to switch from the
parameters t𝑔, 𝜔u to t𝛾, 𝜔u when we discuss chirality. In the t𝛾, 𝜔u plane, it is possible
to derive a more general analytical solution for circles with arbitrary center t𝛾𝑐, 𝜔𝑐u that
grants the possibility for a general analytical phase boundary condition.

16We saw that starting on the real crossing does not admit a chiral phase whereas starting on the
imaginary crossing gives always a chiral solution.
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The new class of general straight paths solutions were used to explore the effects of the
EP itself and to perform square parameter paths that are centered around the EP. It
will be interesting to see the phase boundaries for different shapes of the closed contours.
Also, as we have established that chirality only necessitates a certain closeness of the
loop this opens up the way to examine closed contours in the vicinity of higher order
exceptional points. This is particularly interesting since higher order EPs cannot be
unambiguously encircled, but proximity is still well-defined.

Finally, EP-centered square parameter paths showed a chiral phase boundary for loops
that start close to the real crossing. The distinctive feature of this boundary is its
independence of the loop time 𝑇 in contrast to the EP-centered circular loops, where the
non-chiral region decreased for larger loop times. This property could be used to define a
simple yet elegant measurement along the lines of [33] to visualize anti-Stokes lines in a
cavity-optomechanical system.
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List of Acronyms and Abbreviations

cw Clockwise
ccw Counter-clockwise
COM Cavity-optomechanics
CPA Coherent perfect absorber
𝑐Y Chirality
DP Diabolical point
EB Eigenbasis
EP Exceptional point
MB Mode basis
ODE Ordinary differential equation
𝑝I Population inversion
PT Parity-time
SE Schrödinger equation
𝑡E Transfer efficiency
TDSE Time-dependent Schrödinger equation

𝐵 Metric for the generalized Hermitian form
𝐻 Hamiltonian in the mode basis
𝐻EB Hamiltonian in its eigenbasis
𝑈 Time-evolution operator in the mode basis

𝑈̃ Time-evolution operator in the eigenbasis of 𝐻
𝜆˘ Eigenvalues of the Hamiltonian in the mode basis
|`y Eigenvector to the eigenvalue 𝜆`
|´y Eigenvector to the eigenvalue 𝜆´
|𝑣y Eigenvector at the EP
|ℎy Generalized eigenvector of rank two at the EP
𝑎, 𝑏 Expansion coefficients in the mode basis
𝑐´, 𝑐` Expansion coefficients in the eigenbasis of 𝐻
𝑇 Period of a single parametric closed loop
𝜃 Mixing angle of the eigenvectors
𝑓 Non-adiabaticity function
𝜑0 Initial starting angle for circular loops
𝜓´ Initial eigenstate that is subject to loss (|´p0qy)
𝜓` Initial eigenstate that is subject to gain (|`p0qy)
𝛱𝑖 Projector onto the 𝑖-th basis state
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