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Abstract

One of the main design challenges for modern power semiconductor devices is the reduction

of the device footprint while maintaining or even increasing the power density. This leads

to extreme operational conditions, which have to be withstood by the utilized materials and

compounds. The lifetime of a device is not limited by the first occurrence of fatigue damage

onset. Instead, a certain region of material failure is necessary to impede the heat flow and

lead to a critical temperature increase and potential thermal runaway. Therefore, the whole

fatigue life needs to be assessed, ranging from early damage formation to damage onset and

spatial damage progression. Advanced methods within the framework of the Finite Element

Method are developed to describe potential fatigue damage and interface degradation of

the power metallization caused by active power cycling with massive overload pulses.

A continuum damage mechanics based approach is formulated to describe fatigue damage

inside the ductile power metallization. The approach utilizes a phenomenological multiaxial

fatigue criterion for the description of damage onset and a strain energy density based

criterion for the assessment of damage progression. Additionally, the effect of damage on

the thermal conductivity is included in the model. The approach is implemented into

the Finite Element Method allowing for the simulation of spatial damage evolution with

respect to the number of load cycles. Furthermore, the change of the thermal field caused

by damage degraded heat conduction is considered. The fatigue damage modeling approach

is exemplified on simulations of microcantilever beam experiments under low cycle fatigue

conditions.

A cyclic cohesive zone model is formulated for the simulation of cyclic delamination between

the power metallization and the silicon chip. The model is based on an exponential–traction

separation law formulated for monotonic loading conditions. An energy–based fatigue ex-



II ABSTRACT

tension is introduced allowing for the prediction of delamination growth under cyclic loading

conditions. The whole model formulation utilizes physically interpretable interface prop-

erties which can be directly obtained from experimental results. The model accounts for

mixed–mode and variable amplitude loading conditions. The thermal conductance of the

interface is coupled with the mechanical damage variable resulting in a deterioration of

the thermal flux across the interface. The model is implemented into the Finite Element

Method allowing for the simulation of structures under thermo–mechanical loading con-

ditions. The mechanical constitutive response of the model is demonstrated on pure and

mixed–mode delamination tests undergoing constant and variable amplitude loading.

The fatigue damage modeling approaches are exemplified on a simple, generic submodel

of a DMOSFET device. Various simulations are conducted using the damage modeling

approaches either independently or in combination with each other. The obtained damage

characteristics, their evolution with load pulses, and their interactions are discussed and

compared. The developed approaches predict reasonable results and provide a step for-

ward towards physical lifetime models based on numerical simulation techniques for power

semiconductor devices.
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Kurzfassung

Eine der Herausforderungen für die Auslegung und Konstruktion von modernen Leistungs-

halbleitern besteht in der Erhaltung oder sogar Erhöhung der ertragbaren Leistungsdichte

bei gleichzeitiger Reduktion der Bauteilgröße. Diese Anforderung an moderne Leistungs-

halbleiter führt zu extremen Lastfällen und Belastungen der verwendeten Materialien und

Materialverbunde im Inneren der Bauteile. Die Lebensdauer von Leistungshalbleitern wird

jedoch nicht durch das erstmalige Auftreten von Materialermüdung beschränkt, sondern

durch die Ausbreitung eines Ermüdungsrisses, welcher die Wärmeabfuhr in das umliegende

Material verhindert. Hierdurch kommt es zu einem lokalen Temperaturanstieg welcher bis

zur Überhitzung und zum Ausfall des Leistungshalbleiters führen kann. Um Aussagen über

die Bauteillebensdauer treffen zu können muss somit die gesamte Ermüdungslebensdauer

beginnend bei der Entstehung von Materialschädigung bis hin zur Ausbreitung von Materi-

alversagen bewertet werden. Numerische Methoden im Bereich der Finiten Elemente Meth-

ode werden entwickelt um den Schädigungsprozess in der Metallisierung und den Grenz-

flächen eines Leistungshalbleiters, hervorgerufen durch zyklische Überlastbeanspruchung,

beschreiben zu können.

Ein auf Kontinuums–Schädigungsmechanik basierendes Modell zur Vorhersage von Ermü-

dungsschädigung im inneren der duktilen Metallisierung eines Leistungshalbleiters wird in

der vorliegenden Arbeit formuliert. Das Modell verwendet ein phänomenologisches Ermü-

dungskriterium für mehrachsige Spannungs– und Verzerrungszustände, welches den Beginn

von Ermüdungsschädigung beschreibt. Ein auf der Verzerrungsenergiedichte basierendes

Evolutionsgesetz wird für die Beschreibung der Schädigungsentwicklung eingesetzt. Die

Auswirkungen der Materialschädigung auf die thermische Leitfähigkeit des Materials wer-

den im entwickelten Modell ebenfalls berücksichtigt. In Kombination mit der Finiten Ele-
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mente Methode erlaubt das formulierte Schädigungsmodell die Vorhersage von Schädigungs-

ausbreitung in Korrelation zur Anzahl der aufgebrachten Lastzyklen. Durch die Degradation

der thermischen Leitfähigkeit wird der Einfluss der Materialschädigung auf das thermische

Feld mitberücksichtigt. Das Modell zur Vorhersage von Ermüdungsschädigung wird durch

Simulation eines Mikrokragträgers, belastet im Kurzzeit–Schwingversuch, demonstriert.

Außerdem wird ein zyklisches Kohäsivzonenmodell formuliert, welches die zyklische De-

laminationsausbreitung zwischen der Metallisierung und dem Silizium–Chip des Leistungs-

halbleiters beschreiben kann. Das Modell basiert auf einem exponentiellen Separationsgesetz

welches für monotone Belastungen formuliert wurde. Diese Modellformulierung wird mit

einem Energieansatz erweitert um die Delaminationsausbreitung in der Grenzschicht des

Materialverbundes für zyklische Belastungen vorhersagen zu können. Das Kohäsivzonen-

modell verwendet ausschließlich physikalisch motivierte Grenzflächenparameter welche di-

rekt mit experimentellen Versuchen bestimmt werden können. Das Modell kann für Mixed–

Mode Belastungen und variable Amplitudenbelastungen gleichermaßen eingesetzt werden.

Die thermische Leitfähigkeit der Grenzschicht wird mit der mechanischen Schädigungsvari-

able des Modelles gekoppelt. Hierdurch wird eine Verringerung des Wärmeflusses durch die

Grenzschicht im geschädigten Zustand modelliert. Thermo–mechanische Struktursimulatio-

nen werden durch die Implementierung des Kohäsivzonenmodelles in die Finite Elemente

Methode ermöglicht. Das mechanische Konstitutivverhalten des Modelles wird mittels nu-

merischer Simulationen von experimentellen Delaminationsversuchen, durchgeführt für ver-

schiedene Belastungssituationen, demonstriert.

Die entwickelten Modelle zur Vorhersage von Ermüdungsschädigung werden auf ein vere-

infachtes, generisches Submodell eines DMOSFET Leistungshalbleiters angewandt. Ver-

schiedene numerische Simulationen werden durchgeführt und die Schädigungsmodelle wer-

den einerseits unabhängig voneinander und andererseits in Kombination miteinander ange-

wandt. Die erhaltenen Schädigungscharakteristiken, deren Entwicklung in Abhängigkeit von

der Anzahl an Lastzyklen, sowie die Interaktion zwischen den einzelnen Schädigungsmecha-

nismen werden miteinander verglichen und diskutiert. Die entwickelten Schädigungsmodelle

liefern zufriedenstellende Vorhersagen und stellen somit einen weiteren Schritt in Richtung

physikalisch motivierter Lebensdauermodelle, basierend auf numerischen Simulationsmeth-

oden, für Leistungshalbleiter dar.
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dÃ . . . effective area of surface element

b . . . fatigue strength exponent or specimen width

bγ . . . shear fatigue strength exponent

B . . . mode mixity

c . . . fatigue ductility exponent

cγ . . . shear fatigue ductility exponent

C . . . specimen compliance

C . . . contour or Paris law exponent

CI, CII, Cm . . . pure mode and mixed–mode Paris law exponents

C1 . . . plasticity parameter for the Chaboche kinematic hardening model

[Cpq] . . . elasticity matrix

C . . . elasticity tensor

ds . . . internal state variable (CCZM)

dtot . . . total internal state variable (CCZM)

D . . . damage onset variable (CDM)

DO . . . damage onset criterion (CDM)

D . . . damage evolution variable (CDM & CCZM)

Db . . . damage evolution variable of the bulk fatigue approach (CDM)

Dcz . . . damage evolution variable of the cyclic cohesive zone model (CCZM)

Ds . . . static damage variable (CCZM)

Df . . . fatigue damage variable (CCZM)

Dtot . . . total damage variable (CCZM)

∆D . . . damage increment (CDM & CCZM)

D . . . second–order damage tensor (CDM)

ei . . . unit normal vectors

E0 . . . Young’s modulus of the undamaged material

E, Ei . . . Young’s moduli
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Chapter 1

Introduction

1.1 Motivation

Power semiconductors have become the leading technology in conversion and control of

electric energy. More than 50% of the electric energy utilized worldwide is estimated to be

processed by power semiconductor devices [14]. These devices are used in a wide range of

commercial and industrial applications. Power semiconductor devices can be found within

relatively small devices such as battery chargers for smart phones and home appliances up

to large–scale devices such as wind turbines and power converters for energy transmission.

This vast amount of energy controlled by power semiconductors has led to a tremendous

demand for highly efficient devices. Furthermore, widespread use of highly efficient power

semiconductors has been reported to significantly reduce the consumed energy and, conse-

quently, to decrease costs and environmental pollution [31, 32].

Efficiency is not the only important aspect in the development of power semiconductors;

their size is also of major importance. One of the design challenges for power semiconductor

devices is the reduction of the footprint size while maintaining or even increasing the power

density [142]. Development of efficient, space saving power semiconductors results in saving

valuable resources by reducing the required material volume and opens up new application

opportunities.
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The operation of power semiconductors produces dissipation losses, mainly in form of heat

energy. Consequently, high temperatures and temperature gradients are introduced into

the devices. This can lead to extreme operational conditions which have to be withstood

by the utilized materials. To ensure safe and fully functional operation throughout the

lifetime of power semiconductors, reliability of the devices is of great concern and needs

to be addressed carefully. With regards to industry applications, the required lifetime for

power semiconductors is seldom below ten years and reaches demands of up to 30 years

or more [142]. Such long lifetime ranges cannot be tested under field conditions, which

necessitates accelerated testing procedures. Two of the most common testing procedures

are active power cycling and passive temperature cycling tests [80]. Both tests are based

on the findings that temperature swings are an essential stress condition for every power

electronic device. The two tests can be distinguished from one another based on their

respective heating sources. In passive temperature cycling [34] the heating source comes

from its environment (passive) and is easier to apply and control. In contrast, in active

power cycling the chip is actively heated by the energy dissipated during its operation [96,

115, 214]. Thus, the temperature distribution inside the chip package and temperature cycle

times differ between these tests. Since active power cycling reproduces the actual working

conditions it is considered to be the more realistic stress test for power semiconductor

devices [55]. Therefore, lifetime estimations and reliability testing is usually based on

active power cycling.

A schematic representation of a discrete power semiconductor chip–package is presented in

Fig. 1.1. The silicon chip is directly soldered to a solid copper lead frame, which serves as a

mounting surface. The contact leads are fixed by mold compound and connected by bond

wires to the metallization layer on top of the silicon chip. The main failure mechanism re-

ported for such packages are: bond wire fatigue, metallization degradation, solder fatigue,

delamination at interfaces, and chip cracking [68]. Regarding the temperature swings dur-

ing operation, the coefficients of thermal expansion are different for the materials within

the multilayer stack of the chip package. These leads to thermally induced cyclic mechan-

ical stresses and, consequently, to thermo–mechanical fatigue of the materials causing any

one or combinations of the above–mentioned failure mechanisms. Therefore, the mismatch

of the coefficients of thermal expansion of the involved materials has a major impact on
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Figure 1.1: Schematic representation of a discrete power semiconductor chip package cross
section (modified from [123]).

the reliability of the chip package [142]. Chip cracking of the brittle silicon is most often

observed directly after mounting or after a few load cycles and is primarily responsible for

early field failures [52]. Bond wire and solder joint fatigue have been found to be most often

responsible for device failure of insulated–gate bipolar transistors (IGBT) [14]. Thus, there

is an emphasis on these two failure mechanisms within the literature [105, 129, 173, 209]. In

contrast, the dominant damage mechanism in metal–oxide–semiconductor field–effect tran-

sistors (MOSFET) [14] has been found to be the degradation of the power metallization

[151]. Active power cycling of such devices reveals a microstructural change and mate-

rial degradation in the power metallization [29, 150, 203]. Consequently, deterioration of

electrical and thermal properties have been measured [163, 204] and shown to have an in-

fluence on the device lifetime [50, 69]. Additionally, thermal simulations have shown that

small defects in the metallization impede heat transport and may cause local overheating

in the active silicon area [164]. Such local hot–spot formation can lead to self–heating of

the power semiconductor device resulting in local melt–up and catastrophic device failure

[59–61, 184]. Hence, the prediction of material degradation in the power metallization has

become of major interest in the reliability and lifetime assessment of power semiconductor

devices.

The different mechanisms of material degradation in the metallization of a double–diffused

metal–oxide semiconductor field effect transistor (DMOSFET) are shown in Fig. 1.2. The
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degradation mechanisms during active power cycling with overload conditions are: fatigue

crack growth, void formation, and cyclic interface delamination between the metallization

and the silicon chip. Hence, degradation of the metallization is rarely due to one unique

failure mechanism, but rather a combination of multiple failure mechanism. The identifica-

tion and prediction of such microstructure–sensitive failure mechanisms is a complex task

[153, 187, 206]. Consequently, simple lifetime models, so–called engineering approaches, are

often utilized for reliability and lifetime assessment in industrial applications. These ap-

proaches can be classified as either Empirical Lifetime Models (ELMs) or Physical Lifetime

Models (PLMs) [49]. ELMs are most often based on Coffin–Manson type criteria corre-

lating device parameters, such as the temperature range [38] or dissipated electric energy

[186] of an active power pulse, to an estimated number of load cycles representative of the

device lifetime. The device parameters are directly obtained during active cycling tests and

the applied lifetime models can be calibrated with the obtained experimental results. A

disadvantage of this approach is that the measured quantities are not directly related to

the damage driving forces. Therefore, no information is provided about the degradation

mechanism inside the chip package. For example, altered loading conditions may trigger a

different damage mechanism resulting in a loss of the predictive capability of the calibrated

lifetime model [208].

PLMs utilize mechanical quantities describing the damage mechanisms inside the package.

Thus, a PLM is based on physical parameters rather than empirical ones and promises to

result in better lifetime predictions [114, 230]. For active cycling tests of complex devices,

numerical simulations are usually necessary to obtain the required physical parameters.

Such simulations present a substantial challenge, but have already been successfully applied

to bond wire and solder joint fatigue [48, 67, 219]. In contrast, only little work has yet

been done on the simulation of the degradation in the power metallization [66, 124, 125].

Numerical modeling and simulation of the failure mechanism inside a power semiconductor

requires a sound understanding of the underlying physical phenomena as characterized in

[123] and summarized in the following.

Multiphysics: The operation of a power semiconductor device can be characterized as a

coupled electro–thermo–mechanical problem which, in turn, can be described by partial

differential equations. The Finite Element Method (FEM) [244, 245] provides a standard
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Figure 1.2: Scanning electron microscope image showing fatigue damage in the copper
metallization of a DMOSFET formed during active power cycling with mas-
sive overload pulses. (Courtesy of KAI GmbH, Villach, published in [124, 125])

solution procedure for this kind of problem [113]. However, extensive computations are

necessary to simulate the operation of a whole chip package considering the electric, thermal,

and mechanical fields including their couplings. For simplification, simulations are usually

split up into an electro–thermal and a thermo–mechanical analysis utilizing model reduction

techniques.

High number of load cycles: The long lifetime and high frequency of repetitively oc-

curring electric pulses during the operation of power semiconductor devices lead to an

enormous number of load cycles, ranging from 105 to 109 and beyond. Simulations run on

a cycle–by–cycle basis are therefore not feasible and cycle–jump or multiscale time domain

techniques are necessary to reduce the computation time. In addition, identification and

counting of load cycles are non–trivial tasks. Therefore, approaches like the rainflow cycle

count method are utilized [81, 103].

Multiple length scales and complex geometry: Typical power semiconductor chip

packages have function decisive features over multiple length scales. The dimensions of the

chip package are usually within the millimeter or centimeter level. Operationally relevant

features for the power semiconductors can be sized down to the sub–micrometer level. Con-
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sequently, meshes resolving also small design features would be necessary and a complete

device model would have dimensions ranging over at least five orders of magnitude. Produc-

ing such a high quality finite element mesh is often not feasible and computation time would

exceed practical limits with today’s hardware technology. Instead, numerical simulations

utilize model reduction schemes such as submodelling techniques [123] or non–conforming

meshes [70].

Nonlinear material behavior: Active power cycling induces extreme temperatures and

temperature gradients into the multilayer chip package over short periods of time. Under

such loading conditions, temperature and rate dependent material response is expected.

Therefore, material models capable of predicting this behavior are required. Evaluation

of the corresponding material properties at these high temperatures and high strain rates,

especially for specimens with dimensions at the micrometer level, is a complex task and a

field of ongoing research, see e.g. [108, 185].

Microstructural evolution: Device failure may be caused by local hot–spots occurring

due to small, microscopic flaws. The nucleation and formation of microscopic flaws is

strongly influenced by the microstructure of the material. The application of continuum

mechanics at these length scales reaches its limits and the effect of microstructural evolution

on the constitutive behavior may have a non–negligible influence. The nucleation and

growth of microscopic fatigue flaws or fatigue cracks is still a topic of ongoing research and

advanced methods of Fracture Mechanics or Continuum Damage Mechanics are required

for a proper analysis of these phenomena [141].

As stated above, multiple limits are reached when the lifetime of a whole power semicon-

ductor device should be predicted during operation. Simplifications and assumptions are

therefore necessary to obtain a computationally feasible model. The difficulty in setting up

a suitable model for the reliability assessment of a power semiconductor based on physical

quantities is to keep it as simple as possible, but not simpler. In achieving this, such a model

would not only be able to predict the device lifetime, but it would also help in the design

of new, more reliable products. Problematic locations could be readily detected during the

design process and would be eliminated before manufacture of the first prototype.
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1.2 Background

This work is one in a series of PhD theses focused on numerical simulation of power semi-

conductor devices related to the automotive industry, carried out in collaboration with the

Kompetenzzentrum Automobil– und Industrieelektronik GmbH, Villach (KAI).

Preceding simulation works are the thermo–elastic [121, 122] and the electro–thermal [58]

analysis of power electronic devices. Simulations of multiple chip packages, both electro–

thermal and thermo–elastic with non–conforming meshes, were conducted in [70].

In terms of numerical simulations related to material degradation, two preceding works have

been carried out in this framework. One work has been focused on fatigue damage of solder

joints, both experimentally and numerically [180]. The other work [123] has been a numer-

ical study on the degradation of the power metallization and provided the foundation for

the present thesis. In this previous thesis, fatigue damage indicators have been employed to

predict fatigue crack initiation inside the metallization layer. Locations most prone for the

emergence of fatigue cracks have been predicted and the initial crack growth directions have

been estimated. A cyclic delamination model based on fitting parameters has been imple-

mented accounting for progressing interface failure caused by thermo–mechanical loading.

Both techniques have been applied on a DMOSFET independently. A submodeling tech-

nique has been utilized, and the necessary geometric discretization could be reduced to the

size of one single DMOS cell.

1.3 Scope of the present work

The objective of the present work is to develop modeling strategies by means of advanced

methods within the framework of the FEM. The developed models should be capable of

predicting fatigue damage inside the metallization and at the interface between the metal-

lization and the silicon chip of a power semiconductor device subjected to massive electric

overload pulsing.

In Chapter 2, a literature review is provided. First, phenomenological continuum ap-

proaches, Fracture Mechanics concepts, and Continuum Damage Mechanics models are

reviewed and a unified notation and nomenclature is introduced. Second, empirical and
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physical lifetime models for power semiconductor devices are summarized and their advan-

tages and disadvantages are discussed.

Chapter 3 focuses on fatigue damage modeling in the bulk material. A modeling strategy

is developed which predicts fatigue damage initiation and propagation in the metallization

layer. Damage nucleation is addressed by critical plane methods considering multi–axial,

non–proportional loading. Total–life approaches are utilized to define a damage onset

criterion. Subsequent damage evolution is modeled by a Continuum Damage Mechanics

approach. The modeling strategy is applied on micrometer–sized cantilever beam tests

undergoing Low Cycle Fatigue.

Chapter 4 presents the development of a cyclic cohesive zone model based on physically in-

terpretable interface parameters. The developed model circumvents the need for parameter

fitting and is capable of predicting cyclic delamination under structural thermo–mechanical,

mixed–mode loading conditions. The proposed model is validated against experimental data

from delamination tests conducted under constant and variable amplitude loading.

In Chapter 5, a submodel of a generic DMOSFET is utilized to demonstrate the developed

fatigue damage modeling strategies. First, the two developed damage models are applied

separately and the resulting damage behavior is discussed. Second, a combined modeling

approach of both damage mechanisms, bulk fatigue and interface delamination, is presented,

and the differences in the damage characteristics between the combined and the independent

simulations are discussed.

Finally, Chapter 6 summarizes the proposed simulation methodologies and discusses their

possibilities for future applications in the robustness validation of power semiconductor

devices.
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Chapter 2

Literature Review

2.1 Fatigue, Fracture, and Damage Mechanics

2.1.1 General

Fatigue describes the changes in properties of metallic or nonmetallic materials caused by

repetitive application of stresses or strains leading to damage and failure of the material.

Fatigue failures occur in many different forms [220]:

• mechanical fatigue: caused by the application of cyclic stresses or strains.

• creep fatigue: a result of cyclic loads at elevated temperatures.

• thermo–mechanical fatigue: occurs when thermal loads are applied in a repetitive way

in addition to the fluctuations in mechanical loads.

• corrosion fatigue: observed when cyclic stresses or strains are applied in chemically

aggressive or embrittling environments.

• contact fatigue: summarizes rolling, sliding, and fretting fatigue which occurs due to

pulsating (frictional) contact between surfaces.

The above listed failure mechanisms usually take place under the influence of cyclic loads

whose peak values are considerably smaller than the ’safe loads’ predicted by the theory of

strength.
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The progression of fatigue damage in an engineering component can be broadly summarized

into the following stages [220]:

• sub– and microstructural changes which cause nucleation of permanent damage.

• creation of microscopic flaws (microcracks).

• growth and coalescence of microcracks to form ’dominant’ macrocracks.

• stable propagation of the dominant macrocrack.

• structural instability or complete failure.

These five stages are commonly condensed into a fatigue crack initiation and a fatigue crack

propagation stage. The development of fatigue life prediction models is strongly dependent

on the definition of these two stages. Dependent on the length scale of interest, material

scientists may define the formation of microscopic flaws along slip bands, grain boundaries,

or the roughening of fatigued surfaces as fatigue crack initiation. In contrast, practicing

engineers may take the resolution of their crack detecting equipment as the size definition for

an initial macrocrack susceptible to fatigue crack propagation. A clear demarcation between

these two stages is therefore difficult to define and mostly dependent on the user’s field of

interest [220]. From a practical point of view, fatigue crack initiation can be defined as

the nucleation of permanent damage, the formation, growth and coalescence of microscopic

flaws resulting in mesoscopic fracture, and the formation of an initial macrocrack. This

initial macrocrack defines the start of fatigue crack propagation. Any further fatigue crack

growth may result in structural instability or complete fracture. Note that fatigue crack

initiation differs from crack initiation in Fracture Mechanics, which will be discussed in

Section 2.1.4.

2.1.2 Material response

The assessment of mechanical fatigue requires the careful examination of the cyclic stress

and strain state inside the material. Ductile materials show different types of responses

caused by cyclic loads. The possible responses for a ductile material under stress controlled

loading are depicted in Fig. 2.1. The simplest one is a linear elastic behavior (a) obtained

for stress amplitudes below the yield stress.
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Increases in the stress amplitude lead to an elasto–plastic material response. Residual

stresses or cyclic hardening can lead to elastic shakedown (b), which describes the vanishing

of an initial elasto–plastic material response into a linear–elastic one.

A further increase in the stress amplitude may result in plastic shakedown, which is also

known as reversed plasticity (c). Such a behavior is characterized by steady plastic strain

amplitudes from cycle to cycle with no net accumulation of the plastic strain mean value.

A stabilized cycle is characterized by a constant plastic energy dissipation in consecutive

load cycles.

In contrast, ratcheting, also known as cyclic creep, is classified by a net accumulation of

directional plastic strain (d). No stabilized cycle is reached and the accumulated plastic

strain increases from cycle to cycle. Ratcheting accelerates the accumulation of damage

caused by an increase of the cyclic plastic strain in each cycle as a result of cyclic softening

and the raise of the mean strain. The treatment of this mechanism in fatigue analysis is still

part of ongoing discussions. In traditional fatigue approaches no distinction is made between

reversed cyclic plasticity and cyclic creep. In contrast, different studies have treated the

ratcheting effect explicitly within the fatigue model. Such models are most often applied

in sliding and rolling contact fatigue problems [116, 117, 198]. However, in [140] it has

been stated that a separate consideration of the ratcheting effect will be redundant for

fatigue loading with constant stress amplitudes and mean stresses since the mean stress

consideration covers the ratcheting effect in a well–posed fatigue model. But problems may

arise when the loading history is not uniform and the development of ratcheting strain is

affected by the prior loading history. The counterpart of cyclic creep in stress–controlled

loading is mean stress relaxation in strain–controlled loading. Here the mechanism results

in a progressive reduction of the mean stress and is therefore negligible in terms of damage

acceleration.



12 CHAPTER 2. LITERATURE REVIEW

elastic 

response

elastic 

shakedown

stabilized

cycle

ratcheting /

cyclic creep

plastic

shakedown

(a) (b) (c) (d)

Figure 2.1: Summary of different types of mechanical stress–strain responses for ductile
materials under cyclic loading.

2.1.3 Phenomenological Continuum Approaches

Classical approaches to fatigue design involve the characterization of the total fatigue life

to failure in terms of the cyclic stress range (stress–life curve, S–N) or the cyclic (plastic or

total) strain range (strain–life curves, ε–N) under uniaxial loads. The total fatigue life,

NF = NN +NP , (2.1)

is the sum of the number of cycles required to induce fatigue damage into a nominally

’defect-free’ material initiating a dominant fatigue flaw, NN, and the number of cycles

required to propagate this initial crack to final failure, NP. Since fatigue crack initiation

represents a major part of the total fatigue life in smooth specimens, the classical stress–

based and strain–based methods represent, in many cases, design against fatigue crack

initiation [220]. This assumption, NF ≈ NN, may result in good lifetime predictions under

High Cycle Fatigue (HCF) conditions, but has to be treated carefully under Low Cycle

Fatigue (LCF) conditions where the fatigue crack propagation stage contributes significantly

to the total fatigue life.
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Stress–Life Approach

The stress–life approach is employed in fatigue situations where the material deformation

is primarily elastic. Usually, high numbers of load cycles can be withstood under such con-

ditions and stress ranges are utilized to describe the fatigue life associated with HCF. S–N

curves can be obtained from a multitude of mechanical test methods, e.g. rotating bending

tests conducted on polished specimens. The total fatigue life obtained from these tests

signifies the number of cycles to initiate fatigue cracks in the specimen and, additionally,

the number of cycles to propagate the dominant fatigue crack to final failure as depicted

in Fig. 2.2. The S–N curve for final failure is commonly described by the Basquin equation

[18],
∆σ

2
= σ′f (2NF)b , (2.2)

relating the stress amplitude, σa = ∆σ/2, to the stress range, ∆σ, in a constant–amplitude

fatigue test to the number of load reversals to failure, 2NF. σ′f is the fatigue strength coef-

ficient and b is the fatigue strength exponent. The Basquin equation does not consider any

mean stress effects. Therefore, modifications of this relation have been proposed considering

the influence of a mean stress, σm, e.g., [159]

∆σ

2
=
(
σ′f − σm

)
(2NF)b . (2.3)

Certain types of materials, such as mild steels or other materials which harden by strain–

aging, under constant amplitude loading, exhibit a fatigue limit or endurance limit, σe

(or ∆σe) [220]. Below this stress range the specimen may be cycled indefinitely without

causing failure. Many high strength steels, aluminum alloys, or other materials which do

not strain–age–harden do not, generally, show such a limit. Sometimes an endurance limit

is still defined, for these materials, by the stress range safely supported by the specimen for

at least 107 load cycles [220].
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Figure 2.2: S–N curves indicating the fatigue crack initiation and fatigue crack propaga-
tion stages of the total fatigue life in a smooth specimen (modified from [220]).

Strain–Life Approach

The strain–life approach is utilized when considerable plastic deformation occurs during

cyclic loading. The fatigue life is therefore markedly shortened and strain based approaches

are associated with LCF. Herein, the well–known Coffin–Manson relation [53, 145],

∆εp

2
= ε′f (2NF)c , (2.4)

correlates the plastic strain range, ∆εp, to the number of load reversals to failure, 2NF.

ε′f is the fatigue ductility coefficient and c is the fatigue ductility exponent. This plastic

strain–life approach can be easily combined with the stress–life approach and provides a

convenient engineering expression for the characterization of the whole fatigue life,

∆ε

2
=
σ′f
E

(2NF)b + ε′f (2NF)c , (2.5)

where E is the Young’s modulus. The total strain–life approach is depicted in Fig. 2.3

indicating the transition life, NT, at which elastic and plastic strain amplitudes are equal.

Below the transition life the fatigue life of the material is dominated by ductility (LCF),

whereas above the transition life the fatigue life is dictated by the material strength (HCF).
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Figure 2.3: Relationship between the total strain amplitude and the number of cycles to
fatigue failure, obtained from superposition of the Basquin and Coffin–Manson
relations.

Damage accumulation

Cumulative damage rules are necessary to evaluate the lifetime of a structure under service

loading. In contrast to the constant amplitude loading scenarios for the determination of

material fatigue properties, structures are subjected to varying cyclic load amplitudes. One

of the simplest and most often used criteria to describe fatigue damage caused by different

blocks of constant amplitude loading is the Palmgren–Miner linear damage accumulation

rule [156, 175],

D =
m∑

i=1

ni
NFi

, (2.6)

where ni is the number of cycles in a load block i of constant stress amplitudes. m is the

sequence of load blocks and NFi describes the number of cycles to failure for the different

load blocks with different stress amplitudes and mean stresses obtained from the Basquin

equation. The simplicity of this rule and the requirement of no further parameters, in

particular, has lead to widespread use in industrial applications. However, numerous studies

have shown that the Palmgren–Miner rule can be highly inaccurate and may result in non–

conservative lifetime predictions [190].

Therefore, modifications and extensions of the Palmgren–Miner rule have been presented

and more complex damage accumulation rules have been developed. Comprehensive reviews

can be found in [42, 74]. One possible extension are the so–called double linear damage
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rules. They were first proposed in [86] where the damage process has been separated into

two stages. This approach can be formulated as [146]

NN = αNF (fatigue crack initiation), (2.7)

NP = (1− α)NF (fatigue crack propagation). (2.8)

In these formulae the coefficient α =
〈
1− PN−0.4

F

〉
, where P is a material parameter

describing the fatigue crack propagation stage. The Macaulay brackets, defined as

〈x〉 =





0, x < 0

x, x ≥ 0 ,

(2.9)

avoid a negative value of alpha. Fig. 2.4 illustrates the double linear damage rule plotted

in terms of the remaining load cycle ratio, n2/NF2 at a second stress level, σa2 against the

cycle ratio, n1/NF1 , applied at an initial stress level, σa1 . If the cycle ratio applied, n1/NF1 ,

is less than required to initiate a fatigue crack at this load level, then the remaining cyclic

life ratio n2/NF2 is along AB. Point B corresponds to the special case, where fatigue crack

initiation occurs only with n1 = NN1 , which is then followed in the propagation phase by

n2 = NP2 . Beyond NN1/NF1 the applied load cycle ratio, is more than required to initiate a

fatigue crack and the fatigue crack propagation stage is entered. This phase is represented

by the line BC. The remaining cyclic life ratio is then defined by line BC. The lines AB and

BC are linear which represents the assumed linear damage accumulation in the two stages

[147].

Multiaxial fatigue models

Components and structures in many practical applications undergo complex multiaxial

loading conditions leading to complex local stress–strain histories. In practice sometimes

one stress or strain component may be dominant and a uniaxial lifetime model may be

sufficient [189]. In applications where this is not the case, multiaxial fatigue models are

necessary to assess the lifetime. Such models can be categorized into stress, strain, and

energy based criteria. Additionally, criteria based on the critical plane methods have been
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Figure 2.4: Fatigue damage predicted by a double linear damage accumulation rule. The
damage accumulation of a two–stress–level fatigue test is illustrated (modified
from [147]).

shown to provide reasonable predictions of the fatigue life and fracture plane orientations.

A comprehensive review of more than thirty multiaxial failure criteria is provided in [118].

Two of the most commonly used multiaxial fatigue models based on the critical plane

method are the Fatemi–Socie (FS) [73] and the Smith–Watson–Topper (SWT) [215] pa-

rameters. The first is utilized for the prediction of fatigue damage in ductile materials

that predominantly fail by the nucleation and growth of shear microcracks, as depicted in

Fig. 2.5(a). The latter is suitable for high–strength materials where failure is governed by

the nucleation and growth of tensile cracks, indicated in Fig. 2.5(b). Multi–axial fatigue

criteria can be utilized to determine not only the total fatigue life characterized by NF but

also the part of the fatigue life contributing to fatigue crack initiation. Different definitions

for fatigue crack initiation, characterized by NN, are utilized, e.g. the first observation of

a surface crack of a certain length [217] or the definition of a certain load drop occurring

during cycling [73]. Hence, different test procedures are often not easily comparable.

Under proportional loading, where the axis of the principal stresses and strains do not

rotate during a load cycle, the orientation of the critical plane can easily be identified and
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(a) (b)

Figure 2.5: Fatigue crack initiation caused by the normal stress, σmax
n , and (a) the cyclic

shear strains (∆γmax), predicted by the FS–criterion, and (b) the cyclic tensile
strains (∆ε1), predicted by the SWT–criterion.

is defined by either the maximum shear or maximum principal strain amplitude. The FS

damage model is given as [216]

∆γmax

2

(
1 + κ

σmax
n

σY

)
=
τ ′f
G

(2NN)bγ + γ′f (2NN)cγ , (2.10)

where ∆γmax/2 is the maximum shear strain amplitude and σmax
n is the maximum normal

stress acting on the plane of ∆γmax/2. The material properties on the left–hand side of the

equation are the yield stress, σY, and the material property, κ, describing the sensitivity of

crack formation to the normal stress. On the right–hand side, G is the shear modulus. The

fatigue life properties are summarized in Table 2.1. The SWT damage model considers the

plane with the maximum normal strain amplitude, ∆ε1/2, as the most critical one and is

given as [216]

σmax
n

∆ε1

2
=

(σ′f)
2

E
(2NN)2b + σ′fε

′
f (2NN)b+c , (2.11)

where E is the Young’s modulus. The right–hand side fatigue properties are stated in

Table 2.1.

Under non–proportional loading the axis of the principal stresses and strains may rotate

during a load cycle. Hence, the orientation of the critical plane is also varying with time

and loading path. Identification of the critical plane is therefore more complicated and

various approaches have been suggested. Following [15], the critical plane is defined as the
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Table 2.1: Material fatigue parameters obtained from fatigue tests [216].

Axial Shear

Fatigue strength coefficient σ′f τ ′f ≈ σ′f/
√

3

Fatigue strength exponent b bγ ≈ b
Fatigue ductility coefficient ε′f γ′f ≈

√
3ε′f

Fatigue ductility exponent c cγ ≈ c

plane experiencing the maximum value of the damage parameter during a load cycle. This

way, the FS model reads

{
∆γ

2

(
1 + κ

σmax
n

σY

)}

max

=
τ ′f
G

(2NN)bγ + γ′f (2NN)cγ (2.12)

and the SWT parameter follows as

{
σmax
n

∆ε

2

}

max

=
(σ′f)

2

E
(2NN)2b + σ′fε

′
f (2NN)b+c . (2.13)

A detailed review and discussion on the predicted critical planes of these two models is

provided in [123].

2.1.4 Fracture Mechanics

In contrast to the classical approaches to fatigue design, in Fracture Mechanics [85, 126, 127]

every engineering component and every real material is assumed to be inherently flawed, i.e.

initial cracks, pores, inhomogeneities, delaminations, or similar are present. This principal

is based on the consideration that the size of a preexisting flaw is generally determined

from nondestructive detection techniques, which have physical resolution limits. Hence, a

material cannot be assumed to be flawless when small defects below the resolution limit

are not detectable [127]. Consequently, in Fracture Mechanics, the existence of defects is

explicitly assumed and modeled as a crack of a certain size. The exploitable fatigue life is

then defined as the number of load cycles to propagate this (existing or assumed) initial

crack to some critical length.
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The prediction of the fatigue crack propagation involves empirical fatigue crack growth laws

[220]. These laws utilize Fracture Mechanics parameters originally developed for quasi–

static crack growth in linear–elastic or elasto–plastic materials. Hence, a short review on

these methods is provided before fatigue crack propagation is covered.

Linear–Elastic Fracture Mechanics

From a macroscopic point of view, Fracture Mechanics describes the behavior of cracks in

bodies in terms of continuum mechanics. In the initial state a crack has a specific size and

shape. As long as the crack does not change, it is regarded as a static or stationary crack.

The moment at which crack propagation starts, caused by critical loading, is called crack

initiation. The crack size then increases and the crack enters an unsteady state. The follow-

ing crack propagation can be either unstable if the crack keeps growing without any further

increase of the external loading or stable, if an additional increase in the external loading

is necessary for further crack growth. Linear–Elastic Fracture Mechanics (LEFM) analyzes

crack problems in linear–elastic bodies, whose deformation behavior follows the generalized

Hooke’s law. Except for very brittle materials, physical or geometrical nonlinearities occur

in almost all structures, particularly at notches or crack tips. The region around the crack

tip is the so–called fracture process zone (FPZ). The complex microscopic fracture process

inside the FPZ cannot be described by classical continuum mechanics. Hence, in LEFM the

nonlinear effects occurring inside this FPZ have to be small and negligible from a macro-

scopic point of view. Such a small, localized FPZ around the crack tip is found especially

in brittle materials, which provide the typical application field for LEFM [85, 127].

The fracture process in LEFM is either described by stress based or energy based ap-

proaches. In isotropic linear–elastic materials the asymptotic near field solution around the

crack tip is always of the same mathematical form. The severity of this crack tip field is en-

tirely determined by the stress intensity factors (SIF), KM , where the index M = {I, II, III}
denotes the crack opening mode. The magnitudes of these three SIFs are determined by

the solution of the boundary value problem given by a body containing a sharp crack. The

SIFs are dependent on the geometry of the body, the size and position of the crack, as well

as the loading and boundary conditions. Furthermore, the SIFs characterize the ’loading
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state’ in a finite region around the crack tip [127]. Therefore, the SIFs provide an excellent

basis for the formulation of fracture criteria,

KI = KIc , KII = KIIc , and KIII = KIIIc , (2.14)

where KMc are the fracture toughness values representing the material resistance against

crack initiation for the different opening modes.

Another possibility for the formulation of a fracture initiation criterion is the consideration

of the energy balance of a body during crack propagation. This approach results in the

definition of the energy release rate,

G = −dΠ

dA
, (2.15)

where −dΠ describes the available amount of potential energy supplied by external loads

and the elastically stored strain energy for crack propagation corresponding to the increase

of the area dA. The minus sign indicates the decrease of the potential energy and, therefore,

the energy dissipation during crack propagation. Based on this consideration the energetic

fracture criterion,

G = Gc , (2.16)

states that a certain fracture energy, Gc, the critical energy release rate (a material prop-

erty), is required to obtain material separation and formation of new crack surfaces. In

the theory of linear elasticity the stress intensity factor concept by Irwin and the energy

criterion by Griffith are equivalent and can be converted into each other. In the case of

isotropic materials, the relation follows as [127]

G = GI + GII + GIII =
1

E′
(
K2

I +K2
II

)
+

1 + ν

E
K2

III . (2.17)

Herein, E′ = E for plane stress, or E′ = E/(1−ν2) for plane strain, where E is the Young’s

modulus and ν the Poisson’s ratio.
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The J–Integral is an additional parameter based on energy considerations. In LEFM the J–

Integral [193] is equivalent to the energy release rate, J = G, but has outstanding importance

in the analysis of fracture mechanics problems with elasto–plastic material behavior.

Consider a homogeneous, elastic (either linear or nonlinear) body containing a crack with

the strain energy density U , zero body forces and, for simplicity, infinitesimal strains. Then

the J–Integral is obtained as [127]

J =

∫

C

(
Udx3 − Ti

∂ui
∂x1

ds

)
, (2.18)

where C defines the contour of an arbitrary chosen domain, Ω, with the outward normal

vector, n, surrounding the crack tip as depicted in Fig. 2.6. Ti = σijnj are the tractions

acting on C and ∂ui/∂x1 denotes the derivatives of the displacement field, ui, with respect

to the coordinate x1.

The mode decomposed J–Integrals for the crack opening modes M are defined as [197]

JM = lim
ρ→0

∫

C

(
UMdx3 − σMij nj

∂uMi
∂x1

ds

)
, (2.19)

where C is a contour of vanishing radius ρ. σMij and uMi are the decomposed stresses and

displacements, respectively, of mode M . The strain energy is given as UM =
∫ ε

0 σ
M
ij d(εMij ).

The mode decoupled stresses and strains can be found in [197]. The mode decomposition

of the J–Integral can be useful for the analysis of interface cracks where the crack path

Figure 2.6: Crack coordinate system, x1–x2–x3, and contour, C, for the J–Integral eval-
uation.
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is a priori known. The analysis of general three–dimensional (3D) crack configurations

undergoing mixed–mode loading is still a topic of ongoing research and not covered in this

review, for details see [157, 212].

For elastic bodies, the J–Integral is path–independent for stress–free and straight crack

faces. If the crack surfaces are loaded or curved, J is, in general, path–dependent. Under

such circumstances, a ’path–independent’ characterization of J is still possible if a contour

of vanishing radius, ρ, is chosen.

Elasto–Plastic Fracture Mechanics

The loading of components made up of an elasto–plastic material containing a crack intro-

duces stress concentrations at the crack tip. Consequently, yielding and plastic deformation

occur. An increase in the loading leads to an expansion of the plastic zone and violates the

LEFM assumption of a small and negligible area of nonlinear effects. The previously men-

tioned concepts are therefore not applicable and different parameters are necessary to char-

acterize the crack tip state in Elasto–Plastic Fracture Mechanics (EPFM). The most often

used parameters are the J–Integral and the crack tip opening displacement (CTOD) [85].

In EPFM the magnitude of J identifies the intensity of the crack tip field in a hardening

elastic–plastic material within the plastic zone around the crack tip. All stresses, strains

and displacements are specified by the Hutchinson, Rice, and Rosengren solution (HRR)

[106, 107, 194] and are proportional to J . Consequently, the J–Integral in the context of

EPFM is comparable to the stress intensity factors utilized in LEFM.

The J–Integral concept in EPFM is based on the deformation theory of plasticity. The

plastic deformation theory is incapable of capturing phenomena such as large strains, local

unloading, or physical cracking mechanisms. Any redistribution of the stress state or simply

unloading leads to a loss of the path independence and uniqueness of J . Therefore, the

application of J in EPFM has to be restricted to stationary cracks under monotonically

increasing, proportional loading [127].

In contrast, the CTOD, ∆t, is a measure of the displacement state of the crack tip and

is motivated by experimental observations [36, 233]. In ductile materials the crack tip

undergoes plastic deformations during loading, resulting in wide stretching and blunting of
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45°

Figure 2.7: Definition of the crack tip opening displacement, ∆t.

the originally sharp crack tip as depicted in Fig. 2.7. Based on ∆t an elasto–plastic fracture

criterion can be defined as

∆t = ∆c , (2.20)

where ∆c describes the material specific limit against crack initiation.

Considerations in EPFM are often limited to simple rate–independent material models

based on the deformation theory of plasticity. Even in these limited cases, analytic solutions

are only found for certain specific configurations. Therefore, either numerical simulation

tools, such as the FEM, or simplified modeling strategies are commonly used to describe

crack initiation and growth in elasto–plastic materials. One of the simplest models is the

Dugdale model [64], which is based on the observation of a strip–like plastic zone in front

of the crack tip under Mode I loading, as depicted in Fig. 2.8. Herein, the plastic zone is

modeled by a fictitious crack of length d whose crack surfaces are subjected to the yield

stress, σY. Thus, the elasto–plastic model is reduced to a purely elastic one. The opening

of the fictitious crack at the end of the plastic zone is equal to ∆t, enabling the application

of the fracture criterion defined in Eq. (2.20).

Advanced versions of the Dugdale model are provided by Cohesive Zone Models (CZM),

capable of modeling fracture in a variety of materials. This concept has been first introduced

in [16], where the material failure process during fracture is assumed to take place in

a limited region in front of the crack tip, the so–called cohesive zone. Damage primarily

occurs inside the cohesive zone and the rest of the body obeys the common constitutive law.

The complex damage process inside the cohesive zone is substituted by a CZM of vanishing

thickness, which describes the interaction of the crack surfaces by a traction–separation
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plastic zone

(a) (b)

Figure 2.8: Dugdale model for a strip–like plastic zone. (a) physical plastic zone in front
of crack tip, (b) modeling approach employing a fictitious crack of length d
subjected to the yield stress, σY.

law. A schematic representation of the cohesive zone in front of the crack tip is depicted

in Fig. 2.9(a). A traction–separation law T (∆), where T denotes the traction and ∆ the

separation, is sketched in Fig. 2.9(b). The law describes the local constitutive behavior.

The cohesive strength of the material is given by T o, and complete material separation is

indicated by the critical decohesion, ∆c. Integration of the traction–separation law leads,

by definition, to the critical energy release rate,

Gc =

∆c∫

0

T (∆) d∆ . (2.21)

Crack initiation and growth is obtained when the provided energy release rate of the system,

G, equals the critical energy release rate, Gc, of the material, Eq. (2.16). The energy release

(a) (b)

crack tip

Figure 2.9: Cohesive Zone modeling approach. (a) cohesive zone in front of the crack tip,
subjected to the cohesive traction T (∆), (b) physical traction–separation law.
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rate can be obtained by calculating the J–Integral directly along the boundary of the

cohesive zone. The integration path, C, along the boundary of the cohesive zone is depicted

in Fig. 2.9(a). The choice of the integration path leads to a vanishing of the first term in

Eq. (2.18),
∫
U dx3 = 0. Additionally, only pure Mode I loading is assumed in the following

consideration. Hence, no shear deformation occurs and only the cohesive traction normal to

the crack plane, T3 = T (∆), must be considered. The opening displacement of the upper,

u+
3 , and lower, u−3 , crack faces can be substituted by the separation, ∆ = u+

3 − u−3 , where

u+
3 = −u−3 . This way, the J–Integral is obtained as [193]

J =

∫

C

(
−T3

∂u3

∂x1

)
ds = −

lcz∫

0

T (∆)
d∆

dx1
dx1 =

∆t∫

0

T (∆) d∆ , (2.22)

where lcz defines the length of the cohesive zone. For steady–state crack growth with a

fully developed cohesive zone, the crack tip separation equals the decohesion separation.

Hence, for crack extension ∆t = ∆c in Eq. (2.22) and in accordance with Eq. (2.21) the

J–integral equals the critical energy release rate, J = Gc. This equivalence holds true as

long as the assumptions for LEFM are fulfilled. In EPFM, the critical separation energy can

be approximated by the physical initiation value, i.e. Gc ≈ Ji, provided that the J–integral

is sufficiently path independent [127].

CZMs can be easily implemented into the Finite Element Method. In the pioneering work

described in [99] the CZM has been implemented directly through corresponding forces at

the relevant nodes for crack propagation. A more commonly used approach is based on

special–purpose interface elements which follow the required traction–separation law but

do not have any other constitutive properties. These elements are meshed between the

boundaries of continuum elements, which means that the crack path has to be a priori

known. Hence, CZMs are often used to describe interface cracks in bi–material compounds

or delaminations in laminated composites where the crack paths are constrained to occur

between the individual plies [88].
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Fatigue Crack Growth

Cracks experiencing cyclic loading may propagate although the fracture parameter char-

acterizing crack initiation is far below the static fracture toughness. This phenomenon of

sub–critical cyclic crack growth is called fatigue crack growth. During fatigue nucleation

small cracks may be formed which are strongly influenced by the surrounding microstruc-

ture and advanced methods in terms of Fracture Mechanics are necessary to assess them

[141, 239]. Application of the previously listed Fracture Mechanics methods requires an

initial macroscopic crack with a length of approximately 10 times the grain diameter [127].

Only then, the assumptions of the classical Fracture Mechanics theory will be valid.

In Fracture Mechanics, fatigue crack growth is characterized by the fatigue crack propa-

gation rate, da/dN , where a is the crack length and N the number of load cycles. If the

requirements for LEFM are fulfilled, i.e. a negligibly small plastic zone at the crack tip,

the fatigue crack growth rate can be described by the stress intensity factor concept in the

form of a cyclic stress intensity factor,

∆K = Kmax −Kmin , (2.23)

where Kmax and Kmin are the stress intensity factors for the maximum and minimum

loading, respectively, during a load cycle. Depicting the experimentally obtained fatigue

crack growth rate as a function of the cyclic stress intensity factor in a double logarithmic

plot yields in Fig. 2.10. The plotted curve is divided into regions I, II and III. In Region

I the lower limit of the curve is identified by the threshold ∆Kth. Below this value, no

fatigue crack propagation is detected. This region is influenced by microstructural effects

whereas in Region II the influence of the loading dominates. Region II is described by the

well–known Paris law [177],
da

dN
= C(∆K)m , (2.24)

where the exponent, m, and coefficient, C, are dependent on the material, temperature,

mean stress, and environment. The upper end of the plotted curve, Region III, marks the

transition to quasi–static crack growth, indicated by ∆Kc.



28 CHAPTER 2. LITERATURE REVIEW

Region I

(Threshold)

Region II

(Paris Law)

Region III

(Fracture)

1

m

Cyclic stress intensity factor, 

C
ra

ck
 g

ro
w

th
 r

a
te

, 

Figure 2.10: Crack growth rate, da/dN , as a function of the cyclic stress intensity fac-
tor, ∆K.

Another approach for EPFM, analogous to the Paris law, utilizes the CTOD to characterize

fatigue crack growth [62]. Herein, a cyclic CTOD parameter, ∆∆t = ∆max
t −∆min

t , is related

to the fatigue crack growth rate,

da

dN
= Ct(∆∆t)

mt , (2.25)

with the material constants Ct and mt. A large number of further fatigue crack growth

laws are available and some of them are summarized in [168].

In engineering components, loads of constant amplitudes are rarely found. Structures and

components undergo more complex time–varying loading conditions. In contrast to constant

amplitude loading, fatigue crack propagation at variable amplitude loading depends not

only on ∆K and the load ratio, R = σmin/σmax, but is also determined by the whole

loading history. This so–called sequence effect can lead to both (i) accelerated and (ii)

decelerated fatigue crack growth and influences the component’s lifetime. Three different

loading situations are presented in Fig. 2.11 and the resulting fatigue crack growth rate is

depicted. Different models have been formulated to account for this sequence effect. These

models range from simple accumulation rules towards more advanced concepts, e.g. strip

yield models [167]. All of these models require a detailed knowledge of the whole service

load history to obtain an accurate lifetime estimation.



2.1. FATIGUE, FRACTURE, AND DAMAGE MECHANICS 29

(a) (b) (c)

Figure 2.11: Illustration of the sequence effect depicted for (a) a singe overload cycle, (b)
a low–high block sequence, and (c) a high–low block sequence [127].

2.1.5 Continuum Damage Mechanics

Continuum Damage Mechanics (CDM) describes the damage and fracture process from a

continuum mechanics point of view. A real material is assumed to possess small contin-

uously distributed defects, i.e. microcracks, microvoids, or microscopic cavities. During

deformation these micro–defects can form, grow, and coalesce to influence the macroscopic

material properties. This process is called damage and leads, in its final stage, to com-

plete material separation. Material damage can be classified into brittle, ductile, creep,

and fatigue damage [161]. The dominating mechanism for brittle damage is nucleation

and growth of microcracks. In contrast, ductile and creep damage are dominated by the

formation, growth, and coalescence of voids. During fatigue damage, microplastic cyclic

deformations lead to the nucleation of microcracks, which start to propagate and coalesce

[85].

To model microscopic discontinuities in materials by means of continuum mechanics, a ho-

mogenization of the microstructure is necessary. The obtained macroscopic stresses and

strains are therefore averaged over some Reference Volume Element (RVE). The homoge-
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nized material behavior is described by constitutive laws utilizing damage variables. The

damage progression is characterized by damage evolution laws. This way, CDM provides a

local description of the deformation and damage state of the material points inside a struc-

ture. The constitutive laws in combination with the evolution laws allow for the prediction

of the whole damage process, from a pristine material to local material failure (compara-

ble to an initial macrocrack). Thus, CDM established a link between classical continuum

mechanics and fracture mechanics.

The development of micro–defects reduces the stiffness of the material during loading. One

way to characterize the damage state is by using the degradation in the elastic modulus

[43, 135]. The corresponding damage variable is obtained as

D = 1− E(D)

E0
, (2.26)

where E0 denotes the Young’s modulus in the initial undamaged state and E(D) in the

damaged state. Modeling of the damage state by means of the Young’s modulus can be

utilized for the formulation of both elasto–damage and elasto–plasto–damage constitutive

laws, as depicted in Fig. 2.12.

In the case of randomly distributed micro–defects, the damage state is usually taken as

isotropic. Therefore, the application of one scalar damage variable is suitable. If the micro–

defects have an oriented geometry, e.g. aligned micro–cracks or a non–uniform distribution,

(a) (b)

Figure 2.12: Damage evolution for (a) an elasto–damage and (b) an elasto–plasto–damage
material behavior (modified from [85]).
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the assumption of isotropic damage may not be accurate enough. Hence, more complex

theories capturing anisotropic 3D damage have been developed [160] .

Fatigue Damage

Following [160], fatigue damage in the framework of CDM distinguishes between HCF and

LCF. In HCF, so–called two–scale damage models are utilized. Plastic strains occurring

under HCF are very small and the elastic–plastic–damage theory cannot be applied directly.

Hence, in [134] a microscopic volume element inside an RVE has been postulated in which

the development of elastic–plastic damage is allowed. Based on this assumption, a damage

evolution law is derived and a damage onset criterion is defined. Thus, resulting in the

prediction of the number of cycles to fatigue crack initiation,

NN = ND +NR , (2.27)

which is the sum of the number of cycles for microcrack nucleation, ND, and the number of

cycles for microcrack growth causing mesoscopic fracture, NR. Furthermore, the elaborated

two–scale damage model [137–139] is capable of assessing variable amplitude loading and

predicts a cumulative damage behavior that is comparable to the double linear damage rule

depicted in Fig. 2.4.

In contrast to HCF in CDM, LCF is caused by the accumulation of plastic damage and, as

such, the elastic–plastic–damage theory [133] can be directly applied. The damage evolution

follows as [63, 160],

Ḋ =
σ2

EQRv

2ES(1−D)2
ṗ H(p− pN) , (2.28)

where σEQ is the von Mises equivalent stress, p is the accumulated plastic strain, and pN is

the corresponding threshold value indicating damage onset. E and S represent the material

properties and H( ) denotes the Heaviside function. Rv is the stress triaxiality function,

Rv =
2

3
(1 + ν) + 3 (1− 2ν)

(
σH

σEQ

)2

, (2.29)

where ν is the Poisson ratio and σH the hydrostatic stress.
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Numerical methods are typically utilized to properly describe the elasto–plastic material

response under multiaxial cyclic loading and to integrate the damage evolution law in

Eq. (2.28). To obtain an analytic solution a simple uniaxial tension–compression load

history is assumed, where σEQ = σ, ṗ = |ε̇p|, and Rv = 1. Then the number of cycles

correlated to microcrack nucleation is described as

ND =
pN

2∆εp
, (2.30)

where ∆εp is the plastic strain range. The threshold value, pN, can be defined as the total

plastic work supplied to the material during loading subtracted from the energy dissipated

in the form of heat during deformation, see [160]. The number of cycles to mesoscopic

fracture,

NR =
4ESDc

K2
(∆εp)−(M+2)/M , (2.31)

is obtained by postulating a cyclic stress–strain relation, ∆εp = [∆σ/(K(1−D))]M and

integrating Eq. (2.28). Herein, E denotes the Young’s modulus, K, M , and S are material

constants, and Dc is the critical damage value indicating material failure. In the particular

case of pN = 0 the number of cycles for microcrack nucleation becomes ND = 0 and the

number of load cycles to fatigue crack initiation simplifies to NN = NR. In this case

Eq. (2.31) represents a power relation between ∆εp and NN and is equivalent to the Coffin–

Manson law, Eq. (2.4).

2.1.6 Comments on thermo–mechanical fatigue

Thermo–mechanical fatigue (TMF) is caused by a cyclic variation of the thermal and me-

chanical stress and strain fields. In TMF, mechanical fatigue, creep fatigue, and corrosion

fatigue mechanisms may interact or compete with each other resulting in material damage.

The complexity of TMF has resulted in a variety of models trying to describe these mech-

anisms. Reviews on models considering interactions of these damage mechanisms can be

found in [77, 78, 243]. In [79], a classification of different TMF approaches is provided. The

lifetime models are characterized into three classes, (i) phenomenological models relying on

mechanical quantities only, without explicit consideration of the different damage mech-

anisms, (ii) damage accumulation models explicitly accounting for the different damage
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mechanisms, and (iii) fracture mechanics based crack growth models utilizing the inelastic

strain at the crack tip.

TMF shows similarities to LCF, mostly due to the (high) plastic strains occurring during

cyclic loading. This leads to the application of lifetime models developed for LCF under

TMF conditions. These models rely on mechanical quantities only and do not explicitly

consider environmental or creep effects. Such models take the influence of the temperature

indirectly into account by means of temperature dependent material parameters. Therefore,

strain or energy based approaches such as the total strain–life, the FS, or SWT models are

commonly used to approximate the fatigue life under TMF conditions. Major advantages of

these models are their simplicity and their limited number of required material parameters.

In contrast, damage accumulation models treat the effects of fatigue, oxidation, and creep

separately and propose a cumulative damage rule enabling lifetime estimations. Approaches

of this category are the strain range partitioning [87], the Neu–Sehitoglu [165, 166], and

the Lemaitre–Chaboche [136] TMF damage models. Drawbacks of these models include

their complexity, the high number of required material parameters and the requirement for

substantial computational power.

The experimentally motivated fracture mechanics approaches focus on the crack tip de-

formation. Lifetime predictions are carried out by defining crack growth laws, which may

also account for crack closure effects as proposed in [196, 211]. Such concepts are mostly

suitable for brittle materials [79].

In conclusion, a well–accepted framework for the prediction of TMF does not exist yet and

the choice of the lifetime model is often related to the available experimental data, the

application, and the loading conditions [79]. Hence, the above–mentioned models, even the

most complex ones, have no general validity and their application is limited by a number

of restrictions. One simple and promising parameter for the formulation of a TMF lifetime

model is the (inelastic) strain energy. In [102], LCF and TMF tests of stainless steel have

been conducted and compared to a multiaxial energy–based damage model showing good

results in the predictive capability of the parameter. In [234], the Neu–Sehitoglu model

has been compared to an energy criterion on TMF tests of an aluminum alloy. The Neu–

Sehitoglu model showed good agreement with the experimental data, but also required
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a large set of input parameters. The energy criterion, with a much smaller set of input

parameters, yielded a lifetime prediction just as reasonable as the Neu–Sehitoglu model.

In [79], the plastic strain energy per cycle has been utilized and conditioned by parameters

accounting for high temperature damage and mean stress effects. The model has been

compared to classical approaches, i.e. Coffin–Manson, total strain–life, SWT, and the

plastic dissipated energy, and has shown good predictive capabilities.

2.2 Lifetime Models for Power Semiconductors

Empirical Lifetime Models

In the following, a short summary of Empirical Lifetime Models (ELMs) employed for

power semiconductors is provided. These approaches utilize parameters such as the junction

temperature range, mean temperature, frequency, and wire bond current to estimate the

device lifetime.

The simplest model builds upon a Coffin–Manson like law and utilizes the junction tem-

perature range, ∆Tj, for the estimation of the number of load cycles to failure,

NF = α(∆Tj)
−n . (2.32)

Herein, α and n are fitting parameters obtained from experiments.

The Coffin–Manson–Arrhenius [94, 95] model is obtained by including an additional mean

temperature value, Tm, and is given as

NF = α(∆Tj)
−n exp

(
Ea

kTm

)
, (2.33)

where k is the Boltzmann constant and Ea is an activation energy parameter also obtained

by experiments.

The Norris–Landzberg [170] model additionally considers the frequency, f , of the tempera-

ture cycles and is given as

NF = A fn2 (∆Tj)
−n1 exp

(
Ea

kTm

)
, (2.34)
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where n1, n2, and A need to be determined experimentally.

The Bayerer [19] model,

NF = K (∆Tj)
β1 exp

(
β2

Tj max + 273K

)
tβ3on I

β4 V β5 Dβ6 , (2.35)

utilizes a large set of parameters, where Tj max is the maximum junction temperature, ton

is the heating time, I is the applied DC current, D is the diameter of the bond wires, and

V is the blocking voltage. Finally, K and βi are constants extracted from large data sets

of reliability experiments.

Further models are available and can be found in [38, 49]. The development of more

advanced models including a larger set of input parameters may result in better lifetime

predictions under very specific conditions. However, the main drawback of this model type,

in not considering the actual physical failure mechanisms, still remains.

Physical Lifetime Models

In contrast to ELMs, Physical Lifetime Models (PLMs) aim to consider the actual physical

failure mechanisms. Hence, PLMs are gaining more prevalence in the lifetime modeling of

power semiconductor devices [230]. PLMs require the knowledge of the stress and strain

fields inside the device. Electro–thermal and thermo–mechanical simulations of at least

one stabilized load cycle are necessary to obtain these quantities. In a post–processing

step, established models such as the Coffin–Manson law, Eq. (2.4), the total strain–life

curve, Eq. (2.5), critical plane methods, Eqs. (2.10 and 2.11), or energy–based models are

employed for the lifetime prediction. Reviews on these models, most often applied to solder

joint or wire–bond fatigue, can be found in [132, 195]. Models for creep fatigue interactions

are reviewed in [238]. A well–known model which considers both the fatigue crack initiation

stage and the fatigue crack propagation stage has been proposed in [56]. Both stages are

described by energy approaches as

NN = K1∆wK2 (fatigue crack initiation), (2.36)

da

dN
= K3∆wK4 (fatigue crack propagation), (2.37)
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where NN is the number of load cycles for fatigue crack initiation, da/dN is the fatigue

crack propagation rate and ∆w is the inelastic strain energy density dissipated in one

cycle. Ki are the model constants obtained by parameter calibration between numerical

results and experimental data. This model is extensively used for the analysis of solder

joint fatigue and has been implemented in the commercial FEM software Abaqus V6(2016)

(Dassault Systemes Simulia Corp., Providence, RI, USA), where a CDM extension allows

for progressive damage modeling.
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Chapter 3

Fatigue Damage Modeling in the

Bulk Material

A Continuum Damage Mechanics formulation is derived focusing on material degradation

caused by thermo–mechanical fatigue conditions in micrometer–sized structures. Stage I

microcrack nucleation is considered to have an essential influence on the material degrada-

tion. The Fatemi–Socie critical plane method is utilized for the prediction of microcrack

nucleation. Damage evolution is obtained from an empirical energy criterion based on

the inelastic strain energy density. The orientation of the microcracks aligned with the

predicted critical plane is employed to model anisotropic damage. Therefore, a second–

order damage tensor, whose principal axes are aligned with the critical plane orientation is

utilized. This way, an orthotropic progressive loss of material integrity is obtained. In com-

bination with the Finite Element Method, the formulation enables not only the modeling of

local material failure, but also the simulation of structural deterioration. The approach is

implemented in Ansys APDL v16.2 (ANSYS Inc., Canonsburg, PA, USA) and exemplified

on micrometer–sized cantilever beams under Low Cycle Fatigue loading conditions.
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3.1 Introduction

Power semiconductor devices have to withstand a large number of high current and high

power density pulses. These loading conditions introduce very high temperatures and tem-

perature gradients into the multilayer structure of a power semiconductor device [163].

The mismatch between the coefficients of thermal expansion of the different materials in

combination with the temperature swings leads to cyclic mechanical stresses and strains,

and, therefore, to a thermo–mechanical fatigue (TMF) problem. The repetitive application

of operational as well as overload pulses, caused by error conditions, results in material

degradation [150, 164, 203] and the deterioration of electrical and thermal properties [204].

Further operation of the device may result in overheating and destruction of the power

semiconductor [60, 184]. The assessment of sustainable load cycles is, therefore, of great

importance in the design and testing of power semiconductor devices.

This chapter focuses on the modeling and simulation of fatigue damage inside the metal-

lization layer of a power semiconductor. The metallization layer is usually made up of a

ductile material, such as Aluminum (Al) or, in newer technologies, Copper (Cu), and has

a thickness of a few micrometers. During overload pulsing of the device, microscopic flaws

may nucleate in the metallization and result in the formation and propagation of fatigue

cracks [163, 164] which impede the heat flow and may lead to local overheating and pos-

sible destruction of the device. Hence, the proper assessment of the whole device lifetime

includes the prediction of fatigue crack initiation and fatigue crack propagation.

First described in [35], fatigue crack evolution is now commonly accepted to occur in two

stages [41]. In stage I, fatigue cracks nucleate along planes of maximum shear. Followed

by stage II fatigue crack propagation along planes of maximum tensile loading. Hence, the

assessment of microcrack nucleation requires a criterion which takes the planes of max-

imum shear into account. Therefore, different phenomenological criteria are available in

the literature. These criteria can be divided into stress–based, strain–based, and energy–

based formulations [118]. Stress–based criteria are typically used in High Cycle Fatigue

(HCF), whereas strain based criteria are employed in Low Cycle Fatigue (LCF) problems.

Energy–based criteria can be found in both HCF and LCF regimes. For multiaxial loading

conditions critical plane methods are the most often recommended criteria providing high
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accuracy in the fatigue assessment of engineering components [221]. Two of the most often

utilized critical plane methods are the Fatemi–Socie model (FS) [73] for the nucleation and

growth of shear microcracks and the Smith–Watson–Topper model (SWT) [215] for the nu-

cleation and growth of tensile cracks [216]. These models have shown to provide accurate

predictions about the orientation of emerging (micro)cracks as well as reasonable lifetime

predictions.

In contrast to purely phenomenological criteria also Continuum Damage Mechanics (CDM)

approaches have been applied successfully to model fatigue crack initiation [5, 28, 137, 160].

These models often originate from fundamental thermodynamics and describe damage as

the progressive loss of material integrity. Therefore, CDM models enable not only a lifetime

prediction, but also the modeling of material degradation and, consequently, structural de-

terioration. The progressive loss of material integrity is described by damage evolution

laws, which are typically based on phenomenological approaches. Some of these formula-

tions utilize only mathematical formulations which do not provide a better insight into the

physical phenomenon, and may be even incompatible with the well–proven critical plane

methods [154].

In the present work, a CDM approach is formulated based on phenomenological criteria

utilizing physical quantities for the description of fatigue crack initiation. The approach is

sketched in Fig. 3.1. The FS critical plane method is employed to act as a damage onset

criterion to describe microcrack nucleation on planes of maximum shear loading (stage I

fatigue crack growth). This way, not only the lifetime fraction for microcrack nucleation is

determined but also the orientation of the emerging microcracks is predicted. Continuous

loading leads to an accumulation and coalesce of microcracks and, consequently, to a loss

of material integrity. Depending on the loading conditions and the material response,

the emerging microcracks can be aligned in a certain direction resulting in an anisotropic

damage behavior. Therefore, a damage modeling formulation accounting for an anisotropic

loss of material integrity is employed in the model. The thermal influence on fatigue is

indirectly taken into account by temperature dependent constitutive laws, the coefficients

of thermal expansion (CTE), and the simulation of temperature gradients. Oxidation is

assumed to be negligible because the power metallization is encapsulated by mold compound

in a chip package and no aggressive environment is expected to be present at the power
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Figure 3.1: Overview of the fatigue damage modeling approach for bulk materials.

metal. Since the time period of a single power pulse is usually in the range of milliseconds,

high–temperature creep effects and creep fatigue interactions are assumed to be small and

negligible in this work. Under these assumptions, energy–based criteria have been shown to

provide an efficient way to assess the fatigue lifetime, particularly for TMF, by keeping the

set of required material parameters in a reasonable range [79, 102, 234]. Hence, a damage

evolution law based on the inelastic strain energy is utilized in the present work. The

damage evolution law describes the progressive loss of material integrity until mesoscopic

fracture occurs. The mesoscale is defined as the smallest scale where the material can

still be idealized as homogeneous continuum. Thus, mesoscopic fracture is equivalent to

the first occurrence of an initial macrocrack which marks the transition between fatigue

crack initiation and fatigue crack propagation. Fatigue crack propagation is modeled by

combining the local formulation of the CDM approach with the Finite Element Method

(FEM). This way, not only fatigue crack initiation is modeled, but also the simulation

of the damage and fracture process up to structural failure is enabled [160]. This means

that fatigue crack propagation is represented by an evolving spatial zone of material failure
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causing deterioration of the structural properties without the need of an additional fatigue

crack growth law.

3.2 Orthotropic Continuum Damage Model

Before the CDM model is derived in detail, a short summary of the utilized methods is pre-

sented here. The FS damage model is employed for the prediction of microcrack nucleation

and combined with the Palmgren–Miner linear damage accumulation rule accounting for

damage onset.∗ The critical plane is identified as the plane experiencing maximum dam-

age. Damage evolution is obtained from an empirical energy criterion based on the inelastic

strain energy density augmented with the hydrostatic stress. A second order damage ten-

sor is utilized to model a direction–dependent loss of material integrity. The critical plane

orientation is used to define the orthotropic constitutive behavior of the damaged material.

The effective elastic properties of the damaged material are predicted by the hypothesis of

complementary strain energy equivalence.

3.2.1 Damage Onset – Multiaxial Fatigue Criteria

The original FS damage model, a multiaxial fatigue criterion based on the critical plane

method [73], is given as

∆γmax

2

(
1 + κ

σmax
n

σY

)
=
τ ′f
G

(2NF)bγ + γ′f (2NF)cγ , (3.1)

where, ∆γmax is the maximum engineering shear strain range and σmax
n is the maximum

normal stress acting on the plane of ∆γmax. Hence, in the original formulation, the critical

plane is identified as the plane experiencing ∆γmax. The yield stress is denoted as σY, κ is a

material property, andG is the shear modulus. Originally, this model has been developed for

isothermal problems where κ and σY are constant. For TMF problems these parameters are

temperature dependent. Nevertheless, the FS damage model has been successfully applied

∗The FS damage model is employed since fatigue cracks nucleate on planes of maximum shear loading
during stage I fatigue crack growth. The SWT damage model, Eq. (2.13), is additionally implemented into
the numerical simulation routine (see Appendix D) but is not used in the present work.
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to TMF problems by approximating the material properties as constant values resulting in

reasonable lifetime predictions [71]. The parameters of the lifetime model are the number

of cycles to failure, NF, the shear fatigue strength coefficient, τ ′f , the shear fatigue strength

exponent, bγ , the shear fatigue ductility coefficient, γ′f , and the shear fatigue ductility

exponent, cγ . Often these material fatigue properties are not available and make lifetime

estimation a difficult task [72]. Therefore, different approximation techniques have been

proposed to estimate the required material fatigue properties [201, 216].

An additional problem arises in the definition of NF. In the original formulation [73], a

certain load drop has been defined to indicate ”failure” of the specimen. This definition

does not distinguish between the fatigue crack initiation and the fatigue crack propagation

stages. Unfortunately, a unified definition for the transition between these two stages does

not exist and is mostly dependent on the user’s field of interest [220]. However, further

experimental data are available, especially for multiaxial fatigue criteria, which report the

number of load cycles until a fatigue crack of a certain length is detected, e.g. [217]. This

data can be utilized to define a transition between the number of cycles for fatigue crack

initiation, NN, and fatigue crack propagation, NP, resulting in the total fatigue life,

NF = NN +NP . (3.2)

Within the framework of CDM, the number of cycles to fatigue crack initiation,

NN = ND +NR , (3.3)

is further divided into the number of cycles for microcrack nucleation, ND, and the number

of cycles for microcrack growth, NR, causing mesoscopic fracture [160]. In the proposed

CDM approach the FS critical plane method will be utilized as a damage onset criterion

predicting the number of cycles for microcrack nucleation, ND.

In the following, the computation of the normal stress, σn, and the shear strain amplitude,

γa = ∆γ/2, acting on a plane, Ξ, is discussed. In Fig. 3.2(a), the stress and strain state

of an arbitrary material point in a stabilized load cycle is given by the time varying stress

tensor, σ(t), and strain tensor, ε(t), in the reference coordinate system (x1–x2–x3). The

orientation of Ξ is defined by the unit normal vector, ξ1. Together with the two unit vectors



3.2. ORTHOTROPIC CONTINUUM DAMAGE MODEL 43

ξ2 and ξ3 lying in Ξ, an orthonormal basis (ξ1–ξ2–ξ3) is formed. The unit vectors are given

by the rotation angles θ and ϕ in the reference coordinate system as [123]

ξ1 =




cosϕ cos θ

cosϕ sin θ

− sinϕ



, ξ2 =




− sin θ

cos θ

0



, and ξ3 =




sinϕ cos θ

sinϕ sin θ

cosϕ




. (3.4)

The computation of the normal traction component acting on Ξ is straightforward and

provided by

σn(t) = ξ1 · σ(t)ξ1 . (3.5)

In the case of non–proportional loading, the determination of γa becomes a non–trivial

and computational expensive optimization problem. A review of the four most commonly

used methods, the Minimum Circumscribed Circle (MCC), the Longest Chord, the Longest

Projection, and the diagonal of the Maximum Rectangular Hull, can be found in [183]. The

only method providing unique solutions for γa and the mean shear strain, γm, is the MCC

method. Hence, the MCC method proposed in [176] is utilized in the current work. This

method searches for the smallest circle containing all points of a curve, Ψ, as depicted in

Fig. 3.2(b). The center of the circle is defined by γm and the radius of the circle defines

γa. According to [26], the MMC method can be formulated as a min–max optimization

problem of the following form,

γm = min
γ′

{
max
t
||γ(t)− γ ′||

}
, (3.6)

where γ ′ can be interpreted as an initial guess for the center of the circle with a radius,

max
t
||γ(t) − γ ′||. The radius of this circle has to be minimized. An algorithm for this

problem can be found in [26]. Once the center of the circle, γm, with the minimum radius

containing all points of Ψ is identified the amplitude of the engineering shear strain is

obtained as,

γa = max
t
||γ(t)− γm|| . (3.7)
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(a) (b)

MMC

Figure 3.2: Evaluation of the critical plane. (a) depicts the traction and strain acting
on the plane, Ξ, (b) represents the Minimum Circumscribed Circle (MMC)
method for the determination of the shear strain amplitude, γa, in a stabilized
cycle (modified from [123, 176]).

Numerical optimization routines are required to solve this computationally expensive prob-

lem. Parallel computing is employed to reduce the computational time. The utilized rou-

tines are based on the work of [123].

The components of the engineering shear strain vector, γ(t), acting in Ξ are obtained from

γ2(t)

2
= ξ2 · ε(t)ξ1 , (3.8)

γ3(t)

2
= ξ3 · ε(t)ξ1 . (3.9)

Additionally, the definition of the critical plane becomes a complex task under

non–proportional loading conditions [148, 232] and the orientation may be different to the

critical plane predicted by the maximum shear strain amplitude, as proposed in Eq. (3.1).

Different methods such as the Shear Stress– [143] or Shear Strain–Maximum Variance

Method [231], the Maximum Damage Method (MDM) [15], and the Method of Weight

Functions [39, 40], have been proposed to identify the critical plane of fatigue crack nucle-

ation. As stated in [148], the MDM seems to be most closely related to the original idea of
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the critical plane method and is utilized in the current work. By applying the FS criterion

along with the MDM, Eq. (3.1) changes to

max
j

{[
∆γ

2

(
1 + κ

σmax
n

σY

)]

Ξj

}
=
τ ′f
G

(2ND)bγ + γ′f (2ND)cγ , (3.10)

where j indicates the considered plane Ξj out of an infinite number of possible plane ori-

entations. The critical plane, Ξc, is identified as the plane where the Fatigue Indicator

Parameter (FIP),

PFS
j =

[
∆γ

2

(
1 + κ

σmax
n

σY

)]

Ξj

, (3.11)

reaches its maximum. For variable amplitude loading or a change in the phase angle of

non–proportional loading, as depicted in Fig. 3.3, a damage accumulation rule is required

to determine the critical plane experiencing maximum damage. In Fig. 3.3(a) two load

blocks of constant amplitude loading, σai are depicted, where ni is the total number of load

cycles inside the i-th load block. In Fig. 3.3(b) two load cycles of different phase angles,

∆ϕi are displayed, where Ni denotes the load cycle number of one load cycle inside the i–th

load block. Under such loading conditions the widely used Palmgren–Miner linear damage

accumulation rule [156, 175] is employed to predict damage contribution for microcrack

nucleation,

(j)D =

m∑

i=1

ni
(j)(ND)i

, (3.12)

where i defines the sequence of m load blocks of both constant load amplitudes and constant

phase angles. ni is the number of load cycles corresponding to the i-th load block. (j)(ND)i

is associated to the number of load cycles to microcrack nucleation for the load block i and

the plane Ξj . ND is obtained from the implicit Eq. (3.10) by application of an iterative

solution scheme. Finally, the damage onset criterion is defined as

DO = max
j

{
m∑

i=1

ni
(j)(ND)i

}
= 1 , (3.13)

and the critical plane, Ξc = Ξj , is identified as the plane first reaching this criterion. In

summary, the proper assessment of the critical plane for non–proportional, varying ampli-

tude loading involves the application of the FS criterion along with the MDM utilizing a

linear damage accumulation rule.
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... ...

(a) (b)

Figure 3.3: Variable amplitude loading conditions. (a) load blocks of constant amplitude
loading, σai , (b) load cycles of constant phase angles, ∆ϕi.

3.2.2 Damage Evolution – Inelastic Strain Energy

Once the damage onset criterion is reached the number of cycles for microcrack nucleation,

ND, is known. Afterwards, microcrack growth and coalescence lead to material degradation

and result in a loss of material integrity. This process is described by a damage variable,

D, and the number of load cycles for microcrack growth, NR. The macroscopic material

properties are affected during this stage, and the degradation of the material parameters

is described by the damage variable, D. Various approaches are available in the literature

defining different damage evolution laws which, in turn, describe the damage state of the

material. As discussed in Section 2.1.6, approaches based on the inelastic strain energy

density provide a simple and effective method for the prediction of the damage evolution

under TMF loading conditions. Therefore, a damage evolution law based on the inelastic

strain energy density is utilized in the subsequent model formulation.

The dissipated or inelastic strain energy parameter, first proposed in [75] for the prediction

of fatigue failure, is computed for a stabilized load cycle as

∆w =

∫

1 cycle

σ : ε̇ dt , (3.14)

where σ is the stress tensor, ε̇ is the rate of the strain tensors, and t is the time. A

schematic representation of ∆w for a stabilized load cycle is depicted in Fig. 3.4. Various

modifications of such energy based parameters accounting for multiaxial loading or mean
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Figure 3.4: Inelastic strain energy density dissipated over a stabilized load cycle.

stress effects have been proposed in the literature [144, 178]. In this work, a simple criterion

proposed in [2] for TMF is utilized. The modified criterion is given as

∆wmod = ∆w + ασmax
H , (3.15)

where σmax
H denotes the maximum hydrostatic pressure which occurs during the stabilized

cycle. The coefficient α is obtained from experimental data and adjusts the influence of the

hydrostatic stress state on the lifetime prediction.

In the commercial FE code Abaqus V6(2016) (Dassault Systemes Simulia Corp., Provi-

dence, RI, USA) the work of [56, 130] is utilized and a damage evolution law based on the

inelastic strain energy density defined as

dD

dN
=
K3

`
∆wK4 , (3.16)

where ` is the characteristic length obtained from the element size in a FEM analysis. K3

and K4 are material parameters which have to be determined by comparison of numerical

results with experimental data. In the current work, the modified energy parameter of

Eq. (3.15) is utilized in combination with the damage evolution law of Eq. (3.16) resulting in

dD

dN
=

κ1

`
(∆wmod)κ2 , (3.17)

where κ1 and κ2 denote the material parameters for the present model formulation.
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Finally, the damage variable is obtained by integration of Eq. (3.17) and follows as

D =

N∫

ND

κ1

`
(∆wmod)κ2 dN . (3.18)

Once the damage variable reaches a value of one, a loss of material integrity is predicted

and the number of cycles for microcrack growth, NR = N for D = 1, is obtained.

3.2.3 Orthotropic Damage Modeling

In CDM the physical meaning of the damage variable, D, characterizing the damage state

of the material is usually interpreted as the reduction of the load carrying effective area

due to void or microcrack development [111, 191]. Following [160], the three–dimensional

anisotropic damage state of a continuum can be specified by effective area reduction in

the principal planes of the damage tensor. Therefore, an arbitrary surface element in the

current damaged configuration is considered and defined by the area dA and the unit normal

vector to this area ν, as depicted in Fig. 3.5(a). The coordinate system (1–2–3) denotes

the principal material axes. Further, a fictitious undamaged configuration is postulated

which is mechanically equivalent to the damaged configuration. Herein, the corresponding

surface element is denoted by the area vector, ν̃dÃ, as depicted in Fig. 3.5(b). The damage

variable of a second order damage tensor is then defined by a linear transformation of

the area vector, νdA, from the current damaged configuration into a fictitious undamaged

configuration,

ν̃dÃ = (I −D)νdA . (3.19)

Herein, I is the second–order identity tensor and D a second–order damage tensor charac-

terizing the damage state induced by an arbitrary distribution of voids and / or microcracks.

D is symmetric and can be expressed by its spectral decomposition,

D =
3∑

i=1

Dini ⊗ ni , (3.20)

where Di are the principal values and ni the unit normal vectors describing the principal

directions. A second order damage tensor is capable of modeling the damage state up to
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(a) (b)

Figure 3.5: Effective area reduction in the principal planes of the damage tensor. (a) cur-
rent damaged configuration, (b) fictitious undamaged configuration (modified
from [160]).

orthotropic complexity. Higher order tensors would be necessary to treat more complex

anisotropic behavior. Nevertheless, orthotropic elasticity has been shown to represent the

elastic properties of a damaged material containing distributed microcracks with sufficient

accuracy, even for significant crack densities [112].

For the formulated CDM approach, the critical plane orientation is postulated to character-

ize the anisotropic damage state. Therefore, the orientation of the critical plane described

by the orthonormal basis ξ = {ξ1, ξ2, ξ3}, is utilized as the basis for the principal directions

(1–2–3) of the damage tensor. Normal to the critical plane (ξ1–axis) the highest loss of

material integrity, caused by the nucleation and growth of aligned microcracks, is expected

and the damage tensor defined as

(ξ)D =
3∑

i=1

Di ξi ⊗ ξi =




D 0 0

0 ωD 0

0 0 ωD




. (3.21)

Herein, D is the damage variable obtained from Eq. (3.17). Since, not all microcracks are

perfectly aligned with the critical plane the parameter ω ∈ [0, 1] is introduced to describe

the damage influence on the transverse directions. If ω = 0 damage is only modeled along
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the ξ1–direction and the transverse directions remain undamaged. If ω = 1 an isotropic

damage behavior is obtained. The diagonal form of D is only obtained in its principal basis,

ξ = {ξ1, ξ2, ξ3}, which is aligned with the principal material axes (1–2–3). In the general

case the damage tensor has to be expressed in the global coordinate system (x1–x2–x3) as

(x)D = (x,ξ)QT (ξ)D (x,ξ)Q (3.22)

where (x,ξ)Q denotes the rotation tensor from the global coordinate system (x), defined by

the orthonormal basis x = {e1, e2, e3}, into a rotated coordinate system, (ξ), defined by the

orthonormal basis ξ = {ξ1, ξ2, ξ3}. The rotation tensor can be obtained from the direction

cosines as

(x,ξ)Qij = ej · ξi . (3.23)

In the following all operations are done in the global coordinate system. For better read-

ability and simplicity the indication of the coordinate system (x) is dropped.

3.2.4 Elastic Constitutive Equation

In CDM the constitutive equation for a damaged material is derived by the use of the

effective stress and a hypothesis of mechanical equivalence. The effective stress tensor,

σ̃, can be defined as the stress induced in the fictitious undamaged configuration, when

the surface element dÃ is subjected to the identical surface force vector (ν)TdA as in the

damaged configuration (Fig. 3.5). The effective stress tensor follows from

(ν)TdA = σ (ν dA) = σ̃
(
ν̃ dÃ

)
= σ̃ (I −D) (ν dA) , (3.24)

where σ is the Cauchy stress tensor. After rearranging Eq. (3.24) the effective stress tensor

follows as

σ̃ = (I −D)−1 σ . (3.25)

In the case of anisotropic damage, the obtained σ̃ is asymmetric, which makes the formu-

lation of constitutive and evolution equations inconvenient [160]. Hence, different methods
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for the symmetrization of the effective stress tensor have been proposed. In the present

work, the symmetric effective stress tensor proposed by [54] is utilized and reads

σ̃ = (I −D)−
1
2σ(I −D)−

1
2 . (3.26)

The hypothesis of complementary strain energy equivalence, also suggested in [54], results

in a symmetric compliance tensor and is therefore utilized. An elastic–plastic material is

considered and the internal change due to plastic deformation is considered by an internal

state variable, α. This way, the complementary strain energy functions of the material in

the undamaged and damaged state are given as [160]

V0(σ,α) =
1

2
σ : S0 : σ − φ(α) , and (3.27)

V (σ,D,α) =
1

2
σ : S(D) : σ − φ(α) , (3.28)

respectively. S0 and S(D) denote the fourth order elastic compliance tensors of the undam-

aged and the damaged material, respectively. The hypothesis,

V (σ,D,α) = V0(σ̃,α) , (3.29)

states that the complementary strain energy function of the damaged material, is given by

the corresponding function, V0(σ̃,α), of the undamaged material and the effective stress

tensor. The application of this hypothesis results in the elastic constitutive equation of the

damaged material,

εe =
∂V0(σ̃,α)

∂σ
=
[
MT(D) : S0 : M(D)

]
: σ , (3.30)

and the definition of the elastic compliance tensor of the damaged material,

S(D) = MT(D) : S0 : M(D) , (3.31)

where M(D) denotes the fourth order damage effect tensor. The determination of the

compliance tensor, S(D), is provided in Appendix A.
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In the case of isotropic damage the material damage tensor reduces to

M(D) =
1

(1−D)2
I , (3.32)

where I is the forth–order identity tensor and D a scalar damage variable. The elastic

engineering parameter set for the damaged material simplifies to

Ẽ = (1−D)2E, (3.33)

ν̃ = ν , (3.34)

where Ẽ denotes the damaged Young’s modulus and ν̃ the damaged Poisson ratio.

With respect to thermo–mechanical simulations an ad–hoc extension for the thermal con-

ductivity is introduced. The thermal conductivity is degraded the same way as the Young’s

modulus and follows for the damaged material as

k̃ = (1−D)2k , (3.35)

where k is the thermal conductivity of the undamaged material and D is the isotropic

damage variable obtained from Eq. (3.17). This way, the heat flow through the damaged

region is impeded.

3.2.5 Rate–Independent Plastic Constitutive Equation

The anisotropic elastic–plastic damage constitutive equation is based on the work of [51].

The small strain framework is utilized, which is justified by the application of the model

to cyclic loading conditions. The main equations of a rate–independent orthotropic plastic

constitutive model are summarized below considering kinematic hardening. For simplicity

isothermal conditions are assumed in the model explanation below.†

†Note that in the conducted thermo–mechanical simulations (Chapter 5) thermal strains are accounted
for in the linear elastic constitutive equation and temperature dependent properties are utilized in the plastic
constitutive equation.
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Under these assumptions the total strain can be written as,

ε = εe + εp , (3.36)

the sum of the elastic, εe, and plastic strain, εp. Consequently, by substituting Eq. (3.36)

into Eq.(3.30) and rearranging, Hooke’s law of linear elasticity,

σ = C(D) : (ε− εp) , (3.37)

is obtained, where C(D) denotes the elasticity tensor of the damaged material. A kinematic

hardening formulation [134] is employed and combined with the orthotropic yield criterion

of Hill [98]. The yield criterion reads [46]

f (σ̃,X;D) = ||σ̃ −X||H − σY = 0 , (3.38)

where X is the back–stress tensor for kinematic hardening and σY is the yield stress. It is

assumed that the damage effect on X is already taken into account by the experimentally

determined material flow curve [188]. The yield condition, Eq. (3.38), is defined with Hill’s

criterion within a quadratic norm definition as

||σ̃||H = [σ̃ : H0 : σ̃]
1
2 = [σ : H(D) : σ]

1
2 , (3.39)

where H0 is a fourth order tensor characterizing the yield condition of an orthotropic un-

damaged material. Based on [51] H0 is applied to the effective stress. This way, an initial

isotropic yield condition results in an orthotropic yield condition during damage progres-

sion. Similar to the compliance tensor of the damaged material, S(D), the tensor describing

the yield condition for the damaged material follows as [51]

H(D) = MT(D) : H0 : M(D) . (3.40)

The matrix representation of H(D) and the evaluation of the damaged plastic properties

are provided in Appendix A.
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Finally, an associated flow rule is employed and the plastic strain rate obtained as

ε̇p = λ̇
∂f

∂σ
, (3.41)

where λ is the plastic multiplier and can be found in [134].

3.3 Numerical Implementation

The commercial software Ansys APDL v16.2 (ANSYS Inc., Canonsburg, PA, USA) is em-

ployed for the FEM analysis. The orthotropic CDM approach is implemented into Ansys

Parametric Design Language (APDL). Herein, the stress and strain tensors are accessible

as element or nodal values. In the present work, the element values, defined as the average

of the nodal values of a finite element, are utilized for the computation of the multiaxial

fatigue criteria. Hence, material points are represented in a discrete way by finite elements.

Python 2.7 (Anaconda Distribution 4.1.1, Continuum Analytics, Austin, TX, USA) com-

bined with IPython 4.2.0 [182] enabling parallelization are employed for the computation

of the multiaxial fatigue criteria and the damage onset criterion, identifying the critical

plane. Material degradation is realized by changing the material cards of individual ele-

ments. The analysis is set up on a cycle–by–cycle basis. Each load cycle is simulated by

a single FEM run. A restart analysis is performed for subsequent load cycles. This way,

the whole loading history is considered and the material properties are degraded between

consecutive load cycles. Additionally, a cycle jump technique is implemented to reduce the

computation time.

A flow chart of the presented approach is depicted in Fig. 3.6. The FEM analysis of a

structure requires the definition of material properties in addition to boundary and loading

conditions. The expected region of material damage requires an adequately fine mesh for

a sufficient resolution of the stress and strain states during the whole load cycle. The first

load cycle (LC) is simulated and, afterwards, a predefined stopping criterion dependent

on the structure and expected failure behavior is checked. The stopping criterion can be

defined as a certain load drop during the analysis, as a maximum number of load cycles or
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Figure 3.6: Flow chart representing the CDM approach for the modeling of fatigue dam-
age in bulk materials. The operations in the white boxes are executed in
APDL, whereas the computations in the grey boxes are carried out by a
Python script.

as a maximum number of finite elements with reduced stiffness. If the stopping criterion is

not reached, the analysis is continued.

For constant amplitude cycling, the stress and strain states for the critical plane method

are typically taken from a stabilized cycle occurring after plastic shakedown. In the present

work, a cycle jump technique (Section 3.4) for constant amplitude loading is introduced.

The required variables required for the cycle jump technique are taken from a stabilized cy-

cle. A stabilized cycle can be obtained only if the load spectrum can be represented by load

blocks of constant loading conditions. For certain variable amplitude loading conditions,

which cannot be represented by such a loading history, a simulation on a cycle–by–cycle

basis is required.
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Assuming that the load spectrum can be represented by load blocks of constant loading

conditions, a stabilized cycle can be identified by the vanishing change of the dissipated

strain energy density of two consecutive load cycles [123],

δwi,i−1 =
∆wi −∆wi−1

∆wi−1
, (3.42)

where ∆wi and ∆wi−1 denote the dissipated strain energy densities of the load cycles (i)

and (i − 1), respectively. A stabilized cycle is accepted when the dissipated strain energy

density is smaller than a predefined threshold value, δwi,i−1 < δwth
i,i−1. This criterion needs

to be fulfilled for all material points. In the present work, material degradation is explicitly

modeled and plastic shakedown may not be reached for all material points, especially, for

points close to or in the damaged region. Hence, the dissipated strain energy of the whole

structure,

δWi,i−1 =
∆Wi −∆Wi−1

∆Wi−1
, (3.43)

is utilized as a criterion for identifying plastic shakedown. Herein, ∆Wi and ∆Wi−1 denote

the dissipated strain energy of the whole structure during the load cycles (i) and (i − 1),

respectively. A load cycle where δWi,i−1 < δWth
i,i−1 = 0.01 is accepted as stabilized and the

multiaxial fatigue criterion, Eq. (3.10), is evaluated.

The identification of the critical plane requires the computation of the FIP, Eq. (3.11), on

different planes, Ξj . Only a finite number of possible planes can be considered as candidates

for the critical plane. Therefore, an icosahedral discretization of a hemisphere is utilized to

obtain an equally distributed spacing between the individual planes. A discretization of 33

different planes provides a good compromise between accuracy and computation time.

The critical plane orientation and the start of material degradation are defined by the

damage onset criterion, Eq. (3.13). The criterion is updated after each stabilized cycle, at

all material points for all considered planes. After the damage onset criterion is reached,

the damage evolution law, Eq. (3.17), is integrated over the number of applied load cycles

defining the damage state of a material point. The damage state together with the critical

plane orientation is utilized for the definition of the damage tensor, Eq. (3.21). The damage

tensor, in turn, describes the orthotropic elastic properties of the material point in the

damaged state, Eq. (3.31).
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The change of the material properties for material points inside the damaged region is re-

alized by changing the material cards of individual elements between two consecutive load

cycles. The damage variable, D ∈ [0, 1), required for the definition of the damaged compli-

ance tensor, S(D), and the yield condition of the damaged material, H(D), is discretized

by an increment of ∆D = 0.01 resulting in 101 possible damage states for each of the

33 considered plane orientations. To avoid convergence issues complete material failure is

approximated as D = 1 ≈ 0.999, resulting in a stiffness degradation by a factor 10−6 and

non–zero yield stress values. The elastic constitutive behavior of these damage states is of

orthotropic symmetry. Ansys APDL v16.2 allows the definition of the orthotropic elastic

properties in combination with the Hill plasticity only in the principal material axes. The

orientation of the principal material axes towards the global coordinate system is sepa-

rately defined by the element coordinate system. The definition of the elastic compliance

matrix in combination with the Hill plasticity model in the global coordinate system is

not allowed for in Ansys APDL v16.2. Additionally, the change of the element coordinate

system between consecutive load cycles is not possible in the commercial FEM software.

The orientation of the critical plane and, therefore, the orientation of the principal material

axes are not known a priori and have to be determined during the simulation. Hence, the

principal material axes cannot be predefined by the element coordinate system as required

in Ansys APDL v16.2. Therefore, a user programmed material subroutine of an elastic–

plastic material model would be required. The coding of such a subroutine was beyond

the scope of this work. Hence, two simplification strategies are utilized to demonstrate the

formulated approach. First, the orthotropic damage behavior is simplified to an isotropic

damage behavior by ω = 1 in Eq. (3.21). Second, the critical planes for all material points

are approximated by the most critical planes determined at the time point of first damage

onset in the structure. Therefore, two simulation are required. One simulation for the

evaluation of the multiaxial fatigue criterion after the first stabilized load cycle is reached.

The obtained plane orientations of this simulation correspond to the plane orientations

of first damage onset in the structure. These plane orientations are then utilized in the

second simulation, where the principal material axes of all material points are predefined

and aligned with these approximated critical planes. This way, the orthotropic damage

behavior can be demonstrated. Material cards for isotropic and orthotropic damage states
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are predefined in the different simulations and the card closest to the predicted damage

state is utilized in the simulation.

3.4 Cycle Jump Technique

If the external loading conditions do not change for the subsequent load cycles, as in a block

of load cycles with constant amplitude loading, a cycle jump technique is utilized to reduce

the computational time. The cycle jump technique distinguishes between damage onset

and damage evolution. The number of cycles for the first damage onset inside the structure

is dictated by the damage onset criterion. Afterwards, a damage extrapolation technique,

similar to [57], is employed to define the number of load cycles for the cycle jump. The

cycle jump technique is applied after a stabilized cycle has been found. The principal idea

of the technique is illustrated in Fig. 3.7.

In the following considerations N denotes the actual load cycle number. Hence, each cycle

of the whole loading history is uniquely identified by a single number N . The considered

loading history consists of m load blocks of constant load amplitudes and constant phase

angles. m is the total number of load blocks and the index i identifies the different load

blocks. ni is the total number of load cycles in the i–th load block, whereas N
(i)
l identifies a

load cycle, l, in the load block i. Hence, N
(i)
1 = 1 for the first load cycle of ni and N

(i)
ni = ni

for the last load cycle, respectively. A stabilized load cycle in a load block i is denoted by

SN
(i)
k , where the index k indicates the number of the stabilized cycle.

The cycle jump technique is first discussed on a single load block (i = 1). For simplicity

the index (i) is dropped in the subsequent formulae. For the first stabilized cycle, SN1, the

whole structure consists of undamaged material. Hence, the number of load cycles possible

for the first cycle jump is dictated by the damage onset criterion as,

∆N1 = min
x

{
(c)(ND(x))

}
+ ∆Nos , (3.44)

where the number of cycles to microcrack nucleation, ND, is computed for all material

points, x, inside the structure. (c)(ND(x)) is predicted by the multiaxial fatigue criterion,

Eq. (3.10), utilizing the critical plane, Ξc. The minimum number of cycles to microcrack
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Figure 3.7: Illustration of the cycle jump technique. Three different load blocks are de-
picted and the application of the cycle jump technique is exemplified for the
load block, ni.

nucleation of all material points defines the first onset of material damage inside the struc-

ture. Continued loading results in damage progression and possibly in damage onset at

other material points. The parameter, ∆Nos ≥ 1, is referred to as the number of load cy-

cles overshooting the damage onset criterion. This is helpful if knowledge about the damage

progression rate is already available from previous simulations. A proper definition of this

parameter speeds up the subsequent adjustment of the cycle jump technique resulting in a

reduced simulation time. If no information about the damage progression rate is available,

∆Nos = 1 is taken to overshoot the damage onset criterion and cause material damage

inside the structure.

Subsequent to damage onset, damage propagation starts and the number of cycles for the

cycle jump technique is dictated by the highest damage rate occurring inside the structure.

A damage extrapolation technique is utilized to compute the damage increment for the

cycle jump,

∆Dk(x) = ∆Nk

(
dD

dN

)

k

(x) for k ≥ 2 , (3.45)

where
(

dD
dN

)
k

(x) is the damage rate in SNk, computed by Eq. (3.17) for all x. ∆Nk is

the number of load cycles for the cycle jump. The damage caused in the computed load

cycles to reach a stabilized cycle is approximated by the damage rate of the stabilized cycle,
(

dD
dN

)
k
, and considered in the number of cycle jumps, ∆Nk. A tolerance field which defines



60 CHAPTER 3. FATIGUE DAMAGE MODELING IN THE BULK MATERIAL

limits for ∆Dk(x) is defined and an adaptive algorithm is employed to adjust the number of

cycles for the next cycle jump based on the previous one. The procedure can be summarized

as

∆Nk+1 =





(
∆Dmax
∆Dmax

k

)
∆Nk for ∆Dmax

k > ∆Dmax

(
∆Dmin
∆Dmax

k

)
∆Nk for ∆Dmax

k < ∆Dmin

∆Nk else

, (3.46)

where ∆Nk denotes the number of load cycles of the previous cycle jump. The maximum

damage increment, ∆Dmax
k = max

x
{∆Dk(x)}, obtained during ∆Nk, is utilized to predict

the number of load cycles for the next cycle jump, ∆Nk+1. Therefore, a maximum and

minimum damage tolerance, ∆Dmax and ∆Dmin, respectively, are prescribed for the adap-

tive cycle jump algorithm. Dependent on ∆Dmax
k , the load cycle number can be increased,

decreased, or kept constant. Due to the explicit nature of this procedure it is reasonable to

define a maximum allowed number of cycles for the cycle jump, similar to Eq. (3.49). This

avoids situations of substantial exceedance in the extrapolated damage increment, possibly,

caused by sudden changes in the stress and strain states of certain material points.

The adaptive algorithm is first applied for ∆N2, where ∆N1 = ∆Nos is defined as a start

value. For subsequent load cycles further material points may reach the damage onset

criterion resulting in the start of damage progression. Damage onset of material points

may also happen during the cycle jump and the jump cycles need to be split up into a part

contributing to the damage onset criterion and a part contributing to damage propagation.

Therefore, the number of load cycles until the damage onset criterion would be reached is

computed as,

∆NDk+1(x) = Nl

1−D
Di

. (3.47)

for all material points. This way, the number of load cycles necessary to reach the damage

onset criterion for each material point is obtained. The expression utilizes an extrapolation

scheme of the damage onset criterion, as depicted in Fig. 3.8. D defines the state of the

damage onset criterion over all simulated load cycles, whereas Di indicates the contribution

to the damage onset criterion of the load block i. If ∆NDk+1(x) is smaller than ∆Nk,

damage onset occurs during the cycle jump. The numbers of load cycles necessary to reach

the damage onset criterion, ∆NDk+1(x), do not contribute to the damage progression and
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...

Figure 3.8: Damage extrapolation technique for elements reaching the damage onset crite-
rion, DO(x), during the cycle jump. The total number of jump cycles, ∆Nk+1,
is split up into a fraction corresponding to the damage onset criterion, ∆NDk+1

and a fraction corresponding to the damage evolution, ∆ND
k+1.

the number of cycles for the progressive damage extrapolation needs to be reduced for this

material point as

∆ND
k+1(x) = ∆Nk+1 −∆NDk+1(x) . (3.48)

For elements not reaching the damage onset criterion during the cycle jump no damage

progression occurs.

The described procedure can be applied to multiple load blocks, m. Depending on if damage

onset already has occurred inside the structure, the cycle jump technique of a subsequent

load block starts either with Eq. (3.44) or Eq. (3.46). In the latter case the cycle jump

increment for the actual load block, ∆N
(i+1)
k+1 is predicted from the cycle jump increment of

the previous load block, ∆N
(i)
k . This technique, is sufficient if the loading amplitude does

not change drastically. If large changes are expected ∆Nos is utilized instead of ∆N
(i)
k .

Finally, the number of cycles possible for the cycle jump in a load block (i) is limited by

∆N
(i)
k ≤ ni −N

(i)
l , (3.49)
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where ni −N (i)
l denotes the remaining number of load cycles in the considered load block.

If the predicted cycle jump number is higher than the remaining load cycles in a load block

the jump cycles are set to,

∆N
(i)
k = ni −N (i)

l . (3.50)

3.5 Demonstration Studies

Single element tests are performed to demonstrate the orthotropic material degradation of

the proposed approach. An elastic–perfectly–plastic constitutive behavior is modeled and a

uni–axial strain state applied. A cyclic strain amplitude is prescribed along the x1–direction

as, ε11 = ε0 sin(t), where ε0 = 0.01 and t indicates the time. In the transverse direction

the strains ε22 = ε33 = 0 are fixed by displacement boundary conditions. According to

the FS multiaxial fatigue criterion an infinite number of critical planes, aligned under 45◦

towards the loading direction, exists under these loading conditions. For the demonstration

purpose the plane normal to the x1–x2–plane and oriented under 45◦ from the x1–axis

towards the x2–axis is chosen as the critical one. The plane is a priori known and the

orthotropic principal material axes can be predefined in the FEM analysis. In the following,

a comparison between isotropic (FS–iso) and orthotropic (FS–ortho) damage modeling is

provided. The damage onset criterion is manually set to be fulfilled already at the beginning

of the simulation. The first load cycle is simulated and the damage variable computed.

Before the second load cycle is applied, the elastic properties of the single element are

degraded in accordance to the damage variable and the damage model. Isotropic damage

is modeled by setting the parameter ω = 1 in Eq. (3.21), whereas for orthotropic damage

ω = 0 is chosen. Subsequently, additional load cycles are applied until complete material

failure (D = 1) occurs. For the demonstration purpose, the fatigue parameters are chosen in

such a way that material failure is obtained after a small number of load cycles. Therefore,

the cycle jump technique is not employed. The input parameter set for the demonstration

purpose is summarized in Tab. 3.1.

In Fig. 3.9 the stress and strain response, in loading direction (x1), is depicted of the single

element. The stress component, σ11, the elastic strain component, εe
11, and the plastic strain

component, εp
11, are provided for isotropic and orthotropic damage modeling, respectively.
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Table 3.1: Material parameters chosen for the demonstration purpose.

E ν σY κ1 κ2 α

100 GPa 0.35 100 MPa 5 ·10−5 mm
cycle (MPa)κ2
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Figure 3.9: Comparison between the SET utilizing either isotropic (FS–iso) or orthotropic
(FS–ortho) damage modeling. The stress, σ11, elastic strain, εe

11, and plastic
strain, εp

11, response in loading direction (x1) are depicted.

The initial response of both models is equal for the first load cycle. After the first load

cycle damage modeling starts and the elastic strain component increases due to stiffness

degradation. The applied displacement amplitude remains constant and, consequently, the

plastic strain component decreases in the isotropic case. In the orthotropic case an almost

constant plastic strain amplitude is obtained. The obtained loss of material integrity is

slightly faster in the isotropic damage model compared to the orthotropic degradation.

In the isotropic case the stiffness degradation is direction independent and σ11 vanishes

to zero. In contrast, a minor cyclic stress amplitude remains in the orthotropic case.

Herein, the stiffness degradation is direction dependent and a complete loss of material
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integrity is only obtained in the normal direction to the critical plane, ξ1. The stress and

strain components normal to the critical plane orientation are depicted in Fig. 3.10 for the

orthotropic damage model. (ξ)σ11, (ξ)εe
11, and (ξ)εp

11 represent the stress, elastic strain, and

plastic strain response, respectively. It is clearly visible that under this orientation the

stress component of the orthotropic model vanishes, as expected, to zero. The elastic strain

increases as well as the plastic strain after a phase inversion in load cycle 4. In the isotropic

case the rotated stress and strain components are identical to the ones depicted in Fig. 3.9.

Finally, the evolution of the damage variable, D, is depicted in Fig. 3.11. The first damage

increment is obtained after the first simulated load cycle. The damage evolution of both

models starts nearly identical. After load cycle 4 the damage rate of the isotropic model

slows down, whereas in the orthotropic case an almost linear increase in the damage variable

is obtained. Hence, the isotropic model results in a longer lifetime. In the orthotropic case

a damage variable of D = 1 is already reached after 8 load cycles. Nevertheless, a minor

residual load carrying capability in the global coordinate directions remains, whereas in the

isotropic case ultimate material failure is obtained in all directions after 12 load cycles.

The evolution of the elastic parameters of the damaged material is depicted in Fig. 3.12.

This parameter set is employed for the definition of the compliance matrix of the FS–ortho

model during the simulation. The evaluation of the elastic parameters for the damaged

material is provided in Appendix A. The Young’s modulus, Ẽ1, of the damaged material
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Figure 3.10: Constitutive response of the SET utilizing orthotropic damage modeling.
The stress, (ξ)σ11, elastic strain, (ξ)εe

11, and plastic strain, (ξ)εp
11, are aligned

with the coordinate axis, ξ1, of the critical plane.
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Figure 3.11: Comparison of the damage evolution of the SET utilizing isotropic (FS–iso)
and orthotropic (FS–ortho) damage modeling.
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Figure 3.12: Degradation of the effective elastic properties according to the hypothesis of
complementary strain energy equivalence for orthotropic damage modeling.
The principal material axes are aligned with the critical plane coordinate
system, ξ1–ξ2–ξ3.
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decays quadratically with the damage variable, whereas Ẽ2, and Ẽ3 remain unchanged.

The shear moduli, G̃12 and G̃31, follow a linear slope, whereas G̃23 remains constant. The

Poisson ratio’s, ν̃ij are depicted in the third figure and follow similar trends. The orthotropic

compliance matrix of the damaged material, [Spq(D)], has to be positive–definite [1],

det ([Spq(D)]3) = 1− ν̃2
12

Ẽ1

Ẽ2

− ν̃2
23

Ẽ2

Ẽ3

− ν̃2
13

Ẽ1

Ẽ3

− 2ν̃12ν̃23ν̃13
Ẽ1

Ẽ3

> 0 , (3.51)

which is governed by the hypothesis of complementary strain energy equivalence and is

fulfilled for the stated problem.

3.6 Application – Microcantilever Beam

Before the orthotropic CDM approach is employed for power semiconductors, the approach

is exemplified under purely mechanical loading conditions. Cyclic bending experiments on

freestanding polycrystalline Copper (Cu) micron lines have been conducted in [236]. The

micron lines, comparable to micrometer–sized cantilever beams, have been produced by a

photolithographic process. The microcantilever beams have been used as bending samples

in LCF experiments at constant temperature. One of the tested specimens is simulated by

a 3D–FEM analysis with boundary conditions reflecting the experimental test conditions.

Material damage is modeled by the numerical analysis, resulting in structural deterioration.

The predicted spatial damage distribution and structural degradation are compared to the

experimental data.

The microcantilever beam, modeled for the FEM analysis, has a cross–section of 23µm ×
21µm and a length of 260µm. The average grain size of the polycrystalline Cu is 2.7µm.

The specimen is illustrated by the 3D–FEM model depicted in Fig. 3.13. Tetrahedral, fully

integrated, continuum elements with quadratic interpolation functions are utilized for the

discretization. The mesh is refined in the region of expected fatigue damage near the fillet.

Displacement boundary conditions are used for fixation and cyclic loading which is applied

at the neutral axes at the end of the beam. The LCF loading is conducted for constant

displacement amplitudes, ua = 19.5µm, with an R-ratio of R = −1.
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Figure 3.13: 3D FEM model of the micrometer–sized cantilever beam, indicating the
geometry, mesh discretization, and boundary conditions.

The elasto–plastic constitutive behavior of the polycrystalline Cu is modeled as isotropic

in the undamaged state. The Chaboche nonlinear kinematic hardening model [44, 45] for

only one back–stress component,

Ẋ =
2

3
C1ε̇

pl − γ1|ε̇pl|X , (3.52)

is employed for the modeling of the plastic hardening behavior. X is the back–stress tensor,

ε̇pl is the plastic strain rate, and C1 and γ1 are material parameters. The elastic–plastic

material properties are obtained from Sample A in [235], where tensile tests of the same

polycrystalline Cu as utilized in [236] have been carried out. The stress–strain curve is used

to identify the Young’s modulus, E, the yield stress, σY, and the plastic parameters C1 and

γ1. The Poisson’s ratio, ν, is chosen to be equal to that of bulk copper. The elasto–plastic

material properties are summarized in Table 3.2.

The cyclic bending simulations are conducted in the LCF regime. Therefore, the part

of the Basquin equation in the FS lifetime model is neglected. This simplifies the implicit

Eq. (3.10) and, therefore, ND can be calculated explicitly. The factor weighing the influence

of σmax
n on fatigue microcrack nucleation in Eq. (3.1) is taken equal to unity, κ = 1, [123].

Additionally, the required fatigue parameter set for the onset criterion is reduced and only

γ′f and cf need to be obtained. The choice of these shear fatigue material properties is based

on the suggestions in [216], which are summarized in Table 2.1. For the polycrystalline Cu
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Table 3.2: Elastic–plastic material properties of polycrystalline Copper with an aver-
age grain size of 2.7µm utilizing the Chaboche nonlinear kinematic hardening
model.

E ν σY C1 γ1

100 GPa 0.35 125 MPa 1800 MPa 8.5

the fatigue properties ε′f = 0.46 and c = −0.3 ± 0.1 have been reported in [236]. Due to

the large standard deviation of c, further sources for a comparable material were searched

for. In [155], a value of c = −0.43 has been reported for a similar polycrystalline Cu.

Additionally, a value of c = −0.6 is typically used for bulk Cu. Based on these findings,

the fatigue properties are estimated as summarized in Table 3.3.

In contrast to the above properties, the parameters κ1 and κ2 of the damage evolution law,

Eq. (3.17), cannot be obtained directly from experimental data and have to be calibrated by

comparison of experimental and numerical results. In [236], only the structural degradation

of a single specimen has been reported. Therefore, a proper calibration with one data set

and a verification with a different data set is not possible. Hence, the same data set is

utilized for calibration and demonstration of the approach. The values reported in [24]

for solders are used as a starting point for the calibration. Various simulations, employing

isotropic damage modeling, by different combinations of κ1 and κ2 have been carried out,

resulting in the values given in Table 3.3. These values seem to sufficiently represent the

damage evolution for the purpose of demonstration. Improved results may be obtained

by application of optimization software. The coefficient α in the damage evolution law,

Eq. (3.17), has been reported to give good correlation with experimental data for values

between 0.0055 for AlSiCu alloys [222] and 0.007 in case of austenitic stainless steels [78],

subjected to LCF and TMF test conditions. Therefore, a value of α = 0.006, in accordance

with [123], is utilized in the present work.

The cycle jump technique is employed and the parameters are chosen as follows. An initial

number of cycles overshooting the damage onset criterion is defined as ∆Nos = 50 in

Eq. (3.44). The maximum and minimum damage tolerances in Eq. (3.46) are chosen as

∆Dmax = 0.6 and ∆Dmin = 0.3. The maximum number of cycle jumps is limited by Nmax =
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Table 3.3: Estimated fatigue and damage properties for polycrystalline Copper with an
average grain size of 2.7µm.

κ γ′f ≈
√

3ε′f cγ ≈ c α κ1 κ2

1.0 0.75 -0.45 0.006 1.9 · 10−6 mm
cycle (MPa)κ2

0.45

200 and the minimum number is set to Nmax = 50. Additionally, viscous regularization

is necessary to overcome convergence difficulties. Therefore, an energy–dissipation ratio of

1 ·10−4 is utilized for nonlinear stabilization. This way, the total amount of artificial energy

dissipated during the simulation is less than 1% of the total strain energy and should not

affect the accuracy of the results.

The cantilever beam has been simulated with two simplification strategies, (i) modeling of

isotropic damage behavior, and (ii) approximation of the critical plane. In the orthotropic

case no material damage is considered for in–plane direction of the critical plane by ω = 0.

The normal vectors to the approximated critical planes are depicted in Fig. 3.14. The

displayed normal vectors are evaluated at first damage onset in the structure, which occurs

at N = 682 load cycles. The vectors are scaled by the damage onset criterion, D, and

depicted only for the elements on the outer surface of the beam in a side and top view.

The following contour plots are depicted for orthotropic damage modeling by approximation

of the critical plane. The numerical results indicating the accumulation of the damage onset

criterion, D, and the evolution of the damage variable, D, are depicted in Fig. 3.15. On

the left–hand side, the spatial and temporal evolution of D is displayed. Three different

time points indicated by the number of applied load cycles, N , are depicted. The spatial

distribution of the damage onset criterion mainly evolves towards the neutral axis, whereas

the elongation along the beam axis remains nearly unchanged. The corresponding state of

material damage is indicated by the damage variable on the right–hand side of the figure.

Material failure, modeled by a complete loss of the load carrying capability normal to the

critical plane is indicated by D = 1.

Structural failure of the specimen is defined by the obtained reaction force. A decrease of

85% in the amplitude of the reaction force compared to the amplitude of the first load cycle

is defined as stopping criterion. For the orthotropic material degradation this criterion
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Figure 3.14: Vector plot of the unit normal vectors, ξ1, scaled by the damage onset cri-
terion, and computed for the first stabilized cycle of the simulation. The
vectors are depicted only for elements on the outer beam surface in a side
and top view.

corresponds to a number of load cycles of N = 2032. The predicted damage criteria

are depicted in Fig. 3.16 for this number of load cycles. Additionally, Scanning Electron

Microscopy (SEM) images of the simulated specimen are provided next to the numerical

results. The damage state of the specimen shortly before rupture is shown on the left–hand

side, whereas the failed specimen is displayed on the right–hand side. The formation of

persistent slip bands in the polycrystalline Cu is clearly visible and correlates well with the

region predicted by the damage onset criterion, D. These slip bands lead to the formation

and propagation of a dominant macrocrack resulting in fracture of the specimen. The

location of the macrocrack is within the predicted region of material failure indicated by

the damage variable, D = 1.

The reaction force indicating structural deterioration, for isotropic (FS–iso) and orthotropic

damage modeling (FS–ortho), are displayed in Fig. 3.17. The depicted data represent an

envelope curve over the load response, given by the maximum load amplitude in each load

cycle. The obtained reaction force amplitude is compared to the experimental data [236].
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Figure 3.15: Contour plots of the damage onset criterion, D, (left), and the damage vari-
able, D, (right), employing the approximated orthotropic damage modeling
strategy. Three different damage states are depicted and identified by the
number of applied load cycles, N . Only the fine mesh region near the fil-
let of the microcantilever beam is displayed and the coarse elements of the
surrounding region are hidden.
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(a) (b)

Figure 3.16: Contour plots of the damage onset criterion, D, (left) and the damage vari-
able, D, (right) computed for the last stabilized cycle in the simulation
employing the approximated orthotropic damage modeling strategy. The
fatigued specimens, a courtesy of KAI GmbH, Villach, are depicted in the
second raw: (a) specimen shortly before rupture, (b) failed specimen.

In contrast to the structural degradation of the test specimen, no stiffness degradation

is obtained in the simulation before the damage onset criterion at N = 682 is reached.

Furthermore, the influence of localized material degradation on the simulated structural

behavior is negligible until N ≈ 1000 load cycles. Afterwards, the effects of material

degradation onto the structural deterioration become visible and result in a decreasing

reaction force. At about N ≈ 1600 load cycles the rate of the structural deterioration

slows down until the stopping criterion is reached. The isotropic damage model has been

utilized to calibrate the material parameter κ1 and κ2. This model results in a slightly

conservative prediction compared to the experimental data, which is mainly influenced by

these two parameters. The orthotropic damage model with approximated critical planes

utilizes the same set of input parameter. This way, the difference between isotropic and

orthotropic damage modeling is illustrated. In the orthotropic case stiffness degradation
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Figure 3.17: Amplitude of the reaction force over the number of load cycles, indicating
structural deterioration of the microcantilever beam. The two simulation
strategies employing the isotropic damage modeling (FS–iso), and the ap-
proximated orthotropic damage modeling (FS–ortho) are compared to ex-
perimental results.

is direction dependent resulting in a higher residual stiffness in certain load directions of

the damaged elements. Hence, the obtained structural deterioration is slower than in the

isotropic case.

In the orthotropic case the critical plane orientation has been approximated by the most

critical plane for all material points in the first stabilized cycle. To evaluate the error

made by this approximation the dot product between the approximated and the predicted,

Eq. (3.13), critical plane, ξc
1 · ξapprox

1 , is depicted in Fig. 3.18, for elements already in the

damage state (D = 1 or D > 0). A value of ξc
1 · ξapprox

1 = 1 indicates that the unit normal

vectors of the approximated and the predicted critical plane are aligned. Hence, the two

plane orientations are equivalent. In contrast, a value of ξc
1 · ξapprox

1 = 0 states that the

predicted critical plane is perpendicular to the approximated one. Since, the orthotropic

material response also changes if different plane orientation are utilized during the simu-

lation the predicted critical plane orientation may, again, change, if the identified critical

planes are utilized instead of the approximated ones. However, this influence is assumed

to be negligible, since a significant difference between the orientations of the approximated

and predicted critical planes is only seen for elements near the neutral axis. These elements
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Figure 3.18: Dot product between the normal vectors of the approximated critical planes
after the first stabilized load cycle and the predicted critical plane during
the simulation, when the damage onset criterion is reached.

reach the damage onset criterion at the end of the specimen lifetime. The influence of a

change in the plane orientation on the structural deterioration can, therefore, be neglected.

3.7 Summary

A local Continuum Damage Mechanics (CDM) approach is formulated for Thermo–Mech-

anical Fatigue (TMF) conditions and focuses on micrometer–sized structures. Microcrack

nucleation and, especially, the resulting orientation of distributed microcracks are consid-

ered to influence the elastic properties of the damaged material. Therefore, a multiaxial

fatigue criterion combined with an orthotropic CDM model is utilized to predict the fatigue

lifetime by consideration of a direction dependent loss of material integrity.

The Fatemi–Socie (FS) critical plane method in combination with the Palmgren–Miner

linear damage accumulation rule is employed as a damage onset criterion. The multiaxial

fatigue criterion describes stage I microcrack nucleation on planes experiencing maximum

shear strain. The orientation of the critical plane is identified by the Maximum Damage

Method. Material degradation starts after the damage onset criterion is reached and follows

a damage evolution law based on the inelastic strain energy density until material failure

occurs. The elastic properties for an orthotropic loss of material integrity are described
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by the hypothesis of complementary strain energy equivalence. A user subroutine would

be required to correctly model the orthotropic stiffness degradation with a second order

damage tensor. The coding of such a subroutine was beyond the scope of the present work.

As a work around two approximation strategies are employed to demonstrate the principal

behavior of the damage degradation obtained by the formulated model.

The approach is implemented into the commercial Finite Element Package Ansys APDL

v16.2. The CDM formulation in combination with the Finite Element Method allows for

the simulation of the whole damage process. This engineering method, also known as local

approach to fracture, enables the prediction of spatial and temporal evolution of material

damage, resulting in a detectable deterioration of the structural behavior.

The approach is exemplified on micrometer–sized cantilever beams under isothermal LCF

conditions. The calibration of the approach and the applicability of the model on micrometer–

sized structures is demonstrated. The obtained numerical results are in good agreement

with the available experimental data. In Chapter 5 the approach is applied to a power

semiconductor under TMF conditions.
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Chapter 4

Cyclic Cohesive Zone Model for

the Interface

A cyclic cohesive zone model is developed which is an extension of an exponential traction–

separation law describing the constitutive behavior of the interface. Damage degradation

under thermo–mechanical fatigue loading is accounted for using a cycle–by–cycle analysis. A

Paris’ law type formulation is utilized to model fatigue damage which is based on physically

interpretable interface properties, overcoming the need of any parameter fitting. Mixed–

Mode loading is considered by the BK–criterion. Varying load amplitudes are captured by

the model formulation. For constant amplitude loading or slowly changing load amplitudes

a cycle jump technique is implemented to decrease the computational time. The effect of

interface degradation onto the heat transfer across the damaged interface is modeled by

linking the mechanical damage variable with the thermal conductance of the interface. The

model is implemented within the framework of the Finite Element Method and includes

non–local evaluation of structural parameters. Finally, the proposed model is demonstrated

on Mode I, Mode II, and Mixed–Mode delamination tests.
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4.1 Introduction

Interface failures in power semiconductor devices can occur at very different length scales

and between a variety of different materials. Typically, power semiconductors are subjected

to a large number of high current and high power density pulses. These loading conditions

introduce very high temperatures and temperature gradients into the multilayer structure

of a power semiconductor device [163]. The large mismatch between the coefficients of

thermal expansion of the involved materials leads to high mechanical tractions at the in-

terfaces and, consequently, to a risk of decohesion and delamination of the interface. The

repetitive application of overload pulses may lead to cyclic delamination growth and failure

of the device. Interface failures in power semiconductor devices are detected at a variety

of different locations. Delaminations may occur between the die attach solder of the sili-

con substrate and the copper heatsink [120, 149], at the back metal [213], or between the

direct–copper–bond substrate and the copper layer [97]. Furthermore, between wire bonds

and the metallization [52] or the mold compound and the leadframe [65]. Finally, interface

failure between the chip and the chip metallization may occur as well [21, 210]. Dependent

on the location of the interface failure, different error conditions of the power semiconductor

device may arise.

This chapter focuses on the modeling and simulation of cyclic delamination growth at inter-

faces. Cohesive Zone Models (CZM) are widely used in the framework of the Finite Element

Method (FEM) to model delamination growth. These models use traction–separation laws

to describe the complex damage process occurring at the interface of a bi–material com-

pound. The implementation of traction–separation laws into FEM can be easily done and

a variety of different formulations have been proposed. Reviews of CZMs which account

for steady–state crack growth can be found in [20, 88].

In recent years, these formulations have been extended to account for cyclic delamination

growth, which are then called Cyclic Cohesive Zone Models (CCZM). In general, these

models can be categorized into two groups [11], namely hysteresis loop damage models

[169, 200, 241, 242] and envelope load damage models [162, 179, 199]. Typically, hysteresis

loop damage models are found in applications for the LCF regime, whereas envelope load

damage models are found in HCF problems [128].
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Hysteresis loop damage models [33, 202] are based on a loading–unloading formulation,

which enables the consideration of varying load amplitudes during a fatigue analysis, see

Fig. 4.1(a). Damage development at the interface is considered by interfacial stiffness and

strength reduction during loading. This reduction is described by damage evolution laws

which are often based on fitting parameters. Calibration of such models can be a difficult

task and the predictive capabilities of such formulations have not been sufficiently addressed

yet [11].

In contrast, for higher numbers of load cycles so–called envelope load damage models

[12, 90, 131, 224] are utilized, see Fig. 4.1(b). The envelope load is ramped in an ini-

tial load increase. Subsequently, the cycle jump technique for the damage rate integration

is employed and fatigue damage simulated. These models are often combined with fracture

mechanics concepts, such as the Paris’ law, for the description of the damage evolution

under fatigue loading. This way, the formulations rely on physically interpretable interface

parameters obtained from experimental tests, which provides a major advantage compared

to models relying on fitting parameters. This advantage in the model calibration combined

with the ability of treating effects such as mode mix, loading ratio, and delamination thresh-

olds makes the envelope load damage models the most advanced CCZM currently available

[11]. Parameter sensitivity and benchmark studies of the different formulations for HCF

have been presented in [13, 109]. A drawback of envelope load damage models compared to

hysteresis loop damage models is that they are often limited to constant amplitude loading.

Only few models, based on this formulation, have been presented which account for varying

loading conditions, e.g. [128].

Most of the above–mentioned models have been applied to two–dimensional (2D) problems

only. Especially, in the case of envelope load damage models [90, 224] the extension to three–

dimensional (3D) problems is a non–trivial task. This is caused by the required structural

properties such as the delamination propagation direction, the energy release rates or the

cohesive zone length. The determination of structural properties during the simulation

requires non–local evaluation techniques. Therefore, different approaches or simplification

strategies have been presented [3, 119, 229] to extend the available model formulation to

account for 2D cyclic delamination growth in a 3D problem.
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Figure 4.1: Schematic representation of the interface damage models. (a) hysteresis loop
damage model with varying load amplitude, (b) envelope load damage model
with a fixed load amplitude (modified from [11]).

In the present work, overload conditions of power semiconductors are assumed to cause

cyclic delamination growth at the interface between the Si chip and the Cu power metal-

lization. The number of overload pulses occurring during the lifetime of power semiconduc-

tors is associated with the LCF regime. Further, cyclic delamination growth between the

chip and the metallization changes the local stress and strain fields. Therefore, a hysteresis

loop formulation, able to account for variable loading conditions, is required for the present

CCZM development. Instead of fitting parameters, a phenomenological fracture mechan-

ics approach is employed for fatigue damage evolution. This way, the CCZM is based on

physically interpretable interface properties, rather than fitting parameters.

The models utilized as foundation for the current work have been originally developed to

account for fatigue loaded composite structures. In such layered components, delaminations

compromise the structural integrity and lead to a loss in the load carrying capability. The

CCZMs developed for this application field are the most advanced models accessible in the
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literature and are, therefore, employed in the present work. These models have been focused

on the mechanical degradation and do not consider effects such as thermo–mechanical

fatigue or the heat flux across the interface. In order to apply such models to TMF in

power semiconductor devices a thermo–mechanical extension needs to be included into the

CCZM formulation.

Thermo–mechanical CZMs have been proposed in [17, 92, 110, 172, 240] and [23], where the

latter work has been focused on solder joint fatigue. The present model follows the work of

[93, 172], which has been applied to a CCZM in [125]. The model accounts for cyclic de-

lamination growth under thermo–mechanical loading conditions. The thermal conductance

of the interface is degraded in accordance to the damage state of the mechanical damage

variable. This way, the mechanical and thermal degradation of the interface are described

by one single damage variable.

The thermo–mechanical cyclic cohesive zone model is implemented into Ansys APDL v16.2

utilizing the user contact subroutine. Additionally, a cycle jump technique is employed to

increase the computational efficiency and to allow for the treatment of a higher number of

load cycles.

4.2 Constitutive Model

The proposed Cyclic Cohesive Zone Model (CCZM) is derived in this section. The CCZM

is based on the formulation derived in [84] and utilizes an exponential traction–separation

law to describe the constitutive interface behavior. Mixed–mode behavior is accounted

for by the BK–criterion [25]. The exponential traction–separation law combined with the

BK–criterion has been derived in [82] and is shortly reviewed and summarized for single–

mode and mixed–mode failure in the beginning. The fatigue model extension is motivated

by the CCZM formulation proposed in [83]. There, the range of the crack tip opening

displacement (CTOD) has been utilized for the fatigue damage computation. The present

model, in contrast, accounts for fatigue damage by a Paris’ law like approach based on the

energy release rate [224]. This damage rate formulation requires the length of the cohesive

zone, i.e. a structural property. Instead of approximating this cohesive zone length, as in

the original formulation, the present model utilizes a non–local evaluation of the cohesive
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zone length during the simulation, resulting in an increased accuracy of the approach. A

nonlinear penalty contact formulation accounts for interface closure. The modeling of the

degradation in the heat transfer across the interface is based on [125]. There, the thermal

conductance is dependent on the mechanical damage variable, resulting in a degradation

of the thermal conductance during damage progression. A simple cycle jump technique

for load blocks of constant amplitudes is employed to reduce the computational time. The

CCZM is implemented within the framework of the FEM, and important implementation

aspects are provided at the end of this section.

4.2.1 Single–Mode Delamination Growth for Monotonic Loading

The CCZM builds upon an exponential traction–separation law for steady–state crack

growth [84]. By considering only single–mode failure the exponential traction–separation

law provides the interfacial traction as

T (∆) = T o∆ exp

(
1−∆β

β

)
with ∆ =

∆

∆o
. (4.1)

Herein, ∆ is the normalized separation and (∆o, T o) define the point of damage onset.

The traction–separation law is depicted in Fig. 4.2. Interface failure is accounted for by

correlating the area below the traction–separation law to the critical energy release rate as

Gc =

∞∫

0

T (∆) d∆ = T o∆oψ (β) , (4.2)

where

ψ (β) = β
2−β
β Γ

(
2

β

)
exp

(
1

β

)
. (4.3)

Herein, β ∈ R+ is a parameter influencing the shape of the cohesive law and Γ (•) is the

Euler gamma function. The traction–separation law, as defined in Eq. (4.1), holds true

only for monotonically increased loads. The work due to opening of the interface is still

recoverable at closing. Hence, a damage formulation is included, and damage progression

is accounted for by an elasto–damage model. An internal state variable is introduced and
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Figure 4.2: Traction–separation law of the steady–state delamination growth formulation.
Shading indicates the amount of the dissipated energy rate, Ws, during the
damage process caused by interface opening.

a nonlinear unloading path back to the origin results from the formulation. The modified

traction–separation law reads [84]

T (∆, ds) = T o∆ exp

(
2 − ∆

β
/ds − ds

β

)
, (4.4)

where ds is the internal state variable describing the damage state. In the undamaged case

ds = 1 and for complete interface failure ds → ∞. Since thermodynamics requires irre-

versible energy dissipation associated with a damage process, the internal damage variable

needs to fulfill the following restrictions

ḋs =




∆̇
β

if ∆
β ≥ ds

0 if ∆
β
< ds ,

(4.5)

and damage onset occurs at (∆o, T o). In a more convenient form, the evolution of ds can

be formulated as

t+δtds = max(1, tds,
t+δt∆

β
), 0ds = 1, (4.6)

where t is the time and δt the time increment. The internal state variable ranges from

ds ∈ [1,∞); this is caused by the exponential nature of the cohesive law. In the framework

of continuum damage mechanics, damage variables in the range from Ds ∈ [0, 1] are widely
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used. Hence, in the present work an energy definition is introduced to describe the state of

the static damage variable,

Ds(∆max) =
Ws

Gc
=

1

Gc



∆max∫

0

T (∆) d∆−
∆max∫

0

T (∆, ds) d∆


 . (4.7)

The static damage variable, Ds, is defined by normalizing the energy dissipation rate,Ws, by

the critical energy release rate, Gc, [224]. Ws is computed by calculating the area under the

undamaged constitutive law, T (∆), up to the maximum separation, ∆max, and subtracting

the area below the damaged constitutive law, T (∆, ds), up to the same separation ∆max,

see Fig. 4.2. Thus, Ds = 0 describes the undamaged interface and, due to the exponential

nature of the cohesive law, Ds = 0.99 is accepted as interface failure. The computation of

the integral is provided in Appendix B.

4.2.2 Mixed–Mode Delamination Growth for Monotonic Loading

Mixed–mode loading is accounted for by the BK–Criterion [25]. The formulation for the

BK–Criterion has been derived in [82] and is summarized below. The interfacial constitutive

equations are obtained as




T 1

T 2

T 3




=




∆1/ν

∆2/ν

〈∆3〉



S exp

(
2− λβ/ds − ds

β

)
, (4.8)

where the indices (1, 2) denote the shear directions and (3) the normal direction of the

interface. The Macaulay brackets are denoted by 〈•〉 and are defined in Eq. (2.9). The

term S is given as

S = 1 + (ν − 1)Bη , (4.9)

where η is the BK–exponent and ν = GIIc/GIc = GIIIc/GIc. GMc for M = {I, II, III} denotes

the critical energy release rates for Mode I, Mode II and Mode III, respectively. The local

mode mixity is given as

B =

(
1− 〈∆3〉2

λ2

)
, (4.10)
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where the effective separation is computed by the individual separations in all three coor-

dinate directions and defined as

λ =
((
∆1

)2
+
(
∆2

)2
+ 〈∆3〉2

) 1
2

. (4.11)

Consequently, the evolution of the internal state variable can be defined as

t+δtds = max(1,t ds,
t+δt λβ) where 0ds = 1 . (4.12)

The critical energy release rate under mixed–mode loading is formulated in analogy to the

BK–criterion [25], but with the local mode mixity, B, as proposed in [223] and reads

Gc = GIc + (GIIc − GIc)B
η . (4.13)

An embellished calligraphic font is chosen to emphasis that the obtained mixed–mode crit-

ical energy release rate, Gc, is calculated with the local mode mixity, B. In addition, a

BK–like onset criterion proposed in [223] for mixed–mode loading,

(T o)2 = (T o
I )2 +

(
(T o

sh)2 − (T o
I )2
)
Bη , (4.14)

is utilized, where the shear onset traction is obtained from T o
sh =

√(
T o

II

)2
+
(
T o

III

)2
. The

mixed–mode parameters Gc and T o together with the shape parameter, β, enable the defini-

tion of a mixed–mode cohesive law in dependence of the effective separation, λ, as depicted

in Fig. 4.3. Once the effective separation reaches the critical effective separation, λ = λc,

mixed–mode delamination growth is obtained.

Finally, the same energy definition as in the single–mode case is utilized and the internal

state variable under mixed–mode loading conditions follows as

Ds(λmax) =
Ws

Gc
=

1

Gc



λmax∫

0

T (λ) dλ−
λmax∫

0

T (λ, ds) dλ


 . (4.15)



86 CHAPTER 4. CYCLIC COHESIVE ZONE MODEL FOR THE INTERFACE

Figure 4.3: Cohesive law formulation accounting for mixed–mode loading conditions.

4.2.3 Mixed–Mode Delamination Growth for Fatigue Loading

The state of the constitutive interface behavior during steady state crack growth is de-

picted in Fig. 4.4. Herein, the shaded area below the traction–separation laws indicate the

dissipated energy rate, Ws, within and in front of the cohesive zone (CZ). In front of the

CZ the constitutive behavior is purely elastic and the work done during interface opening

is fully recoverable. Inside the CZ, damage progression and, consequently, energy dissipa-

tion occurs. The crack tip is defined by the end of the CZ where the delamination growth

criterion,

Ws = Gc , (4.16)

is reached. The load amplitude during fatigue loading is smaller than during steady–

state crack growth, and the length of the CZ, l
(fat)
cz , is shorter than during steady–state

delamination growth, l
(steady)
cz , as depicted in Fig. 4.5 (top). The interface separation at

the crack tip is too low to cause interface failure, i.e. Ws = Gc. Therefore, fatigue damage

cannot be accounted for by the steady–state formulation since the unloading–reloading path

of the traction–separation law, as depicted in Fig. 4.5 (middle), remains the same. Hence,

no damage is accumulated or energy dissipated during cyclic loading and the stiffness and

strength of the interface remains unchanged. Therefore, an additional fatigue damage

formulation is necessary to account for subcritical crack growth caused by cyclic loading.

The present model utilizes an energy–based approach, where, additional to the energy
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dissipated by interface opening, Ws, the unloading–reloading process should also cause an

equivalent energy dissipation, Wf , as depicted in Fig. 4.5 (bottom). This way, subcritical

delamination growth can be accounted for and interface failure is reached when the sum of

the dissipated energy rates equals the critical energy release rate,

Ws +Wf = Gc . (4.17)

Energy dissipation caused by cyclic loading is introduced into the CZM by defining a total

damage rate [224],

dDtot

dN
=

dDs

dN
+

dDf

dN
, (4.18)

where N equals the number of load cycles. The total damage rate is split up into two

parts: one related to quasi–static damage, dDs/dN , caused by overloads and one related

to fatigue damage, dDf/dN . The first term is obtained by the previously described CZM

model by Eq. (4.15). For the second term, the fatigue damage rate, various formulations

have been proposed and reviews can be found in [11, 226]. The present model utilizes the

fatigue damage rate formulation of [224], written as [158],

dDf

dN
=

1

lcz
f(∆w) . (4.19)

Herein, lcz is the length of the cohesive zone and f(∆w) is a Paris’ law like function de-

pendent on the specific work range, ∆w, of each interface point in the cohesive interface.

This Paris’ law like function defines a local delamination growth rate for each point inside

the CZ. The length of the CZ is a structural property and depends on the geometry of

the structure, the loading conditions, and the mode mix. In the original formulation [224]

the CZ length is analytically approximated. In the present formulation this approximation

is circumvented by evaluating lcz during the FEM simulation. The CZ is defined as the

part of the interface where the quasi–static damage variable takes a value between its two

extrema, Ds ∈ (0, 1). Hence, the length of the CZ is a direct result of the simulation and

no assumptions have to be made.
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Cohesive zone, Elastic

Crack tip

Figure 4.4: Steady state delamination growth obtained from monotonic interface opening.
The damage state of the different points along the interface is depicted by the
traction–separation laws. The dark–grey shaded areas below the traction–
separation laws indicate the dissipated energy, Ws, due to the interface open-
ing.

Crack tip

Cohesive zone, Elastic

Figure 4.5: Subcritical delamination growth obtained from cycling loading. During fa-
tigue loading the CZ is smaller than during steady–state crack growth. Hence,
the fracture criterion is not reached by the consideration of Ws (dark–grey
area) alone and an additional fatigue energy Wf (light–grey area) is included
into the formulation.

The Paris’ law–like function in the fatigue damage rate formulation reads [224, 226]

f(∆w) =




C
(

∆w
Gc

)m
for Gth < ∆w < Gc

0 for ∆w ≤ Gth ,

(4.20)

where Gc is the fracture toughness, Gth is the fatigue threshold, and C and m are fatigue

parameters obtained from experiments.
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∆w is the range of the specific work for each interface point and is computed by the

undamaged traction–separation law as

∆w = wmax − wmin =

λmax∫

λmin

T (∆)d∆ . (4.21)

The determination of ∆w is depicted in Fig. 4.6 and the evaluation of the integral is

provided in Appendix B. The ratio between the maximum and minimum specific work can

be interpreted as the R–ratio, R = wmin/wmax. The current fatigue model formulation is

limited to cyclic loading conditions with R ≥ 0.

The most straightforward approach to obtain these properties is to assume that the local

development of the fatigue damage is similar to the macroscopic crack growth rate. Then,

the parameters result directly from experimental da/dN curves. The typical pattern of a

crack growth rate is depicted in Fig. 4.7 and divided into three regions. In region I no crack

growth is observed, which means the energy release rate range, ∆G, is lower than a threshold

value, Gth. In contrast, in region III, when Gmax reaches the value of the fracture toughness,

Gc, steady–state crack growth is obtained. Between these two regions the following Paris’

law variant is taken [30],

da

dN
=




C
(

∆G
Gc

)m
for Gth < ∆G < Gc

0 for ∆G ≤ Gth ,

(4.22)

where the parameters C and m are structural properties determined by experiments. Based

on the assumption that the local fatigue crack growth rate is similar to the macroscopic fa-

tigue crack growth rate, the parameters, C, m, Gth, obtained from experiments in Eq. (4.22)

are identical to the parameters in the local formulation of Eq. (4.20). Hence, the fatigue

input parameters for the model are directly obtained from the experimentally determined

Paris law.

The mixed–mode fatigue extension of the CCZM is carried out here for 2D problems.

Hence, only combinations of Mode I and Mode II loading conditions are considered in the
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(a) (b) (c)

Figure 4.6: Illustration of the local specific work range, ∆w, which is computed for each
integration point inside the cohesive zone. (a) determination of wmax at the
maximum effective separation of a load cycle, (b) determination of wmin at
the minimum effective separation during a load cycle, and (c) illustration of
∆w.

following. The coefficients C and m of the Paris’ law for the mixed–mode loading conditions

are calculated by the following formulae [30]:

log (C) = log (CI) + φ log (Cm) + φ2 log

(
CII

CmCI

)
(4.23)

m =mI +mmφ+ (mII −mI −mm)φ2 , (4.24)

where CI, CII,mI, and mII are the pure mode parameters and Cm, mm are mixed–mode

parameters, all obtained by experiments. The mode ratio,

φ =
GII

G =
GII

GI + GII
, (4.25)

is a structural property, where G is the total energy release rate computed by the energy

release rates for mode I, GI, and mode II, GII, respectively.

The mode ratio is computed by application of the J–Integral. In Linear Elastic Fracture

Mechanics the J–Integral equals G and the mode decomposition of the J–Integral [12],

J = JI + JII = GI + GII =


−

lcz∫

0

T3
∂∆3

∂x1
dx1


+


−

lcz∫

0

T1
∂∆1

∂x1
dx1


 , (4.26)
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Region I

(Threshold)

Region II

(Paris Law)

Region III

(Fracture)

1

m

Figure 4.7: Typical graph of the fatigue crack growth rate as a function of the normalized
energy release rate range, indicating the threshold, Paris, and fracture region.

results in the energy release rates GI and GII, respectively. Eq. (4.26) provides the current

limitation of the present CCZM to 2D problems. The decomposition of the J–Integral for

3D simulations has been theoretically derived [104, 197], but has not been implemented

into the CCZM yet.

Variable amplitude loading is accounted for in the present work, which can lead to a change

of the mode ratio during a load cycle. Experimental crack growth curves are usually avail-

able for loading conditions with fixed mode ratios only. Hence, a representative time, tmax,

is searched for at which the critical loading conditions, i.e. the highest contribution to the

damage development occurs within a load cycle, N . This time point, tmax ∈ [tN , tN+1), is

utilized for the evaluation of the mode ratio, φ. The time point with the highest contribution

to damage is identified as,

tmax = arg max
t∈[tN ,tN+1)

{ G(t)

Gc(t)

}
, (4.27)

where tN denotes the time at the start of the load cycle N . The criterion relates the energy

release rate, G(t), during the load cycle to a fracture criterion Gc(t). In the present work

the BK fracture criterion [25] is utilized and obtained as

Gc = GIc + (GIIc − GIc) (φ(t))η , (4.28)
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where Gc is the critical energy release rate computed with the structural mixed–mode ratio,

φ. Note that the local fracture criterion Eq. (4.13) and the structural fracture criterion

Eq. (4.28) use different fonts for the obtained critical energy release rate. This differentiation

between a local and a structural fracture criterion is necessary since the structural mode

ratio, φ, is not equal to the local mode mixity, B. The difference is illustrated in Fig. 4.8.

The BK–criterion is graphically illustrated in Fig. 4.8(a) and shows the correlation between

the pure mode I and mode II critical energy release rates with the predicted mixed–mode

critical energy release rate. The variation of the mode mixity, B, inside the CZ for mixed–

mode loading conditions with a constant mode ratio, φ = 0.5, is depicted in Fig. 4.8(b) [207].

During mixed–mode loading the mode mixity, B, utilized in the local fracture criterion,

Eq. (4.13), varies from the crack tip towards the location of damage onset, whereas the

mode ratio, φ, utilized in the structural fracture criterion, Eq. (4.28), is a single scalar

value for a given loading configuration of a structural problem. Therefore, the mode ratio,

φ(tmax), and not the mode mixity, B, is utilized for the determination of the mixed–mode

Paris law parameters as defined in Eq. (4.24).

Mode II

Mode I

Mixed–Mode

varying
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(a) (b)

 varying
 

damage 

onset

delamination 

growth
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Figure 4.8: Local mode mixity, B, versus structural mode ratio, φ. (a) illustration of
the BK fracture criterion for evaluation of the critical energy release rate, (b)
change of the predicted mode mixity, B, along the cohesive zone compared to
the constant mode ratio, φ.
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The mixed–mode fatigue threshold is defined in analogy to the structural fracture criterion,

Eq. (4.28), and reads

Gth = GIth + (GIIth − GIth) (φ(tmax))η . (4.29)

Herein, the same mode ratio is utilized as for the calculation of the mixed–mode Paris law

parameters in Eq. (4.24).

Finally, the total damage variable is obtained from the quasi–static damage variable and

the fatigue damage rate as

(NS)Dtot = (NS)Ds + (NS−1)Df +
dDf

dN

∣∣∣∣
(NS)

, (4.30)

where
(
NS
)

denotes the last simulated load cycle. The static damage variable, Ds(λmax),

depends only on the maximum effective separation arising during the whole loading history

and is, therefore, known at the end of cycle
(
NS
)
. The fatigue damage rate is computed

for cycle
(
NS
)

according to Eq. (4.19) and added to the accumulated fatigue damage, Df ,

until cycle
(
NS − 1

)
.

Similar to the definition of the quasi–static damage variable, Eq. (4.7), the total damage

variable is defined as

Dtot =
Wd

Gc
=
Ws +Wf

Gc
, (4.31)

where Wd is the total rate of the energy dissipated during the damage process. Ws and Wf

describe the energy rates dissipated due to quasi–static and fatigue loading, respectively.

The cyclic traction–separation law indicating these energy rates is depicted in Fig. 4.9.

The energy based definition of Dtot allows for the update of the internal state variable, dtot.

These two variables are related in a nonlinear manner,

Dtot(dtot) =
1

Gc



λtot∫

0

T (λ) dλ−
λtot∫

0

T (λ, dtot) dλ


 . (4.32)
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Figure 4.9: Cyclic cohesive zone model accounting for fatigue damage. The shaded areas
below the traction–separation law indicate the dissipated energy rates during
the damage process caused by quasi–static, Ws, and fatigue, Wf , loading.

Since the cyclic loading leads to an increase in the dissipated energy rate, Wd, the total

damage variable, Dtot, increases and the internal variable, dtot, is related to the effective

separation, λtot, as

dtot = λβtot , (4.33)

which is in accordance to Eq. (4.12). Due to the implicit nature of Eq. (4.32), the internal

variable, dtot, cannot be expressed explicitly and an iterative solution scheme is required.

Newton’s method is, therefore, employed and the algorithm is described in Appendix B.

4.2.4 Interface Closure – Nonlinear Penalty Contact

In the case of interface closure, penetration of the surfaces must be avoided. Therefore, a

mechanical contact algorithm needs to be employed. An advanced version of the nonlinear

penalty contact formulation utilized in [123] is formulated in the following. In the conven-

tional penalty contact formulation the normal traction is a linear function of the normal

separation,

T3 = Kcont∆3 , for ∆3 < 0 , (4.34)

where Kcont is the penalty contact stiffness. The choice of this contact stiffness can be a

tedious task. Too high values may lead to convergence issues in the simulation, whereas too
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low values may lead to unphysical large penetrations. A nonlinear penalty method offers

more flexibility in the choice of Kcont. In the present work a sinusoidal stiffness–penetration

relationship is formulated, as depicted in Fig. 4.10(a). For zero penetration (∆3 = 0) the

penalty contact stiffness starts with an initial value, Ksc, and follows a sinusoidal slope until

a final value, Kfc, at a penetration of (−∆fc
3 ), is reached. Afterwards, the contact stiffness

remains constant. The contact stiffness of the sinusoidal nonlinear penalty method can be

expressed as

Kcont =




Ksc + Kfc−Ksc

2

[
1− cos

(
(−∆3)π

∆fc
3

)]
for −∆fc

3 < ∆3 < 0

Kfc for ∆3 < −∆fc
3 ,

(4.35)

and the pressure–penetration relation, Fig. 4.10(b), follows as

(−T3) =




Kcont(−∆3) for ∆3 < 0

0 for ∆3 ≥ 0 .

(4.36)

In the case of complete interface failure frictionless contact is assumed and the shear trac-

tions equal zero. For the undamaged interface in a contact state the shear tractions are

described by the cohesive law Eq. (4.8).

(a) (b)

Figure 4.10: Nonlinear sinusoidal penalty contact formulation. (a) stiffness variation as
a function of the contact penetration, (b) resulting traction–penetration re-
lationship.
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4.2.5 Thermo–Mechanical Extension

The CCZM is extended to account for thermo–mechanical loading conditions. The temper-

ature dependence of cohesive laws has been investigated in [76, 227, 228]. There, the critical

energy release rates and the damage onset tractions have been found to be temperature

dependent. Therefore, the energy release rates, GMc, and the damage onset tractions, T o
Mc

are modeled as temperature dependent in the present work. The shape of the cohesive law,

described by the parameter β, is assumed to be temperature independent.

The modeling of the heat transfer across the interface follows the work of [125]. Herein, the

cohesive zone’s thermal conductance is related to the mechanical damage variable. This

way, the degradation of thermal and mechanical interface properties are controlled by one

single damage variable.

The thermal flux in the bulk phase is obtained by Fourier’s equation and reads for isotropic

materials

q = −k∇ϑ , (4.37)

where k is the thermal conductivity of the bulk material and∇ϑ is the temperature gradient.

The thermal flux across the interface,

q+ = q · n+ , (4.38)

occurs only in the normal direction, where n+ is the unit normal vector of the cohesive

zone surface, (C+), as depicted in Fig. 4.11. The opposite interface surface is denoted by

(C−). In the present work, heat generation due to damage or plasticity is neglected and

the continuity condition of the normal thermal flux across the interface,

q+ = −q− , (4.39)

has to be fulfilled. Additionally, heat transfers by radiation or convection across the in-

terface are neglected. Hence, the thermal flux across the interface is dependent only on

the thermal conductance of the interface and the temperature jump between the cohesive
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Figure 4.11: Schematic illustration of the thermal flux across the interface. q(hint) de-
scribes the thermal flux through the undamaged interface, q(hcz) through
the partly damage interface (the cohesive zone), and q(hcont) through the
damaged interface during contact.

surfaces, JϑK = (ϑ+ − ϑ−). Consequently, the thermal flux across the undamaged interface

is obtained as

q+(hint) = hintJϑK , (4.40)

where hint is the thermal conductance of the undamaged interface.

Following [93], the reduction of the thermal conductance of a damaged interface during

opening is assumed to be proportional to the ratio of the damaged to the undamaged

interface area. The ratio between the damaged and the undamaged interface area within

the cohesive zone theory is described by the mechanical damage variable, Dtot. Hence, the

thermal conductance of the damaged interface during interface opening is obtained as

hcz = (1−Dtot)hint for ∆3 ≥ 0 . (4.41)

Hence, hcz ∈ [0, hint] is the thermal conductance of an interface point in the cohesive zone.

Upon interface closure heat transfer occurs through the cohesive zone and the delaminated

interface due to surface contact. For this case (∆3 < 0) the thermal conductance can be

obtained as [172]

hcz = (1−Dtot)hint +Dtothcont for ∆3 < 0 , (4.42)
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where hcont is the thermal conductance of the completely damaged interface during surface

contact. In the present work hcont is estimated from hint as

hcont = υhint
Kcont −Ksc

Kfc −Ksc
. (4.43)

This way, hcont ∈ [0, υhint] increases with increasing contact penetration described by the

nonlinear penalty contact formulation, Eq. (4.35). Hence, hcont starts at a value of zero

for zero penetration and increases to a value described by υhint for large penetrations

greater than ∆fc
3 . Herein, υ is a scalar factor describing the difference between the thermal

conductance of a perfectly bonded interface and that of a damaged interface during contact.

4.3 Implementation Aspects

The CCZM is implemented into the commercial software Ansys APDL v16.2 (ANSYS

Inc., Canonsburg, PA, USA) employing the USERINTER user subroutine. The subroutine

USERINTER allows for the definition of complex interactions between contacting surfaces,

including interactions in the normal and shear directions in addition to coupled–field inter-

actions [4]. Interface deformation as well as interface opening and closing are treated by

the available contact elements, and only the constitutive interface behavior, as described in

the previous section, has to be implemented. The implementation requires the use of the

interface stiffness matrix,

K =




mK mtK

tmK thK


 (4.44)

where mK represents the mechanical submatrix; mtK, tmK represent the mechanical–

thermal and thermal–mechanical coupling terms, respectively; and thK represents the ther-

mal submatrix. The entries of these four submatrices are derived in Appendix C.

The temperature dependent material properties are defined in table form. Ansys APDL

v16.2 USERINTER provides a routine for the evaluation of these parameters. For tem-

perature values in between the table values, a linear interpolation is utilized to obtain the

parameters at the required temperatures.
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The described constitutive interface model requires the determination of structural param-

eters during the simulation. These non–local evaluations have to be done for the cohesive

zone length, lcz, and the energy release rates GI and GII.

The length of the CZ has been defined as the part of the interface where the damage variable

ranges between Ds ∈ (0, 1). In the context of the FEM, lcz is determined at the element

level and is obtained from

lcz =
∑

e∈CZ

le for {e ∈ CZ | 0.01 ≤ Ds ≤ 0.99} , (4.45)

where le is the element length of an interface element, e, inside the cohesive zone, CZ.

Hence, the damage state of all interface elements is checked and the length of all interface

elements inside the CZ, Ds ∈ [0.01, 0.99], is summed up. This evaluation works fine if

there is only one CZ inside the model. If damage onset of the interface does not start at

the model edges, but rather in the middle of the interface, as depicted in Fig. 4.12, the

evaluation of lcz needs more attention. In this case, the damaged interface in the middle

of the model is treated as one CZ until the first interface element has completely failed

(Ds > 0.99). Afterwards, the CZ is split up into two CZs which are treated independently.

This means that different rates of fatigue damage propagation, dDf/dN , are computed for

each of the CZs. Multiple delaminations and, consequently, multiple CZs can also arise

inside the model. Each of these CZs needs to be separated from one another by either a

completely undamaged interface (Ds < 0.01) or a delamination (Ds > 0.99), only then a

proper identification of the different CZs inside the model is possible. The coalescence of

CZs from multiple crack tips is not addressed in this work and further research is required

DELAM-2DELAM-1

CZ-1 CZ-2 CZ-3

Figure 4.12: Illustration of two delaminations with three cohesive zones inside one model.
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to develop a proper modeling strategy for this phenomenon. As a simple workaround,

coalescing CZs are treated the same way as single CZs in this work.

The energy release rates GI and GII need to be computed for each of the identified CZs.

The fracture criterion, Eq. (4.27), is evaluated for all CZs and the evaluation of GI and GII

under the critical loading conditions may occur at different times tmax. In the framework

of the FEM, the energy release rates read

GI(t
BK) =

∑

e∈CZ

[
〈T e3 〉

∣∣∣∣
∂∆3

∂x1

∣∣∣∣
e

le

]
=
∑

e∈CZ

[
〈T e3 〉

∣∣∣∆b
3 −∆a

3

∣∣∣
e

]
(4.46)

GII(t
BK) =

∑

e∈CZ

[
|T e1 |

∣∣∣∣
∂∆1

∂x1

∣∣∣∣
e

le

]
=
∑

e∈CZ

∣∣∣T e1
(
∆b

1 −∆a
1

)
e

∣∣∣ , (4.47)

where the derivatives, ∂∆i/∂x1, are computed at the element level, as depicted in Fig. 4.13.

The computation of the derivatives is done in a discrete way for cohesive elements with linear

interpolation functions and expressed as [12]

∂∆i

∂x1
=
∆b
i −∆a

i

le
, (4.48)

where a and b denote the nodes of the element and le denotes the element length.

Figure 4.13: Deformed, linearly interpolated, interface element depicting the nodal dis-
placements for the computation of the derivatives in the evaluation of the
mode decomposed J–integral [12].
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4.4 Cycle Jump Technique

A cycle–by–cycle analysis can get computationally expensive for high numbers of load

cycles. The computation time is reduced by implementing a simple cycle jump technique.

The cycle jump approach is limited to constant load amplitudes or slowly changing load

amplitudes. The present strategy is focused on load spectra which can be represented

by different load blocks of constant load amplitudes. Inside these load blocks, the cycle

jump technique reduces the computational time but captures all the transient effects of

alternating from higher to lower load amplitudes or vice versa. A review on different cycle

jump techniques for CCZMs is provided in [11].

In the present model, a simple damage extrapolation technique is utilized. Eq. (4.30)

is enhanced by the jump cycles and the total damage variable utilizing the cycle jump

technique is obtained as

(NS+∆N)Dtot ≈ (NS)Ds + (NS−1)Df + (∆N + 1)
dDf

dN

∣∣∣∣
(NS)

, (4.49)

where NS is the last simulated load cycle for which the total damage variable has been

evaluated. ∆N is the increment, in cycles, for the cycle jump approach. dDf/dN is the

fatigue damage rate of the last simulated load cycle, NS. The update procedure of the total

damage variable during the cycle jump technique is depicted in Fig. 4.14. The distribution

of the total damage variable in the cohesive zone is depicted at the end of the last simulated

load cycle (before the cycle jump, Fig. 4.14(a)) and after the first equilibrium iteration of

the subsequent load cycle (after the cycle jump, Fig. 4.14(b)). The static damage variable in

the undamaged region in front of the cohesive zone is Ds = 0. Consequently, also the static

damage rate, dDs/dN = 0, and, therefore, cannot be considered in Eq. (4.49). However,

the evolution of the static damage variable during the cycle jump is implicitly taken into

account by the first equilibrium iteration after the cycle jump technique has been applied.

A further limitation of the cycle jump technique is that fatigue damage is only accounted

for inside the CZ, where damage onset has already been reached. As a result, the maximum

delamination growth, ∆a, during a cycle jump is limited by the length of the cohesive zone,

lcz. Hence, the number of cycles for the cycle jump needs to be limited since the static and
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(a) (b)

Figure 4.14: Illustration of the update procedure of the total damage variable during
the cycle jump technique. (a) damage distribution in the cohesive zone at
the end of the last simulated load cycle, D(NS), and the updated total
damage variable after the cycle jump is applied, D(NS + ∆N). (b) damage
distribution after the first equilibrium iteration, j = 1, of the subsequent
load cycle. The delamination growth is indicated by, ∆a.

the fatigue damage rate in front of the CZ cannot be accounted for. Too large values for

the cycle jump can lead to erroneous results. To keep this error within reasonable bounds,

the maximum number of jump cycles is defined as

∆Nmax =
∆Dallow

f

max
i∈CZ

{(
dDf
dN

)
i

} , (4.50)

where ∆Dallow
f is the maximum allowable damage increment prescribed for one cycle jump.

The allowable damage increment is divided by the highest fatigue damage rate which oc-

curred during the last simulated load cycle (NS). The highest fatigue damage rate is

typically obtained at the crack tip. The index i denotes the integration points of the cohe-

sive elements inside the CZ. If multiple CZs occur inside a model, the highest damage rate

of all the CZs limits the possible number of load cycles for the cycle jump.
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4.5 Demonstration of the Model

The mechanical constitutive interface model is demonstrated in this section. The thermal

capabilities of the model are demonstrated in Chapter 5. First, the constitutive response

of a single interface point during fatigue crack growth is discussed. Herein, the whole

damage process from an initial perfect interface to complete interface failure is presented

by simulating a Double–Cantilever–Beam (DCB) [8] test setup. Second, the mixed–mode

behavior of the model is demonstrated at Mixed–Mode–Bending (MMB) [9] simulations

under constant amplitude loading, resulting in a constant fatigue crack growth rate. Third,

the variable amplitude loading behavior of the CCZM is exemplified on End–Notched–

Flexure (ENF) [10] simulations. Herein, a constant displacement amplitude loading leads to

a decrease of the reaction force amplitude caused by fatigue crack growth and, consequently,

to a decelerated crack growth rate. The change in the loading conditions leads to a change

of the cohesive zone length and the need for the non–local evaluation of this parameter is

pointed out.

4.5.1 Traction–separation response

The constitutive response of the model is demonstrated on a structural problem undergoing

subcritical crack growth. Therefore, a DCB setup as depicted in Fig. 4.15 is utilized. The

DCB is employed to demonstrate the constitutive behavior of a single interface point during

fatigue crack growth. In the FEM model the DCB is loaded by opposing, cyclic, bending

moments to obtain a Mode I energy release rate that is independent of the crack length.

This way, a constant fatigue crack growth rate is obtained [224]. The energy release rate,

GI =
MI

bE1I
, (4.51)

is related to the applied bending moments as [199]. Herein, b is the specimen’s width,

E1 is the Young’s modulus in the longitudinal direction, and I = (b h3)/12 is the second

momentum of area of the specimens arm. The specimen has a length of l = 100mm

with two h = 1.55mm thick arms, a width of b = 25mm, and an initial crack length

of a0 = 35mm. The DCB specimen chosen for the demonstration purpose is made of a
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Mode I

monitored interface point

Figure 4.15: DCB specimen loaded by opposing, cyclic, bending moments to obtain a
constant fatigue crack growth rate.

carbon/epoxy laminate. The material and interface parameters are taken from [12, 224]

and summarized in Tab. 4.1. Three different magnitudes of the bending moments are

applied corresponding to normalized energy release rates of ∆G/Gc = [0.3, 0.5, 0.8] with

an R–ratio of R = 0.1. The applied bending moments are provided in Tab. 4.2.

The specimen is analyzed by a plane strain FEM simulation utilizing continuum elements

with quadratic interpolation functions. Two elements are used through the thickness, h,

of each arm. In the region of fatigue crack propagation the quadratic shaped elements are

refined to rectangular shaped elements, where one element side is reduced to an element

aspect ratio of 6.2. The elements are coupled to Ansys APDL v16.2 contact and target

elements, at the interface, employing the written USERINTER user subroutine. On the

Table 4.1: Elastic, interface, and fatigue properties for the symmetric uniaxial carbon–
epoxy laminate [12]. The interface fatigue thresholds are taken from [224].

Elastic properties

E1 E2 = E3 G12 = G13 G23 ν12 = ν13 ν23

120 GPa 10.5 GPa 5.3 GPa 3.5 GPa 0.3 0.51

Interface properties

GIc GIc T o
I T o

II β η

0.260 N
mm 1.002 N

mm 30 MPa 60 MPa 1.0 2.73

Fatigue properties

CI CII Cm mI

3.08 · 10−3 mm
cycle 1.49 · 10−1 mm

cycle 22 904 mm
cycle 5.4

mII mm GIth GIIth

4.5 4.94 0.06 N
mm 0.10 N

mm
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left end of the specimen the interface nodes are fixed against rigid body motion. The

bending moments are applied on the opposite side of the specimen by force couples acting

on the cantilever arms. The cycle jump technique is applied and an allowable damage

increment of ∆Dallow
f = 0.1 is defined.

As indicated in Fig. 4.15 the traction–separation response of one fixed interface point is

monitored. This way, the whole damage process experienced by this interface point is

captured. At the beginning of the loading the interface point experiences only elastic

deformation until the CZ propagates towards the monitored point. Once the CZ reaches

the point, damage onset occurs and interface degradation starts. The damage progress

is depicted by the traction–separation response of the interface point in Fig. 4.16. The

whole degradation process is depicted ranging from local damage onset to local interface

failure. Three different structural loading conditions are applied to illustrate the influence

of the increasing interface opening caused by delamination growth on the local degradation

process. The corresponding energy release rates, Gmax
I , of the applied bending moments are

indicated by the grey areas below the quasi–static traction–separation response.

Beginning at the lowest load level, ∆G/Gc = 0.3, the maximum separation at the material

point is nearly constant during the whole degradation process. Therefore, the separation at

damage onset and the separation shortly before delamination growth are roughly the same.

Hence, there is only a negligible change in the damage predicted by quasi–static opening

of the interface under this cyclic loading condition. Almost all of the energy dissipated

Figure 4.16: Traction–separation response of a fixed interface point experiencing fatigue
delamination growth for three different loading conditions. The lightgrey
areas indicate the applied energy release rates corresponding to the applied
bending moments.
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during the degradation process is caused by the fatigue damage rate. In contrast, for

higher loading amplitudes the influence of the interface opening becomes more important.

The opening of the interface from damage onset until delamination growth increases during

subcritical crack growth. Consequently, also the quasi–static damage variable increases

and contributes to a stiffness degradation. Hence, unloading occurs on a different path at

decreased interface tractions. This behavior can be recognized by the small hysteresis loops

in the sketched detail views for ∆G/Gc = 0.5 and ∆G/Gc = 0.8.

4.5.2 Constant Amplitude Loading

MMB tests are utilized to demonstrate the capabilities of the CCZM under mixed–mode,

constant amplitude loading conditions. The geometry of the specimen, the test setup as

well as the carbon/epoxy laminate’s elastic, interface, and fatigue properties are taken from

[12]. These properties and the specimen geometry are identical to the ones described in

Section 4.5.1. Hence, the same FEM model is employed. Only, the loading conditions of

the DCB model are changed to account for a cyclic loaded MMB simulation.

The MMB specimens, depicted in Fig. 4.17, are subjected to different loading patterns to

account for pure Mode I, pure Mode II and Mixed–Mode loading, φ = [0, 1, 0.5]. Various

simulations with different load amplitudes are conducted. The bending moments for pure

Mode I and pure Mode II simulations are chosen in such a way that the normalized energy

release rates result in ∆G/Gc = [0.3, 0.5, 0.8, 0.9, 0.95] with an R–ratio of R = 0.1. The

Mode I bending moments are defined in Eq. (4.51), whereas the Mode II bending moments

are obtained from [199]

GII =
3M2

II

4bE1I
. (4.52)

Herein, is E1 the Young’s modulus in longitudinal direction, defined in Tab. 4.1, and I is the

second moment of area. Mixed–mode loading simulations are conducted at the following

load levels ∆G/Gc = [0.3, 0.4, 0.6, 0.8, 0.9, 0.95] considering the same R–ratio as before.

The mixed–mode bending moments for φ = 0.5 are given as [199]

M1 =
3

4

(
1 +

√
3

2

)2

bE1IGI , M2 = M1
1−

√
3

2

1 +
√

3
2

. (4.53)
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Mode I Mode II

(a) (b) (c)

Mixed–Mode

Figure 4.17: Loading pattern for (a) Mode I, (b) Mode II, and (c) Mixed–Mode (φ = 0.5)
fatigue delamination growth.

The bending moments for the conducted simulations are summarized in Tab. 4.2. The

moment loading of a MMB test ensures a constant energy release rate during fatigue crack

propagation. The crack propagation rate during the tests (and simulations) remains, there-

fore, constant and simplifies the evaluation of the crack propagation rate. The cycle jump

technique is employed and an allowable damage increment of ∆Dallow
f = 0.05 is utilized

for Eq. (4.50). The simulations are stopped after the fatigue delamination has grown for

a predefined length. For simulations greater than ∆G/Gc = 0.5 a fatigue crack length of

10 mm is chosen. Below this ratio the simulations are stopped after a crack length of 1 mm

is reached. The crack length is divided by the number of load cycles obtained from the

simulations resulting in the average crack propagation rate, depicted in Fig. 4.18. The

numerical results are compared to the experimental data from [7]. Additionally, the Paris’

laws obtained from the experimental data and utilized as input for the simulations are de-

Table 4.2: Bending moments applied in the MMB simulations obtained from beam
theory–based solutions.

∆G
Gc MI MII M1(φ = 0.5) M2(φ = 0.5)

– Nm Nm Nm Nm

0.3 53.895 122.169 116.127 8.338

0.4 62.232 141.069 134.091 9.627

0.5 69.578 157.720 149.919 10.764

0.6 76.218 172.773 164.228 11.791

0.7 82.325 186.616 177.386 12.736

0.8 88.009 199.501 189.634 13.615

0.85 90.718 205.641 195.470 14.034

0.9 93.348 211.603 201.137 14.441

0.95 95.906 217.402 206.649 14.837
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Figure 4.18: Comparison between the simulated crack propagation rates of the specimens
with Mode I, Mode II, and Mixed–Mode loading patterns to the experimental
data [7].

picted as well. The numerical results fit closely to the Paris’ laws for Mode I and Mode II.

For mixed–mode loading the crack propagation rates are somewhat underestimated for high

numbers of load cycles, probably caused by the cycle jump technique, but show again good

agreement for smaller numbers of load cycles. Since the model is focused on the LCF regime

the discrepancy between the simulation results and the Paris law in the mixed–mode load-

ing case for high numbers of load cycles is not addressed in the present work. In the LCF

case the application of the cycle jump technique leads to slightly lower fatigue crack propa-

gation rates. This behavior is depicted for the Mode I case under ∆G/Gc = [0.85, 0.9, 0.95]

loading conditions, where simulations with and without the cycle jump technique are con-

ducted. For higher numbers of load cycles, simulations without the cycle jump technique

become computationally unfeasible.
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4.5.3 Variable amplitude loading

Mode II fatigue simulations utilizing the ENF test setup, as depicted in Fig. 4.19(a), are em-

ployed to demonstrate the variable amplitude loading capabilities of the CCZM. The cyclic

loading is applied by a constant displacement amplitude, δII, which result in a decreasing

reaction force amplitude, PII, during fatigue delamination propagation. This way, a vari-

able loading behavior at the cohesive zone is obtained. In addition to the demonstration

of the variable amplitude loading capabilities of the CCZM the advantage of the non–local

evaluation of the CZ length is demonstrated in this section. The initial response of Mode

II delamination tests is influenced by the preparation of the initial delamination inside the

specimen. Typically two types of specimen preparations are distinguished, (i) precracked

specimens, where an initial delamination due to either Mode I or Mode II monotonic load-

ing is introduced into the specimen, and (ii) non–precracked specimens, where, typically,

a Teflon insert between the plies is utilized as an initial delamination. These differences

in the specimen preparation influence the critical energy release rate, GIIc, for quasi–static

tests [181], and the fatigue crack growth rate, da/dN , at the beginning of fatigue tests

[171]. The latter work concludes that the accelerated da/dN of precracked specimens com-

pared to non–precracked specimens at the beginning of fatigue tests is caused by an ”area

of uncoalesced microcracks ahead of the delamination front”. Within the nomenclature of

the present work, this ”area” is equivalent to the cohesive zone. Non–precracked specimens

do not have an initial cohesive zone and the perfect interface needs to be damaged by the

applied cyclic loading conditions before cyclic delamination occurs. Hence, the initial crack

growth rate is slower compared to the precracked specimens, where an initial cohesive zone

(a pre–damaged interface) already exists. As soon as both specimen reach the same CZ

length, steady–state subcritical crack growth is reached and the same fatigue crack propa-

gation rate is obtained. The developed CCZM is applied to numerically demonstrate these

phenomenons.

The ENF specimen has a length of l = 100mm with two h = 1.5mm thick arms, a width

of b = 25mm, and the non–precracked specimens an initial crack length of a0 = 35mm.

The same carbon/epoxy laminate as in the previous chapter is utilized and the material

and interface parameter are summarized in Tab. 4.1. The same FEM modeling strategy
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Mode IMode II

(a) (b)

Figure 4.19: Schematic representation of an (a) End–Notched–Flexure (ENF) test, and
(b) displacement loaded Double–Cantilever–Beam (DCB) test.

as in Section 4.5.1 is utilized and the boundary conditions are modified to account for the

ENF test setup as depicted in Fig. 4.19(a). Interface closure is modeled by contact and

target elements employing the CCZM with the following set of penalty contact parameters,

∆fc
3 = 0.01mm, Ksc = 106 N/mm3 and Kfc = 108 N/mm3. Nine simulations with the

displacement amplitudes δII = [1.6mm, 2.0mm, 2.5mm] are conducted for specimens with

(i) no precrack, (ii) a Mode I precrack, and (iii) a Mode II precrack. For simulations

including a precracked specimen DCB (Mode I) or ENF (Mode II) quasi–static simulations

are conducted before the fatigue ENF simulation is started. This way, a delamination and a

certain CZ length is introduced into the simulated specimen. The length of the delamination

and the introduced cohesive zone should lead to a comparable structural response of the

precracked specimen compared to the non–precracked specimen at the beginning of the

fatigue simulation. To achieve this the experimentally utilized procedure for the evaluation

of the crack length is of importance and, therefore, summarized in the following.

In Mode II fatigue delamination experiments utilizing the ENF test, the specimen’s com-

pliance is often employed to describe the crack advance during the fatigue loading. If the

specimen is purely elastic there is a direct relation between the length of the crack, a, and

the specimen’s compliance, C = δII/PII. The Experimental Compliance Method (ECM)

[192] is one way to calibrate this procedure. This method requires the measurement of the

specimen’s compliance at different initial crack lengths. Typically, the specimen is longer

than the support distance of the test setup and the specimen with a certain initial crack

length is simply moved side wards to obtain the specimen’s compliance at different crack

lengths. These measurements are then utilized in a linear least squares regression analysis

to obtain the following relation,

C = C0 +ma3 , (4.54)
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where C0 and m are fitting parameters. This procedure is numerically reproduced for

three different crack sizes, without an initial cohesive zone, and the fitting parameters are

identified as depicted in Fig. 4.20. The ECM can, additionally, be utilized to obtain the

energy release rate during fatigue testing as,

GII(N) =
3 (Pmax

II (N))2m (a(N))2

2b
, (4.55)

where Pmax
II (N) is the maximum reaction force during a load cycle, N .

To numerically produce a precracked specimen quasi–static DCB and ENF simulations for

Mode I and Mode II, respectively, are carried out. The DCB simulations utilize displace-

ment boundary conditions at the end of the loading arms as depicted in, Fig. 4.19(b). The

quasi–static ENF simulation utilizes the boundary condition setup depicted in Fig. 4.19(a).

Additionally, the quasi–static ENF simulation requires viscous regularization to overcome

the snap–back behavior of the specimen shortly after crack initiation. An energy–dissipation

ratio of 1 · 10−4 is utilized for the nonlinear stabilization. For the quasi–static simulations,

specimens with an initial crack length of a0 = 25mm are modeled. The specimens are

monotonically loaded until a compliance, C, is obtained which equals the compliance of

the non–precracked specimens. The non–precracked specimens have an initial crack length

Figure 4.20: Compliance calibration of an ENF non–precracked test specimen with three
different initial crack sizes, without a cohesive zone.
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of a = 35mm, but do not contain a cohesive zone. The length of the cohesive zone in

combination with the delamination length influences the specimen’s compliance.

The loading amplitudes for the quasi–static simulations to reach a similar specimen’s com-

pliance need to be determined. Therefore, monotonically loaded DCB and ENF simulations

with large loading amplitudes are conducted. The results of these quasi–static simulations

are depicted in Fig. 4.21. In the first row the numerically obtained reaction force versus

the applied displacement is depicted for the quasi–static DCB and ENF simulations. Ad-

ditionally, the analytic results of the Corrected Beam Theory (CBT) [91] are included in

the plot. In the second row the length of the delamination and the length of the CZ are

depicted. For the DCB specimen stable crack growth occurs and a displacement amplitude

of δI = 1.4mm is identified to produce an initial crack length inside the precracked specimen

which provides an ENF specimen’s compliance similar to the non–precracked specimens.

The identified displacement amplitude is indicated by the vertical dash–dotted line. In the

ENF case unstable crack growth occurs and the delamination length increases rapidly after

crack initiation. Hence, the obtained compliance is immediately below the searched for

compliance and a smaller compliance value at δII = 3.0mm, shortly after crack initiation,

is accepted.

The identified loading amplitudes are utilized in the quasi–static simulation to produce

precracked specimens prior to the fatigue analysis. The precracked specimens contain a

delamination and a cohesive zone modeled by the CCZM. This simulation state is utilized

for the subsequent fatigue analysis. The cycle jump technique is employed in the fatigue

simulations and an allowable damage increment of ∆Dallow
f = 5 · 10−4 is utilized.

The results of the Mode II fatigue delamination simulation utilizing the ENF setup are

summarized in the following. Simulations with non–precracked specimens are denoted as

NON/FAT–II, whereas simulation with precracked specimens are denoted as PRE–I/FAT–

II for Mode I precracks and PRE–II/FAT–II for Mode II precracks, respectively. The ECM

is employed to calculate the fatigue crack growth rates which are depicted in Fig. 4.22.

The obtained fatigue crack growth rates for the Mode I precrack and the non–precracked

simulation are nearly identical. Initially a slightly lower da/dN is obtained from the nu-

merical simulation as defined by the Paris law. In contrast, a much higher da/dN results

from simulation with a Mode II precrack. After a transition phase, all of the simulations
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(b)(a)

Figure 4.21: Quasi–static DCB (a) and ENF (b) simulations of the precracked specimens
with an initial crack length of a0 = 25mm. The simulations are carried out
to obtain a comparable specimen compliance as the non–precracked speci-
mens with an initial crack length of a0 = 35mm. In the top row the load–
displacement response of the specimens is depicted and compared to the
Corrected–Beam–Theory (CBT). In the bottom row the introduced delam-
ination and cohesive zone lengths are depicted. The required displacement
load amplitude to obtain the searched for compliance is indicated by the
vertical dash–dotted line.

result in the same da/dN . The predicted fatigue crack growth rate is close to the Paris

law for the simulations with loading conditions above ∆G/Gc = 0.4. For the simulations at

∆G/Gc = 0.8, the crack growth rate is in well accordance to the Paris law at the beginning

of fatigue crack propagation and drops slightly below the Paris law during the simulation of

fatigue delamination growth. The simulations at ∆G/Gc = 0.3 provide predictions slightly

above the Paris law.

The resulting length of the cohesive zone during the fatigue simulations is depicted in

Fig. 4.23. For the non–precracked specimens no CZ exists at the beginning of the fatigue
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Figure 4.22: Fatigue crack growth rate of the Mode II fatigue simulations utilizing the
ENF test. FEM simulations are conducted for non–precracked (NON/FAT–
II) and Mode I (PRE–I/FAT–II) as well as Mode II (PRE–II/FAT–II) pre-
cracked specimens. The experimental data from [7] are additionally depicted.

Mode II loading. The first load cycle causes a certain CZ length, which increases with the

simulation of the subsequent load cycles. The CZ reaches a certain maximum and starts

to decrease again. For the precracked specimens a CZ exist at the beginning of the fatigue

loading and is larger than the one predicted for the non–precracked specimen after the first

load cycle. Continuous fatigue loading decreases the CZ length rapidly until a certain CZ

length is reached. Afterwards, the CZ length decreases slower and follows the same slope for

all specimens, with or without precrack. In the present work, this CZ length with constant

slope is denoted as the CZ length required for steady–state subcritical crack growth. In a

double–logarithmic plot this CZ lengths follows a linear slope,

lcz = Mcz

(
∆G
Gc

)ncz

(4.56)

where the parameters have been identified as Mcz = 2.8 mm and ncz = 2.0. Analytic

expressions for the length of the cohesive zone are derived and reviewed in [89, 218, 225, 226].
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Figure 4.23: Length of the cohesive zone for non–precracked and precracked specimens
under Mode II fatigue delamination propagation. The obtained cohesive
zone length for steady–state subcritical crack growth follows a linear function
inside a double logarithmic plot.

The length of the cohesive zone is dependent on the specimen geometry, the material, and

the loading conditions. The derivation of an analytic expression for the cohesive zone length

during subcritical crack growth is not carried out in the present work and further research

is required on this topic.

For the simulations utilizing a Mode II precracked specimen followed by Mode II fatigue

loading the introduced CZ increases the crack growth rate at the beginning of the fatigue

loading. This behavior is expected since a predamaged zone in front of the crack tip (the

cohesive zone) already exists and an accelerated propagation of a delamination through a

predamaged interface compared to a propagation through a completely undamaged interface

seems reasonable. For non–precracked specimens the CZ has to evolve at the beginning of

the fatigue test and a decelerated fatigue crack growth rate is obtained, which supports

the current understanding of the influence of the CZ on the fatigue crack propagation rate.

Contrary, specimens with a Mode I precrack show a longer CZ as required for steady–state

subcritical crack growth at the beginning of fatigue loading, but do not cause an accelerated
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fatigue crack growth rate. This surprising behavior may be caused by the change of the

mixed–mode ratio, but has not been addressed within the present work and further research

on this topic is required. Nevertheless, the observation of these phenomena is enabled by

the non–local evaluation of the CZ length during the simulation, which presents one of the

advanced features of the formulated CCZM.

4.6 Summary

A thermo–mechanical cyclic cohesive zone model (CCZM) is developed focusing on the

application of power semiconductor devices. The mechanical constitutive model is based

on formulations developed for layered composite structures. These formulations seem to be

the most advanced models currently available in terms of the considered loading conditions,

easiness of the model calibration and the model predictive capabilities.

The mechanical constitutive behavior of the CCZM is based on an exponential traction–

separation law developed for quasi–static loading conditions. In combination with the

BK–Criterion allows this model for the analysis of mixed–mode loading conditions. The

quasi–static formulation is extended by a Paris’ law type formulation accounting for fatigue

damage. The fatigue damage evolution law utilizes two structural parameters, i.e. the

cohesive zone length and the mode ratio. Both parameters are evaluated by a non–local

approach during the simulation. This way, the CCZM formulation relies only on physically

interpretable interface parameters and parameter fitting is not required. The quasi–static

and the fatigue damage rate are treated separately but are summed up to one total damage

rate. The total damage variable is defined as the ratio between the dissipated energy rate

during the damage process and the critical energy release rate. The thermal conductance

of the interface is coupled with the total damage variable, resulting in an impeded thermal

flux across the interface. This way, the mechanical and thermal interface deterioration is

described by one single damage variable. Temperature dependent cohesive zone parameters

are introduced and allow for the application of the CCZM in thermo–mechanical simula-

tions.

The mechanical constitutive behavior of the CCZM is demonstrated by FEM simulations of

well–established delamination tests from the field of layered composite materials. Constant
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as well as variable amplitude loading conditions are considered and the obtained numerical

results are in good agreement with the experimental data. The influence of the cohesive

zone length on the fatigue crack propagation rate is shown. This model feature is enabled by

the non–local evaluation of the cohesive zone length and allows for the simulation of varying

loading conditions and their influence on the subsequent fatigue crack growth rate. The

simulation of such load sequence effects has not been addressed extensively in the present

work and further research is suggested in this area. The thermo–mechanical capabilities

of the model will be exemplified in Chapter 5, where the CCZM is applied to a power

semiconductor device.
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Chapter 5

Application – DMOSFET

A DMOSFET power semiconductor is utilized to exemplify the developed fatigue damage

modeling approaches. Two degradation mechanisms are assumed to occur during active

power cycling, namely fatigue crack growth inside the ductile power metallization and cyclic

interface delamination between the power metallization and the silicon chip. The damage

mechanisms are simulated with the developed continuum damage mechanics approach for

bulk fatigue damage modeling and the cyclic cohesive zone model for the modeling of

cyclic delamination growth. A model reduction technique is employed and a simplified,

generic DMOS cell model is generated. A coupled thermo–mechanical FEM analysis of

repetitive overload pulses is conducted. The temperature field inside a DMOS cell during

an electric overload pulse has been extracted from an electro–thermal simulation of the

”global” chip package [123]. Both damage modeling approaches are applied independently

from each other and in combination for the stated DMOS cell problem. This way, the

different damage mechanisms are studied both unaffected and influenced by each other and

the obtained damage characteristics are compared.

5.1 Introduction

This chapter presents a numerical study on the material and interface deterioration of the

power metallization inside a DMOSFET device during active power cycling with massive

electric overload pulses. As discussed in Section 1.1, the numerical simulation of such a
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problem is limited by several factors using the hard– and software available today. Simplifi-

cations strategies are applied to enable the analysis of an electro–thermo–mechanical prob-

lem, such as the operation of a power semiconductor device. The present work is narrowed

down to the consideration of two different damage mechanisms in a thermo–mechanical

analysis. Namely, the prediction of material degradation inside the ductile power metal-

lization and the prediction of interface damage between the power metallization and the

Si chip. Effects such as microstructural evolution, rate–dependent material properties, and

environmental influences are not considered in the present work.

A submodel of a DMOSFET device is employed to reduce the model size. The modeling

technique, based on [123], takes advantage of the thermal fields and external constraints

experienced by a single DMOS cell as well as the cell’s periodicity. This way, a single

DMOS cell model is utilized to predict damage onset in the DMOSFET device. In the

present work the same modeling technique is utilized to exemplify the developed continuum

damage mechanics approaches presented in Chapters 3 and 4. Note that the modeling of

localized damage progression in a ”unit cell like” model does not represent the actual

physical damage happening inside the chip package. The applied modeling technique is

only valid as long as all DMOS cells are subjected to the same loading conditions and show

the same constitutive response. Strictly speaking, this assumption is no longer valid as

soon as damage localization starts in one of the DMOS cells. Damage modeling leads to a

change of the constitutive response of the cell and affects the displacement field and loading

conditions of the neighboring DMOS cells. Hence, a larger FEM model would be required

for a proper analysis of damage progression inside an entire DMOSFET device subjected

to overload conditions. The development of a numerical FEM embedding strategy of a

damaged DMOS cell inside an array of undamaged DMOS cells resulting in a minimum

model size is future work.

The aim of the present chapter, the demonstration of both damage modeling strategies on a

DMOSFET device, is not affected by the modeling assumptions. A computationally efficient

model of a simplified generic DMOS cell geometry is defined. The model consists of a bi–

material compound of Cu and Si. The interface in–between is either modeled as perfectly

bonded or by a cohesive law. The developed damage modeling approaches are applied for

this structure. First, both approaches are applied independently, predicting either bulk
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fatigue or interface degradation. Second, both approaches are applied in combination,

resulting in a simultaneous damage progression in the bulk material and at the interface.

5.2 FEM–Model

The FEM modeling technique, developed in [123], for a DMOSFET device is summarized

in the following. Assumptions in the modeling approach are discussed and modifications

for the present work are pointed out. Ansys APDL v18.0 (ANSYS Inc., Canonsburg, PA,

USA) is employed for the FEM simulations.

5.2.1 Geometry

The FEM simulations are carried out on a simplified, two–dimensional, generic DMOS

cell model. In Fig. 5.1, a cross sectional view of a typical device used in automotive

applications is sketched. On the left, the chip–package and the active Si chip area with

periodically arranged DMOS cells is shown. The 2D–FEM model is depicted on the right–

hand side of the figure. With respect to the considered damage behavior, two halves of

the periodically arranged DMOS cells are modeled instead of one complete DMOS cell. A

generic geometry and an extremely simplified metallization stack are assumed for the FEM

model. Dimensions of the generic model are summarized in Table 5.1. The height of the

two layers is chosen in such a way that the far–field stress and strain fields are not perturbed

by the interface geometry. Linear interpolated, fully integrated, four noded, plane strain,

isoparametric elements are used for discretization. An unstructured mesh is utilized, where

the average element size is approximately w/30. The periodic arrangement of the DMOS

cell is taken into account by the thermal and structural boundary conditions, discussed

next.

Table 5.1: Dimensions of the generic DMOS cell model depicted in Fig. 5.1.

a b c d h w r1 r2

1.9µm 3.8µm 5.1µm 3.2µm ≈ 30µm 12.8 µm 1.0µm 1.0µm
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Figure 5.1: Schematic representation of a chip–package. (a) indicating the location of
periodically arranged DMOS cells in the active chip area; (b) FEM model
representing a vertical cross–section of two halves of a simplified, generic
DMOS cell.

5.2.2 Thermal Loading

The heat inside a power semiconductor device is generated in the active area of the Si

chip below the Cu power metallization. Thermal loading conditions are extracted from

electro–thermal simulations of a ”global” chip–package model, simulated for massive elec-

tric overload conditions. The obtained temperature field inside the submodel, as post–

and preprocessed in [123], is utilized for the structural analysis. There, the transient tem-

perature field is approximated by a spatially homogeneous but time varying temperature

field for the whole DMOS cell submodel. The temporal change of the temperature field is

depicted in Fig. 5.2(a) for the first six load cycles. The profile is characterized by a rapid

temperature increase followed by a slow cool down to the initial temperature. The spatially

homogeneous temperature field is considered sufficient for the simulation of the undamaged

structure.

In the present work, a coupled thermo–mechanical analysis is carried out and, therefore,

a spatial homogeneous temperature field over the whole DMOS cell model is not sufficient

for demonstrating the capabilities of the developed approaches. Hence, a more resolved
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temperature field is required for the present work. The assumption of a spatial homogeneous

temperature field made in [123] are based on a thermal transient analysis of the DMOS

cell also carried out in [123]. Since a less resolved, but computational more efficient, model

is utilized in the present work, the spatial temperature profile obtained in [123] cannot be

applied directly to the present DMOS cell model. However, the same temporal temperature

profile is employed, and the thermal boundary conditions are chosen in such a way that the

spatial temperature field in the Cu layer is similar to the spatial temperature field obtained

by the transient analysis in [123].

The spatial temperature field and the applied thermal boundary conditions are depicted

in Fig. 5.2(b). Temperature boundary conditions are prescribed at the top nodes of the

Cu layer, which follow the temporal temperature profile depicted in Fig. 5.2(a). The tem-

perature difference between the bottom and the top of the Cu layer has been reported in

[123] to range from ∆T = 0 K to ∆T = 35 K for the transient thermal simulation of an

electric overload pulse. In the present work, a constant temperature difference between the

top nodes and the bottom nodes of ∆T ≈ 10 K is chosen for simplicity. Since the heat pro-

duced by an electric overload pulse remains the same, even during material deterioration,

heat flow boundary conditions are utilized at the bottom nodes of the Si layer. A temporal

constant heat flow value is modeled and the magnitude is chosen in such a way that the

desired temperature gradient in the Cu layer is obtained. A value of Q = 2.4 W, evenly

distributed at the bottom nodes of the Si, is applied, resulting in the temperature difference

of ∆T ≈ 10 K between the bottom and the top nodes of the Cu layer.

A single load cycle is simulated by three subsequent load steps utilizing quasi–static thermo–

mechanical FEM analysis. The time points for the three load steps are depicted in Fig. 5.2(a).

The last point in a load cycle is coincident with the first point of the subsequent load cycle.

Since rate–independent material or interface parameters are chosen, a higher resolution of

the load cycle is not necessary. Automatic adjustment of the load increment is utilized

and the temperature on top of the Cu layer is linearly ramped between the load steps.

The initial load increment of the second load step, which represents the rapid temperature

increase, is set smaller than that of the first and third load steps of the load cycle. This

way, the automatic adjustment of the load increment is sped up, resulting in a shorter

computational time.
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Figure 5.2: Thermal boundary conditions for the DMOS cell submodel. (a) temperature
time profile of the first six load cycles applied to the top nodes of the Cu
layer; (b) spatial temperature field obtained at the thermal peak load.

5.2.3 Mechanical Boundary Conditions

The mechanical boundary conditions aim to represent the kinematic constraint of a single

DMOS cell apart from the edges of the DMOSFET. DMOS cells at the edge of the active

DMOS area are considered to be significantly colder compared to the locations well inside

the active DMOS area resulting in lower temperature swings and, consequently, in less

damage accumulation. Hence, the applied modeling technique [123] focuses on the central

part of the DMOSFET, where failure is expected to occur [163].

The extremely short heating phase during an overload power density pulse and the subse-

quent long pausing phase leads to acute localized heating inside the multilayer chip. Due

to this loading characteristic (short heating—long cooling), only a thin layer of the active

DMOS area gets rapidly heated while the rest of the chip package remains near the am-

bient temperature. The surrounding cold material prevents the hot region from expansion

in lateral directions. On top of the Cu metallization, a small layer of mold compound

is assumed, which does not constrain the heated region in the vertical direction. These
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considerations, explained in detail in [123], lead to a lateral constraint and the following

displacement boundary conditions:

uleft
1 = uright

1 = ubottom
2 = 0 , (5.1)

which are depicted in Fig. 5.1. These boundary conditions provide a complete decoupling

from the global model resulting in a substantial reduction of the model size. This significant

reduction in the degrees of freedom is obtained by taking the cells periodicity into account.

The main drawback of this modeling strategy is that the ”unit cell like” submodel is only

valid as long as the damage localization does not influence the far field stress, strain or tem-

perature field. Hence, the damaged region inside the submodel has to be small compared

to the geometry of the submodel. As soon as the damaged region affects the mechanical or

thermal field on the model edges the obtained results are no longer representative for the

DMOSFET device. In this case either a larger submodel is required or an advanced mod-

eling technique needs to be employed. The development of such a submodeling technique

is future work. In the present work, the inaccuracy obtained due to localized damage mod-

eling inside the simplified submodel is accepted and should not affect the demonstration

purpose of the current chapter.

5.2.4 Material Properties

The initial material state is assumed to be stress–free. This is in contrast to the stress–

state of real power semiconductor devices, where chip fabrication and packaging processes

induce residual stresses into the multilayer chip structure, which may influence the fatigue

life [152]. However, in the case of high plastic strain amplitudes, which occur during electric

overload pulsing, the influence of residual stresses and strains has only a minor influence

on the overall fatigue life. Hence, the assessment of the initial stress state is not addressed

in the present work.

Further, the stress–free temperature for all materials is set equal to room temperature,

293 K. In an initial load step, the FEM model is heated up from this room temperature to

the initial temperature of the thermal load cycle.
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The elastic and temperature dependent thermal properties for the Si layer are provided in

Table 5.2. The cubic elastic material properties are taken for a standard (100) silicon wafer,

where the principal material axes are aligned with the crystal directions [100], [010], and

[001] which, in turn, are aligned with the FEM model axes, x1–x2–x3.

The Cu layer is modeled by the same constitutive model as employed in Chapter 3. In ad-

dition, the J2 plasticity model combined with the Chaboche nonlinear kinematic hardening

model, Eq. (3.52), accounts for a temperature dependent yield stress, σY. The temperature

dependent σY is taken from micro–tension tests conducted at variable temperatures, carried

out in [237]. Based on that, the temperature dependence of the Chaboche plasticity pa-

rameters is estimated. The material data set for the Cu power metallization is summarized

in Table 5.3.

The material fatigue and damage parameters required for the CDM approach are deter-

mined in Chapter 3 for a comparable polycrystalline Cu. There, the fatigue material data

are estimated from literature data and the damage parameters are identified from the nu-

merical simulation of cyclic microcantilever beam experiments. The obtained fatigue and

damage parameters are listed in Table 3.3. Since, a user written material subroutine is

Table 5.2: Elastic and temperature dependent thermal properties of Silicon.

Elastic engineering moduli [101]

E1 = E2 = E3 ν12 = ν23 = ν31 G12 = G23 = G31

130 GPa 0.28 79.6 GPa

Temperature dependent thermal properties

Temperature CTE [174] k [6]

K 10−6 K−1 W
mmK

358 2.98 0.047

398 3.20 0.043

438 3.38 0.040

478 3.53 0.037

538 3.70 0.035
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Table 5.3: Elastic, thermal, and temperature dependent plastic material properties of
polycrystalline Copper with an average grain size of 2.7µm. (The temperature
variation of the Chaboche plasticity parameters is estimated.)

Thermo–elastic properties and thermal conductivity

E ν CTE [123] k [123]

100 GPa 0.35 16.7 · 10−6 K−1 0.385 W
mmK

Temperature dependent plastic properties

Temperature σY [237] C1 γ1

K MPa MPa –

163 157 2000 9.0

293 142 1800 8.5

398 130 1600 8.0

473 107 1400 7.5

673 79 1200 7.0

required for orthotropic damage modeling, which is not available yet, the CDM approach

is only exemplified for isotropic damage behavior, defined by ω = 1 in Eq. (3.21).

5.2.5 Interface Modeling and Properties

Two different approximation techniques are utilized for the interface modeling. First, the

Cu–Si interface is modeled as perfectly bonded. This way, no interface opening, mechanical

degradation, or thermal degradation occurs at the Cu–Si interface. Second, the developed

CCZM is utilized to model cyclic delamination between the Cu–Si interface. Cohesive zone

elements are introduced into the DMOS cell model and placed between the simplified Cu–Si

material compound.

The evaluation of interface properties at the required length scale is a difficult task. To the

author’s knowledge, the interface properties of material compounds utilized in a DMOSFET

structure has not been reported in the literature and is a field of ongoing research [100, 205].

Hence, a proper calibration of the CCZM parameters is not yet possible, and an assumed

set of interface properties is taken for the demonstration purpose.
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The developed CCZM model does not account for the damage nucleation process, and

damage onset is assumed to be caused only by the opening of the interface surfaces. Hence,

the estimated CCZM parameter set is defined in such a way that damage onset at the

interface occurs already within the first load cycle. The assumed parameter set is based on

the following considerations.

During an electric overload pulse the traction state at a damaged interface inside the DMOS

cell model represents a 2D mixed–mode crack propagation problem. Therefore, traction–

separation laws for Mode I and Mode II, respectively, are defined. The elastic properties

of the interface are estimated from an assumed thin layer of 500 nm consisting of a Cu–Si

material compound around the interface. The Young’s modulus perpendicular to the inter-

face can be approximated by the inverse rule of mixture which results, for an equal volume

fraction of both materials, in a Young’s modulus of Eint = 120 GPa. This approximated

Young’s modulus is divided by the assumed thickness of the material compound resulting

in a cohesive stiffness of K = 240 · 106 N/mm3. The β–parameter of the cohesive laws is

chosen to represent this cohesive stiffness. The interface onset tractions are chosen to be

smaller than the yield stress of the Cu layer at room temperature. Additionally, the critical

energy release rate for Mode II is chosen to be higher than for Mode I. These assumptions

lead to the estimated traction–separation laws depicted in Fig. 5.3, and are defined for a

temperature of 293 K. Temperature dependent cohesive law parameters are defined, and a

second set of cohesive law parameters is defined at a temperature of 673 K. For this data

set the temperature dependent interface properties, the critical energy release rates and the

interface onset traction’s, are assumed to be half the magnitude of the interface properties

at 293 K. This way, a temperature increase leads to a weakening of the interface behavior.

Interface properties inside this temperature range are linearly interpolated.

For simplicity, the fatigue interface properties are assumed to be temperature independent.

The fatigue properties are chosen in such a way that interface delamination and fatigue

damage progression in the bulk Cu occur after roughly the same number of load cycles

and propagate at almost the same rate. This way, the interaction of the different damage

mechanisms in the combined simulation becomes visible and supports the demonstration

purpose of the current chapter. The mixed–mode Paris law parameters are defined to

represent a linear interpolation between the fatigue properties of Mode I and Mode II.
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Figure 5.3: Estimated traction–separation laws for the Cu–Si interface. (a) Mode I cohe-
sive law, (b) Mode II cohesive law.

No fatigue thresholds are considered and the corresponding values are set to zero. The

estimated interface parameter set is listed in Table 5.4.

The thermal conductance of the interface is chosen in such a way that the temperature jump

across the undamaged interface is less than JθK < 0.5 K. This way, only a small thermal

perturbation is introduced. The thermal conductance is determined through preliminary

numerical studies and a value of hcz = 1000 W/mm2 is picked for the DMOS cell model.

The parameter υ describing the thermal conductance at maximum interface penetration is

Table 5.4: Estimated parameter set for the CCZM describing the Cu–Si interface

Temperature dependent interface properties

Temp. GIc GIIc T o
I T o

II β η

K N
mm

N
mm MPa MPa – –

293 0.0020 0.0030 100 120 0.35 2.0

673 0.0010 0.0015 50 60 0.35 2.0

Fatigue properties

CI CII Cm mI

5.0 · 10−14 mm
cycle 1.0 · 10−12 mm

cycle 1.0 mm
cycle 5.0

mII mm GIth GIIth

3.0 0.0 0.0 N
mm 0.0 N

mm
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simple set to unity, υ = 1. This way, the thermal conductance of a delamination during

interface closing ranges between zero and the thermal conductance of the intact interface

for a very high contact pressure at a penetration of ∆fc
3 = 0.1µm. The sinusoidal penalty

stiffness parameters are chosen as Ksc = 108 N/mm3 and Kfc = 109 N/mm3.

5.2.6 Cycle Jump Parameters and Other Model Features

The cycle jump parameters for the FEM models are explained in the following. In the case

of a perfectly bonded interface, only the CDM approach is applied and the initial number

of cycles overshooting the damage onset criterion is defined as ∆Nos = 100 in Eq. (3.44).

The maximum and minimum damage tolerances for the adaptive damage extrapolation

technique in Eq. (3.46) are chosen as ∆Dmax = 0.8 and ∆Dmin = 0.4, respectively. The

maximum number of jump cycles is limited by Nmax = 500 and the minimum number is

set to Nmin = 1.

In the case of cyclic delamination without considering bulk fatigue damage, only the CCZM

approach is applied. The allowable damage increment for calculating the number of jump

cycles is set to ∆Dallow
f = 0.1 in Eq. (4.50). The maximum and minimum number of jump

cycles are limited by the same values as in the CDM approach.

In the case of the combined simulation where bulk fatigue damage and interface delamina-

tion are considered simultaneously, the same cycle jump parameters as in the independent

simulations are chosen. Only the number of cycles overshooting the damage onset crite-

rion in bulk fatigue differs and is set to ∆Nos = 1. The cycle jump techniques of both

approaches are formulated in such a way that an exchange of the predicted number of jump

cycles is possible. This way, the minimum number predicted by one of the damage model-

ing approaches is utilized, and the damage extrapolation technique of the other approach

adjusted in accordance to the minimum cycle jump number.

Additionally, viscous regularization is necessary in the simultaneous modeling case. The

degradation of bulk elements directly at the interface can lead to convergence difficulties.

Therefore, an energy–dissipation ratio of 1 ·10−6 is utilized for nonlinear stabilization. This

way, the total amount of artificial energy dissipated during the simulation is around 0.5%

of the total strain energy and should not affect the accuracy of the results.
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5.3 Simulation Results and Discussion

Three different damage modeling cases of the single DMOS cell model are demonstrated.

First, the DMOS cell model is computed with a perfectly bonded interface and only the

CDM approach is applied, resulting in a prediction of fatigue damage inside the Cu layer.

Second, the DMOS cell is simulated only with the CCZM approach, resulting in cyclic

delamination growth at the interface. Herein, no fatigue damage inside the bulk Cu is

considered, but the constitutive response of the interface is modeled by the CCZM. Third,

both damage modeling approaches are applied simultaneously, resulting in material deteri-

oration inside the bulk Cu and cyclic delamination growth at the interface. The predicted

damage characteristics, caused by massive overload conditions, are discussed and compared

to each other.

5.3.1 CDM – Fatigue Damage in Bulk

This subsection presents the application of the CDM approach for fatigue damage modeling

in bulk materials on the Cu power metallization of a single DMOS cell. The Cu–Si interface

is modeled as perfectly bonded. Consequently, no damage occurs between the Cu layer and

the Si chip. The damage onset criterion and the damage variable are depicted in Fig. 5.4 for

the ductile power metallization. Three different load cycles during the degradation process

are chosen and the corresponding contour plots are depicted. Element averaged values are

utilized for the contour plots. For the damage onset criterion, this technique works fine. For

the damage evolution plots, however, the depicted element values can be underestimated due

to the averaging process. The thickness of the region representing complete material failure

is mostly simulated by a single finite element only. Elements surrounding the completely

failed element usually show a much lower damage variable, leading to an averaged damage

value below D = 1. Nevertheless, complete material failure occurs in the simulations and

the elements representing material failure are explicitly depicted in the temperature plots

below.

In the simulation applying the CDM approach only, the first damage onset is predicted

after N = 9 429 electric overload pulses. The symmetric structure and loading of the

DMOS cell leads to two locations equally prone for damage onset as depicted in Fig. 5.4.
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Figure 5.4: Damage characteristics of the generic DMOS cell model with a perfectly
bonded interface, applying the CDM approach only. Contour plots of the
damage onset criterion, D, (top) and the damage variable, D, (bottom) are
depicted for three different numbers of applied load cycles, N .

Damage evolution starts, and until N ≈ 15 000 load cycles, the spatial damage evolution

of both damage onset points is almost identical. Afterwards, the spatial evolution of the

right–hand side damaged region slows down and further damage progression only occurs

on the left–hand side. The geometry, boundary, and loading conditions of the problem

are perfectly symmetric. Hence, also the obtained damage characteristics is symmetric

at the beginning. The unstructured mesh is chosen to obtain slight numerical differences
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between the left–hand side and the right–hand side of the model. This way, one of the

damaged regions can become dominant. A different unstructured mesh may result in a

mirrored prediction of the dominant damaged region. In a real component, initial flaws

and defects inside the material may cause a similar macroscopic effect. At N = 18 529 load

cycles, the left–hand side damaged region reaches the symmetry plane of the model and

starts to change its propagation direction. Subsequently, the damaged region propagates

vertically until the upper model edge is reached at N = 44 929 load cycles. The displayed

edge of the Cu layer is reached by the damaged region after N = 29 179 load cycles.

During vertical damage progression, the predicted critical plane orientation of the Fatemi–

Socie critical plane method is oriented at 45◦ to the model axes. Since isotropic damage

modeling is employed, this critical plane orientation is not utilized for the modeling of the

elasto–plastic response of the damaged material. Hence, the application of the orthotropic

damage modeling strategy may result in a slightly different path of the damaged region.

The spatial temperature field in the Si layer and the Cu power metallization are depicted

in Fig. 5.5. The contour plots correspond to the same load cycle numbers as depicted in

Fig. 5.4. The finite elements experiencing complete material failure, i.e. D = 1, are in-

dicated in the contour plots. During an electric overload pulse, the DMOS cell is rapidly

heated and slowly cooled down. The displayed temperature values are taken at the peak

temperature of the temporal temperature profile depicted in Fig. 5.2(a). For the undamaged

DMOS cell, a symmetric spatial temperature field is obtained, where a small temperature

increase below the Si hump is visible. With continuing damage progression, the heat flow

through the damaged region is impeded and an unsymmetric temperature field arises. Ad-

ditionally, a slight increase in the temperature values below the Si hump, caused by material

deterioration, becomes visible.

The thermal flux through the damaged model at a load cycle number of N = 29 179 is

depicted in Fig. 5.6. Since a constant heat flow is applied at the bottom of the FEM model,

the thermal flux during one load cycle across the single DMOS cell remains constant.

Material degradation is modeled between two load cycles. The thermal conductance is

degraded and the heat flow through the damaged region is impeded. In the subsequent

equilibrium iteration of the FEM analyses, the heat flow is locally impeded and adjusted

to circumvent the damaged regions, as depicted in detail on the right–hand side of Fig. 5.6.
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Figure 5.5: Temperature field of the generic DMOS cell model during bulk fatigue damage
evolution. A perfectly bonded interface is assumed and only material dete-
rioration in the bulk Cu leads to an impeded heat flow through the DMOS
cell model. The impeded heat flow affects the temperature field and results
in slightly increased temperatures.
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Figure 5.6: Vector plot of the thermal flux across the damaged DMOS cell model com-
puted by the CDM only simulation for a load cycle number of N = 29 179.
A detailed view of the heat flow around the right–hand damaged regions is
provided.
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Next, the same FEM model and modeling strategy is utilized, but an initial void is intro-

duced at the top of the Cu power metallization. The initial void is modeled by manually

setting the damage state of a single element to D = 1, which represents a completely

damaged material. This way, the first damage onset does not occur at the interface of

the Cu–Si compound; instead, damage onset occurs at the modeled void after N = 8 686

load cycles and propagates vertically towards the Cu–Si interface. At the interface damage

onset occurs after N = 9 436 load cycles, which corresponds to nearly the same load cycle

number as in the previous simulation. Damage onset at the interface is again symmetric at

the beginning of the simulation until the left–hand side damaged region becomes dominant.

Afterwards, the dominant damaged region follows quite the same path as in the simula-

tion without an initial void at the top of the Cu layer. The damage paths are depicted

in Fig. 5.7. The left–hand side damaged region emerging from the interface changes its

direction into a vertical slope at N = 21 411 load cycles, which is slightly later than in the

simulation without an initial void. Afterwards, both damaged regions evolve in vertical di-

rection. At N = 25 061 load cycles, the damage onset criterion predicts a mutual influence

between the two propagating damaged regions. After N = 26 311 load cycles, both dam-

aged regions start to change their propagation directions. At N = 27 398 load cycles, the

damaged regions coalesce into one single region of material failure which traverses the Cu

power metallization. The elements representing material failure are depicted in the third

contour plot of Fig. 5.7. Additionally, the temperature profile at the peak temperature is

depicted for this damage state. Note that the area of the maximum temperature, 565 K, is

noticeable larger than in the simulation without an initial void at the top of the Cu layer.

This is mainly caused by the additional direction change of the region of material failure

triggered by the initial void.

The rates of spatial advance of the damaged regions for the two models, with and without

a void at the top of the Cu layer, are depicted in Fig. 5.8. Herein, the number of elements

in a damage state (D > 0) is plotted against the number of load cycles, N . Damage onset

occurs in both simulations roughly before N = 10 000 load cycles. Afterwards, a progressive

increase in the number of elements in the damaged state is obtained. For the case without a

void at the top of the Cu layer, the rate of spatial advance slows down after N ≈ 15 000 load

cycles, corresponding to the point at which the right–hand side damaged region is arrested.
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Figure 5.7: Damage characteristics of the generic DMOS cell model with an initial void
at the top surface of the Cu power metallization. At a load cycle number of
N = 24 161 the damage variable is depicted, representing the damage state
of the Cu layer. For N = 25 061 load cycles the damage onset criterion
is depicted indicating the mutual influence of both damaged regions. At
N = 27 398 load cycles the temperature profile is depicted and the elements
representing material failure are indicated.

Subsequently, the direction change of the left–hand side damaged region occurs, and, after

N ≈ 22 000 load cycles, only vertical damage progression at an almost constant rate is

obtained. In contrast, the simulation with an initial void at the top of the Cu layer shows

a much steeper slope, caused by two propagating damaged regions. At around N ≈ 26 000

load cycles, the two damaged regions coalesce at a very high rate. Consequently, the

coalescence of both damaged region occurs rapidly over a very low number of load cycles.



5.3. SIMULATION RESULTS AND DISCUSSION 137

0 10000 20000 30000 40000 50000

Number of load cycles, N

0

20

40

60

80

100

120

140

160

180

N
u

m
b

er
of

d
am

ag
ed

el
em

en
ts

with void

without void

Figure 5.8: Rates of the spatial advance of the damaged region for the CDM only models
with and without an initial void at the top of the Cu layer.

5.3.2 CCZM – Cyclic Delamination at the Interface

In this subsection, the CCZM is demonstrated at the single DMOS cell model. Therefore,

the interface between the Cu–Si compound is discretized by cohesive elements and the

estimated interface parameter set is employed. The bulk Cu of the power metallization is

assumed to remain undamaged throughout the simulation. The same loading conditions

as in the bulk fatigue damage models are utilized. The degrading interface behavior is

depicted in Fig. 5.9 for three different time points. After the first stabilized cycle is found,

a maximum damage variable inside the interface of D = 0.02 is obtained. As in the bulk

fatigue case, damage onset is predicted symmetrically at the left–hand side and right–hand

side edges of the Si hump. Afterwards, the two cohesive zones start to evolve. At N = 6 313

load cycles, a damage variable of D = 0.55 is reached inside the right–hand side cohesive

zone, which becomes the dominant one for the following load cycles. The first occurrence

of a complete delamination is detected after N = 8 821 load cycles. The single cohesive

zone is split up into two cohesive zones and the obtained delamination propagates in both

directions. This region is mostly dominated by Mode I delamination growth caused by the

applied boundary conditions. After N = 9 484 load cycles, a fully developed delamination

on the left–hand side of the Si hump also emerges and propagates. Near the radii of the Si

hump, the delamination propagation slows down. After N = 15 035 load cycles, nearly the
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Figure 5.9: Damage characteristics and temperature profile of the generic DMOS cell
model employing only the CCZM approach. The damage state of the interface
is indicated by the interface damage variable, D. Three different damage
states are depicted and identified by the number of applied load cycles, N .

whole vertical edges of the Si hump are delaminated. Subsequently, the delaminations keep

propagating at a very low rate. At N = 58 514 load cycles are reached the two delaminations

are arrested since all four cohesive zones are vanished in the simulation.

In addition to the damage state of the interface, the temperature profile at the peak temper-

ature is depicted in Fig. 5.9. Similar characteristics as in the bulk fatigue damage case are

found. The increasing damage state of the interface, obtained at the vertical edges of the

Si hump, leads to an impeded heat flow through this region of the interface. Consequently,



5.3. SIMULATION RESULTS AND DISCUSSION 139

the temperatures below the damaged interface are slightly higher than in the undamaged

case.

The thermal flux across the interface is depicted in Fig. 5.10 for a load cycle number of

N = 7 821. For easier comparison, the intervals of the contour colors are chosen the same

way as in Fig. 5.6. In the undamaged case, the thermal conductance is chosen to represent

an almost perfect thermal interface. During damage progression, the thermal conductance

is degraded, which results in a deterioration of the heat flow through the interface. In the

case of a delaminated and open interface, the heat transfer across the interface is completely

impeded. This case is depicted in the detailed view on the right hand side of Fig. 5.10.

Similar to the bulk fatigue case, the thermal flux circumvents the open delamination.

In Fig. 5.11, the overall cohesive zone length and the length of the total delamination inside

the single DMOS cell model are depicted. No distinction is made between the left– and

right–hand side delaminations or cohesive zones. The total cohesive zone length after the

first stabilized cycle is approximately 2µm. Afterwards, the cohesive zone length increases

until the first delamination emerges. Subsequently, the cohesive zone length drops and the

delamination length rises, indicating a fast delamination growth. The cohesive zone length

0
70
140
210
280
350
420
490
560
630

Thermal Flux
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Figure 5.10: Vector plot of the thermal flux across the damaged interface computed by
the CCZM only simulation for a load cycle number of N = 7 821. A detailed
view of the heat flow around the completely damaged and open interface is
provided on the right–hand side of the figure.
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Figure 5.11: Evolution of the overall cohesive zone length and the total delamination
length within the interface of the single DMOS cell model.

drops to approximately 0.5µm and keeps constant until N ≈ 33 000 load cycles. At the

same time, the delamination propagation slows down, but remains active until a delami-

nation length of about 7µm is reached. After N ≈ 33 000 load cycles, the cohesive zone

length decreases again and remains at this level. For the region of very slow delamination

propagation, which occurs after N ≈ 15 000 load cycles, the cohesive zones vanish and only

a few interface elements are within a damage state (0 < D < 1). This can lead to inaccurate

predictions of the fatigue propagation rates and may influence the estimated lifetime. For

a sufficient analysis of this region, a refined mesh should be utilized. This inaccuracy is

accepted in the present work since the change of the delamination state after N ≈ 15 000

load cycles only has a negligible influence on the structural behavior of the DMOS cell

model.
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5.3.3 CDM & CCZM – Coupled Fatigue Damage Evolution

In this final subsection both modeling approaches are simultaneously applied to one single

DMOS cell model subjected to electric overload pulsing. The model setup is the same as in

the previous cases. The CDM approach is utilized to model bulk fatigue damage in the Cu

power metallization. No initial void is modeled in the metallization. The CCZM approach

is employed to model cyclic delamination at the Cu–Si interface.

The damage variable of the bulk fatigue CDM approach, Db, and the interface damage

variable of the CCZM approach, Dcz, are depicted in Fig. 5.12. First damage onset occurs

at the interface, where a cohesive zone is established within the first load cycle. Damage

onset in the Cu power metallization follows after N = 5 586 load cycles. Hence, damage

onset in the bulk material occurs earlier in this simulation, considering the interface, than

in the simulation neglecting the interface. In contrast to the simulation with the perfectly

bonded Cu–Si interface, the CCZM model introduces a finite stiffness between the modeled

Cu layer and Si layer, which results in a changed stress and strain state. These changes

influence the damage behavior of the Cu metallization around the interface and result in

the earlier damage onset. The damage state in the cohesive zone evolves since the first load

cycle and results in a delamination after N = 7 628 load cycles. Afterwards, delamination

propagation and damage evolution in the bulk Cu occur simultaneously. Around N = 9 536

load cycles, the right–hand side damaged region in the bulk Cu becomes dominant. The

change of the dominant damaged region from the left–hand side in the CDM only approach

to the right–hand side in the combined simulation is influenced by the evolution of the

interface delamination and the unstructured mesh. For interface damage, the right–hand

side delamination is again the dominant one, as in the CCZM only approach. Damage

evolution of the left–hand side region in the bulk Cu stops and the dominant damaged

region follows a similar, but mirrored path as in the simulation neglecting the interface.

Delamination again occurs on both vertical edges of the Si hump and follows a similar

propagation characteristic as in the simulation of the CCZM only approach. Compared to

the simulation employing only the CDM approach, damage onset occurs earlier and the

evolution of the damaged region is slightly faster. The evolving damaged region reaches the
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Figure 5.12: Damage characteristics of the generic DMOS cell model predicted by simul-
taneous application of the CDM & CCZM approaches. Contour plots of
the bulk damage variable, Db and the interface damage variable, Dcz, are
depicted for six different damage states, identified by the number of applied
load cycles, N .

displayed edge of the model at N = 23 776 load cycles, whereas the CDM only simulation

needed N = 29 179 load cycles for the same spatial advance.

Finally, the spatial temperature fields for the simulation simultaneously applying the CDM

and CCZM approach are depicted in Fig. 5.13. The elements representing material failure

are indicated and the interface damage variable is displayed. The overall behavior of the

temperature profile follows the same characteristics as those observed in the uncoupled sim-
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Figure 5.13: Temperature profile of the generic DMOS cell model during bulk fatigue
damage evolution and cyclic delamination growth predicted by the coupled
CDM & CCZM simulation.

ulations. Dependent on the damage state, a symmetric or unsymmetric temperature profile

with slightly increased temperature values compared to the undamaged case is obtained.

5.4 Summary

The developed approaches based on continuum damage mechanics for fatigue damage mod-

eling in bulk and for cyclic delamination growth are exemplified on a generic DMOS cell

structure during massive electric overload pulsing. Thermo–mechanical FEM simulations

are utilized to predict damage onset and damage progression inside the Cu power metal-

lization and at the interface between the Si and Cu material compound.

Three different damage modeling strategies are applied and the obtained damage charac-

teristics discussed and compared to each other. First, bulk fatigue damage and interface

fatigue damage are simulated independently from each other. This way, the developed ap-

proaches are not affected by the progressive damage evolution of the other approach. Each

damage model provides a lifetime estimation and the spatial damage evolution is depicted
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for different numbers of electric overload pulses. Second, both approaches are simultane-

ously applied in a single FEM simulation resulting in an earlier damage onset and slightly

accelerated damage progression inside the Cu power metallization. The applicability of the

approaches in a combined simulation is, therefore, shown, but their interactive capabilities

have not been addressed in detail in the present work and further research is required on

this topic.

The progressing damage either in the bulk material or at the interface impedes the local

thermal flux in the vertical direction, resulting in a slight increase of the temperatures

below the damaged regions. In all simulations, the damage characteristics of either the

bulk fatigue damaged region or the interface delaminations follows a path almost parallel

to the heat flux through the model. Hence, the global heat flux through the submodel

is only marginally affected by the obtained regions of material and interface failure for

the current model geometry, the assumed material and interface parameter, the applied

overload pulses, and the utilized modeling strategy. The application of orthotropic damage

evolution modeling may influence the obtained damage path in the Cu power metallization

and a slightly different damage characteristic may be obtained in this case.

In addition to the demonstration of the approaches, a second simulation utilizing only the

bulk fatigue approach is conducted with an initial void at the top of the Cu layer. Damage

onset inside the Cu layer first occur at this manually introduced void and a subsequent

progressing damaged region is obtained. In addition, damage onset at the interface is

predicted in the simulations and a second propagating region of material failure is obtained.

After a certain amount of independent progression of the two damaged regions, a mutual

influence between the propagating regions is detected by the bulk fatigue approach and

the damaged regions coalesce to one single region of material failure across the Cu power

metallization.

A substantial model size reduction is gained by the applied ”unit cell like” modeling strategy.

This modeling technique is, strictly speaking, only valid for the undamaged state up until

damage localization is reached inside the model. Afterwards, the response of the damaged

cell changes and effects the displacement field and loading conditions of the neighboring

cells. Hence, for valid model results, the region of material failure should not affect the far–

field stress and strain field of the submodel. This is only valid for a very small and localized
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region of material failure inside the model. Therefore, a larger FEM model is required to

model the actual damage response inside a DMOSFET device. An embedded modeling

technique would provide a possible strategy to circumvent the limitations of the current

submodel by keeping the computational time within reasonable bonds. Nevertheless, the

developed progressive damage models are successfully applied to a power semiconductor

device and their applicability to these kind of problems is, therefore, shown.
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Chapter 6

Conclusion

Various failure mechanisms can be found in power semiconductor devices, which may lead

to malfunctions or even destruction of the devices. Empirical lifetime models have been de-

veloped to assess the lifetime of such devices. A main drawback of these models is that they

do not consider the actual physical damage mechanisms inside the power semiconductor

devices. Hence, changes in the loading conditions may trigger different failure mechanisms

and predictions by the empirical lifetime models may be compromised. Advances made

in numerical simulation techniques allow for the development of physical lifetime models

capable of predicting the actual physical damage mechanisms inside a power semiconduc-

tor. Numerical simulation techniques have been already successfully applied to a variety of

different failure mechanisms, but few studies have been carried out on the numerical assess-

ment of fatigue damage inside the ductile metallization of power semiconductors. Fatigue

damage in the metallization may lead to hot–spot formation, which, in turn, may lead to

local melt–up and possible device failure. The detection of such weak spots inside the met-

allization is of major interest in the development of modern power semiconductor devices.

Physical lifetime models will help to identify and eliminate designs with locations prone for

material failure prior to manufacturing of the first prototype devices. The present work is

focused on the development of fatigue damage modeling strategies by means of advanced

methods within the framework of the Finite Element Method. The developed fatigue dam-

age modeling techniques aim to predict material degradation inside the power metallization

and potential cyclic interface delamination between the metallization and the silicon chip.
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The analysis of fatigue damage inside a power semiconductor device can be described as a

thermo–mechanical fatigue problem. In the present work, the problem is narrowed down

to the prediction of material and interface deterioration caused by mechanical stresses

and strains. The stress and strain states within a power semiconductor are induced by

temperature swings, caused by cyclic electric (overload) pulses, and by the differences in

the coefficients of thermal expansion of the multilayer stacks. Effects such as microstructural

evolution, creep fatigue interactions, environmental influences, and rate–dependent material

properties are not considered in the present work.

A continuum damage mechanics based approach is developed to predict fatigue damage

inside the bulk material of the metallization layer. The formulated approach utilizes a

phenomenological, multiaxial fatigue criterion for the prediction of damage onset and a

damage evolution law based on the strain energy density for the prediction of damage

progression. The multiaxial fatigue criterion allows for the consideration of complex loading

conditions and predicts locations prone to microcrack nucleation as well as the orientation

of the emerging microcracks. The strain energy based damage evolution law allows for the

consideration of thermo–mechanical loading conditions and describes the degradation rate

of the material caused by microcrack accumulation and growth. The effect of damage on the

thermal conductivity of the material is included in the model. The implementation of the

local continuum damage mechanics formulation into the Finite Element Method enables the

simulation of the whole damage process which ranges from damage onset to spatial damage

progression. The spatial advance of a damaged region leads to a change in the mechanical

and thermal structural response of the simulated problem. Fatigue material properties

are required for the simulation. A calibration procedure for the fatigue damage modeling

approach is exemplified on cyclic bending experiments of microcantilever beams. The test

setup is numerically modeled and the required fatigue properties are gathered by comparison

of the numerical results with the experimental data reported in the literature. The obtained

parameter set is then utilized for the prediction of damage onset and progression in a

simplified submodel of a power semiconductor device assuming isotropic damage behavior.

The theoretical framework for orthotropic damage modeling is derived in the present work,

but only the isotropic damage modeling is implemented entirely. To exploit the full potential
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of the orthotropic damage modeling approach, a user written material subroutine, which is

not available yet, is required.

A thermo–mechanical cyclic cohesive zone model is developed to predict cyclic delamination

between the power metallization and the silicon chip. The cohesive zone concept is a highly

versatile modeling technique for delaminations or cracks for which the crack path is a

priori known. The most advanced cyclic cohesive zone formulations are found inside the

research field of composite materials. Hence, the techniques employed there are further

developed in the present work and applied to the field of microelectronics. The formulated

model is purely based on physically interpretable interface parameters. This model feature

is made possible by linking the damage mechanics concept of the cohesive zone model

to the fracture mechanics crack propagation law, i.e. the Paris law. This way, tedious

model calibration is circumvented and experimentally identified interface properties can be

directly used for the model calibration. Two structural parameters are required for the

integration of the fatigue damage evolution law, i.e. the cohesive zone length and the mix

mode ratio. Both properties are evaluated by a non–local approach during the simulation.

This way, no approximations or estimations of these parameters are required. Additionally,

the non–local evaluation of the cohesive zone length allows for the simulation of transient

effects in the fatigue crack growth rate, which may be obtained by overload pulses or

variable amplitude loading conditions. The mechanical response of the modeling technique

is exemplified on well–established delamination tests for composite materials. The obtained

numerical results show good agreement with the available experimental data. The cyclic

cohesive zone model is extended to account for thermo–mechanical loading conditions and

a deterioration of the thermal flux across a damaged interface. The effect on the thermal

flux is obtained by linking the thermal conductance with the mechanical damage variable.

The experimental measurement of the interface properties inside a power semiconductor

device is a complex task and a field of ongoing research. Hence, the required data are

not available yet and an estimation of the cohesive zone parameters is conducted in the

present work. This way, the cyclic cohesive zone model can be exemplified on a submodel

of a power semiconductor device. The fatigue formulation of the current model is limited

to two–dimensional problems, whereas the quasi–static formulation is already implemented

for three–dimensional problems.
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The bulk fatigue and the cyclic delamination approach are exemplified independently and

in combination on a simplified generic submodel of a DMOSFET device. Various simula-

tions accounting for damage onset and damage progression are conducted. The obtained

damage characteristics, the spatial damage evolution with respect to the number of load

cycles, and the influence of the damaged region on the thermal field are discussed. The

applicability of both damage modeling approaches in a combined simulation is shown. The

damage characteristics obtained from the independent and the combined simulation are

slightly different, indicating an interaction between the two approaches. The employed

submodeling technique allows for a significant reduction in the model size, but application

of this technique to numerical analyses including damage progression should be handled

with care. The proper assessment of damage localization inside the submodel requires the

development of enhanced modeling techniques.

The presented fatigue damage modeling strategies provide a step forward towards physical

lifetime models for power semiconductor devices based on numerical simulation techniques.

One of the next steps towards numerical analyses with predictive capabilities is the proper

determination of material and interface parameters. As exemplified on the microcantilever

beams, the developed numerical models can be utilized to extract usable fatigue properties

of the involved materials from available experimental test data. Similar procedures can be

thought of for the identification of interface properties inside the compounds. In addition

to a proper material and interface parameter set, an electro–thermo–mechanical analysis

employing the developed damage models will be required to reach predictive capabilities.

The deterioration of the electric properties can be obtained in analogy to the degradation

of the thermal properties, as formulated in the present work. A multiphysics analysis sup-

plemented with proper material and interface parameters in combination with an advanced

embedding modeling strategy will allow for the prediction of fatigue damage inside and at

the interface of the power metallization; this, in turn, will help to improve the robustness

of future power semiconductor devices.
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Appendix A

CDM – Effective Material

Properties

Following [160], the elastic compliance tensor of the damaged material, Eq. (3.31),

S(D) = MT(D) : S0 : M(D) , (A.1)

is obtained from the compliance tensor of an isotropic material in the undamaged state, S0,

and the fourth order damage effect tensor,

(M(D))−1 =
1

2
(Φ ⊗ Φ+Φ ⊗ Φ) , (A.2)

Φ = (I −D)1/2 , (A.3)

which can be written in index notation as,

(M)−1
ijkl =

1

2
(ΦikΦjl + ΦilΦjk) . (A.4)

By substituting Eq. (3.31) into the elastic constitutive behavior of the damaged material,

Eq. (3.30), the elastic strain is given as

εe = S(D) : σ , (A.5)
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where σ denotes the stress tensor.

It is convenient to express the tensors in the form of matrices and to execute tensor op-

erations in terms of matrix calculus. Therefore, the Voigt notation with the component

ordering as employed in Ansys APDL v 16.2 is utilized and given as

[σp] ≡




σ11

σ22

σ33

σ12

σ23

σ31




, [εp] ≡




ε11

ε22

ε33

γ12

γ23

γ31




=




ε11

ε22

ε33

2ε12

2ε23

2ε31




for p = {1 . . . 6} . (A.6)

The elastic constitutive equation of a damaged material and its compliance tensor in matrix

form are expressed in Voigt notation as [160]

[εe
p] = [Spq(D)][σq] , and (A.7)

[Spq(D)] = [Mrp(D)]T[S0
rs][Msq(D)] , (A.8)

respectively, where [S0
rs] is the elastic compliance matrix of an undamaged isotropic ma-

terial. The matrix representation of the damage effect tensor in the basis (ξ) takes the

following form,

(ξ)[Mpq(D)] =




Φ1 0 0 0 0 0

0 Φ2 0 0 0 0

0 0 Φ3 0 0 0

0 0 0 (Φ1Φ2)
1
2 0 0

0 0 0 0 (Φ2Φ3)
1
2 0

0 0 0 0 0 (Φ3Φ1)
1
2




, (A.9)

where Φi = (1−Di)
−1 for i = 1, 2, 3.
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Consequently, the elastic compliance matrix of a damaged material in the same basis results

in

(ξ)[Spq(D)] =




1

Ẽ1

−ν̃21
Ẽ2

−ν̃31
Ẽ3

0 0 0

−ν̃12
Ẽ1

1

Ẽ2

−ν̃32
Ẽ3

0 0 0

−ν̃13
Ẽ1

−ν̃23
Ẽ2

1

Ẽ3
0 0 0

0 0 0 1

G̃12
0 0

0 0 0 0 1

G̃23
0

0 0 0 0 0 1

G̃31




, (A.10)

where Ẽi, G̃ij , and ν̃ij denote the damaged Young’s modulus in i–direction, the damaged

shear modulus in the i–j plane, and the damaged Poisson’s ratios, respectively. These

parameters are obtained from the following relations:

1

Ẽi
=

1

E
Φ2
i ,

1

G̃ ij
=

1

G
ΦiΦj ,

ν̃ij

Ẽi
=
ν

E
ΦiΦj , (A.11)

with Φi = (1−Di)
−1 for i, j = 1, 2, 3 ,

where E, G, and ν denote the Young’s modulus, the shear modulus, and the Poisson’s ratio

of a undamaged isotropic material, respectively.

The plastic constitutive behavior, Eqs. (3.36 to 3.41) of the damaged material is modeled by

adapting the initial J2 yield condition to a decreasing orthotropic Hill yield condition. The

positive semi–definite tensor characterizing the yield conditions of orthotropic materials,

Eq. (3.40), is represented as

(ξ)[Hpq(D)] =




G̃+ H̃ −H̃ −G̃ 0 0 0

H̃ + F̃ −F̃ 0 0 0

F̃ + G̃ 0 0 0

2Ñ 0 0

sym. 2L̃ 0

2M̃




, (A.12)
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where F̃ , G̃, H̃, L̃, M̃ , and Ñ are the parameters characterizing the plastic orthotropy of

the damaged material, and are called anisotropy parameters. In the case of isotropy (e.g.

the undamaged material) these parameters have the values

F̃ = G̃ = H̃ = 1 , L̃ = M̃ = Ñ = 3 . (A.13)

The anisotropy parameters are obtained in Ansys APDL v16.2 as,

F̃ =
1

2

〈
1

R̃2
22

+
1

R̃2
33

− 1

R̃2
11

〉

G̃ =
1

2

〈
1

R̃2
33

+
1

R̃2
11

− 1

R̃2
22

〉

H̃ =
1

2

〈
1

R̃2
11

+
1

R̃2
22

− 1

R̃2
33

〉

L̃ =
3

2

(
1

R̃2
23

)

M̃ =
3

2

(
1

R̃2
13

)

Ñ =
3

2

(
1

R̃2
12

)
, (A.14)

where so–called directional yield stress ratios, Rij , are utilized as user input. In the present

work, the Macaulay brackets are introduced to avoid negative anisotropy parameters. In

terms of the presented elasto–plastic–damage model the damaged ratios, R̃ij , are only

dependent on the damage variables, since an isotropic material behavior combined with a

J2 plasticity is assumed for the pristine material. The damaged parameters for orthotropic

plasticity during damage development are, therefore, given as,

R̃11 =
1

Φ1

R̃22 =
1

Φ2

R̃33 =
1

Φ3

R̃12 =

(
1

Φ1Φ2

) 1
2

R̃23 =

(
1

Φ2Φ3

) 1
2

R̃31 =

(
1

Φ3Φ1

) 1
2

. (A.15)
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The matrices above have been presented in the basis (ξ) which is aligned with the principal

axes of the material system. These matrices can be rotated into an arbitrary coordinate

system (x) as follows. In Voigt notation two rotation matrices (x,ξ)[Rεpq] and (x,ξ)[Rσpq] are

necessary to transform the strains and stresses from a coordinate system (x) into a rotated

coordinate system (ξ) as [47],

(ξ)[εp] = (x,ξ)[Rεpq]
(x)[εq] , (A.16)

(ξ)[σp] = (x,ξ)[Rσpq]
(x)[σq] , (A.17)

where the matrices follow the relations,

(ξ,x)[Rεpq] = (x,ξ)[Rεpq]
−1 = (x,ξ)[Rσpq]

T , (A.18)

(ξ,x)[Rσpq] = (x,ξ)[Rσpq]
−1 = (x,ξ)[Rεpq]

T . (A.19)

Consequently, the elasticity matrix and the compliance matrix follow as

(x)[Cpq(D)] = (x,ξ)[Rεrp]
T (ξ)[C0

rs]
(x,ξ)[Rεsq] , (A.20)

(x)[Spq(D)] = (x,ξ)[Rσrp]
T (ξ)[S0

rs]
(x,ξ)[Rσsq] , (A.21)

respectively, where [C0
rs] is the isotropic elasticity matrix for the undamaged material. The

rotation matrices for a second order tensor in Voigt Notation, employing the component

ordering as Ansys APDL v16.2 are given as [47]

(x,ξ)[Rσpq] =




q211 q212 q213 2q11q12 2q12q13 2q11q13

q221 q222 q223 2q21q22 2q22q23 2q21q23

q231 q232 q233 2q31q32 2q32q33 2q31q33

q21q11 q22q12 q13q23 (q11q22 + q12q21) (q13q22 + q12q23) (q13q21 + q11q23)

q31q21 q32q22 q33q23 (q31q22 + q32q21) (q33q22 + q32q23) (q33q21 + q31q23)

q31q11 q32q12 q33q13 (q31q12 + q32q11) (q33q12 + q32q13) (q33q11 + q31q13)




(A.22)
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(x,ξ)[Rεpq] =




q211 q212 q213 q11q12 q12q13 q11q13

q221 q222 q223 q21q22 q22q23 q21q23

q231 q232 q233 q31q32 q32q33 q31q33

2q21q11 2q22q12 2q13q23 (q11q22 + q12q21) (q13q22 + q12q23) (q13q21 + q11q23)

2q31q21 2q32q22 2q33q23 (q31q22 + q32q21) (q33q22 + q32q23) (q33q21 + q31q23)

2q31q11 2q32q12 2q33q13 (q31q12 + q32q11) (q33q12 + q32q13) (q33q11 + q31q13)




,

(A.23)

where qij are the entries of the rotation matrix [Qpq].
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Appendix B

CCZM – Integrals

The integration of the exponential traction–separation law of the Cyclic Cohesive Zone

Model (CCZM) is summarized in the following. The integration requires the utilization of

the Euler gamma function,

Γ(z) =

∞∫

0

tz−1e−t dt , (B.1)

where z is a complex number with positive real part. The lower incomplete gamma function

is defined as

γ(z, x) =

x∫

0

tz−1e−t dt , (B.2)

and the regularized lower incomplete gamma function is provided by

P (z, x) =
γ(z, x)

Γ(z)
. (B.3)

The range of the specific work, Eq. (4.21), is computed by

∆w =

λmax∫

λmin

T (λ)dλ = Gc

[
P

(
2

β
,
λβmax

β

)
− P

(
2

β
,
λβmin

β

)]
, (B.4)

which uses the regularized lower incomplete gamma function. This function is not intrin-

sic in the utilized Intel Fortran Compiler (IFORT 16.0.0 20150815). Therefore, ASA032

FORTRAN90 library [37], based on [27], has been employed for the computation.
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Similarly, the static damage variable, Eq. (4.15), is computed as

Ds(λmax) =
1

Gc



λmax∫

0

T (λ) dλ−
λmax∫

0

T (λ, ds) dλ


 = (B.5)

= P

(
2

β
,
λβmax

β

)
− λ2

max exp

(
1− λβmax

β

)
P

(
2

β
,

1

β

)
, (B.6)

and the total damage variable, Eq. (4.32), follows as

Dtot(dtot) =
1

Gc



λtot∫

0

T (λ) dλ−
λtot∫

0

T (λ, dtot) dλ


 = (B.7)

= P

(
2

β
,
dtot

β

)
− d

2
β

tot exp

(
1− dtot

β

)
P

(
2

β
,

1

β

)
. (B.8)

The internal variable, dtot, is iteratively computed by Newton’s method,

(j+1)dtot = (j)dtot −
f((j)dtot)

f ′((j)dtot)
with (j=0)d = ndtot . (B.9)

Herein, ndtot denotes the internal variable from the last converged increment in the FEM

analysis. The scheme is stopped at the iteration, (j), where the stopping condition

|f
(

(j)dtot

)
| ≤ 1 · 10−2 is fulfilled. The function f (dtot) and its derivative, f ′ (dtot), are

provided as

f(dtot) = P

(
2

β
,
dtot

β

)
− d

2
β

tot exp

(
1− dtot

β

)
P

(
2

β
,

1

β

)
−Dtot(dtot) , (B.10)

f ′(dtot) =
d

2−β
β

tot

β
2
β

exp
(
−dtot

β

)

Γ
(

2
β

) +
d

2
β

tot − 2d
2−β
β

tot

β
exp

(
1− dtot

β

)
P

(
2

β
,

1

β

)
. (B.11)
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Appendix C

CCZM – Interface Stiffness Matrix

The derivatives of the interface stiffness matrix required by the Newton–Raphson algorithm,

in the framework of the FEM [22], are presented in the following. The derivatives are

employed by Ansys APDL v16.2 and v18.0 USERINTER user subroutine.

The traction–separation law of the Cyclic Cohesive Zone Model (CCZM), Eq. (4.8), can be

written as [82] 


T 1

T 2

T 3




=




∆1Θ1

∆2Θ2

〈∆3〉Θ3




, (C.1)

where the exponential terms are summarized within,

Θ1 =
S
ν

exp

(
2− λβ/d− d

β

)
, Θ2 = Θ1 , and Θ3 = νΘ1 = νΘ2 . (C.2)

The interface stiffness matrix for the thermo–mechanical CCZM is given as

K =




mK mtK

tmK thK


 =




∂T1
∂∆1

∂T1
∂∆2

∂T1
∂∆3

∂T1
∂ϑ+

∂T1
∂ϑ−

∂T2
∂∆1

∂T2
∂∆2

∂T2
∂∆3

∂T2
∂ϑ+

∂T2
∂ϑ−

∂T3
∂∆1

∂T3
∂∆2

∂T3
∂∆3

∂T3
∂ϑ+

∂T3
∂ϑ−

∂q+
∂∆1

∂q+
∂∆2

∂q+
∂∆3

∂q+
∂ϑ+

∂q+
∂ϑ−

∂q−
∂∆1

∂q−
∂∆2

∂q−
∂∆3

∂q−
∂ϑ+

∂q−
∂ϑ−




, (C.3)
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which consists of the four submatrices mK, mtK, tmK, and thK, provided in the following.

Mechanical – Submatrix, mK

For interface opening (∆3 ≥ 0) the components of the mechanical submatrix read

mK = mKij =
∂Ti
∂∆j

=
T o
i

∆o
j

[
δij −

∆i∆j

w̃λ2−β +
∆i∆

o
j

Sχi

∂S
∂∆j

]
Θi , (C.4)

where χ1 = χ2 = 1 and χ3 = ν, for i = {1, 2, 3} and j = {1, 2, 3}. The Kronecker delta is

given by δij and w̃, defined as

w̃ =





1 if dtot = λβ

dtot if dtot > λβ
. (C.5)

The derivatives of S are obtained from

∂S
∂∆j

= η(ν − 1)Bη−1 ∂B

∂uj
, (C.6)

and the derivatives of the mode mixity, B, are derived numerically as

∂B

∂u1
= 2∆1

(
T o

1ψ

GIIc

)2〈T o
3ψ∆3

GIc

〉2

Λ−2 (C.7)

∂B

∂u2
= 2∆2

(
T o

2ψ

GIIc

)2〈T o
3ψ∆3

GIc

〉2

Λ−2 (C.8)

∂B

∂u3
= 2 〈∆3〉

(
T o

3ψ

GIc

)2
[〈

T o
3ψ∆3

GIc

〉2

Λ−2 − Λ−1

]
, (C.9)

where

Λ =

[(
T o

1ψ∆1

GIIc

)2

+

(
T o

2ψ∆2

GIIc

)2

+

〈
T o

3ψ∆3

GIc

〉2
]

, (C.10)

and 〈•〉 denotes the Macaulay brackets, Eq. (2.9).

For interface closure (∆3 < 0) the components which differ from the above stated ones read

∂T1

∂∆3
=
∂T2

∂∆3
=
∂T3

∂∆1
=
∂T3

∂∆2
= 0 (C.11)

∂T3

∂∆3
= Kcont . (C.12)
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Mechanical–Thermal coupling, mtK

The components of the mechanical–thermal coupling submatrix are independent of the

opening or closure state of the interface, and are obtained as

mtK = mtKkl =
∂Tk
∂ϑl

=
∂T o

k

∂ϑl
∆kΘk + T o

k

∂∆k

∂ϑl
Θk + T o

k∆k
∂Θk

∂ϑl
, (C.13)

where k = {1, 2, 3} and l = {+,−}. The cohesive law is defined by the temperature

dependent interface properties GIc, GIIc, T
o
3 = T o

I , and T o
1 = T o

2 = T o
II. The remaining

parameters are assumed to be temperature independent. The changes of the temperature

dependent interface properties are computed as

∂T o
k

∂ϑ+
≈ ∂T o

k

∂ϑ−
≈ ∂T o

k

∂ϑcz
=

n+1T o
k − nT o

k
n+1ϑcz − nϑcz

(C.14)

∂GIc

∂ϑ+
≈ ∂GIc

∂ϑ−
≈ ∂GIc

∂ϑcz
=

n+1Go
Ic − nGo

Ic
n+1ϑcz − nϑcz

(C.15)

∂GIIc

∂ϑ+
≈ ∂GIIc

∂ϑ−
≈ ∂GIIc

∂ϑcz
=

n+1Go
IIc − nGo

IIc
n+1ϑcz − nϑcz

, (C.16)

where n + 1 and n identify the current and the previous iteration, respectively. The tem-

perature change is approximated by the average temperature change of the cohesive zone

ϑcz = (ϑ+ + ϑ−) /2. Hence, the derivatives ∂Tk
∂ϑ+

and ∂Tk
∂ϑ−

are equal. Therefore, only the

derivatives with respect to ϑ+ are presented in the following. The remaining components

of Eq. (C.13) are given as

∂∆1

∂ϑ+
=

[
1

GIIc

∂T o
1

∂ϑ+
− T o

1

G2
IIc

∂GIIc

∂ϑ+

]
ψ∆1 (C.17)

∂∆2

∂ϑ+
=

[
1

GIIc

∂T o
2

∂ϑ+
− T o

2

G2
IIc

∂GIIc

∂ϑ+

]
ψ∆2 (C.18)

∂∆3

∂ϑ+
=

[
1

GIc

∂T o
3

∂ϑ+
− T o

3

G2
Ic

∂GIc

∂ϑ+

]
ψ〈∆3〉 (C.19)

∂ϑ+

∂ϑ+
=
∂ϑ−
∂ϑ+

=

[
1

ν

∂S
∂ϑ+

− S
ν2

∂ν

∂ϑ+

]
exp

(
2− λβ/d− d

β

)
(C.20)

∂Θ3

∂ϑ+
=

∂S
∂ϑ+

exp

(
2− λβ/d− d

β

)
, (C.21)
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where the derivative of S can be obtained from

∂S
∂ϑ+

=
∂ν

∂ϑ+
Bη + (ν − 1)ηBη−1 ∂B

∂ϑ+
(C.22)

∂ν

∂ϑ+
=

1

GIc

∂GIIc

∂ϑ+
− GIIc

G2
Ic

∂GIc

∂ϑ+
(C.23)

∂B

∂ϑ+
≈

n+1B − nB
n+1ϑcz − nϑcz

. (C.24)

Herein, the derivative of the mode mixity, B, is approximated by a finite difference scheme.

Thermal–Mechanical coupling, tmK

Upon interface opening (∆3 ≥ 0) the components of the thermal–mechanical coupling

submatrix are provided as

tmK = tmKlk =
∂q1

∂∆k
= − ∂q2

∂∆k
= −hintJϑK

∂Dtot

∂∆k
, (C.25)

where the derivative of the total damage variable can be written as

∂Dtot

∂∆k
=
∂Dtot

∂dtot

∂dtot

∂∆k
. (C.26)

The derivative of the energy based damage variable, Dtot, with respect to the internal

variable, dtot, is identical to Eq. (B.11) and given as

∂Dtot

∂dtot
=

1

Γ
(

2
β

)


d

2
β

tot

β
exp

(
1− dtot

β

)
γ

(
2

β
,

1

β

)
+
d

2−β
β

tot

β
2
β

exp

(
−dtot

β

)

−2d
2−β
β

tot

β
exp

(
1− dtot

β

)
γ

(
2

β
,

1

β

)
 . (C.27)

Herein, the derivatives of dtot with respect to the interface separations, ∆k, are approxi-

mated by a finite difference scheme as

∂dtot

∂∆k
≈

n+1dtot − ndtot

n+1∆k − n∆k
. (C.28)
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Upon interface closure (∆ < 0) the components change to

∂q+

∂∆k
= (hc − hint) JϑK

∂Dtot

∂∆k
for k = 1, 2 (C.29)

∂q+

∂∆3
=




DtotJϑK ∂hc∂∆3

for (−∆3) < ∆fc

0 for (−∆3) ≥ ∆fc

, (C.30)

where the derivative of the thermal conductance with respect to the contact penetration,

∆3, for the nonlinear penalty method is given as

∂hc

∂∆3
=
υhint

∆fc
3

π

2
sin

(
(−∆3)π

∆fc
3

)
. (C.31)

Thermal–Submatrix, thK

The entries of the thermal submatrix for interface opening (∆3 ≥ 0),

thK = thKmn =
∂qm
∂ϑn

for m = 1, 2 and n = 1, 2 , (C.32)

are obtained from

∂q+

∂ϑ+
= hint

(
1−Dtot − JϑK

∂Dtot

∂ϑ+

)
, (C.33)

where the state of the damage variable is temperature independent,

∂Dtot

∂ϑ+
= 0 . (C.34)

Hence, the first derivative simplifies to

∂q+

∂ϑ+
= hint (1−Dtot) , (C.35)

and the components of the thermal submatrix follow the relations

∂q+

∂ϑ+
= − ∂q+

∂ϑ−
= − ∂q−

∂ϑ+
=
∂q−
∂ϑ−

. (C.36)
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For interface closure (∆3 < 0) the first derivative of the thermal submatrix reads

∂q+

∂ϑ+
= hint (1−Dtot) + hcDtot , (C.37)

and the remaining derivatives are obtained from Eq. (C.36).
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Appendix D

CDM – Routine

In this appendix some comments with respect to the CDM approach are provided. In

the next subsection the APDL implementation of the CDM approach is shortly sketched

and the main features are summarized. Afterwards, the input parameters for the CDM

approach and the output parameters are listed.

Sketch of the Implementation

The main APDL script calls various APDL macros, which can be categorized into macros

for the computation of the stabilized cycle, for the evaluation of the damage onset criterion,

for the calculation of the damage variable, and for the modeling of damage degradation. The

macro for the damage onset criterion executes a Python script, CriPl, which computes the

fatigue damage indicator for the current stabilized load cycle and calculates the contribution

to the damage onset criterion. The accumulation of the damage onset criterion is realized

via the cp dict.pkl file, which contains the state variables required for the damage onset

criterion of the previous stabilized load cycle. Once the damage accumulation is finished the

file cp dict.pkl is overwritten with the updated state variables. The variables required for

the CriPl computation are provided by the file vars.py. This file is automatically written

by an APDL macro. Hence, all input variables are defined inside the APDL main script and

no additional definitions are necessary. In a combined simulation with the CCZM approach

the possible load cycle number for the cycle jump, ∆NCCZM, is also defined in vars.py
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and considered for the damage accumulation. Material degradation during the simulation

is realized by changing the material cards in a separate load step. The external loading

conditions for this load step are kept constant. After the material degradation is executed

the next stabilized cycle is searched for and the whole simulation procedure is repeated. The

computation of the FS–criterion is computationally demanding and the usage of an IPython

cluster enabling parallel computing is suggested. All other computations are carried out

directly in APDL.

Input variables

The input variables for the CDM approach are defined in the main APDL script, which

executes the simulation. The required parameters are grouped and listed in the following.

Damage Onset Model

FIPname ’FSmod’ FS–criterion, Eq. (2.12)

’SWTmod’ SWT–criterion, Eq. (2.13)

sig yield σY yield stress in the FS–criterion

k fatsoc κ material property in the FS–criterion

int ini γ′f LCF coefficient for the FS–criterion

σ′fε
′
f LCF coefficient for the SWT–criterion

exp ini cγ LCF exponent for the FS–criterion

b+ c LCF exponent for the SWT–criterion

Damage Evolution Model

dammodel ’isotropic’ isotropic damage modeling

’ortho energy’ orthotropic damage modeling

malpha α modified strain energy parameter, Eq. (3.15)

int evo κ1 material parameter in the damage evolution law, Eq. (3.17)

exp evo κ2 material parameter in the damage evolution law, Eq. (3.17)
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Stabilized Load Cycle

cycstabEV ’ELEM’ accept stabilized cycle based on Eq. (3.42)

’MODEL’ accept stabilized cycle based on Eq. (3.43)

DISS ENG δwth
i,i−1 threshold value for Eq. (3.42)

δWth
i,i−1 threshold value for Eq. (3.43)

maxcycinstab Nstab max. number of load cycles to obtain a stabilized

load cycle; if the criterion cycstabEV is not reached

the cycle Nstab is taken as stabilized load cycle.

Cycle Jump Parameter

deltaDmaxtol ∆Dmax max. damage tolerance for cycle jump

deltaDmintol ∆Dmin min. damage tolerance for cycle jump

maxN Nmax maximum number of jump cycles

minN Nmin minimum number of jump cycles

deltaN ∆Nos cycles overshooting the onset criterion

Output variables

For each stabilized load cycle multiple output files are stored. The state variables can be

found in the parameter files *.parm. The CriPl output can be found in the *.dat files.

Information about the damage state of individual elements is provided in the output files

*.out. Additionally, some load cycle numbers, the state of the stopping criterion, and the

accepted dissipated energy values for the stabilized load cycle are summarized in this files.

For the post processing of the results, APDL scripts as well as Python scripts are required.

A short summary of the main parameters in the different files is provided in the following.
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Parameter files – *.parm

FIP PFS / PSWT fatigue indicator parameter

INItot DO damage onset criterion

damtot D damage evolution variable

CriPl files – *.dat

nx ξ1 · e1 x1–component of ξ1

ny ξ1 · e2 x2–component of ξ1

nz ξ1 · e3 x3–component of ξ1

sig nmax σmax
n max. normal stress acting on the critical plane, Ξc

sigeps a PFS / PSWT fatigue indicator parameter

DamTotFIP DO damage onset criterion

Output files – *.out

Cycstab SN number of the stabilized load cycle for which

the output is written for

Cyctot Ntot total number of load cycles including the cycle jumps

CycleJump ∆NCDM number of load cycles for the next cycle jump

EmaxRelDiss δwi,i−1 max. dissipated strain energy density between two LCs

SumRelDiss δWi,i−1 dissipated strain energy between two LCs
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Appendix E

CCZM – USERINTER

In this appendix some comments are provided with respect to the usage of the USERINTER

subroutine. In the next subsection the required user defined functions are discussed and

their usage is briefly sketched. Afterwards, the input parameters uprop and the output

state variables usvr are discussed.

Usage of USERINTER

The application of userinter.F requires the following user programmed functions:

user01.F . . . set up the global variables and cycle jump parameters

user02.F . . . evaluate the number of load cycles for the cycle jump

user03.F . . . flag to set/unset fatigue interface degradation and

adapt cycle jump number to CDM approach

userou.F . . . store user supplied element output in nmisc record

All five Fortran source code files need to be called and compiled with /UPF at the beginning

of the APDL script. The userou.F subroutine needs to be activated with the USRCAL

command. User–defined command names need to be assigned to the three user–defined

functions by the /UCMD command, enabling the usage of the functions. In the following

user–defined command names are suggested and the required input and output parameters
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are listed. Input parameters are marked by parentheses ( ) and output parameters are

marked by brackets [ ]:

user01.F . . . fini, (Nmin), (Nmax), (∆Dallow
f )

user02.F . . . fevl, [∆NCCZM], [
(

∆G
Gc

)
max

], [
(

da
dN

)
max

], [
(

dDf
dN

)
max

], (lcz), (φ(tmax)), (1)

user03.F . . . fset, [FLAG=0], (∆NCDM), [Ntot], (∆Nstab)

user03.F . . . fset, [FLAG=1], [Dmax
tot ], [∆Dmax

tot ]

Before the solution step is entered fini is called and the global variables and cycle jump

parameter are defined. Then the solution process is started and the first load cycle is

simulated. In a linear–elastic analysis fevl is called after the first load cycle. In a elasto–

plastic analyses the simulation of the load cycle is repeated until a stabilized cycle, SN , is

found and fevl is called afterwards.

In a simulation utilizing the CCZM approach only, the first four output parameters of

fevl are just for information. In a combined analysis with the CDM approach ∆NCCZM is

required as input parameter for the Python script, CriPl, which computes the CDM damage

onset criterion. This information exchange is necessary since the maximum number of jump

cycles for the CDM approach is limited by ∆NCCZM from the CCZM approach. The latter

three parameters of fevl are input parameters. The required structural properties, lcz, and

φ(tmax), are computed in the APDL script, executing the simulation. The last input value,

(1), is a required integer value and is implemented for future use. If only one cohesive

zone occurs during the simulation, the two structural properties are exchanged between

APDL and USERINTER via fevl. If multiple cohesive zones occur during the simulation,

the exchange of the structural properties is realized by the file nonlocal.out.

In a combined simulation the CriPl computation is executed and the maximum number

of jump cycles of both approaches ∆NCDM ≤ ∆NCCZM is obtained. If only the CCZM

approach is utilized a large value for ∆NCDM needs to be defined. This way, ∆NCCZM is

not affected by ∆NCDM. Subsequently, fset is called and the fatigue interface degradation

carried out in a single load step. The external loading conditions are kept constant for

this degradation step. The input parameter ∆Nstab describes the number of load cycles

simulated until a stabilized load cycle has been accepted. The output parameter Ntot is the

total number of load cycles including the cycle jumps.
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After the degradation load step fset is called again and the fatigue degradation flag is unset,

[FLAG=0]. Two output parameters are provided by fset when unsetting the degradation

flag. The maximum damage variable Dmax
tot of an integration point inside the cohesive

zone (completely damaged interface points are not considered here), and the maximum

damage increment, [∆Dmax
tot ], obtained after the cycle jump. This value should be close

to or smaller as the defined allowable damage increment, (∆Dallow
f ). After unsetting the

degradation flag, the next load cycle is computed and the listed procedure repeated until

the stopping criterion is reached.

Input of USERINTER

The input of USERINTER is defined via the user–defined material properties, uprop(i), per

temperature:

uprop(1) GIc mode I critical energy release rate

uprop(2) GIIc mode II critical energy release rate

uprop(3) T o
I mode I cohesive strength

uprop(4) T o
II mode II cohesive strength

uprop(5) η BK–exponent

uprop(6) β shape parameter of the cohesive law

uprop(7) Dcut damage cut off value (typically 0.99)

uprop(8) 2 integer value

uprop(9) – reserved for future use

uprop(10) CI mode I Paris law coefficient

uprop(11) CII mode II Paris law coefficient

uprop(12) Cm mixed–mode Paris law coefficient

uprop(13) mI mode I Paris law exponent

uprop(14) mII mode II Paris law exponent

uprop(15) mm mixed–mode Paris law coefficient

uprop(16) GIth mode I threshold value

uprop(17) GIIth mode II threshold value

uprop(18) – reserved for future use

uprop(19) ∆fc
3 interface penetration for Kfc (pos. value)

uprop(20) Ksc initial penalty contact stiffness

uprop(21) Kfc final penalty contact stiffness
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uprop(22) hint thermal conductance of the undamaged interface

uprop(23) υhint max. therm. conductance of the damaged interface during

contact

Output of USERINTER

The output of the USERINTER subroutine, the updated additional state variables, usvr[i],

are accessible from the NMISC records. The user defined output variables are appended

to the element standard output variables. The maximum number of the standard output

variables is obtained by maxnmisc = etyiqr(ETYPE,-110), where ETYPE is the element

type number. The usvr[i] is accessed by NMISC[maxnmisc+i] in the /POST1 or /POST26

post processors.

usvr[1] ∆1 interface shear separation in x1

usvr[2] ∆2 interface shear separation in x2

usvr[3] – reserved for future use

usvr[4] dtot total internal status variable

usvr[5] ds static internal status variable

usvr[6] dtot − ds internal status variable associated to fatigue

usvr[7] λmax maximum effective separation during load cycle

usvr[8] λmin minimum effective separation during load cycle

usvr[9] Dtot total damage variable

usvr[10] ∆G
Gc fraction between the energy release rate range and the critical

energy release rate

usvr[11] da
dN fatigue crack growth rate

usvr[12] ∆3 interface normal separation/penetration in x3

usvr[13] – reserved for future use

usvr[14] lcz length of the cohesive zone

usvr[15] φ(tmax) mix mode ratio

usvr[16] S parameter of the BK–criterion

usvr[17] w (λmax) specific work at λmax

usvr[18] C (φ(tmax)) mixed–mode Paris law coefficient

usvr[19] m (φ(tmax)) mixed–mode Paris law exponent

usvr[20] Gth (φ(tmax)) mixed–mode threshold value

usvr[21] T o (λmax) mixed–mode onset traction at λmax
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usvr[22] ∆o (λmax) mixed–mode onset separation at λmax

usvr[23] Gc (λmax) mixed–mode critical energy release rate λmax

usvr[24] B mode mixity

usvr[25] ϑcz average cohesive zone temperature

usvr[26] T o
I (ϑcz) mode I temperature dependent onset traction

usvr[27] T o
II (ϑcz) mode II temperature dependent onset traction

usvr[28] GIc (ϑcz) mode I temperature dependent critical energy release rate

usvr[29] GIIc (ϑcz) mode II temperature dependent critical energy release rate

usvr[30] hcz (∆3, Dtot) thermal conductance

usvr[31] T1 shear traction in x1

usvr[32] T2 shear traction in x2

usvr[33] T3 traction in x3

usvr[34] q+ normal component of the thermal flux out of the interface C+

usvr[35] ϑ+ temperature of C+

usvr[36] ϑ− temperature of C−
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Problemes non-linéaires de mécanique, Symposium franco-polonais, Cracow (Poland),

pages 137–159, 1977.

[44] J.-L. Chaboche. Constitutive equations for cyclic plasticity and cyclic viscoplasticity.

International Journal of Plasticity , 5(3):247–302, 1989.

[45] J.-L. Chaboche. On some modifications of kinematic hardening to improve the de-

scription of ratchetting effects. International Journal of Plasticity , 7(7):661–678,

1991.

[46] J.-L. Chaboche. A review of some plasticity and viscoplasticity constitutive theories.

International Journal of Plasticity , 24(10):1642–1693, 2008.

[47] E. W. Chaves. Notes on continuum mechanics. Springer Science & Business Media,

2013.

[48] Y. Chen, Y. Jin, and R. Kang. Coupling damage and reliability modeling for creep

and fatigue of solder joint. Microelectronics Reliability , 75:233–238, 2017.

http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00047-4
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/S0142-1123(98)00046-2
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1016/j.ijfatigue.2016.10.028
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1002/9781118616994.ch2
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(89)90015-6
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/0749-6419(91)90050-9
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.ijplas.2008.03.009
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016
http://dx.doi.org/10.1016/j.microrel.2017.03.016


180 BIBLIOGRAPHY

[49] U.-M. Choi, F. Blaabjerg, and K.-B. Lee. Study and handling methods of power igbt

module failures in power electronic converter systems. IEEE Transactions on Power

Electronics, 30(5):2517–2533, 2015.

[50] U.-M. Choi, F. Blaabjerg, and S. Jorgensen. Power cycling test methods for relia-

bility assessment of power device modules in respect to temperature stress. IEEE

Transactions on Power Electronics, PP(99):1–1, 2017.

[51] C. Chow and J. Wang. An anisotropic theory of continuum damage mechanics for

ductile fracture. Engineering Fracture Mechanics, 27(5):547–558, 1987.

[52] M. Ciappa. Selected failure mechanisms of modern power modules. Microelectronics

Reliability , 42(4-5):653–667, 2002.

[53] L. F. Coffin. A study of the effects of cyclic thermal stresses on a ductile metal.

Transactions of the American Society of Mechanical Engineers, 76:931–950, 1954.

[54] J. P. Cordebois and F. Sidoroff. Damage induced elastic anisotropy. In J. P.

Boehler, editor, Mechanical Behavior of Anisotropic Solids/Comportment Méchanique
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