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Abstract

Technology scaling has made the transistors increasingly susceptible to radiation
particle strikes. As a consequence, particles with lower energy — which are sub-
stantially more frequent — can already cause non-destructive single event effects in
CMOS circuits. Understanding them is not very straightforward, as there are so
many parameters involved along with these effects, like radiation particle strikes’
strength, target circuit, path of propagation, and surrounding environment. Our goal
in this thesis is to study these effects in digital CMOS circuits and aid construction
of efficient radiation tolerant circuits. Firstly, the effectiveness of the existing radia-
tion hardening techniques to particle hits in digital CMOS circuits has been mainly
studied in this thesis (under a given set of environmental conditions). We explic-
itly analyze how the performance of two selected radiation hardening techniques,
namely transistor sizing and stack separation, when exposed to particle hits varies
with temperature and supply voltage.

We present design aims and concepts as well as implementation results of a dig-
ital ASIC that is dedicated as a target for long-term irradiation experiments. Its sole
purpose is to study susceptibility to radiation as well as propagation of radiation ef-
fects, and aid in understanding the same. The infrastructure should be able to record
the SETs, in spite of the need of being tolerant to particle strikes in itself that can-
not be avoided in some types of radiation experiments. The problem of devising a
suitable infrastructure lies in the partly contradictory requirements, like constrained
area, radiation tolerance and good resolution of the location and propagation path
of particle hits. This was a major challenge in our thesis.

To analyze single-event-transient (SET) sensitivity in digital CMOS circuits we
propose an on-chip measurement architecture for various target circuit blocks. We
also propose an architecture that allows tracing, generation and propagation of SETs
in the Sklansky adder and inverter tree. Our measurement architectures are based
on non-rad-hard counters namely, linear feedback shift registers and Muller pipeline
based up/down counters. The design evaluation is done by means of comprehensive
fault injection experiments, which are based on detailed Spice models of the target
circuits in conjunction with a standard double-exponential current injection model
for single-event transients (SET). We show that the infrastructure is resilient against
double faults, as well as many triple and even higher-multiplicity faults. Together
with a probabilistic analysis and fault dictionary we can conclude that the proposed
architectures will indeed sustain significant target hit rates, without exceeding the
resilience bound of the measurement infrastructure.
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Finally to measure SET pulsewidths in any digital circuit a unique on-chip mea-
surement infrastructure is proposed. Unlike the known oscilloscope-based methods,
our approach is all-digital: SET durations are measured by the SET-gated counting
of pulses generated by a high-frequency ring oscillator, and stored in an up/down-
counter array organized in a ring. We carefully elaborate a comprehensive concept
for making our infrastructure SEU tolerant, again with the main challenge being to
attain a sufficiently high probability of recording useful hits in the target before ex-
hausting the SEU tolerance of the infrastructure. Our key contribution here concerns
the protection of the counter array: Rather than resorting to radiation hardening or
explicit triple modular redundancy (TMR), we save area by using a novel redundant
duplex counter architecture: For a small number of recorded SETs, our architec-
ture implicitly implements TMR, albeit in a way that degrades gracefully for larger
numbers of recorded SETs.

We have presented the measurement infrastructure and a detailed pre-fabrication
analysis of the circuits hosted in the digital ASIC. We sketch our respective solu-
tions for the on-chip transmission architecture and present the resulting area distri-
bution of the final ASIC layout which has been performed for an industrial 65nm
bulk CMOS process. We also show how we optimized the layout for the purpose
of our experiments and present all relevant implementation details. The datasheet
of the ASIC that is of paramount importance is presented in great detail. Moreover,
an overview of the experimental setup is presented and some specific details are
highlighted.



Kurzfassung

Die stindig voranschreitende Verkleinerung der Strukturbreiten integrierter digita-
ler Schaltungen macht die verwendeten Transistoren zunehmend anfillig fiir Strah-
lungseffekte. Das fiihrt dazu, dass bereits Partikel mit geringer Energie, die wesent-
lich hiufiger auftreten, transiente Fehler (engl. Single-Event-Transient - SET) in
CMOS Schaltungen verursachen konnen. Da dabei der Einfluss vieler verschiedener
Parameter, wie die Stirke des auftreffenden Partikels, der betroffene Schaltungsteil
sowie der Ausbreitungspfad und die unmittelbare Umgebung des Einschlagortes,
eine Rolle spielt, sind diese Effekte schwierig zu analysieren und charakterisieren.
Das Ziel dieser Arbeit ist es, diese Strahlungseffekte in der CMOS Technologie zu
untersuchen, um so die Entwicklung von effizienten strahlungsresistenten Schal-
tungen zu ermoglichen. Zunichst wird die Effektivitit existierender Methoden zur
Strahlungshirtung (unter gegebenen Umweltbedingungen) evaluiert. Hierbei kon-
zentrieren wir uns auf die Analyse der Fragestellung, in welchem Ausmal die Tem-
peratur bzw. die Versorungspannung Einfluss auf die Wirksamkeit zweier bestimm-
ter Methoden hat, ndmlich “Transistor Sizing” und “Stack Separation”.

Weiters prisentieren wir Designziele und Konzepte, sowie Resultate aus der
Implementierung eines digitalen ASICs, der fiir Langzeitstrahlungsmessungen ent-
wickelt wurde. Dieser Chip soll dazu dienen, die Empfindlichkeit fiir, und die Aus-
breitung von Strahlungseffekten zu untersuchen und besser zu verstehen. Die Mess-
infrastruktur muss in der Lage sein, SETs aufzuzeichnen und dabei aber selbst ein
gewisses Mal} an SET-Toleranz aufweisen, was bei Messungen dieser Art grund-
sdtzlich nicht vermeidbar ist. Eine der grofiten Herausforderung dieser Arbeit war
die Konzipierung dieser Infrastruktur. Dabei sind nédmlich teilweise gegensitzliche
Anforderungen, wie die eingeschrinkte Chipfliche, gute Strahlungstoleranz, sowie
eine moglichst gute Auflosung fiir die Erfassung des Einschlagortes und des Aus-
breitungspfads eines auftreffenden Partikels, zu beriicksichtigen.

Um die Empfindlichkeit von CMOS Schaltungen fiir SETs zu analysieren, schla-
gen wir eine auf den Chip integrierte Messeinrichtung vor, die es ermdoglicht ver-
schiedene Zielschaltungen zu untersuchen. Dariiberhinaus stellen wir eine Archi-
tektur vor, die in der Lage ist die Erzeugung und Ausbreitung von SETs in Sklans-
ky Addieren und Invertiererbdumen zu verfolgen. Den Kern unserer Messarchitek-
turen stellen nicht-strahlungsharte Zihler dar. Im speziellen kommen Linear Feed-
back Shift Register und auf Muller-Pipelines basierende Vor-/Riickwirtszihler zum
Einsatz. Die Evaluierung des Designs erfolgt durch umfassende Fehlerinjektions-
experiemente, basierend auf detaillierten Spice Modellen der untersuchten Schal-
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tung sowie des Standard doppelt exponentiellen Strompulsmodells fiir SETs. Mit
diesen Untersuchungen konnen wir zeigen, dass unsere Messinfrastruktur robust
gegen sidmtliche Doppelfehler sowie etliche Dreifach- und Mehrfachfehler ist. Zu-
sammen mit einer ergidnzenden statischen Analyse kommen wir zu dem Schluss,
dass die vorgestellte Architektur tatsdchlich mit betrdchtlichen Partikeleinschlags-
raten umgehen kann, ohne dabei das Leistungsvermodgen der Messinfrastruktur zu
iberschreiten.

Fiir die Messung der Pulsbreite von SETs in beliebigen digitalen Schaltungen
stellen wir ebenfalls eine entsprechende Messeinrichtung vor. Im Gegensatz zu Me-
thoden die auf Oszilloskopmessungen beruhen, ist unser Ansatz vollstindig digital:
Die SET-Dauer wird dabei durch SET-maskiertes Zdhlen von Pulsen, die von einem
hochfrequenten Ringoszillator generiert werden, ermittelt. Die Ergebnisse werden
in einem, als Ring organisierten, Array von Vor-/Riickwértszihlern gespeichert. Wir
erarbeiten ein umfassendes Konzept um unsere Infrastruktur gegen SETs zu schiit-
zen, die sich in Speicherelementen manifestieren, wobei auch hier der Fokus darauf
liegt, eine ausreichend hohe Wahrscheinlichkeit fiir das Auftreten eines SETs zu
erreichen, ohne dabei die Toleranz der Messinfrastruktur zu iiberschreiten. Unser
Hauptbeitrag konzentriert sich dabei auf den Schutz des Zihlerarrays: Anstatt auf
Strahlungshirtung oder explizite Dreifachredundanz (engl. Triple Modular Redun-
dancy — TMR) zuriickgreifen zu miissen, sparen wir Chipflache durch eine neuarti-
ge Duplexzéhlerarchitektur. Fiir eine niedrige Anzahl an SETs implementiert unser
Ansatz implizit ein TMR System, wobei dieses bei steigender Anzahl von SETs
sogenanntes ,,graceful degradation® Verhalten aufweist.

In der Arbeit prisentieren wir die komplette Messinfrastruktur, sowie detail-
lierte Vorproduktionsanalysen der enthaltenen Schaltungen. Weiter skizzieren wir
unsere Losungen fiir die auf dem Chip integrierte Ubertragungsarchitektur und zei-
gen die resultierende Chipflichenverteilung des finalen ASIC-Layouts fiir einen in-
dustriellen 65nm Fertigungsprozess. Wir diskutieren ebenfalls die vorgenommenen
Optimierungen, die angewendet wurden, um das Chiplayout auf die Anforderungen
der Experimente anzupassen und dokumentieren alle relevanten Implementierungs-
details. Das Datenblatt des ASICs ist dabei von besonderer Wichtigkeit. Abschlie-
Bend prisentieren wir einen Uberblick iiber den Aufbau des Experiments, wobei
einige wichtige Details besonders hervorgehoben werden.



Contents

List of Figures xvii
List of Tables xxi
1 Introduction 1
1.1 Motivation . . . . . . . . . . . 2
1.1.1. SETModel . .. ..... .. .. ... .. . ...... 3

1.1.2 SoftErrorRate . ... ... ... ... ... ....... 3

1.1.2.1 SET Generation . . .. ... ........... 4

1.1.2.2  SET Propagation . . . . ... ... ........ 5

1.1.23 SETMasking . . . . .. ... ... ... ..... 6

1.1.3 Radiation Hardening Mechanisms . . . . .. .. ... ... 7

1.2 Scope . . . . .. 8

1.3 Listof Key Contributions . . . . . . .. ... ... ... ...... 9
1.3.1 Design of Novel Radiation Hardening Mechanisms . . . . . 10

1.3.2 Innovative Measurement Infrastructure SET Sensitivity . . . 10

1.3.3 Novel Measurement Infrastructure for SET Propagation . . . 11

1.3.4  Unique Measurement Infrastructure for SET Pulse widths . . 11

1.3.5 Design of Radiation Target ASIC . . . . . . ... ... ... 12

1.4 Outline and Methodology . . . . . . ... ... ... ........ 12

2 SET Injection Mechanisms 15
2.1 Background . . . . ... .. 16
21.1 3Dmodels. . . ... ... 17

2.1.2 Spicemodel . . . . ... ... oo 18

2.1.2.1 Double Exponential Current Model . . . . . . .. 20

2.1.2.2 Improved Current Model . . . . . . ... ... .. 22

2.2 SET SimulationModel . . . . ... ... ... ... ........ 23
221 3DTCADmodel . .. ... ......... . ....... 24

222 SpiceModel . . . . ... L 26

2.3 Spice Model Study - C-element Example . . . . . . ... ... ... 29
23.1 MullerC-Element . . . . . . ... ... ........... 29

2.3.2  Variation Analysis . . . . ... ... ... ... 32

2.3.3 Ramifications . . . ... ... oo 33

2.4 Simulation Setup for SET Analysis . . . . ... ... ... .... 33

xi



Contents

3 Radiation Hardening Mechanisms

Xil

3.1

3.2

33

34

3.5

Background . . .

3.1.1 Device-level Hardening . . . . . . .. ... ... ......
3.1.2 Circuit-level Hardening . . . . . . . ... ... .......
3.1.3 System-level Hardening . . . . ... ... .........
Proposed Radiation Hardening Mechanisms for Muller C-Element .
3.2.1 Radiation Hardening by Sizing . . . . . . ... ... .. ..
3.2.2 Dual Interlocked Storage Cell Mechanism . . . . . .. ...
3.2.3 Radiation Hardening by Separation Mechanism . . . . . . .

3.2.4 Summary

Combinational Circuits . . . . . ... .. ... ... ........

3.3.1 SET Analysis—XORgate . ... ... ...........

3.3.2 Radiation Hardening Mechanisms . . . . ... ... .. ..
3.3.2.1 Radiation-Hardening by Gate Sizing . . .. ...
3.3.2.2 Defect-Tolerant Logic . . . ... ... ... ...
3323 AnalogVoter . . . ... ... ... ... ..
3.3.2.4 Radiation Hardening by Separation Mechanism . .
3.3.2.5 Code Word State Preserving (CWSP) Element

3.3.3 Summary

Performance under VT Variations . . . . . . ... ... ... ....

341 TargetCircuits . . . . . . .. .. ...
3.4.1.1 Sizing Requirements for Rad-Hard Sizing Mech-

anism . . ...

3.4.2 Setup for VT Variation Experiments . . . . . ... ... ..

3.4.3 SET Experiments with VT variations . . . . . ... ... ..

3.4.3.1 Transistor Sizing Mechanism . ... .. ... ..

3.4.3.2 Stack-Separation Mechanism . .. ... ... ..

344 Summary
Sequential Circuits

35.1 Background . . . ... ... ... ... ... ..
3.5.1.1 Linear Feedback Shift Register . . ... ... ..
3.5.1.2 Parallel-In Serial-Out . . . . . ... ... .....

3.5.2 Proposed Rad-hard Mechanisms . . . . ... ........
3.5.2.1 Radiation Hardening by Sizing for the LFSR . . .
3.5.2.2 Hardware Redundancy for the LFSR . . . . . ..
3.5.2.3 Time Redundancy forthe LFSR . . . . ... ...
3.5.2.4 Radiation Tolerance by Separation for the LFSR .
3.5.2.5 Radiation Tolerance using DICE for the LFSR . .
3.5.2.6 Hardening by Sizing for the PISO . . . . . . . ..
3.5.2.7 Radiation Tolerance by Separation for the PISO .
3.5.2.8 Radiation Tolerance using DICE for the PISO . . .
3.5.2.9 Time Redundancy for the PISO . . . ... .. ..

3.5.3 Summary

35
35
36
37
38
39
39
40
41
41
42
43
44
44
46
48
48
50
52
53
53



Contents

4 Sensitivity and Spatial Distribution of SETs

4.1 Target Architecture . . . . . . ... ... .. .....
41.1 Inverter . . ... ... ... ... ... ...
4.1.1.1 Inverter Chain . ... ........

4.1.2 NAND-NORLogic . . ... ..........
4.12.1 NANDgate. ... ..........

4122 NORgate...............

4123 NANDNORTree ..........

4.1.3 Sequential Circuits . . . . . ... ... ....
4131 Flip-Flop . .. ... .. ... . ...

4132 Flip-FlopChain ... ........

4.1.4 Asynchronous Circuits . . . . ... .... ..
414.1 Muller C-element . ... ... ...

4.14.2 Muller Pipeline . . . ... ... ...

415 XORgate . .. ... ... .. ... ......
4151 XNORTree. .. ...........

41.6 Summary . . ... .. ... .. ... ...

4.2 Measurement Architecture — Semi-Static Mode

4.2.1 Architecture A . . ... .. ... ...
422 Architecture B . ... ..o

423 ArchitectureC . . .. ...
423.1 Up/Down Counter . . ... .....

424 ArchitectureD . ... ...

425 ArchitectureE. . ... ..o
42.6 ArchitectureF. . . .. ... ...

427 ArchitectureG . . ... ... ...

4.3 Evaluation and Analysis - Semi-Static Mode . . . . . .
43.1 Overhead Analysis . . ... ... .......
432 AnalysisSetup . ... ... ... ... .
4.3.3 LFSR Counter Evaluation . .. .. ... ...

4.3.4 Up/Down Counter Evaluation . ... ... ..

43.5 FaultDictionary . . . . ... ... .......
43.6 SET Simulations . . ... ... ........

4.4 Probabilistic Analysis . . . . . ... ... .......
4.5 High Speed Measurement Architecture . . . . . . . . .
451 SET Analysis . . . . ... ... .. ......
4.5.2 Hardware-Overhead Analysis. . . . . ... ..

4.6 Summary . ... .. ...

5 Propagation of SETs

5.1 Sklansky Adder . . .. ... ... ... ... .....
5.1.1 Background . . ... .. ... ... ......
5.1.2  Architecture Description . . . . ... ... ..
5.1.3 Measurement Architecture . . . . .. ... ..



Contents

6

5.1.3.1 Data Collection in the Carry Propagation Path
5.1.3.2 Overall Measurement Infrastructure . . . . . . . .

52 Inverter Tree . . . . . . . . . . . e

521

Measurement Architecture . . . . . . . . . ... ... ...
52.1.1 StaticMode. . . ... ... ... ... ...
5.2.12 DynamicMode . . . . ... ... .. ... ....

5.3 SET Analysis — Sklansky Adder . . . ... ... ..........

5.3.1 Identification of the most sensitive adder state . . . . . . . .
5.3.2 SET Injection Experiments in the 16-bit Adder . . . . . . .
5.3.3 FaultDictionary . . . . .. ... ... ... .........
5.34 SETsinthe Counters . . . . . .. ... ... ........
5.4 SET Analysis —Inverter Tree . . . . . . ... ... ... ......
541 StaticMode . . . .. ... oo
542 DynamicMode . .. ... ... .. .. ...........

5.5 Summary ... e

Pulsewidth Measurement of SET's

6.1 Background . .. . .. .. ... L
6.2 Measurement Infrastructure Requirements . . . . . . ... ... ..
6.3 Baseline SET Pulse-width Measurement Architecture . . . . . . . .

6.3.1
6.3.2
6.3.3
6.3.4
6.3.5

Principle . . . . . . .. ... ..
Designspace . . . ... .. ... ... ... ...
Switchplacement . . . . . .. ... ... ... .......
Radiation tolerance . . . . . . ... ... . ... ... ..
SET Analysis . . .. .. ... ... ... .. ...
6.3.5.1  Verification for other target circuits . . . . . . . .

6.4 Measurement Infrastructure for Multiple SETs . . . . . . .. .. ..

6.5 Multiple SET Architecture — Improvement of Counter Array

6.5.1
6.5.2

6.5.3
6.5.4

Counter array implementation . . . . . ... ... ... ..
Attaining Fault Tolerance . . . . . . . ... ... ... ...
6.5.2.1 Guiding principles . . . . . ... ... ... ..
6.5.2.2  Protecting the address counter . . . . . ... ...
6.5.2.3 Protecting the counter array . . . .. .. .. ...
6.5.2.4 Initialization and read-out . . . . . ... ... ..
Resulting architecture . . . . . ... ... ... .......
Multiple Event Transients Analysis. . . . . ... ... ...

6.6 Algorithm for pulse width extraction from the read-outs . . . . . . .
6.7 FaultDictionary . . . . . . . . . .. ...
6.8 Probabilistic Analysis . . . .. ... ... ... .. ... .. ...

6.8.1
6.8.2

Computing Py, for at most 3 target SETs . . . . . . . . ..
Computing Py, for more than 3 target SETs . . . . . . ..

6.9 Discussion of our AnalysisResults . . . . .. ... ... ... ...
6.10 Summary . . . . . .. ...

7 Target FRad ASIC

X1V

. 125

125
127
127
127
129
131
132
132
135
139
140
140
144
146

151
152
153
154
154
154
155
157
158
161
163

. 166

166
166
166
167
168
170
171
172
174
176
180
183
185
187
189

191



Contents

7.1 On-Chip Data Transmission Architecture . . . . . . ... ... ...
7.1.1 Application Requirements . . . . .. ... ... ......
7.1.2 Operationof PISO . .. ... ... .............
7.1.3 Architecture Options . . . . . . ... ... .. .......

7.1.3.1 Single PISO — Measurement Infrastructure . . . .

195

7.1.3.2  Single PISO — Multiple Measurement Infrastructure 196

7.4 Summary . ... ... e e

7.2 ASIC Architecture . . . . . . . . . . ...
7.2.1 FRadOverview . . . . . . ... ... ... .. ...,

7.22 Requirements . . . . . .. .. ...

7.2.3 Specifications . . . . .. ...
7.2.3.1 SET Sensitivity . . . . . .. ... ... ......

7.2.3.2 SET Propagation . . . . ... ...........

7233 PISO ... .. ...

7.3 ASIC Layout and Implementation details . . . . . .. ... ... ..
7.3.1 ASICFloorplan . . . . ... ... ... ... .......

7.3.2 Layoutand Placement . . . ... ... ...........

7.4  ASIC Functional Behavior . . . . .. ... ... ... ......
74.1 Reset . . .. ..
7.4.1.1 Verificationof Reset . . . . .. ... ... ....

7.4.2 Programming . . . . .. ...
7.4.2.1 Verification . . . . . ... ... oL

7.5 ASIC-SET Experiments . . . . . ... ... ............
7.5.1 30-bitPISO . . ... ... ... ...

752 84-bitPISO . . ... ... ...

7.53 110-bitPISO . . . . ... .

7.54 T5-bitPISO . . ... ... ..

7.6 Data Transmission from ASICtoPC . . . . . .. .. ... ... ..
7.6.1 Gateway . . . . ... e

7.6.2 Operationof Gateway . . . . . . . . . . ... ... .. ...

7.6.3 Requirements . . . . ... ...

7.64 Concept . . . . . ..

Conclusions and Future Work

8.1 Summary of Key Contributions . . . . . . ... ... ... .....
8.1.1 SETModeling . .. ... ..................
8.1.2  Design of Novel Radiation Hardening Mechanisms . . . . .
8.1.3 Innovative Measurement Infrastructure SET Sensitivity . . .
8.1.4 Novel Measurement Infrastructure for SET Propagation . . .
8.1.5 Novel Measurement Infrastructure for SET Pulsewidths . . .
8.1.6 Designof FRadChip . . .. ... .. ... ... .....

82 Outlook . . . ... .
8.2.1 Fabricationofthe ASIC. . . . . .. ... ... .. .....
8.2.2 Gateway FPGA Setup. . . . . . . .. . ... .. ... ...

197

XV



Contents

8.2.3 Radiation Experiments on Microbeam and Reactor . . . . . 234

8.2.4 Technology Variations . . . . ... ............. 234

8.2.5 Other Single Event Effects . . . . . .. ... ... ..... 234

8.2.6 SpiceModeling . . . ... ... ... L. 235
Bibliography 237
A Appendix A 253
A.1 FRad Chip Pin Description . . . . . ... ... ... ........ 253
A.2 ASIC Signal Description . . . . . .. ... ... ... ... ... 257
A21 Clock . ... ... 257

A22 Reset . . ... ... 258

A.2.3 InputDataSignals . ... .................. 259

A.24 InputControl Signals . . . . . .. ... ... .. ...... 260

A.2.5 DataOutputSignals. . ... ... ... ... ........ 260

Xvi



2.1
2.2
23
24
2.5
2.6

2.7

2.8

29

2.10
2.11
2.12
2.13
2.14

3.1
3.2
33
34
35
3.6
3.7
3.8
39
3.10
3.11
3.12
3.13
3.14
3.16

3.17

List of Figures

Inverter with Double Exponential Current Source . . . . . .. ... .. 21
Simulation of an Inverter with Double Exponential Current Model . . . 21
Improved Current Model . . . . . . .. ... ... .. ......... 22
Simulation of an Inverter with Improved Current Model . . . . . . . . . 23
TCAD 3D Structure of an Inverter (Cutting Plane through NMOS) . . . 24
Test Chip Schematics for Calibration and Validation of the 3D Model

and the Spice Model . . . . .. ... ... .. ... ... ... . ... 25
Measured SET Voltage Pulses (Inverter) under Heavy-Ion (1" Au, 946MeV)
Irradiation [129]: SETs for a) Low (0), b) High (1) Inputs . . . . . . . . 26
Length of SET vs. Exponential Peak Current Iy . . . . . .. ... ... 28
Muller C-element (a) Symbol, (b) Logical equivalent . . . .. ... .. 29
Conventional Pull-up Pull-down Muller C-element . . . . .. ... .. 30
Van Berkel Muller C-element . . . . . . .. ... ... ......... 30
Weak Feedback Muller C-element . . . . . . ... ... ........ 31
Inverter based Muller C-element . . . . . . .. ... ... ....... 31
Simulationresults . . . . . . ... ... L L L 32
DICE Cell Based Muller C-element . . . . . ... ... ........ 40
Radiation Hardened Muller C-element using Separation Mechanism . . 41
Transistor level Schematic of Cross Coupled XOR gate . . . . . . . .. 43
Gate Level Schematic of [AO XOR gate . . . . ... ... ... .... 43
Simulation of SET hitsin CC XOR gate . . . ... ... ... ..... 44
Simulation of SET hits in JTAO XOR gate . . . . . . ... ... ... .. 45
SET Simulations of Rad-Hard CC XOR Gate . . . .. ... ... ... 45
Defect-Tolerant Inverter . . . . . . . . . . ... ... ... ....... 46
Simulation of SETs in Defect-tolerant Inverter . . . . . . . .. ... .. 47
Analog Voter with Comparator . . . . . ... ... ... ........ 47
SET Simulation of XOR gate with Analog Voterl . . . . ... ... .. 48
Radiation Hardening by Separation Mechanism . . . . . ... ... .. 49
Simulation of SETs for Radiation Tolerant XOR gate . . . . . .. ... 51
CWSPCCXORgate . . .. ... ... it 51
Results of voltage and temperature variation experiments for Rad-Hard
Sizing with Q=450fC, Tr=10ps, Tf=110ps, I=4.5mA . . ... ... .. 58
Results of voltage and temperature variation experiments for Rad-Hard
Sizing with Q=450fC, Tr=10ps, Tf=160ps, I=3mA . . . ... .. ... 59

XVvil



List of Figures

3.18

3.19

3.20

3.21

3.22

3.23

3.24

3.25
3.26
3.27
3.28
3.29
3.30
3.31
3.32

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11
4.12
4.13
4.14

4.15
4.16
4.17
4.18
4.19
4.20
4.21

XVviil

Results of voltage and temperature variation experiments for Rad-Hard

Sizing with Q=300fC, Tr=10ps, Tf=110ps, [=3mA . . . . .. ... .. 61
Results of voltage and temperature variation experiments for Stack Sep-
aration with Q=450fC, Tr=10ps, Tf=110ps, [=4.5mA . . . .. . .. .. 62
Results of voltage and temperature variation experiments for Stack Sep-
aration with Q=450fC, Tr=10ps, Tf=110ps, [=4.5mA . . . .. ... .. 63
Results of voltage and temperature variation experiments for Stack Sep-
aration with Q=450fC, Tr=10ps, Tf=160ps, [=3mA . . . . .. .. ... 64
Results of voltage and temperature variation experiments for Stack Sep-
aration with Q=450fC, Tr=10ps, Tf=160ps, =3mA . . . . . .. .. .. 65
Results of voltage and temperature variation experiments for Stack Sep-
aration with Q=300fC, Tr=10ps, Tf=110ps, [=3mA . . . . ... .. .. 66
Results of voltage and temperature variation experiments for Stack Sep-
aration with Q=300fC, Tr=10ps, Tf=110ps, [=3mA . . .. .. ... .. 67
32-bitLFSR . . . . . 70
4-bit Parallel-in, Serial-out Shift Register. . . . . . ... .. ... ... 71
Schematics of TMR LFSR Counter . . . . . . ... ... ... ..... 73
Schematics of the Digital Voter . . . . . . . ... ... ... ...... 74
Schematics of TMR Flip-Flops . . . . . ... ... ... .. ...... 74
Schematicsof TMR XNOR Gate . . . . . .. ... ... .. ...... 75
Transistor level Schematics of DICELatch . . . . . . . ... ... ... 76
Control Logic of the PISO . . . . . . . .. ... ... .. ... .... 77
(a) Transistor Level Schematic of Inverter, (b) Symbol of Inverter . . . . 83
Logic Diagram of Inverter Chain . . . . . . . ... ... ... ..... 84
(a) Transistor Level Schematic of NAND, (b) Symbol of NAND gate . . 85
(a) Transistor Level Schematic of NOR, (b) Symbol of NOR gate . . . . 85
Logic Diagram of NAND/NOR Tree . . . . . ... ... ... ..... 87
(a)Transistor Level Schematic of D-Flip-Flop, (b) Symbol of D-Flip-Flop 88
Logic Diagram of Flip-Flop Chain . . . . . . ... ... ... ..... 89
Logic Diagram of Muller Pipeline . . . ... ... ... ........ 90
(a) Transmission gate based XOR, (b) Symbol of XOR gate . . . . . . . 91
Logic Diagram of XNOR Tree . . . . .. .. ... ... ........ 92
Measurement Architecture A . . . . . . ... ..o 96
Measurement Architecture B . . . . . .. ..o oL oL o L 96
Measurement Architecture C . . . . . .. ... Lo 97
Schematic of (a) Muller C-element with Reset (rst), (b) Muller C-element

with Set (set) and (c) Up/Down Counter . . . . .. .. ... ...... 97
Measurement Architecture D . . . . ... ..o oL 98
Measurement Architecture E . . . . . . ... o000 oL 99
Measurement Architecture F . . . . . . .. ... .o L. 100
Measurement Architecture G . . . . . ... ..o Lo 101
Simulation of the DUTs under exposure . . . . .. .. ... ...... 110
Simulation of the Up/Down Counters under exposure . . . . . ... . . 111
Simulation of the LFSR Counter 1 . . . . . . ... ... .. ...... 112



List of Figures

4.22
4.23
4.24

4.25
4.26
4.27

5.1
52
53

54
5.5
5.6
5.7
5.8
59
5.10

6.1
6.2
6.3
6.4
6.5
6.6

7.1
7.2
7.3
7.4
7.5
7.6
7.7
7.8
7.9
7.10
7.11
7.12
7.13
7.14
7.15
7.16
7.17

Simulation of the LFSR Counter2 . . . . .. ... .. ... ...... 113
Measurement Setup for DynamicMode . . . ... ... .. ... ... 116
Schematic of Weak-Feedback (a) Muller C-element with Reset (rst), (b)

Muller C-element with Set (set) and (c) Up/Down Counter . . . . . . . 116
Simulation of the pipeline with target circuit under exposure . . . . . . 118
Simulation of the pipeline with reference circuit under exposure . . . . 118

Simulation of the pipeline with target and reference circuit under exposure 119

Gate Level Schematic of Sklansky AdderCells . . . . . ... ... .. 123
Architecture of 16-bit Sklansky Adder . . . . . . ... ... ... ... 123
Measurement Architecture for SET Propagation in the 16-bit Sklansky

Tree Adder . . . . . . . . . 126
Measurement Architecture for the Static Inverter Tree . . . . . . . . .. 128
Measurement Architecture for the Inverter Tree — Dynamic Mode . . . . 130
SET Analysis of Sklansky Adder . . . . . ... ... .. .. ...... 133
SET Analysis of Sklansky Adder . . . . . ... ... ... ....... 133
Counter Lg - SET Analysis of Sklansky Adder . . . . . ... ... ... 134
Counter L4 - SET Analysis of Sklansky Adder . . . . ... ...... 134
Counter Lg - SET Analysis of Sklansky Adder . . . . . ... ... ... 134
Baseline Architecture to Measure SET Lengths . . . . . . ... .. .. 156
Length of SETsinaDFlip-Flop . . .. ................. 163
Architecture to Measure Multiple SET Lengths . . . . . . ... .. .. 165
Pulse width Measurement Architecture for Multiple SETs . . . . . . . . 171
Simulation results for the SETs injected in the target circuit . . . . . . . 173
Simulation Results: Detail view of a SET in the target and a single SET

inthe grounded counter A; . . . . .. ... ... ... 175
Simulation of 4-bitPISO . . . . . . .. ... ... ... 194
4-bit PISO Timing diagram . . . . . . . . .. ... ... ... ..... 195
Block diagramof 4: 1 MUX . . . . . . ... ... ... L. 196
ASICFloorplan . . . . . .. ... . L 204
Muller C-element Layout . . . . . . . . ... ... .. ......... 206
Muller C-element with “set” Layout . . . . . .. ... ... ...... 206
Muller C-element with “reset” Layout . . . . ... ... ........ 207
Inverter Chain Layout . . . . . .. ... ... ... ... ... ... 207
Nand Nor Tree Layout . . . . . . .. .. ... .. ... .. ...... 207
Inverter Tree Layout. . . . . . . . . . ... ... ... ... 208
Black Cell Layout . . . . . . .. . .. ... .. ... 208
Gray Cell Layout . . . . . . . . . . . . ... it 209
Half Adder Layout . . . . . ... ... ... ... ... ... ... 209
Sklansky Adder Layout . . . . . . .. ... ... ... L. 210
Up/Down Counter Layout . . . . . .. .. ... ... .. ........ 210
32-bit LESR Layout . . . . . .. ... ... ... 211
30-bit PISO Layout . . . . . .. . . . . ... .. . 211

X1X



List of Figures

7.18
7.19
7.20
7.21
7.22

7.23

7.24
7.25
7.26
7.27
7.28
7.29

XX

84-bit PISO Layout . . . . . . . ... ... ... ... 211
ASIC layout with Targets, Measurements and PISO circuits . . . . . . . 212
Behavior of the Counters (read out from 84-bit PISO) after Reset . . . . 214
Behavior of the Counters (read out from 30-bit PISO) after Reset . . . . 214
Behavior of the Counters (read out from 84-bit PISO) after Program-

ming 10 Transitions . . . . . . .. . . ... . 216
Behavior of the Counters (read out from 30-bit PISO) after Program-

ming 10 Transitions . . . . . . ... . ... .. L. 216
SETs in the Target Circuit read out by the 30-bit PISO . . . . . . . . .. 218
SETs in the Target Circuit read out by the 84-bit PISO . . . . . . . . .. 218
SETs in the Sklansky Adder read out by the 110-bit PISO . . . . . . . . 219
SET in the Inverter Tree read out by the 75-bit PISO . . . . . . . .. .. 219
Interface Architecture . . . . . . . .. ... 222
Timeline of our Architecture Setup . . . . . . ... ... ... ..... 224



2.1

3.1
3.2
33

34

3.5
3.6

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11
4.12

5.1
5.2

53
54
5.5
5.6
5.7
5.8
59
5.10

List of Tables

Truth Table of Muller C-Element . . . . . . . ... ... ........ 30
Comparison of Radiation Hardening Mechanisms for Muller C-element 42
Comparison of Different Fault-Tolerant Mechanisms . . . . . ... .. 52
Required sizing for different choices of current pulse parameters, all

with a charge of 450fC . . . . . . . . ... oL 54
Required sizing for different choices of current pulse parameters, all

with a charge of 300fC . . . . . . ... ... ... ... . ... .. 55
Comparison of Different Radiation-Tolerance Mechanisms . . . . . . . 78
Comparison of Different Fault-Tolerant Mechanisms . . . . . ... .. 79
Truth Table of Inverter . . . . . . ... ... ... ... ........ 84
Truth Table of NAND gate . . . . ... ... ... .. .. ....... 84
Truth Table of NOR gate . . . . .. ... ... ... ... ....... 86
Truth Table of D-Flip-Flop . . . . . ... ... ... ... ... ... 88
Truth Table of XOR gate . . . . ... ... ... ... .. ....... 91
Number of Transistors for Different Architectures . . . . . . . ... .. 102
Hardware Overhead Analysis for Measurement Setup . . . . . ... .. 103
Operation of the LFSR Counter in No-Fault Scenario . . . .. ... .. 104
LFSR Counter — SETs in XNOR Gates & Flip-Flops . . . .. ... .. 105
Fault Analysis of the Up/Down Counter . . . . ... ... ....... 107
Fault Dictionary . . . . . . . . .. .. ... ... . 108
Hardware Overhead Analysis . . . . . . .. ... ... ... ...... 119
Fault Coverage of the Static Inverter Tree Architecture . . .. ... .. 128
Fault coverage of the proposed architecture (symmetric cases for which

identical arguments apply are shown in parentheses) . . . . . . . . . .. 131
Fault Dictionary for Sklansky Adder . . . . . . ... ... ... .... 136
Fault Dictionary for Sklansky Adder . . . . . ... .. ... ... ... 137
Fault Dictionary for Sklansky Adder . . . . . . . ... ... ... ... 138
Fault Dictionary . . . . . . . . . . . . .. . 142
Fault Dictionary . . . . . . . . . . ... .. .. 143
Fault Dictionary for Inverter Tree . . . . . . . . ... ... ... .... 147
Fault Dictionary for Inverter Tree . . . . . . . ... ... ... ..... 148
Fault Dictionary for Inverter Tree . . . . . . . ... ... ... ..... 149

XX1



List of Tables

6.1

6.2
6.3
6.4
6.5
6.6

7.1
7.2
7.3

A.l
A2
A3
A4

xXxii

Recording capabilities (vs. reference count) of Architectures I-1V for

different charges injected in aninverter . . . . . . ... ... ... ... 159
Architecture (IT) & (IV) — Measurement Statistics — Qsgr=1.06pC . . . 161
Sequence of addressing in the counter array . . . . . . . ... ... .. 169
Fault Dictionary for SETs in the Target Circuit . . . . . . .. ... ... 178
Fault Dictionary (excerpt): SEUs in the Up/Down Counters . . . . . . . 179
Values for Py, (k) for N = 14 and different values of C, k.. . . . . . . 185
SET Sensitivity Architectures . . . . . . . . . ... ... ... ..... 201
SET Propagation Architecture . . . . . . ... . ... ... ...... 202
Leaf Cells withdiearea . . . . . . ... ... ... ... ........ 205
FRadPinList . . . . .. .. ... ... . 254
FRadPinList . . . . .. .. .. ... . . 255
FRadPinList . . . . . .. .. .. ... . 256
MUX and CUT combination . . . . .. ... ... .. ......... 260



CHAPTER

Introduction

Economic progress and technical advancement of the commercial semiconductor
industry in the 1960s completely changed the way electronic components were
purviewed [127]. This technology advent created a resilient components market
for design against radiation. Since then, radiation tolerant components are widely
used only in areas such as satellites, spacecrafts (abundance of radiation particles
in space), nuclear power stations (sensors), military aircraft’s (against atmospheric
particles) and nuclear weapons. Typically to harden the circuits against radiation
insulating substrates, redundancy, hardened latches, etc. are employed. The aggres-
sive expansion of the consumer and business markets in the 90s has dramatically
affected the development of radiation resilient hardware, which was only a tiny
fraction of the commercial market [127].

Currently in the nano age shrinking feature sizes are the key to the progress in
VLSI technology with respect to clock speed, dynamic power, integration density
etc. However, this increases the susceptibility to faults (due to their smaller geome-
tries and critical charge [133, 63, 75]), ultimately making radiation effects very rel-
evant for commercial circuits. It is also argued in the literature [16, 133, 50, 34, 15]
that, while with older technologies (130nm and above) radiation-induced transient
errors used to be relevant for aerospace applications only, now with recent tech-
nologies, they are becoming an issue even for earth-bound applications, making
the need for efficient radiation hardening mechanisms a pertinent problem that is
not only restricted to specific safety-relevant functions but may also apply to future
commodity circuits. Previously, the type of faults being dealt with in commer-
cial semiconductor components were aging [30, 88, 91], electric wear-out [79, 31],
stuck-at faults [116, 22, 115], stuck-open faults [96, 67, 99, 121] and manufacturing
defects [118, 139, 83]. There is a huge body of work to rely upon when it comes
to these “classic” sources of errors, but, for radiation-induced errors, which are in-
creasingly dominating the failure rate of deep sub-micron VLSI circuits [75, 16],
there is comparatively very little available.

Our main concern in the thesis are radiation-induced errors, collectively termed
single-event effects (SEEs) in literature. Technology scaling has increased the im-
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portance of these errors in digital circuits, furthermore, it has increased the require-
ment for SEE studies. SEEs occur when the active area of a VLSI circuit is hit
by ionizing particles (or even by neutrons, which typically result from heavy ion
interactions with nitrogen or oxygen atoms in the atmosphere). There are two types
of SEEs namely destructive and non-destructive ones. As opposed to permanent
(destructive) SEEs such as latch-up, threshold voltage shifts and burn-outs in power
semiconductors [113, 40, 128], the primary concern in modern VLSI circuits are
non-destructive SEEs. The errors resulting from non-destructive SEEs are not per-
manent but rather transient (i.e., can be corrected).

Consequently a systematic study of radiation effects on a given VLSI circuit is
no more an exotic task of some space engineer, but a necessity even for everyday
products, and novel, cost-effective radiation tolerance methods need to be devel-
oped. In order to be able to build efficient radiation tolerant hardware, one must
have a good understanding of SEEs. The hardware that needs to be hardened should
be exposed to radiation and the effects must be observed. This would provide us
an insight on the vulnerabilities of the hardware. Performing the same process for
standard logic gates would help us build any hardware that can be protected against
radiation. Our thesis aids in building a solid knowledge on SEEs in digital circuits,
that would enable anyone with basic knowledge of semiconductor physics to build
efficient radiation hardened circuits.

1.1 Motivation

There are three types of non-destructive SEEs in digital circuits:
* Single Event Transients (SETs)
* Single Event Upsets (SEUs)
* Single Event Functional Interrupts (SEFIs)

When an energized particle strikes the silicon, it transfers its energy by creating
free electron-hole pairs, resulting in a dense ionized layer in the region of impact.
This ionization in turn generates a transient current pulse that can cause an upset
when interpreted as a signal in the circuit [156]. If the current induced by the particle
strike is high enough the ON-transistor cannot balance it and a voltage change at the
node will occur causing a SET. If the SET manifested in the combinational circuit
propagates to a sequential circuit or a storage cell then it could lead to an SEU (also
called “soft error””). Unfortunately, SEUs may also occur if a transistor within the
storage element is affected by a particle strike. A soft error which would cause a
temporary loss of device functionality in a detectable way, but would not require
power cycling of the device to restore operability is called as SEFL. If the voltage on
the struck node is recovered by the current feed through the ON-transistor no SET
will be observed. In this thesis we focus only on SETs and SEUs in digital circuits.

2
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1.1.1 SET Model

In order to trigger these effects in a digital circuit we need to either build an elab-
orate device level model, or a simple model that only considers the circuit archi-
tecture (transistor placement). Previously SET models were built only for space
applications, mainly to construct radiation mitigating components. Recent trends in
electronics such as technology scaling require us to build SET models not only to
construct rad-hard components but to understand charge distribution, SET genera-
tion, SET propagation, etc, in digital circuits. A device level model typically con-
sumes a lot of time in executing a simple simulation on a larger circuit to describe
the SEEs (as it takes into account technology parameters, parasitic load, etc.,), hence
is impractical to use. In contrast, the simple model (that does not take into consider-
ation the technology parameters or parasitic load) completes a simulation of million
gates in hours, but does not model the SEEs accurately. This raises the need for a
model that accurately describes the SEEs in digital circuits.

Robust circuit design — in particular, for critical applications in space and aerospace,
needs models that accurately describe SET/SEU generation and propagation in
modern VLSI technology, yet are easy and efficient to use at early design stages:
Such models both allow to assess the radiation tolerance of different architectural
designs and hardening techniques and to estimate the final soft-error rate of a circuit.
Moreover, to elaborate more efficient, cheaper solutions for radiation mitigation, the
propagation and masking of SETs must be precisely understood.

Modeling radiation effects both on the analog and on the digital level have their
own challenges, like:

* How does a circuit’s susceptibility to radiation depend on its own activity
(rate of ongoing transitions during exposure)?

* How to precisely represent the charge deposition caused by the particle im-
pact in an analog simulation?

1.1.2 Soft Error Rate

Soft error rate (SER) is the rate at which SEUs occur in a digital circuit. The three
primary reasons for the increase in SERs in digital circuits over the years are:

* increased circuit complexity results in more hit targets

* decreasing feature sizes and supply voltages decrease the electrical charge
used for representing information, which makes it more likely for a particle
hit to create an SEE

* increasing clock frequencies increase the probability that an SET generated
in combinational logic gates gets latched and hence causes an SEU.

To compute the SER of a given chip, simulation [50, 90, 136, 16], probabilistic
analysis [32, 90, 110, 119, 133, 130] as well as validating measurements[142, 61,
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74, 65, 32, 63, 75, 17, 50, 54] have been used. Obviously, such SER results allow
the assessment of technology scaling [50, 75, 43, 63, 133]. The total SER per chip
has increased dramatically [50, 16] due to increasing chip complexity. Although
technology improvements (silicon on insulator (SOI), metal-insulator-metal (MIM)
caps etc.) [123, 93] are very effective for mitigating SEESs, they are not sufficient
to maintain acceptable SERs. Moreover, they are considered too expensive [16]
for replacing bulk technology in general, and there are also reports of unexpected
effects like SET pulse broadening during propagation [44].

Most of the studies so far have focused on a single inverter cell or a mem-
ory/array of flip-flops to calculate SERs, while the effect of radiation on and its
propagation in more complex circuit structures have hardly ever been investigated.
Particles with higher energy can cause errors in digital circuits that are quite vis-
ible, whilst particles with lower energy that are substantially more frequent — can
cause errors in VLSI circuits that may either get masked or propagate. Obviously
this competition between propagation and masking is crucial for whether an SET
finally becomes activated as an SEU. In order to assess the SER of a circuit, one
must address the following effects:

1.1.2.1 SET Generation

It is important to understand the SEU generation process. There exists an ample
amount of literature on the topic (see e.g. [64, 20, 17, 93, 101, 95]) that deals with
experimental SET measurements. Suitably designed radiation targets (usually long
inverter chains) are exposed to accelerated radiation tests (using neutron [111] or
heavy-ion[18, 41, 20, 45, 160, 44, 105, 106, 14, 12, 3, 51] beams) and/or laser-based
failure injection [18, 102, 107, 45, 43, 44]. The resulting SETs are measured using
several different approaches: Besides indirect approaches based on SER measure-
ments [18, 25, 61, 65, 64], which use the correlation between SET pulse-width and
the linear energy transfer (LET) of specific heavy-ions, there are several different
approaches for digital on-line measurement of SET pulse-widths using variable de-
lay latches [20, 41] or self-triggered inverter + latch chains [160, 107, 105, 111, 17].
A few papers also report on analog measurements of SET pulse-widths by directly
connecting a real-time oscilloscope [44, 43, 45, 33].

Based on the above reported results, we can conclude that one can estimate the
SER in an experimental ASIC, which is exposed to radiation, over time. However,
the SET generation process used in the literature in general raises a few questions
such as:

* Is the SER data provided by the target circuits valid for the fabricated ASIC
with rad-hard components? (even if the whole ASIC is exposed to radiation,
any SETs within the rad-hard components are mitigated)

— In order to accurately compute SER data of an ASIC we must use only
non rad-hard components in the ASIC.
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* Is there SER data for complex structures such as adders or parity logic avail-
able?

— There exists SER data only for simple structures such as inverter chains
or memory cells in the literature. Therefore, we must create a framework
to provide this data.

¢ Is there enough SER data on complex structures calibrated from ambient ra-
diation?

— Most of the SER data is calibrated from prolonged experiments on fo-
cused radiation and not from ambient radiation. Hence, monitoring
architectures that can withstand ambient radiation and provide reliable
SER data must be constructed.

1.1.2.2 SET Propagation

The propagation of an SET is not simply linear; forks will multiply SETs, so a sin-
gle transient may end up in numerous upsets. The problematic issue with SET prop-
agation is that a single SET may cause multiple upsets in general, a phenomenon
called as “charge sharing”, which can lead to effects like SET pulse quenching [4]
and double-pulse generation [3]. First its impact may be so large (as compared
with the transistor features) that it affects more than one transistor in the first place.
Even if it should initially hit only one transistor, the deposited charge can spread to
other junctions, again affecting multiple locations. And finally even a single SET
may multiply itself by the fan-out of the affected output. All those cases have the
potential of defeating error detection/correction provisions and other fault tolerance
strategies that are usually dimensioned for single faults only. Therefore it is vital to
study these effects.

For deep sub-micron technologies, the actual spreading of the charge, its con-
version into an SET, as well as the propagation of the latter in the circuit (includ-
ing parasitic channels) is not fully understood. Therefore an understanding of how
SETs propagate in combinational logic is vital. However, there are a set of questions
posed by SET propagation such as:

(i) Which SETs successfully propagate to the output in a circuit? What are the
other factors that influence this other than the strength of the charge induced
in the circuit by radiation particles?

(i) Does an SET successfully propagate in a fork in all the paths or only in few
paths (and decays in the rest)?

(iii)) While analysing SET propagation to obsere a "worst case", are there any steps
taken to avoid SET masking?

Accordingly, not all SETs actually cause a functional fault of the affected circuit; a
significant share will be masked [32, 119] before causing an SEU. In this context,
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the SET length (i.e. the width of the voltage pulse originating from the injected
charge) plays a crucial role: Obviously a short pulse has a higher potential of being
masked than a long one. This is why an assessment of SET lengths is instrumental
for:

(i) Devising accurate models that relate particle characteristics (energy, angle,
location of hit, etc.) and SET pulsewidths, and

(i1) Studying SET propagation throughout a digital circuit (how does SET length
increase/decrease?).

1.1.2.3 SET Masking

With respect to masking usually 3 mechanisms are distinguished [84, 133]:

(a) Electrical masking is concerned with analog effects that weaken the SET am-
plitude or width to the point where it is no more recognized at a subsequent
input;

(b) Logical masking considers whether the SET occurred in a logically sensitized
path (an AND gate with one input at LOW will mask an SET on the other
input); and

(c) Temporal masking expresses the property of a storage element to ignore the
state of its input during certain phases (consider a latch in hold state, e.g.).

An accurate analysis of logical masking requires an exhaustive classification of
all sensitive paths in a given combinational logic [119]. Such an explicit modeling
is of course expensive (in [39], it is shown that computing the most reliability-
critical path is NP-hard); alternative approaches rely on fault injection [7, 74] and
probabilistic modeling [32, 110].

In synchronous circuits, SETs originating from combinational logic can only
lead to SEUs if they propagate to the flip-flops and arrive there within their setup
and hold time. Temporal masking is very effective if the latter are small relative
to the clock cycle [75, 133, 32, 110, 119, 34]. However, due to ever decreasing
time margins , this assumption does no longer hold true, and the problem is further
exacerbated by SETs hitting the clock drivers [130].

In asynchronous circuits temporal masking effects are very different. To be pre-
cise, temporal masking is tightly intertwined with logical masking here: The ability
of an asynchronous circuit like a Muller C-element to memorize a SET-transition
on some input depends on its other input(s). In reasonably regular structures, like
bundled data or delay insensitive asynchronous pipelined architectures, there are
ways to analyze temporal masking similar to synchronous circuits [102, 80]. In
general, however, an accurate analysis of temporal masking in asynchronous sys-
tems requires an exhaustive classification of all paths involved in the completion
detection process and hence explicit modeling.
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Logical masking and temporal masking can be explored in a relatively system-
atic way, and on a high level of abstraction, for a given circuit. Electrical masking,
in contrast, depends on many details, such as output loads, routing, or parasitics.
Therefore an experiment is the appropriate choice to study it.

Ultimately, physical experiments in which the circuit is exposed to actual radi-
ation clearly provide the most accurate and realistic study on generation and prop-
agation of SETs, but these are expensive in terms of provision of a suitable target
chip, and in terms of having a suitable radiation facility available. This is a non-
trivial task, since tracing the short SET pulses cannot simply be performed at pins
via external equipment alone, but requires sophisticated on-chip infrastructure.

1.1.3 Radiation Hardening Mechanisms

The study of radiation effects as well as the assessment of the hardening methods
within the device under test, in principle, can be done in physical experiments.
These, however, require access to expensive radiation sources and the experimental
conditions that are often hard to precisely control. Radiation hardening mechanisms
in general are designed for applications that do not concur with typical voltage and
room temperature and has to be tested for varying voltages and temperatures.

For the current technologies (90nm and lower) voltage and temperature varia-
tions have also become a major concern in ground based applications. Even when
provided with a perfectly stable voltage at the supply pins, a chip’s internal logic
will finally experience variations in the supply voltage due to the voltage drops
that changing currents cause on parasitic resistances and inductances in the supply
rails [120]. In the same way temperature will vary all over the chip and over time
due to varying heat dissipation at the chip’s different function units [94]. It is well
understood that voltage and temperature have a significant impact on propagation
delays, so normally the concern is the impact of those variations on the attainable
computing performance [23, 71, 58]. Therefore, any radiation hardened circuit built
in the current technologies has to undergo tests for these variations.

As a consequence, efficient techniques for attaining radiation hardness assur-
ance are receiving increasing interest for both,

* Ground bound applications to prevent new technology nodes from exhibiting
perceivable transient failure rates

* Space applications to allow leveraging the performance gain offered by those
new technologies while still keeping SEU rates within acceptable limits.

As a matter of fact, radiation hardening mechanisms incur area and performance
penalties, and without strict optimization they can easily spoil the benefits of using
smaller feature sizes. It is therefore crucial to carefully tailor them to the specific
needs, rather than just “over-designing” them. Some of the open questions in this
aspect are:
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1. How does the SET sensitivity of a circuit (quantitatively) vary with supply
voltage and temperature?

2. How do the radiation hardening mechanisms presented in the literature per-
form under those variations?

3. How much do they need to be enhanced to attain the desired level of radiation
hardening under worst conditions, as compared with the best case?

This insight will not only globally provide us a feeling for how sensitive radiation
hardening mechanisms are to those variations, it will also, more specifically, allow
us to judge the additional cost of allowing a wider range of operating temperature
or supply voltage variations for a given circuit.

1.2 Scope

The ultimate vision of our work (i.e., TU Vienna’s FATAL project (Fault-tolerant
Asynchronous Logic) supported by the Austrian Science Fund (FWF) under project
number P21694) is to come up with a reasonably accurate high-level model for
SETs/SEUs, allowing us to faithfully predict upset rates and vulnerabilities in a
design and thus incorporate the appropriate degree of protection. In this context our
aim is to design an ASIC and expose it to radiation. We plan to use two types of
radiation sources:

* A micro-beam that allows a precise control of time and location of particle
impact (typically for one specific particle type per experiment campaign), and

* An atomic reactor that provides a more realistic mix of particle types, how-
ever, without precise control of timing and location; here the whole chip is
exposed to radiation without interruption throughout the whole measurement
campaign.

The target ASIC will be equipped with a number of target circuits; simple ones like
inverters and flip-flops for comparison with existing work, but also more complex
ones like incrementer and basic asynchronous circuits like a Muller C-element. As
a part of the analysis we will measure the length of SETs, SET sensitivity of dif-
ferent target circuits, SET propagation, spatial distribution, etc., in order to have
a reference for validating our models. To obtain the desired information (detailed
tracing of SET generation and propagation) we need to augment the target circuits
with on-chip infrastructure that comprises circuits for capturing and pre-processing
radiation effects [149]. For various reasons this measurement infrastructure must
be on-chip, but as it is therefore exposed to radiation as well (in the reactor experi-
ments), it must be radiation hardened, and its area be confined to the bare minimum.
The infrastructure should be able to reasonably infer the location of the SET and
thereby provide the SET sensitivity of each target circuit for a particular LET and
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also help us estimate the soft error rate in the ASIC. After all, our results are only
meaningful, if we can rely on the read-outs.

Furthermore to measure the pulse-width of the SETs we need a fully digital
measurement infrastructure, since the analog amplifiers used in [68] are too large
to be employed in more complex architectures. In addition, although analog mea-
surements provide detailed pulse shapes, measuring digital SET pulsewidths still
requires the choice of appropriate voltage thresholds. By contrast, this happens nat-
urally and automatically in an all-digital setting. It is important that the measure-
ment infrastructure thus built be able to reliably record pulse-widths of multiple
consecutive SETs.

In order to transmit the SET data from the measurement circuits we employ a
transmission architecture. This transmission architecture must be hardened in order
to avoid loss of data during transmission. The target ASIC that hosts the target, the
measurement and the transmission circuits needs to be validated before fabrication
to make sure that the infrastructure is capable of recording and transmitting the SET
data while being exposed to radiation. In order to perform the validation we need to
mimic the radiation particle strike in a simulation using the SET models available
in the literature.

Finally we need to implement a standard interface for transfer of the measure-
ment data on this ASIC to a host PC. The reason behind this interface is that we will
not be able to move a PC sufficiently close to the radiation environment where the
target ASIC will be located. Therefore, we have to insert an intermediate dedicated
interface that would form a gateway between target ASIC and host PC. Its task will
be to collect the data from the target ASIC via a very lean custom interface and
upload them to the host PC via a standard interface.

Ultimately this thesis aims to provide a platform for analyzing the SET gener-
ation, SET sensitivity, SET propagation, SET distribution and SET pulse-widths in
digital circuits. So far in the literature all these effects were analyzed individually,
no researcher has built an infrastructure that combinedly analyzes these SEEs in
digital circuits.

1.3 List of Key Contributions

The global aim of this thesis is the design of a radiation target ASIC to perform a
comprehensive investigation of SETs in digital circuits. The challenges we face to
thoroughly study SETs and their effects in the current technologies are:

(i) Selection of target circuits to efficiently analyze SETs
(i) Radiation protection of the measurement infrastructure against SETs

Therefore to collect useful SET data from the targets the ASIC must fulfill cer-
tain basic requirements:

a Restrict to a strict digital implementation to avoid complex analog structures
in the ASIC.
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b Provide appropriate radiation protection to the infrastructure to be able to
record correct SET measurement data.

¢ The infrastructure should be able to record SETs precisely.

d Continuously capture SETs in the targets and store an array of measurement
values in the measurement infrastructure. The stored data must be transmitted
without any error to the PC

e Place as many target and measurement infrastructure blocks as possible in
the die area of the ASIC to analyze diverse SET effects. The measurement
infrastructure competes with the target circuits for die area, and hence, it must
be kept as lean as possible, in spite of the need of being tolerant to particle
hits in itself that cannot be avoided in ambient radiation experiments. If they
occupy too much die area then the probability of a SET in the target circuit
becomes low.

To analyse particle strikes in digital circuits we used a SET model following a
combined approach:

Step 1: Expose a sample circuit to physical radiation to understand SET pulsewidth
and shape [68]

Step 2: Calibrate TCAD models to accurately compute the SET shape and length [69]

Step 3: We tweaked the parameters of the Spice model (double exponential current
model [93, 119]) to make sure that the results are aligned with results from
TCAD model

1.3.1 Design of Novel Radiation Hardening Mechanisms

We radiation hardened some of the circuits of interest (Muller C-element, flip-flops,
combinational gates) against particle strikes using the mitigation techniques pre-
sented in the literature under a given set of environmental conditions. We also
improved the radiaiton hardening mechanism for the given circuits such that they
perform correctly under voltage and temperature variations.

1.3.2 Innovative Measurement Infrastructure SET Sensitivity

To support experiments in uncontrollable standard radiation environments, we de-
veloped a purely digital measurement infrastructure [149, 148] that allows the long-
term monitoring of statistical SET generation properties. We proposed radiation
targets like Muller C-elements and elastic pipelines as well as standard combina-
tional gates and flip-flops with an elaborate on-chip measurement infrastructure to
understand sensitivity and spatial distribution of SETs. Major architectural chal-
lenges result from the fact that the latter must operate reliably under the same radia-
tion conditions the target circuits are exposed to, without wasting precious die area
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for a rad-hard design. A measurement architecture based on multiple non-rad-hard
counters is used, which we show to be resilient against double faults, as well as
many triple and even higher-multiplicity faults. The design evaluation is done by
means of comprehensive fault injection experiments, and probabilistic analysis of
the sustainable particle flow rates, based on a detailed area analysis and experimen-
tal cross-section data.

1.3.3 Novel Measurement Infrastructure for SET Propagation

A measurement architecture that allows us to trace generation and propagation of
SETs in combinational target circuit is proposed. The problem of devising a suitable
on-chip measurement infrastructure lies in the partly contradictory requirements,
like constrained area, radiation tolerance and good resolution of the location and
propagation path of particle hits. Our proposed architectures are based on linear
feedback shift registers and asynchronous up/down counters that can be used as
lean and robust counter implementations. The former provide a very robust means
for obtaining an absolute count of SETs, the latter can (as they provide relative
counts only) be kept very small even in case of dynamic operation of the target,
and can hence be placed in a sufficient degree of redundancy to allow a posteriori
error correction. These counters are attached at selected locations within the target
circuits, and we show by means of a simulation study as well as a fault dictionary
(allows us to identify all single and double SET occurrences in both the targets as
well as counters) these architectures indeed fulfill our expectations.

1.3.4 Unique Measurement Infrastructure for SET Pulse
widths

Design and analysis of an all-digital on-chip measurement infrastructure, which fa-
cilitates long-term monitoring of single event transient durations in digital VLSI cir-
cuits exposed to uncontrollable radiation is presented. SET durations are measured
by the SET-gated counting of pulses generated by a high-frequency ring oscillator,
and stored in a single-event upset tolerant up/down-counter array organized in a
ring. Rather than using radiation hardening or explicit triple modular redundancy,
we use a novel redundant duplex counter architecture here. For a small number of
recorded SETs, our architecture implicitly implements TMR, albeit in a way that
degrades gracefully for larger numbers of recorded SETs. Besides standard func-
tional and timing verification, we use Spice-based SET injection for verifying the
effectiveness of our SEU-tolerant architecture, and some cross section-based proba-
bilistic analysis for confirming that our measurement infrastructure indeed achieves
its purpose.

11
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1.3.5 Design of Radiation Target ASIC

Design aims and concepts as well as implementation results of a digital ASIC are
presented, which is dedicated as a target for radiation experiments. It carries var-
ious target and measurement circuit blocks mentioned earlier. The resulting area
distribution of the final ASIC layout for an industrial 65nm bulk CMOS process is
presented in here. We also presented the optimized layout of the target, measure-
ment circuits and PISO for the purpose of our experiments and present all relevant
implementation details. The data transmission setup from the ASIC to PC via FPGA
is provided. ASIC validation is elucidated in great detail.

1.4 Outline and Methodology

Our thesis is structured in different chapters that are to some extent stand alone
parts, which paves a more efficient way for the reader to navigate to the chapters
that he/she is interested in without going over the whole document.

Chapter 2 provides an overview of the existing SET injection mechanisms. It
comprises of the different circuit level SET injection models and the device level
TCAD model typically used to create transient faults in the circuits. A brief analysis
on the relevant SET injection models with a sample circuit is presented. Finally the
generic simulation setup used for SET analysis throughout the thesis is presented.

Chapter 3 presents a brief introduction of the different hardening mechanisms
in the literature, and some of them are explained in great detail. Radiation hardened
asynchronous, combinational and sequential circuits are presented. Performance of
some of the radiation hardened circuits is analyzed under voltage and temperature
variations, while being exposed to radiation in simulations.

Chapter 4 deals with sensitivity to/spatial distribution of SETs in digital cir-
cuits. The target circuits used by us to analyze the SET sensitivity in semi-static
and dynamic mode are presented. Multiple measurement architectures (that record
SET data) for the targets are presented and the pros/cons are discussed in detail. We
briefly evaluate the architectures by means of SET simulations. Based on the SET
analysis a fault dictionary is generated. We also present a probabilistic analysis to
validate out architecture.

Chapter 5 proposes novel targets that can shed light on SET propagation in
digital circuits. Unique measurement architectures are proposed for each target. A
thorough SET analysis is presented which justifies the chosen architecture. A fault
dictionary is created based on the post simulation SET data, which validates the
architecture.

Chapter 6 discusses the unique measurement infrastructure designed for record-
ing SET pulse lengths. The gradual development of the infrastructure from record-
ing single SETs to multiple SETs is elucidated. We also describe the provisions
taken to protect the infrastructure against SETs (that may lead to corruption of the
collected SET data). We perform an SET analysis on the infrastructure to verify its
operation. Based on the analysis we provide a fault dictionary that would help us to

12
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decipher the correct SET data. A probabilistic analysis is presented that validates
the chosen measurement infrastructure.

Chapter 7 primarily deals with the radiation target ASIC (termed as “FRad
chip”). A brief overview of the data transmission architecture (different options)
used in the ASIC is presented. We also provide a brief SET analysis for the on-chip
transmission architecture. The process of data transmission from ASIC to PC is
explained in great detail and summarized. The FRad ASIC is validated by means of
SET injection campaigns with all the targets, measurement architectures and PISO
in place.

Chapter 8 concludes the findings of this thesis. It also presents the essence of
the work and discusses the directions for this work in future research.

13






CHAPTER
SET Injection Mechanisms

Most often it is impractical to subject a circuit to radiation in order to study SETs,
hence we need SET models. Previously SET models were built only for space ap-
plications, mainly to construct radiation mitigating components. Recent trends in
electronics requires us to build SET models not only to construct rad-hard compo-
nents but to understand charge distribution, SET generation, SET propagation, etc,
in digital circuits. Therefore, it is desirable to have good models available that faith-
fully predict the manifestation of the particle hit as an SET as well as its propagation
and masking within the device under test.

One of the best ways to understand SETs is to implement the digital circuits in
an ASIC along with sense amplifiers (to monitor SEEs) in all the nodes of the circuit
under test and expose the whole setup to radiation [69]. To understand elementary
circuits, like inverters, NAND gate, etc. this will be extremely effective. But to
understand the SEEs in a circuit of 100 gates, it is not feasible for the reasons listed
below:

* Will blow up the required number of sensor amplifiers; as we need to mon-
itor the input, the output and the internal nodes. It is not feasible to build
an mixed-signal ASIC with that many amplifiers, as it consumes too much
core/pad area.

* Radiation hardened sensor amplifiers are needed to analyze SETs in ambient
radiation

* Longer radiation exposure times are required to perform the analysis.

* Extremely complicated/huge external instrumentation (scope, channels, stor-
age, etc.) required to retrieve the data from the amplifiers

Therefore, the above approach can be used to understand SETs in elementary
gates. With the knowledge obtained from this approach we can construct effective
SET simulation models, thereby building cost-effective monitoring architecture for
candidate target circuits.
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Our motivation behind the usage of SET models is listed below:
* To choose appropriate target circuits that would help us understand SEEs

* To evaluate the measurement architectures and validate the data provided by
them on the particle strikes in the targets.

* To inspect the effectiveness of the radiation hardened architectures in the liter-
ature and build efficient mitigation mechanisms for the relevant components
employed in the ASIC

 Ultimately, help us build an ASIC that can provide all the information about
SEEs when exposed to radiation

At the pre-fabrication phase we inject SETs on all the target and measurement
circuits to ensure the collection of useful data when exposed to radiation.

2.1 Background

Over the years a number of SET simulation models that model radiation particle
strikes have been proposed in the literature and our survey revealed three potential
SET injection mechanisms to mimic particle strikes in a digital circuit:

1. 3D model
2. Spice model - analog transistor level model
3. temporary signal inversion in a digital model

3D models basically take into consideration the physical structure of the device un-
der test (DUT), angle of particle impact, region of impact, flux, etc. They physically
model the charge collection and the decay of the current pulse precisely. In general
3D models are used to understand the SET generation process of a particle strike
in a single transistor of a gate in a certain technology. Several finite element-based
simulation tools like DAVINCI [36, 37, 119], DESSIS [74, 33, 77, 13], NanoTCAD
[93, 105], Synopsis SDevice [4, 3], ACCURO [85] and Cadence Sentaurus-Device
[53] have been employed for this purpose, also in mixed-mode simulations with
Spice models. Apart from “regular” SET generation [35, 93, 119], physical simu-
lations and experiments also revealed irregular phenomena [51, 12, 3]. Note that
3D modeling usually suffers from the unavailability of technology-related data like
doping profiles, which are (at best) compensated by calibrating the models, by e.g.
using transistor models from manufacturer’s process design kits [13]. But, there are
established precise ways of modeling the particle impact e.g. using ACCURO [85]
RCI toolset.

To describe the actual generation of SETs, as well as SET propagation along a
chain of gates, analytic [95, 26, 72, 77] or Spice models [122, 36, 18, 74, 32, 93] are
used. A Spice model takes into consideration just the transistor level model of the
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DUT, it doesn’t require the physical model of the DUT to trigger an SET like the 3D
model. The usual approaches basically inject a current with a given rise time and
decay time. With this model we can control the charge induced in the DUT and the
decay time for the induced charge. Note that the SET pulses generated by the Spice
model depend very much on operating conditions like supply voltage, temperature,
load, driving strength etc.[36, 38, 74, 119, 93, 77, 43, 44]. There are established
ways of precisely modeling circuit behavior, but precisely modeling particle impact
using Spice model is an unsolved problem.

In this section we will discuss briefly some of the 3D models and the spice
models listed in the literature.

2.1.1 3D models

Different approaches have been proposed in the literature to model soft errors using
the Synopsys TCAD 3D device simulator.

To evaluate a system under realistic faults and conditions, a simulation method-
ology was proposed by Kalbarczyk et al. [74]. The approach is to derive fault
models and conduct fault-injection studies at different levels of system abstrac-
tion (transistor-level, circuit-level, chip-level and system-level). The primary fault
model is obtained by simulating the transistor-level effect of radiation particle strikes.
The resulting current bursts create the first-level fault dictionary and are used in the
circuit level simulation. The resulting outputs are recorded in the fault dictionary
and can be used to analyze the impact of transients at the higher simulation levels,
i.e., the chip level and the system level. This approach is extremely helpful for users
to observe the effect in the system level, as a cause of a fault in the transistor.

Ramanarayanan et al. [119] proposed a tool to model SETs in the device level.
Three different tools were used to model soft errors: the Monte-Carlo n-particle
(MCNP) toolset for n-si interactions [131]; the Transport of lons in Matter (TRIM)
toolset for charge deposition [165], and the Synopsys TCAD Davinci 3D device
simulator for charge collection. They found that the charge collection process is
weakly dependent on voltage, substrate bias, and angle. Using this tool they cali-
brate the SER for device under test (DUT) and compare it with the SER rate calcu-
lated using HSPICE circuit simulations.

Mavis et al. [93] proposed a new circuit level charge collection model, that ac-
counts for the interaction of circuit voltage response with the device physics bound-
ary conditions driving carrier transport dynamics. They illustrate the shortcomings
of the Spice model in their paper, as negative voltage is observed at the output of
the DUT when a current pulse is injected at the output node. They substantiate their
analysis by injecting an SET using a 3D device physics model. Overall they eluci-
date that the most efficient SET simulation model is integrating the 3D model with
the Spice model.

Saremi et al. [126] proposed a model to understand the time response of an in-
verter to ionizing particles based on physical equations. They derived the model
by solving the current equations in three distinct time segments of the voltage tran-
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sient. The model is validated by comparing the 3D-TCAD simulations with varying
parameters.

Lu et al. [87] present the single event effect of a SRAM using mixed mode
simulation of heavy ion based on TCAD in a 40nm process. They observed that
the longer the distance from the center of the drain is, the smaller the charge is,
the larger the incident angle is, the more easily a particle strike leads to the SEU.
They propose the RC simplified mixed-mode simulation and compare it with the
3D-TCAD simulation. It shows that the model can accurately predict the anti single
event effect capability, which can provide theoretical basis and data support for the
anti radiation and reinforcement of nano-devices.

All of the above approaches provide an accurate way of modeling an SET, but
the simulations are time consuming. To model an SET in a circuit of 1K gates
using the TCAD model would take months to complete and is quite impractical.
To model SETs in elementary combinational gates it is quite reasonable to use 3D-
TCAD model; but for larger circuits its not ideal and hence, spice model seems to
be the more appropriate choice.

2.1.2 Spice model

A number of Spice analog models have been proposed in literature over the years,
which model radiation hits via current injection, and are hence compatible with
critical charge (Q)..;+) models.

For example, Roche et al. [124] modeled the ()..;; as a sum of capacitance and
conduction component as shown in eqn. 2.1.

Qerit = CnVop + IppTy 2.1

In eqn. 2.1; Cy is the equivalent capacitance of the struck node, Vpp the supply
voltage, Ipp the maximum current of the ON transistor, and T the cell flipping
time. The capacitance and conductance components do contribute to the ().;;, but
it is overestimated by the eqn. 2.1, because the flipping threshold of an inverter is
less than Vpp (say, Vpp/2 for perfectly matched NMOS and PMOS). Furthermore
the conductance term in eqn. 2.1 considers only the peak values of the current,
which is not realistic.

The above issues are addressed to some extent by Xu et al. [159] w.r.t an SRAM
cell. They simplified the critical charge model to be dependent on the capaci-
tor, voltage change, transistor drive current and the duration of the disturbance,
as shown in eqn. 2.2.

Vt'r‘ip
chit = / C’Ndvv + nIPTpulse (22)
0

In eqn. 2.2; V,,, is the static tripping point of the SRAM cell, 7 is a correction
factor, Ip is the driving current of the affected transistor, and 7}, is the duration
of the particle-induced current pulse. The critical charge eqn. 2.2 provides a better
estimation of the capacitance; by increasing the source/drain junction capacitance
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and the addition of a backend MIM capacitor. Even though the critical charge mod-
els the capacitance better, it fails to incorporate the dynamics of voltage transient at
the struck node, the quantitative description of /p, and the contributions of different
transistors that constitute the cell. Hence, the effectiveness of the estimation of ()....;;
under process induced variability becomes limited.

Zhang et al. [162] proposed an analytical technique to estimate the Q).,.; of an
SRAM cell in terms of transistor parameters and injected current’s amplitude and
duration. Unlike the previous model, this model considers the dynamic response to
a particle strike. The only pitfall with this model is that they model the noise source
using a rectangular current pulse instead of an exponential one.

When an a-particle or a heavy ion generated by a neutron strike crosses a pn-
junction, a funneling process occurs as described by Hseih et al. [70] (charge collec-
tion by drift is the dominating phenomenon here). Hellebrand et al. [66] proposed
a refined circuit-level model that takes into consideration the charge collected by
drift, thereby allowing a variable voltage across the pn-junction. They claim that
many SET models do not consider the charge collected by drift and thus do not
take into account the varying voltage across the pn-junction. They take the double-
exponential model as an example and show that it does not consider varying voltage
while generating SETs. Ultimately, they built a current model that calculates the
drift current of the particle hit. With the help of the simulations they prove that the
refined model reveals twice as many critical effects as the traditional current model.

Velamala et al. [152] proposed a probability model that examines the propaga-
tion of the SET at any node to the output of a circuit. Using the double-exponential
model to create the SETs they study how the sensitivity to SETs changes with
CMOS technology scaling.

Gili et al. [55] presented an SET propagation model that can be used to cate-
gorize the propagation likelihood of a given signal. They derived some analytical
descriptions for SET pulses in terms of their width and height. The formulas ob-
tained are generic, and they claim that models based on these formulas show a good
prediction of pulse propagation. The authors extended this model for being incorpo-
rated in CAD tools, to automatically determine the reliability of CMOS ICs against
SET effects in [56].

Rohani et al. [125] used the double-exponential model as the base to develop
an analytical based pulse determination technique which they validated by pulse
determination technique from laser experiments.

Wrobel et al. [158] used an accurate model based on simulation of atmospheric
neutron induced transient currents in a 90nm drain electrode, through a detailed dif-
fusion model. They used Monte-Carlo tools to conduct this study. They replaced the
transient currents with currents based on double-exponential law. The three param-
eters of the double-exponential model; rise time, fall time and collected charge are
only known approximately and are not accurate. Hence, the authors focused only
on the shape of the transient pulse in order to make sure that the double-exponential
model is as realistic as possible. Their simulations revealed that the current shape
has a small influence on the SEU cross-section and SER. They also proved that they
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need only two parameters, namely charge collected and the maximum time. The
authors conclude that the double-exponential current shape is acceptable to simu-
late the transient current induced by ionization particles. In [157] they confirm this
finding, and they propose to replace the rising time parameter with one fifth of the
falling time parameter.

Hamad et al. [59] proposed a methodology to abstract, model and analyze SET
propagation at both transistor and gate level. They modeled SET at gate level by
utilizing transistor level characterization libraries. They identified the vulnerable
nodes and injected SET's at the same, while they also analyzed SET propagation for
each injected SET. They claimed that the new gate-level characterization libraries
can accurately analyze SET propagation and estimate the soft error rate at RTL
level.

Buard et al. [112] propose a methodology that uses a combination of Monte-
Carlo-based selection of nuclear reactions, simulation of the carriers transport in
the device and spice simulation. They propose a piecewise linear current model that
mimics particle strikes in devices. They created a set of currents that would mimic
particle strikes to test latchup and burnouts in digital circuits.

Most proposed models agree in the qualitative definition, but differ in essential
quantitative aspects [73]. So far the most agreed model to mimic the actual charge
deposition mechanism of a particle strike uses double exponential currents [109, 13,
53, 136].

2.1.2.1 Double Exponential Current Model

An analytical model is proposed by Messenger et al. [95] to produce logic upset in
the DUT. To inject SET in a transistor of the target, they connect a current source to
the source of the transistor such that it generates a double-exponential current pulse
according to Eq. (2.3) [95, 155]:

Ip(t) = Iy(e /"o — e7t/T5) (2.3)

Herein, /p denotes the transient current pulse, /; the peak current of the two ex-
ponential terms, 77, the decay time (fall time) of the current pulse, and 7 the time
constant for initially establishing the ion track (rise time). Calculations reveal that
the total charge () p of such a pulse is

Qn(t) = /O T Ip() dt = (T — T), 2.4)

At the instance of the strike, the ’OFF’ NMOS transistor is turned ’ON’ for the
short duration of the transient pulse, creating a temporary path from Vpp to ground.
Therefore the ground current at the time of the particle strike, consists of /; and the
node current since the output capacitance discharges through the NMOS to change
the state of the output from logic 1 to 0. Similarly, a particle striking the PMOS,
turns it ’"ON’ for the duration of the particle strike, creating a short circuit path
between Vpp and ground. However in this case if the ’'ON’ current produced by
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the particle strike is strong enough, then the drain current /,; is used to charge the
output capacitance to change the output of the circuit from logic 0 to 1. Therefore, it
is observed that whenever a particle strike occurs, there is a conduction path created
between Vpp and ground giving rise to short circuit current.

Voo
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Figure 2.1: Inverter with Double Exponential Current Source

To understand the current model better we injected SETs in the inverter. We in-
jected SETs in the PMOS and NMOS of the inverter at two different time intervals.
To inject an SET in the PMOS we connected the current source to the VDD and the
output node of the inverter, such that the direction of current is to the inverter from
VDD as shown in Fig. 2.1. Similarly, to inject an SET in the NMOS we connected
the current source to the GND and the output node of the inverter, such that the
direction of current is from the inverter to the GND as shown in Fig. 2.1.
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Figure 2.2: Simulation of an Inverter with Double Exponential Current Model
We built the inverter under study using a commercially available UMC 90nm

CMOS kit in the Cadence environment. The simulation was conducted using Ca-
dence Spectre simulator and HSPICE simulator at a room temperature. To inject an

21



2.1 Background

SET in the inverter with a critical charge of 450fC we used the following param-
eters for the current pulse: the rise time constant as 10ps, the decay time constant
100ps and the current injected as SmA. The output waveform of the inverter with
all the relevant nodes is presented in the Fig. 2.2. We can notice that the SET in-
jected in the PMOS of the inverter overshoots the VDD (1.0V) and the SET injected
in the NMOS goes below GND (0V) in the second row of the waveform shown in
Fig. 2.2. We can also observe the buffered output of the inverter in the third row of
the waveform (refer Fig. 2.2). The waveform of the SET mimics the particle strike,
but is not perfect as the circuit does not have the parasitic resistance and capacitance
included. Furthermore, it overshoots above VDD and goes below 0V, which is the
artefact of the current model. Although the current model has some shortcomings,
it is a suitable Spice model available in the literature to analyze SETs in digital
circuits.

2.1.2.2 Improved Current Model

Source

Figure 2.3: Improved Current Model

Kleinosowski et al. [76] proposed a method of modeling SETs in a logic gate
using two separate current sources inserted at the source and drain. They claim that
they improve the method of analyzing soft errors that arise in a logic circuit. Their
current waveforms have a double exponential shape and can be independently ad-
justed. For simulating an NMOS transistor, the first current source directs current
from the source terminal to the body and the second current source directs current
from the drain terminal to the body, as shown in the Fig. 2.3. Similarly for sim-
ulating a PMOS transistor, the first current source directs current from the body
terminal to the source terminal and the second current source directs current from
the body to the drain terminal, as shown in the Fig. 2.3. The equation governing this
current model is the same as the one used by the double exponential current model
Eq. 2.3.

We injected SETs in the PMOS and NMOS of the inverter using this current
model to understand the model better, as shown in Fig. 2.4. We used the same
parameters used in Sec. 2.1.2.1 for all the sources in this current model. From the
conducted simulation we concluded the following:
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Figure 2.4: Simulation of an Inverter with Improved Current Model

* Unlike the double exponential current model, the inverter output when the
PMOS is injected with an SET using this model does not overshoot VDD.

* Similarly, when the NMOS is injected with an SET using this model, the
output of the inverter does not go below GND like the double exponential
current model.

* One of the prime advantage of this model is that we can target a particular
transistor in a circuit to create an upset, while the double exponential model
can only concentrate on the nodes

Hence, this model is slightly better than the double exponential current model as it
does not overshoot or undershoot. Apart from this we do not see any other advan-
tage of using this model, and hence to analyze a particle strike in the circuit it would
be sufficient to use double exponential current model. This way we can avoid using
two current sources to trigger a single particle strike.

2.2 SET Simulation Model

Modeling a particle strike is quite complicated. There are three important con-
straints that we have to take into consideration while modeling a particle strike:

e The radiation source
* Transport of the charge in the device
* Charge collection in the device

For example, when a cosmic particle such as a neutron or proton strikes an ASIC,
it produces several simultaneous charge fragments in different directions. It is quite
vital to calculate the charge produced by all these fragments. We should also con-
sider the nuclear reaction these particles could create upon impact within the ASIC.
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Generally, the charge created by the particle strike would produce electron-hole
pairs in the device. These electron-hole pairs would undergo a random walk un-
til they are collected by the device junctions. Since a typical track has millions of
electron-hole pairs it would take a very long time to calibrate the random walk. To
calculate the charge collection, we need to input parameters such as collecting junc-
tions, depletion region, funnel region, oxide layers, contacts, etc. Hence, to model
a particle strike we need to establish a mechanism that stores the time of arrival of
these particles, and the evolution of the same.

In modeling the SETs one must perform a circuit analysis of the current pulses
at all the nodes. It is important to not only calculate the charge collected at each
node, but also the temporal evolution. To perform this we need to know the ex-
pected current pulse at the p-n junctions; which could be achieved using device
level simulations. Hence, a 3D model was built for this purpose by Hofbauer et
al. [129].

2.2.1 3D TCAD model

Like in [74, 93, 13, 119], Hofbauer et al. [129] use 3D device simulations for cal-
ibrating and validating the Spice model. Relying on 3D TCAD models of the el-
ementary circuits that are derived from the detailed floorplan of a circuit in UMC
90nm technology, these simulations allowed them to accurately determine their be-
havior under heavy-ion radiation: More technically, the charge generation along the
ion track in the silicon is modeled with the SRIM-TRIM nuclear code simulation
software [165]. The resulting charge generation profile is then used as an input
for the Synopsis TCAD device simulator, which can compute accurate SET current
and voltage pulses. As a typical example, Fig. 2.5 shows the 3D TCAD model of
a single inverter structure. In order to reduce the necessary number of mesh points,
the metal connections are not included in the 3D model but rather considered us-
ing proper boundary conditions. This does not adversely affect the quality of the
simulation results, but saves a lot of simulation time.

Doping Concentration [em”-3] ] Oxide and Passivation

2.2E+20

7.6E+16

2.7E+13 :
-2.7E+13
-7.6E+16

-2.2E+20

Figure 2.5: TCAD 3D Structure of an Inverter (Cutting Plane through NMOS) [129]

Unfortunately, accurate 3D device simulation also needs technology-related in-
formation, like doping profiles and well depths: The SET generation process is very
sensitive to those parameters. Since such information is usually only known to the
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manufacturer (and typically not disclosed to customers), the need arose to also cal-
ibrate and validate the 3D TCAD model. Rather than using transistor models pro-
vided in the manufacturer’s process design kits (PDK), as done in [13], which are
of questionable use for accurately calibrating the complex SET generation process,
they conducted carefully controlled SET measurements [129] at the micro-beam
radiation facility at the GSI [141] in Darmstadt (Germany) for this purpose.

Heavy lon
Microbeam

_\ — Realtime
Targetge 1] X ss Oscilloscope
Circuit 9 \ §

Test Chip (- JJVL_

AV
&

Figure 2.6: Test Chip Schematics for Calibration and Validation of the 3D Model
and the Spice Model [129]

In the micro-beam facility they could carefully focus the radiation in the ASIC
at sub-um level and deposit ions, with well-known energy level, at any location of
the chip. For this purpose they custom built an ASIC in 90 nm UMC CMOS tech-
nology, that hosts target circuits (inverter chains and Muller C-elements) with very
high-speed analog sense amplifiers, as shown in Fig. 2.6. The SET voltage pulses
generated by the target circuits upon an ion hit (which is detected by a channeltron
at the microprobe facility) are low-intrusively captured by these sense amplifiers
and finally recorded by an external real-time oscilloscope.

For the inverter chain target circuit, they measured typical voltage pulses as
shown in Fig. 2.7 for different impact positions of the ions. It is important to men-
tion that the resulting SETs do not only depend on the impact position of the ion
but also on the state of the circuit: For the two different inverter input levels, quite
different behavior could be observed [129]: full-width half-maximum (fwhm) pulse
widths of up to ~1.6 ns for a low (0) input level, and up to ~800 ps for a high (1)
input level were observed, with very small rise times.

Finally, calibration of the technology-dependent model parameters of the 3D
TCAD models was done by means of offline comparison of the SET voltage pulses
predicted by the 3D device simulations and the actual SET voltage pulses recorded
in our experiments. Their efforts resulted in 3D TCAD models predictions that
match the experimental data sufficiently well, such that we could use the predicted
collected amount of charge in the source contacts of the transistors for calibrating
the Spice model as described in Sec. 2.2.2. Note that due to the very long simulation
times of the complex 3D device simulations and the huge amount of data recorded
in their experiments, they are still refining the calibration. In fact, to increase the
confidence in the 3D TCAD model, they are conducting additional measurement
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Figure 2.7: Measured SET Voltage Pulses (Inverter) under Heavy-Ion (1%7Au,
946MeV) Irradiation [129]: SETs for a) Low (0), b) High (1) Inputs

campaigns at the GSI microbeam facility, e.g., using heavy-ions with different en-
ergies.

To accurately re-engineer the technology-dependent parameters for the 3D-TCAD
model by means of calibration is impractical, as there will always be room for refin-
ing the parameters. Therefore, instead of finely refining the technology parameters
it is enough to approximately calibrate the technology parameters. They could infer
from the 3D TCAD models that the amount of collected charge strongly depends
on the impact position of the ion. Approximately 300 fC to 350 fC are collected by
the source contact for worst case scenarios, resulting in SETs which are capable to
propagate. The corresponding rise times of the SET voltage pulses at the output of
the simulated inverter are in the range of 10 ps to 70 ps.

2.2.2 Spice Model

We have already established that physical radiation experiments are difficult and ex-
pensive; and 3D simulations are complicated and time consuming; the cost efficient
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and less complicated way to study the effects of radiation in a larger circuit is by
using the Spice simulations. So, injecting a current pulse with double exponential
shape has become the method of choice for emulating a radiation particle strike and
the charge of this pulse is considered characteristic for the deposited particle energy.

Based on the data recorded from the radiation experiments and the calibrated
3D model we would tweak the Spice model to recreate the particle strike in the
transistor level. The current model that we propose to use for this purpose is the
double exponential current model governed by the eqn. 2.3. The double exponential
model, however, has three degrees of freedom, namely rise time, fall time and peak
current, and there is no clear agreement in the literature on their actual choice.
Eqn. 2.3 provides the transient current pulse, whereas the peak current of the SET
(Lpear) 1s given by eqn. 2.5

T 10a(Tj/Ta) To 10g(Tj /Tar)

Ipmszo(e To=Ty  _¢ Ta—Ts ) (2.5)

We executed a number of initial simulations using an inverter chain as our target
circuit for calibrating the parameters [, T, and T3. Our goal was to determine a
parameter setting which leads to SET voltage pulses (resp. critical charges Q..i;)
that mimic the ones measured in real-time micro beam experiments as faithfully as
possible [68, 69]. Recall that the measured SET voltage pulse lengths ranged up to
800 ps (resp. 1.6 ns) for logic high inverter input (resp. low input), with ).+ in the
range of 300-350 fC. We varied the current model parameters [y, 7}, and T until
both (a) Q..+ = Qp according to Eq. (2.4) and (b) the SET voltage pulse lengths
predicted by Spice matched reasonably well.

The modified current model for the gold particle had two parameters as constant
the rise time (10 ps) and the critical charge (300fC). We varied the fall time and the
peak currents for the same Q..;, to match the SET length of the voltage pulses
observed at the output in the 3D model.

In order to get some basic understanding of the transformation of an analog
current pulse in an inverter to a digital voltage pulse at the output, Fig. 2.8 plots the
length of the SET voltage pulse observed at the output of the buffer (inverter has a
buffer as load) over Iy, for fixed' T}, = 100 ps and T = 10 ps; this results in a peak
current of Ip,.q;, = 0.781 according to Eq. (2.5). There is already a digitally visible
SET with a length of 125 ps for Iy = 1 mA, while for [, between 2 mA and 10 mA
the length of the observed digital SET grows (approximately logarithmically) from
540 ps to 1.4 ns. For Iy = 3.33 mA, (a) Eq. (2.4) reveals an injected charge of about
Qp = 300 fC, matching our ()., and (b) Fig. 2.8 reveals an SET voltage pulse
length of 800 ps that is also in the right order of magnitude.

Indeed, fine-tuning of the model parameters provided us with maximum SET
voltage pulses of 800 ps for a high inverter input, which nicely matches the mea-
surement results. For a low inverter input, the maximum SET duration we could

!'The simple dependence in Fig. 2.8 would not hold if the timing parameters T, T were also
varied.
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Figure 2.8: Length of SET vs. Exponential Peak Current I

generate with our choice of model parameters is 980 ps, which somewhat under-
estimates our longest measured SET durations. We conjecture that this is, in part,
an artefact of the lack of parasitic capacitance in the Spice model of the target cir-
cuits taken from UMC’s PDK. It may also be a sign of the need of some structural
improvement of the double exponential current model (cp. [32, 93]), however.

It must be noted here that there are inherent fundamental differences between
3D TCAD model and Spice model that render a perfect matching of the pulse shape
ultimately impossible: The Spice model shall represent the complex charge deposi-
tion (and collection) process, which is apart from the characteristics of the particle
impact as such determined by various and highly non-linear “current paths”, by
a single current source with a more or less pre-determined current shape, which
provides only a few parameters for tuning. When applying such a substantially
simplified model to (purposely) abstract away details, one cannot expect a perfect
representation of reality. The 3D TCAD model, on the other hand, is much more
powerful in this respect, but its high computational complexity makes it practically
impossible to also incorporate the entire relevant “context” of the hit transistor in
the circuitry (which, however, determines the transformation of the current pulse
into a voltage pulse and its propagation).

The single-source double exponential current model employed in our Spice
model represents the current state-of-the-art, which has been considered a suitable
trade-off between tractable complexity and sufficient accuracy in most of the related
research work. For compatibility with this research, and also due to lacking alter-
natives, we simply had to accept the artefacts mentioned above. However, part of
our envisioned future work in this area will be devoted to alternative Spice models,
which provide better modeling accuracy with still acceptable complexity.

28



Chapter 2 SET Injection Mechanisms

2.3 Spice Model Study - C-element Example

We investigate the impact of the chosen Spice Model on the Muller C-element. To
this end we study the charge required to flip the state of the Muller C-element,
while varying rise and fall time. The double exponential current model has too
many degrees of freedom, i.e., we can vary the parameters and still generate the
same critical charge. In here we will investigate the dependence of the effect of the
particle strike for a given critical charge on the shape of a SET. We would like to
analyze the behavior of this Spice model on the C-element without the 3D TCAD
model data or radiation data to guide it.

2.3.1 Muller C-Element

Muller C-element or Muller C-gate is a state holding element originally designed
by Muller [104]. It is one of the fundamental building blocks in the design of self-
timed circuits. It has two inputs ("a’ and ’b’) and one output (’z’). The operation
of a Muller C-element can be viewed as a (combinational) AND for transitions.
Figure 2.9 shows the symbol as well as an implementation of the Muller C-element
based on NAND gates. The output of the C-element will remain high (low), if
both the inputs are high (low). If the inputs differ then the previous output state
is retained. The behavior of the output of the C-element is better explained by the
Boolean equation. 2.6. The truth table is presented in Table. 2.1.

2= Zprey @ A+ Zprey @0+ ®b (2.6)
LE
A Al
- Z
B A =
_r}_

Figure 2.9: Muller C-element (a) Symbol, (b) Logical equivalent

There are different implementations for the Muller C-element namely: static,
dynamic and gate-level. Compared to static implementations, dynamic implemen-
tation is quite economical; but suffers from excessive static power consumption
[143]. Mostly static implementations are preferred because the information stored
in the C-element is available for unbounded periods. Our focus is more towards
static implementation because they are less complex, have reduced power, transi-
tion, and propagation delays.

Over the years different implementations for the C-element were proposed [144,
138, 145, 92, 161, 21, 132], of which we chose to investigate the following:
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Table 2.1: Truth Table of Muller C-Element

‘ mode
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Figure 2.11: Van Berkel Muller C-element
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A conventional pull-up pull-down CMOS implementation introduced by Suther-
land et al. [138] is presented in Figure. 2.10. This implementation does not
impose any restrictions on the sizes of the transistors, i.e, it is ratioless.

A CMOS implementation introduced by Van Berkel et al. [145] is presented
in Figure. 2.11. The output state of the circuit is maintained through a feed-
back conducting path of three transistors in the pull-up tree or the pull-down
tree. Similar to Sutherland’s circuit, this circuit is also ratioless.

A CMOS implementation utilizing an inverter latch proposed by Martin et
al. [92] is presented in Figure. 2.12. The circuit suffers from a driver conflict
problem at node Z’, which is mitigated by choosing minimum-size transistors
for the feed-back inverter [132]. For a proper operation, certain size ratios
must be imposed on the transistors.

A Minority voter based C-element is presented in Figure. 2.13. This circuit
uses four inverters and it suffers from high static short circuit current.

Voo

Figure 2.12: Weak Feedback Muller C-element

Figure 2.13: Inverter based Muller C-element
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Figure 2.14: Simulation results

2.3.2 Variation Analysis

We performed a campaign of HSPICE simulations on a Van Berkel C-element de-
signed in UMC 90nm bulk CMOS with transistor sizing conforming to [132]. Ac-
cording to the aim of our study we varied the 73 and 7T, constants from 5 to 60ps
and from 10 to 300ps respectively. For each combination of T" values, I, was var-
ied to find the smallest current that caused an SEU, thus finding the critical charge.
As can be seen in Fig. 2.14a, there is indeed a dependency of @)..;; on the two 7
parameters.

Figure 2.14b shows two vertical cuts through this 3D-plot, along the nominal
values of T3 = 10ps and T}, = 100ps, respectively. One can see that the dependence
is almost perfectly linear for both parameters. Note that we have used relative scales
for the x- and y-axis now to better indicate by how many percent (J..;; changes if
one T is varied by some percentage. The influence in terms of % change of Q..;;
per % variation of 7" is about 0.064 for T}, and about 0.59 for T4,.

In a next step we have investigated, how this derivative, in turn, depends on
voltage and temperature. Figure 2.14c shows the derivatives of graphs such as that
in Figure 2.14b when the voltage is varied from 0.65V to 1.2V, keeping the temper-
ature constant at 25°C". Again, all values are normalized to the nominal pulse and
the corresponding ().,.;;. Here it is visible that higher supply voltage causes a more
pronounced dependence of ()..;; on both T values. Figure 2.14d shows the same for
varying temperature between —55°C" and 125°C" at a constant voltage of 1V/. Here
the variation is relatively insignificant.
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2.3.3 Ramifications

Our results clearly indicate that the deposited charge is not the only characteristic
parameter of an SET pulse, as often (implicitly) assumed in the literature. The
effect of an SET also noticeably depends on its rise and fall time constants. More
specifically, short rise and fall times make the pulse more effective, with the choice
of the fall time having a much more pronounced impact (when using the nominal
values 10ps/100ps as a starting point). This is important to know, as in experimental
studies pulses of very different shapes have been observed [129]. Having no “one-
size-fits-all" solution for the simulation model at hand, we are forced to apply pulses
of various shapes in our simulations as well, if we want to cover all real-world
scenarios. We also found that voltage and temperature not only directly impact the
critical charge (this is known, see [146]) but also its dependence on the rise and fall
time. For lower voltage, e.g., the choice of T" becomes less relevant.

2.4 Simulation Setup for SET Analysis

The default simulation setup that we will use for SET analysis in the rest of the
thesis is presented below:

* To perform the SET analysis in all the target/measurement/PISO circuits in
the Cadence environment we use this default setup, if not mentioned other-
wise.

* Simulations are conducted using either HSPICE [1] or Spectre simulators.

* The double exponential current model is used to inject SETs in the circuits
under test. The setup for the current model are as follows:

— The rise time constant is always set to 10ps
— The fall time constant is varied from 60ps to 110ps

— The current pulse I is varied from 2mA to 8mA
* Simulations are conducted for room temperature (27°C)

We chose the current parameters to inject critical charges ranging from 100 fC
to 800fC' in all the devices under test.
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CHAPTER
Radiation Hardening Mechanisms

The fundamental part of our research is to investigate the effects of radiation particle
strikes in CMOS circuits, as well as their propagation. So, we build an ASIC to
analyze SETs/SEUs in different types of combinational (NAND, NOR, Muller-C
elements, etc.) and sequential elements (Flip-flop chains, Muller pipeline, etc.), we
require measurement infrastructure that is resilient as it will be exposed to the same
radiation source as the target circuits in some settings. After all, our results are only
meaningful, if we can rely on the read-outs. For this purpose we wanted to construct
radiation hardened measurement infrastructure for our target circuits.

Considering that newer technology nodes are becoming increasingly susceptible
to radiation effects, the efficient hardening of sequential and combinational logic
in general, is becoming a relevant problem that is not only restricted to specific
safety-relevant functions but may apply to future commodity circuits as well. With
this background in mind the analysis presented here can be viewed as a relevant
contribution that goes well beyond the scope of our needs.

Many solutions have been proposed over the years regarding both, the modeling
of the effect of radiation particle hits as well as their mitigation on technology level,
circuit level or system level. Unfortunately, these existing models and circuits are
often targeted to different fault assumptions, technologies and application demands
— a clear and common picture viewing those from a common perspective is missing.
It is therefore not easy for someone without profound experience in the field to
identify the appropriate solution for his/her problem. For this purpose we wanted to
analyze the available mechanisms and check if there is any appropriate (in terms of
actual radiation tolerance and area overhead) mechanism available in the literature.

3.1 Background

There has been a lot of research devoted to radiation-hardened circuit design ap-
proaches for combinational and sequential circuits. Several papers report on exper-
imental studies in hardened combinational circuits [52, 164] and radiation hardened
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memories [57, 2]. Radiation hardening mechanisms can be categorized as follows:
system level [57], circuit level [164, 154] and device level [47, 62, 140].

3.1.1 Device-level Hardening

These techniques involve a fundamental change of or enhancement to the fabrica-
tion process to increase the particle energy threshold that can create an SEU [35, 28].
They mainly intend to minimize and mitigate the effect of a particle strike in a de-
vice by either using a specific technology process or adding some extensions to the
existing technology process. For example, silicon-on-insulator (SOI) process has
proven to be inherently less susceptible to SEUs than a bulk-CMOS process [114].
The SOI technology is characterized by placing a thin layer of silicon on the top
of an insulator during the manufacturing process, which also helps to protect the
bulk from charged particles, thereby reducing any SETs. The main drawback of
this technology is the fabrication cost.

Usage of the p-well on p-substrate as an effective protection barrier was estab-
lished by Fu et al. [47]. They have shown that the higher doping of the p-well at the
surface reduces the charge collection by funneling and the doping gradient relative
to the substrate doping reflects the charge collected by diffusion from the substrate.
Both funneling and diffusion charge collection mechanisms have significantly re-
duced the SER.

A quadruple well structure to isolate the particle strike inside the well was pro-
posed by Hayden et al. [62] to improve the SER. They use a diode isolated array to
provide protection against aplha particle events. A junction under this array cuts off
alpha particle funneling tails and reduces the charge collected at the storage node
after an SER event.

An epitaxial layer on a substrate with a high carrier concentration, or the for-
mation of buried barrier layers using high energy ion implantation is proposed by
Takai et al. [140] to protect the DRAM from soft errors. They found that the epi-
taxial layer is quite effective in reducing SER, but a retrograde well structure with
double buried p+ layers was found to be more effective for the soft-error immunity.

There are other ways of hardening such as: shielding the package against radia-
tion (to reduce the exposure of the bare device), usage of rugged SRAMs instead of
DRAMs, etc.

Even though these techniques are very effective in reducing SEU sensitivity, we
do not pursue them for the following reasons:

(i) Costs incurred by these techniques from a process and materials standpoint
might be excessive for mainstream applications.

(i1) Our goal is to analyze SEEs to build better circuits in standard technolo-
gies for radiation environment, hence, modifying the process or using non-
standard technology is not an option.
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3.1.2 Circuit-level Hardening

These approaches are extremely attractive as they let us use standard bulk-CMOS
process. The basic principle behind these hardening mechanisms [164, 154] is:

* Employ robust circuit design methodologies that reduce the sensitivity of the
final design to SEUs

* Increase the critical charge of the circuit by inserting elements like resistors
and capacitors to slow the propagation of voltage transisents

Sizing the transistors to withstand the charge created by the particle strike is a
transistor level hardening mechanism proposed by Zhou et al. [164, 163]. They use
the brute force circuit level hardening mechanism that would work for any technol-
ogy node. The required size depends on many factors like charge deposited in the
node, drive strength of the gate and original node capacitance.

The Dual Interlocked storage CEIl (DICE) design proposed by Calin et al. [29]
achieves immunity to radiation-induced SEUs. For combinational circuits, a delay
filtering (DF) mechanism [101] can completely eliminate SET pulses shorter than a
critical width. Combining those, a DF-DICE storage element [108] is made tolerant
not only to upsets within the storage cells but also to transients on every input sig-
nal. The DICE structure mainly utilizes two conventional cross-coupled inverters,
connected by two bi-directional feedback inverters. The four nodes of the inverters
store the data as two pairs of complementary values (i.e., 1010 or 0101). The logic
state of each of the four nodes of the cell is controlled by two adjacent nodes in the
feedback. The two nodes on each diagonal do not depend on one another, this dual
node feedback control helps achieve immunity to upsets.

A partial duplication approach to provide immunity against soft errors is pre-
sented by Mohanram et al. [100]. They selectively target the most susceptible nodes
and duplicate the specific circuitry.

A novel circuit level SEU hardening technique for high speed SiGe HBT Logic
circuit is proposed by Mukherjee et al. [103]. They reduced the SEU vulnerability
of a novel low-voltage high-speed SiGe latch by implementing an additional storage
cell redundancy block to achieve the required decoupling.

Garg et al. [52] proposed a novel radiation tolerant CMOS standard cell library
that is effective in implementing radiation hardened digital circuits. They exploit
the fact that at any given point of time in a gate only PMOS or NMOS transistors
are vulnerable. The output driven by the PMOS transistors of a radiation tolerant
gate is generated by the PMOS transistors alone and it drives PMOS transistors
only. In other words they separate the PMOS and the NMOS transistors in a gate
and divide the output into two separate signals, that way any SET in the PMOS
would be compensated by the NMOS and vice versa. We tested their design and
found that the gates provide an extremely high degree of radiation tolerance. The
radiation tolerant logic gates consume a lot more transistors compared to the stan-
dard logic gates. For example; a normal inverter consumes two transistors, but, a
radiation tolerant inverter consumes six transistors. We performed Cadence Spectre
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simulations on the radiation hardened inverter by injecting SETs using the double
exponential current model. From the executed simulations we observed that this
mechanism provides radiation tolerance for critical charges greater than 500 fC and
upto 950 fC.

A redundancy based circuit-level principle for making combinational cells tol-
erant against single permanent faults and manufacturing defects is proposed in [10].
They provide tolerance by replacing each transistor with four transistors connected
in series or in parallel depending on the circuit architecture. They were also able
to implement simple fault-tolerant combinational blocks like MUXes and decoders
based on their principle.

Overall the mechanisms presented above were proposed for different technology
nodes and their hardening capability with UMC 90nm bulk CMOS technology must
be validated before employing any of the same.

3.1.3 System-level Hardening

The system level hardening mechanisms [57] usually rely on fault-detection or
fault-tolerance or redundancy mechanisms that either detect or correct the effects
of SEUs. Error detection and correction mechanisms are widely used in memories
to provide immunity against SEUs, but are not much useful in protecting combina-
tional and sequential circuits as they consume too much die area.

Neumann et al. [153] proposed the triple-modular redundancy (TMR) that uses
three identical instances of the same system operating in parallel, and whose results
are later processed by a voting system to produce a single output. If any one of the
three instances fails, the other two can mask the fault. However, if the voter fails
then the complete system will fail. To eliminate this weakness, a triplicated voting
mechanism is sometimes used [89]. This strategy only works up to the point where
a single, final decision is mandatory, leaving the final voter always unprotected. In
order to reduce the visibility of the voter we could increase the number of identical
instances (n-modular redundancy(NMR)) and spatially reduce the probability of the
voter (we relatively reduce the area of the voter) being hit and increase the immunity
of the system.

Anghel et al. [9] proposed the usage of Code Word State Preserving (CWSP)
elements instead of using full hardware redundancy to provide SET immunity. They
generate the redundant information by combining self-checking design with time
redundancy. If a transient pulse changes an input code word into a non-code word,
the output state produced by the last valid code word is preserved. The scheme
relies on duplication of signals, which is more efficient than TMR.

A better mechanism for single as well as multiple faults (for NMR schemes)
by employing an analog voter built from inverters and an analog comparator is
proposed by Lisboa et al. [86]; to show that digital voters are ineffective in a NMR
system for multiple upsets. The rationale is that in the analog world an SEU in a
single gate can be viewed as noise, which is an everyday problem in this domain.
The inverter outputs are shorted together to form one input to the comparator, the
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other input is a reference voltage. Askari et al. [11] proposed a redundancy-based
fault-tolerance method to design an analog mean voter. The voter selects its output
based on the mean of its analog input signals.

Repetition of computations in ways that allow errors to be detected is the ba-
sic philosophy behind time redundancy mechanisms [8, 81]. We execute the same
operation with the same inputs in the hardware at three different time intervals and
ultimately all the results are compared. If there are any errors they will be detected
in the results. The basic concept of this form of time redundancy is that the same
hardware is used multiple times in differing ways such that comparison of the re-
sults obtained at the two times will allow error detection. There are many ways of
performing this operation such as: recomputing with shifted operands, recomputing
with swapped operands, recomputing with alternating logic, etc. All these different
operations are used to detect permanent faults in the hardware.

Ideally these hardening mechanisms should work for any technology node as
they are system level mechanisms, but neither of them are explicitly implemented
for providing radiation tolerance. Hence, they must be validated before we put to
use in our ASIC.

3.2 Proposed Radiation Hardening Mechanisms for
Muller C-Element

A particle strike in the C-element could corrupt the stored data; to avoid such a loss
we had to build a radiation-hardened C-element. The chosen radiation hardened
design should not only protect the C-element against SETs but must also be area
efficient. We explored radiation hardening options in both system and circuit level
and chose three ways of providing radiation tolerance:

1. Radiation Hardening by sizing mechanism [164]
2. Dual Interlocked Storage Cell (DICE) mechanism [29]

3. PMOS and NMOS Separation Mechanism [52]

3.2.1 Radiation Hardening by Sizing

The weak-feedback C-element is chosen as the target circuit, as it is the most area-
efficient (uses only 8 transistors) of all the three transistor based C-element designs.
To inject SETs in the C-element we use the setup proposed in Sec. 2.4. Generally,
NMOS is more vulnerable than PMOS as the (J.,.; of the NMOS is less than the
PMOS. Hence, if a circuit can withstand an SET in the NMOS then it would be able
to withstand SETs in the PMOS; assuming the (/L) size of the PMOS is either
same or more than the NMOS.

We gradually increased the (W/L) size of the NMOS at the output node to
withstand the injected charge, while maintaining the sizing constraints imposed on
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the C-element. Our aim is to make sure that the C-element withstands a maximum
Qi of 500 fC. As a first step we conducted multiple simulations to appropriately
size the C-element to withstand the particle strike of 100 fC. In the next steps we
gradually increased the injected charge in increments of 50 fC to a maximum of
500 fC. The (W/L) size of the transistor was gradually increased to withstand the
particle strikes and the appropriate size was validated using Spectre simulations.
The minimum (/L) sizing required for the weak-feedback C-element to withstand
a particle strike of 500 fC turned out to be 14 times the original 1/ L.

3.2.2 Dual Interlocked Storage Cell Mechanism

Our aim is to use the DICE principle to provide tolerance to the weak-feedback
C-element. Note that this principle was originally adapted only for latches and flip-
flops; the authors didn’t propose this mechanism for a C-element. Hence, we had
to adapt this principle for the C-element. In order to do so we chose the weak-
feedback Muller C-element as that structure uses a guard gate and two inverters.
We replicated the guard gates of the C-element, as shown in Figure. 3.1. Similarly
we also replicated the two inverters and constructed it such that two of the diagonal
inverters have higher drive strength compared to the other two inverters.
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Figure 3.1: DICE Cell Based Muller C-element

The DICE structure as it is did not perform as expected for the UMC 90nm bulk
CMOS technology. Note, that it was proposed initially for a different technology. In
order to ensure the operation (provide immunity) of the DICE cell we re-sized the
whole structure, which turned out to be an overkill. Therefore, we decided to re-size
parts of the structure to provide immunity for 500 fC critical charge; in particular
we re-sized the strong inverters. But, the C-element was not quite stable after the
re-sizing of just the strong inverters, hence, we re-sized the guard gates to make the
C-element stable. In essence we increased the (1W/L) size of the guard gates and
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the strong inverters by 1.5 and 4, such that they could withstand particle strikes of
500 fC.

3.2.3 Radiation Hardening by Separation Mechanism
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Figure 3.2: Radiation Hardened Muller C-element using Separation Mechanism
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To build a radiation tolerant C-element using the separation mechanism pro-
posed by Garg et al. [52], we cannot use any of the transistor level implementations
of the C-element. We can either use the logic gate based C-element implementation
or the inverter based C-element implementation. The logic gate based implementa-
tion consumes a higher number of gates compared to the inverter based implementa-
tion, hence, consumes more die area. Therefore, we chose to use the inverter based
implementation to build the radiation hardened C-element as presented in Fig. 3.2.
We executed simulations (using the setup presented in Sec. 2.4) in the C-element
by injecting SETs of charges ranging from 100 fC to 950 fC, and concluded that the
C-element is indeed radiation tolerant.

3.24 Summary

Overall we have adapted and investigated three radiation hardening mechanisms for
the Muller C-element, all of which provide radiation tolerance up to a charge of
500 fC. As we would like to use the most area efficient radiation hardening mecha-
nism, we calculated the area equivalent of the three approaches which is presented
in Table. 3.1. The area equivalent is calculated based on the transistors and (/L)
sizing, not based on the layouts of the approaches.
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Table 3.1: Comparison of Radiation Hardening Mechanisms for Muller C-element

Components | No. of (W/L) | Area

Trans. Sizing | Equiv.

Non Rad-Hard 8 1 8
Rad-Hard Sizing 8 14 112
DICE Cell 16 | Multi-sizing 32
Rad-Hard Separation 24 1 24

From Table. 3.1 we can observe that the sizing mechanism consumes higher
area compared to the other mechanisms. The most area efficient mechanism is
the Muller C-element with inverters, but it has a higher static current and routing
complexity. The DICE cell based mechanism avoids the drawbacks imposed by the
separation mechanisms and still has a relatively low area equivalent. Based on this
we concluded that any particle strikes of charge < 500 fC can be mitigated more
efficiently using the DICE mechanism, and for particle strikes > 500 fC we can use
the separation mechanism.

3.3 Combinational Circuits

Most circuit-level hardening techniques to date have focused only on memories [2],
latches and flip-flops. There is a significant amount of research done in protecting
the memory arrays and the latch elements, and comparatively there is very little re-
search available relevant to combinational circuits. Moreover, for current and future
technologies, the impact of soft errors on combinational elements is now receiving
significant attention. In 45nm technology node, a majority of the observed soft fail-
ures will be related to SET events that occur in logic blocks [15, 97]. Hence, it is
critically important to develop effective techniques to analyze and quantify the im-
pact of soft errors on combinational logic circuits. Furthermore, voter circuits are
often the residual single point of failure in system-level fault tolerance solutions,
which causes a specific interest in making the related, combinational circuits radia-
tion tolerant. Our aim here is to evaluate the potential of the existent fault-tolerance
and radiation-hardening mechanisms to provide immunity (for a particle strike with
a charge of 500fC) for an XOR (Exclusive-OR) gate built using UMC 90nm bulk
CMOS technology. The reason behind using the XOR gate as a target is because it
is one of the pivotal gates in building measurement counters.

The XOR is a very basic gate, specifically for asynchronous circuits where it
forms the logical OR for transitions. Moreover it is fundamental in parity checking
circuits. One of the most crucial activities to be performed by our SEE monitoring
architecture is to detect the differences between two signals, for which we require an
XOR gate. Besides, an XOR gate has a very different internal structure, compared
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to the NAND/NOR gates (the internal structure is not complicated for these gates).
We have chosen two types of XOR gates as our targets:

1. Cross-Coupled (CC) XOR gate constructed using inverters and pass transis-
tors as shown in Figure. 3.3, and

2. Invert-AND-OR (IAO) XOR gate, constructed using standard gates as shown
in Figure. 3.4. This gate is a standard expansion of the XOR function (Z =
AeB+ Be A).

Before we validate the state-of-the-art mechanisms for tolerance against SETs, we
need to analyze the behavior of the XOR gate when exposed to radiation. We in-
jected SETs in the XOR gate using the state-of-the-art SET injection current model,
to examine their behavior under exposure.
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Figure 3.3: Transistor level Schematic of Cross Coupled XOR gate
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B

Figure 3.4: Gate Level Schematic of IAO XOR gate

3.3.1 SET Analysis — XOR gate

We injected SETs in the CC XOR gate using the setup presented in Sec. 2.4. We
monitored the output of the inverters and the transmission gate, to help us trigger
SETs at the NMOS (PMOS) when the node output is 1 (0). The SET simulations
for both the NMOS and PMOS transistors are shown in Figure. 3.5. The waveforms
are self explanatory.

For the IAO implementation of the XOR gate, we injected SETs at the outputs
of both the AND gates and the OR gate at different time intervals. In Figure. 3.6
we present the SET simulations of the IAO XOR gate for both NMOS and PMOS
transistors. The waveforms of the input signals (A,B) and output signal (Z) are
presented in Figure. 3.6 (first three rows). The output of XOR gate with SET hits in
the AND gates (A @ B and A e B) are presented in rows 4 (refer “SET in ANDI1”
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Figure 3.5: Simulation of SET hits in CC XOR gate

of Fig. 3.6) and 5 (refer “SET in AND2” of Fig. 3.6). Note, that we do not present
the output of the AND gates in the waveform, rather we show the effect of the SETs
triggered in the same on the XOR gates’ output. Similar, the effects of SETs in the
OR gates are presented in the last row. We can observe that the SETs we triggered
in the AND and OR gates successfully propagated to the output of the XOR gate.
We will use the same set of tests to validate the radiation hardening mechanisms
built for the XOR gates.

3.3.2 Radiation Hardening Mechanisms

To justify confidence in the readouts collected by the measurement infrastructure on
our experimental ASIC, we require tolerance against double faults. We can employ
any of the methods presented in Section. 3.1 to achieve this. However, to find out
(i) which method actually withstands double faults (the original papers are focused
on single faults) and (ii) which is the most efficient solution for our chip, we will
perform extensive fault simulation studies using the setup introduced in Sec. 2.4.
For the functional principle of the respective methods please refer to Sec. 3.1.

3.3.2.1 Radiation-Hardening by Gate Sizing

As a first attempt we used gate sizing to protect the CC XOR gate against SEUs.
In our simulation we triggered SETs at all circuit nodes (refer Fig. 3.7). To harden
the gate we increased the (1¥//L) of the transistors in the XOR gate (not the buffer)
gradually, by increasing W while keeping L constant. For a gate with 8 x (W/L)
we can observe that the pulse width of the SETs is already reduced but still visible.

44



Chapter 3 Radiation Hardening Mechanisms

I/P B

Bodd

J
J
W

N,
-3« I I Y R O R I
O_2si
SETin g~
AND1 O
SETin N H {—Hﬂ ’7 [—‘
AND2 &*
SET in Eﬂﬁ:
s I R e D | R
i 0 1‘0 2‘0 3‘0 4‘0 5‘0 60
Time (in ns)

Figure 3.6: Simulation of SET hits in IAO XOR gate

Eventually we observed that for a CC XOR gate with 14 x (WW/L) we can mitigate
all SETs at the buffered output (refer Fig. 3.7), although the unbuffered output still
shows minor spikes. This indicates that we are right at the borderline with the
sizing, confirming that the solution is safe. This also nicely matches our results
from Sec. 3.2 for the Muller C-element.

Similarly, for the IAO XOR gate we found an 8-fold increase of (/L) neces-
sary for mitigating all SETs.
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Figure 3.7: SET Simulations of Rad-Hard CC XOR Gate
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3.3.2.2 Defect-Tolerant Logic

Figure 3.8: Defect-Tolerant Inverter
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Anghel et al. proposed an architecture that can tolerate defects and permanent
faults in the logic gates [10]. We wanted to verify if the architecture is immune to
soft errors as well and if so its application in building an XOR gate. For this purpose
we built an inverter based on their architecture, as shown in Figure. 3.8.

To validate the inverter’s immunity against soft errors we injected SETs into all
circuit nodes. Figure. 3.9 illustrates some of the results. For an input as given in
row 1, row 2 shows the output of the inverter in the fault free case, which serves as
a reference for its correct behavior. SET hits at the bottom (top) NMOS (PMOS)
transistor of the inverter are presented in row 3. Finally, row 4 illustrates the output
behavior for SET hits at the NMOS (PMOS) near the output. In both the cases we
can observe that the circuit is not radiation-tolerant. We also injected SETs in the
transistors in the middle, and found out that the circuit is not radiation tolerant (we
do not present the results in the figure).

The SET analysis reflects that the original purpose of this circuit is rather defect
tolerance. In order to radiation harden the circuit, we had to increase the (1¥/L)
size of all transistors by 16 times. This is slightly more than for the non-tolerant
inverter, however, yields a solution that is both radiation tolerant as well as defect
tolerant. Our focus is towards radiation tolerance and not defect tolerance, hence
we do not pursue this mechanism. Furthermore, we do not build an XOR gate using
this approach either.
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3.3.2.3 Analog Voter

Following the approach of Lisboa et al. [86] we constructed a radiation tolerant
XOR gate based on replicated (unprotected) CC-XOR gates feeding an analog voter
with inverters and an analog comparator as shown in Figure. 3.10. Initial simula-
tions revealed that to sufficiently outweigh the influence of one failing replica in
the analog sum and thus attain radiation tolerance we had to use 5-fold redundancy
instead of TMR for the XORs (not shown in Figure. 3.10) sourcing the inverters and
for the inverter structure.
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Figure 3.11: SET Simulation of XOR gate with Analog Voter

We injected SETs in all the nodes of the XOR gates, the inverters and the com-
parator. Figure. 3.11 illustrates some results, namely the output of one of the invert-
ers (row 1) and the XOR gates (row 2), each when being subjected to an SET. The
output of the comparator when exposed to particle strike is presented in row3. We
observe that all the SETs originating from the XOR gate and the inverter are miti-
gated, but one of the SETs within the comparator is not mitigated. In conclusion,
the circuit is not fully radiation tolerant, however, its weakness is limited to a very
small spot. This can be avoided again by appropriate sizing. However, since siz-
ing is a very intricate issue for the analog comparator (see [86]) we did not further
pursue that.

3.3.2.4 Radiation Hardening by Separation Mechanism

We constructed a radiation-tolerant XOR gate inspired from the architecture pre-
sented by Garg et al. [52]. Notice that this approach does not work for the CC XOR
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as it is not applicable to transmission gates. So we went for an IAO-based imple-
mentation. We built the XOR gate using the NAND, NOR and inverter, and their
radiation tolerant implementations are presented in Fig. 3.12.

We injected SETs in all nodes of the XOR gate and observed that the output of
the XOR gate (last row) is not affected by any of the particle strikes (simulation re-
sults presented in Figure. 3.13). The injected SETs with their locations as presented
in the Fig. 3.13 are listed below:

Row 1: SETs in the NMOS of the inverter driving one of the input signals

Row 2: SETs in the PMOS of the inverter driving one of the input signals

Row 3: SETs in the NMOS of the NAND gate

Row 4: SETs in the PMOS of the NAND gate

Row 5: SETs in the NMOS of the NOR gate

Row 6: SETs in the PMOS of the NOR gate

From the simulations we can observe that none of the SETs created any impact
in the output of the XOR gate. Overall we can conclude that this circuit can indeed
mitigate all SETs. Even with minimum transistor sizing SETs with charge greater
than 950fC turned out to be necessary to create an upset, which is nearly double the
value we applied to the other schemes. Also note that interfacing this logic to the
normal gates is simple (refer Fig. 3.12 (a)).

3.3.2.5 Code Word State Preserving (CWSP) Element

Recalling that by using CWSP as proposed in Anghel et al. [9] we cannot achieve
radiation tolerance for the output node, we constructed a CC XOR gate as follows
(Fig. 3.14): We built the input inverter in a CWSP style. Furthermore we use an
extra CWSP inverter for the B input (as we have to supply an inverted input to B),
which not only protects the input as such but also the inverter driving the XOR
output. So we do not have to use CWSP for the latter. CWSP is not applicable to
the transmission gate.

As expected, our simulations showed that any SET occurring at the output of
the CWSP CC XOR gate cannot be mitigated by the architecture itself. In order to
provide immunity against particle hits in all the nodes we had to increase the size
of transistors by 22, 18 and 14 times (/// L), depending on the position (we did not
need to re-size the transistors of the delay elements). This mechanism is worse than
radiation hardening by sizing mechanism. Hence, we decided not to proceed further
with this mechanism, therefore, we did not implement the IAO XOR gate using the
same.
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3.3.3 Summary

Our simulation-based analysis and optimization has yielded a set of circuit imple-
mentations that are finally (with one exception) all sufficiently radiation-tolerant
(for Q < 450 fC') for our envisioned on-chip measurement circuits. To identify the
most efficient ones, we will compare those circuits with respect to their area over-
head. Since the latter significantly depends on routing, original (i.e. unscaled) W/L
ratio, technology and many other factors, it is difficult to provide accurate figures
here. Therefore we simply use the number of transistors multiplied by the required
scaling factor as a first estimate.

Table 3.2: Comparison of Different Fault-Tolerant Mechanisms

Target Approach Section | No. of (W/L) Area
Trans. Sizing Equiv.
Sizing 33.2.1 2 *14 28
Inverter | Defect Tolerant Logic | 3.3.2.2 12 *16 192
Separation 3324 6 *1 6
Sizing 3.3.2.1 6 *14 84
XOR Separation 3324 60 *1 60
CWSP-XOR 3325 28 *1/ %14/ *18 216
5-MR XOR with 3323 47 cf. Lisboa [86] 91
Analog Voter

Table. 3.2 clearly shows that radiation hardening by transistor sizing is supe-
rior to the defect tolerant logic for the inverter implementation. Due to its pro-
hibitive overhead the latter is not further considered for the XOR implementation;
it might only be beneficial for cases where permanent faults need to be tolerated
as well. Among the XOR implementations CWSP is definitely the most inefficient
choice, requiring the highest area and yielding a relatively complex circuit (recall
Figure. 3.14). The remaining techniques all seem to exhibit acceptable overhead. In
the voter based design the analog comparator with its need for an analog reference
voltage is problematic.

The separation approach appears to be most efficient in terms of area, however
this is misleading: It requires a very high number of transistors and complex routing
which is not considered in this table. Still it provides very high robustness even for
up to 950fC, so it is a viable choice. The conventional radiation hardening by sizing
represents an efficient and well proven solution. It involves the lowest risk in terms
of routing and circuit complexity, and since in our experiments we do not expect
particles with more than 450fC, it seems to be the best choice.

At this point it is also interesting to think about the circuits’ robustness against
coincident faults: Radiation hardening relies on increasing the individual node ca-
pacitances, through which the circuit naturally withstands coincident faults at sev-

52



Chapter 3 Radiation Hardening Mechanisms

eral nodes. The same applies to those parts of the other circuits that we improved by
re-sizing. The separation approach, in turn, is robust through the strict separation
of N- and P-stacks: As the only threat is switching off a currently conducting stack,
it does not matter how many coincident impacts actually contributed to this effect.
In the CSWP-XOR all inputs are protected individually and can hence withstand
coincident SETs, while the internal nodes benefit from the re-sizing. The only prob-
lematic circuit with respect to coincident hits seems to be the analog voter, whose
structure implies weaknesses when multiple inputs are hit. We have performed
comprehensive simulations for double-fault scenarios, which gave good confirma-
tion for the above statements.

3.4 Performance under VT Variations

The effectiveness of the radiation hardening mechanisms chosen for the circuits to
mitigate particle hits has so far been studied mainly under nominal voltage and room
temperature. We would like to explicitly analyze the performance of two selected
radiation hardening techniques (namely transistor sizing and stack separation) under
temperature and voltage variations.

We would like to know how the radiation hardening techniques perform under
those variations, and how much they need to be enhanced to still attain the desired
level of radiation tolerance under worst conditions, as compared with the best case.
This insight will not only globally provide us a feeling for how sensitive radiation
tolerance mechanisms are to those variations, it will also, more specifically, allow
us to judge the additional cost of allowing a wider range of operating temperature
or supply voltage variations for a given circuit. To this end we will subject an
inverter hardened by the respective method to simulation based SET injection using
the current model from Sec. 2.4.

We decided to use a simple inverter circuit to test these techniques. As we
are going to conduct tests in varying voltages, temperatures and particle charge;
we would like to keep the simulation complexity simple. Increasing number of
nodes will increase the complexity of the analysis and, hence, we chose the smallest
circuit.

3.4.1 Target Circuits

The radiation tolerant inverter based on the stack-separation mechanism was already
presented in Figure. 3.12. Note that it will always generate two outputs ( “OUT1P”
for the P-stack and “OUTI1N” for the N-stack). For the conversion to single rail at
the circuit output, these outputs are connected to the PMOS and NMOS transistors
of a normal inverter as illustrated in the right part of Figure. 3.12. As explained
in Section. 3.3.2.4 no sizing constraints need to be considered, so the standard siz-
ing can be used for this rad-hard mechanism. In contrast, the radiation hardening
by sizing requires the transistor sizes to be increased, while at the same time the
mobility ratios between PMOS and NMOS should also be considered.
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Table 3.3: Required sizing for different choices of current pulse parameters, all with

a charge of 450fC
Rise Time | Fall Time | Peak | Required
(Tp) (T, Current | (W/L)
Iop) Sizing
10ps 110ps 4.5mA 32
10ps 130ps 3.75mA 27.8
10ps 160ps 3mA 23.28
10ps 210ps 2.25mA 18.4
10ps 260ps 1.8mA 15.2
10ps 310ps 1.5mA 13
10ps 460ps ImA 9

3.4.1.1 Sizing Requirements for Rad-Hard Sizing Mechanism

For analyzing the impact of the pulse shapes we executed a set of simulation in
Cadence Spectre to determine the required sizings (at nominal voltage and 25°C)
for various choices of the SET current pulse parameters like current and fall time.
In a first campaign we varied peak current and fall time in such a way that, accord-
ing to eqn. 2.3, the injected charge always amounted to 450 fC (recall Sec. 2.4 that
we generally fixed the rise time to 10ps). Although the injected charge was thus
constant, we observed significant differences in the resulting SET length, and ac-
cordingly the amount of sizing required to make the inverter rad-hard varied. We
will later discuss the changing SET lengths in Section. 3.4.2, for now we will focus
on the required sizings that are shown in Table 3.3.

We can notice that for a fall time of 110ps and 4.5mA the required sizing to
make the inverter rad-hard is 32, while for a fall-time of 460ps and 1mA current it is
just 9. From comparisons with preliminary radiation experiments [129] we already
know that this significant difference is at least partly an artefact of the state-of-the-
art SET current injection model. Since we do not have a better model available,
we randomly choose two different parameter sets from the Table 3.3 (along with
the respective sizing) in order to make sure that our predictions for the voltage and
temperature (VT) variations hold:

* Tg=10ps, T, = 110ps, I =4.5mA
» Ts =10ps, T, = 160ps, Iy = 3mA

We performed the same analysis for sets of fall time and peak current resembling
a charge of 300fC. The results are presented in Table 3.4. Again we can observe
a significant difference in the required sizing, ranging from 22.2 (110ps/3mA) to 9
(310ps/1mA). Like before, we decided to choose two parameter sets:

* T =10ps, T, = 110ps, Iy = 3mA
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Table 3.4: Required sizing for different choices of current pulse parameters, all with
a charge of 300fC

Rise Time | Fall Time | Peak | Required
(Tp) (To) Current | (W/L)
Iop) Sizing
10ps 110ps 3mA 22.2
10ps 130ps 2.5mA 19.2
10ps 160ps 2mA 16.2
10ps 176.67ps | 1.8mA 14.8
10ps 210ps 1.5mA 12.8
10ps 260ps 1.2mA 10.56
10ps 310ps ImA 9

* Tz =10ps, T, = 160ps, I =2mA

3.4.2 Setup for VT Variation Experiments

We do not use the generic setup presented in Sec. 2.4 for this simulation campaign.
For the VT variation experiments we decided to vary the supply voltage (Vpp)
from 0.65V to 1.2V with a step size of 25mV (nominal voltage is 1.0V). When
going below 0.65V the PMOS transistor will be unable to pull-up in sufficient time.
We tried to make the step size small enough to see all relevant details, while still
keeping the number of points reasonable in the interest of simulation time. Similarly
we decided to vary the temperature from -55°C to 175°C, with a step size of 10°C.
So, we finally ended up with a VT space comprising 552 points. As mentioned
above we did the analysis for two charges (450fC and 300fC) with two different fall
times and peak currents each. So for each radiation hardening mechanism we ran
through the whole VT space for the following four different particle characteristics:

* Ts =10ps; T, = 110ps; Iy = 3mA; Q.,+=300fC

* Ts =10ps; T, = 160ps; Iy = 2mA; Q.,+=300fC

* Tg =10ps; Ty, = 110ps; Iy = 4.5mA; Q.,;=450fC

* Ts =10ps; T, = 160ps; Iy = 3mA; Q.,+=450fC

Figure. 3.15 shows those 4 different cases for each of the two hardening mech-

anisms. In each subfigure the 552 different SET shapes resulting from the different
choices of voltage and temperature are overlaid, giving a cumulated view.
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3.4.3 SET Experiments with VT variations

Before we present and elucidate the outcomes of our simulated particle hits for the
mechanisms, we would like to discuss the facts that will remain common to all
experiments:

¢ All the simulation data presented were not observed directly at the output of
the device under test (DUT), i.e. the rad-hard inverter, but rather at the output
of a (non rad-hard) buffer that is connected to the DUT’s output. This buffer
not only presents a realistic load to the DUT, it also gives a natural judgment
of which SET is large enough to be perceived by a connected load and which
not.

* However, a judgment of the SET “severity” at the buffer output must be made.
Our solution here is to consider only those SETs problematic that have full
swing, which in our case of the regular output being constantly at logic HI,
means they must reach down to OV. For the other SETs we assume they will
be electrically masked by a subsequent stage. This is a somewhat deliberate
decision, but, as we will see later, since the observed trends are continuous
anyway, the particular choice of the threshold does not change the conclusions
we make.

* For the full swing SETs we will display histograms showing how their length
evolves with temperature and voltage. We measure this length at 800mV.

* For the non-critical SETs it does not make sense to display a length. Therefore
we rather show the observed waveforms, such that the reader is free to make
an interpretation.

3.4.3.1 Transistor Sizing Mechanism

We will start our presentation of the simulation data for the radiation hardening
by sizing with the two scenarios for the 450fC particle strikes, and in a next step
present the results for 300fC.

For 450fC

For the particle strike with Tg=10ps, T,=110ps and Ip=4.5mA we can observe the
following behavior under voltage and temperature variation:

* For voltages above nominal (1V) no SET effects were observed.

* When decreasing the supply voltage below 1V, voltage drops become visible
(see Figure. 3.16(a)). Those do, however, not reach full swing until the supply
voltage is decreased below 900mV (and the worst case temperature of 175°C
assumed).

* Going further down from 0.875V to 0.65V we observe SET pulses reaching
all the way down to OV. A bar diagram showing their length over voltage and
temperature is given in Figure. 3.16(b).
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Figure 3.16: Results of voltage and temperature variation experiments for Rad-Hard
Sizing with Q=450fC, Tr=10ps, Tf=110ps, [=4.5mA

* This diagram shows that the SET length increases monotonically as the sup-
ply voltage decreases from 875mV to 650mV.

* We can further observe that SET length increases monotonically with rising
temperature. This effect, however, is not very pronounced.

* The maximum length of SET for the rad-hard sizing mechanism is approxi-
mately 250ps in the worst case corner of 650mV and 175°C.

* The behavior under voltage and temperature variations is continuous, i.e. the

SET pulses gradually reach OV and then their pulse length exhibits a mono-
tonic and gradual increase.

In the next step we will investigate whether we observe the same pattern for
the 450fC particle strike with different fall time (T3=10ps, T,=160ps and I[,=3mA).

The results are shown in Figure. 3.17. They allow the following observations:

 Similar to the particle strike with T, = 110ps, there are no visible SET effects
for supply voltages above the nominal voltage (1V).
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 Like before, spikes not reaching down to OV can be observed in the supply
voltage range from 1V down to 900mV (175°C). More specifically we can
see in Figure. 3.17(a) that for 950mV supply voltage not a single spike goes
down even below 0.750V (i.e. over the whole temperature range), while, as
shown in Figure. 3.17(b), for 900mV supply voltage the spikes nearly touch
the OV mark already.

* Compared to the previous experiment (with T, = 110ps) the observed SET
pulses are generally longer (This is the reason why we did not choose one of
the even higher fall times listed in Table 3.3; as it would have caused an even
more severe effect, thus distracting from the actual message).

 For the range of Vpp = [0.875 ... 0.650]V we again observe SET pulses
going down to OV. Their length over voltage and temperature is shown in the
bar diagram in Figure. 3.17(c).

* Like before the SET length monotonically increases with falling supply volt-
age.

» SETs become longer with rising temperature, but again this dependence is not
very pronounced.

* In the worst case corner (650mV and 175°C) we observe an SET of length
330ps.

* Like before the behavior is continuous and monotonic under the applied volt-
age and temperature variations.

In comparison with the first experiment we can conclude that all trends have stayed
the same. The only notable difference is the increased SET length that we observe
for a higher fall time of the current pulse.

For 300fC

Considering this relatively small impact of the fall time on the experimental results
we restrict the investigations with 300fC charge to a single parameter set, namely
T=10ps, T,=110ps, I)=3mA, in the following. The results are summarized in
Figure. 3.18. In general they confirm the observations we made for 450fC with the
key difference that the observed pulse lengths are somewhat shorter now and do not
reach 250ps in the worst case.

3.4.3.2 Stack-Separation Mechanism

Having completed the investigation of the radiation hardening by sizing, we will
now turn to the analysis of the stack separation mechanism under voltage and tem-
perature variations. Again we will start with a charge of 450fC and then continue
with 300fC.

For 450fC
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Figure 3.18: Results of voltage and temperature variation experiments for Rad-Hard
Sizing with Q=300fC, Tr=10ps, Tf=110ps, I=3mA

For a parameter set of T3=10ps, T,=110ps and I,=4.5mA we observe the following
behavior (see Figure. 3.19, 3.20):

No visible SET effects for Vp above nominal (1V).

The supply voltage must be reduced down to 750mV to observe full swing
SETs, even for the worst case temperature of 175°C. Figs. 3.19(a) and (b)
illustrate for the examples of 850mV and 800mYV, respectively, that the spikes
never go down to OV for higher Vpp. Figure. 3.20(a) shows the borderline
case of 750mV. Here the spikes reach down to a few pV.

In the range from 725mV down to 650mV we observe full SET pulses, whose
length is shown in Figure. 3.20(b) over voltage and temperature.

In this bar graph we observe a monotonic increase of SET pulse length with
falling supply voltage.

The temperature dependence is relatively pronounced now and relies on the
supply voltage: For a supply voltage of 0.725V increasing temperature also
increases the SET length, while for lower supply voltages (0.65V, 0.675V)

61



3.4 Performance under VT Variations

0.75
s
£
33705
Q.
5
e}
0.25
0
70 75 80 85 9.0
Time (in ns)
(a) SET pulse shapes with Vpp=0.85V
1.0 e I I
x
0.75
=
£
—05
=}
Q.
5
e}
0.25
0

7.0 75 85 9.0

8.0
Time (in ns)

(b) SET pulse shapes with Vpp=0.8V

Figure 3.19: Results of voltage and temperature variation experiments for Stack
Separation with Q=450fC, Tr=10ps, Tf=110ps, [=4.5mA

62

the SET length becomes shorter with rising temperature. The borderline case
is near 0.7V where there seems to be no significant dependence of SET length
on temperature. Notice that in general the curve becomes flat for high temper-
atures, while the temperature effect is much higher in the range below approx.
65°C.

The temperature influence is so pronounced that with a supply voltage of
725mV the SET spikes do not even reach full swing for temperatures below
65°C, while they do above this value.

The maximum length of SET for this mechanism turned out to be 1500ps,
with the worst case corner being at 650mV and -55°C.

The behavior of the stack separation mechanism is non-continuous under volt-
age and temperature variations: Once spikes reach full swing, their length be-
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Figure 3.20: Results of voltage and temperature variation experiments for Stack
Separation with Q=450fC, Tr=10ps, Tf=110ps, [I=4.5mA

comes considerable; in our case we did not observe pulses shorter than 750ps
(observe in Figure. 3.20(b) that the y-scale starts at 700ps rather than Ops).

Next we will explain the simulation results for the alternative 450fC particle strike,
namely with T3=10ps, T,=160ps and Ij=3mA:

* No SET effects observed above the nominal voltage (1V).

* Like in the previous case we observe spikes that do not touch the OV mark for
supply voltages down to 750mV (actually this time we have several full swing
SETs at 750mV). Figs. 3.21(a), (b) and Fig. 3.22 (a) show the pulse shapes
we obtained over the full temperature range for supply voltages of 850mV,
800mV and 750mYV, respectively.
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Figure 3.21: Results of voltage and temperature variation experiments for Stack
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* The bar graph of the SET lengths obtained in the voltage range from 750mV

down to 650mV is shown in Figure. 3.22(b). Here we observe an increasing
SET length as Vpp goes down.

The temperature dependence is essentially the same as in the previous case:
For low supply voltages (0.65V, 0.675V) we observe a decrease of SET length
over temperature, while we see a very pronounced increase of SET length for
supply voltages of 0.750V and 0.725V. Like before the dependence is stronger
for lower temperatures, while the curve flattens towards higher temperatures.

We observe two cases where temperature is decisive for whether an SET pulse
reached full swing: for 750mV temperature must be above 75°C, and for
725mV it must be at least 35°C.

In general, the observed SETs are longer than those observed in the previous
experiment (with shorter fall time) for comparable conditions.
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Figure 3.22: Results of voltage and temperature variation experiments for Stack
Separation with Q=450fC, Tr=10ps, Tf=160ps, [=3mA

* The maximum length of SET for this mechanism is 1925ps, with the worst
case corner at 650mV and -55°C.

* Like before we observe non-continuous behavior: Once the SET pulses reach
full swing, their length becomes considerable. There is no gradual transition
incorporating short SET pulses.

For 300fC

Since, apart from a general increase of pulse length, we did not observe any sig-
nificant differences for the higher fall time, we will again restrict our analysis for
300fC charge to one parameter set only, namely T3=10ps, T,=110ps, [y=3mA. The
results are shown in Figure. 3.23 and have the following characteristics:

* With supply voltages above nominal no SET effects are observed.

* The SET pulses do not reach full swing for a Vpp down to 750mV. Figs. 3.23(a),
(b) and Fig. 3.24(a) show the observed waveforms for supply voltages of
850mV, 800mV and 750mYV, respectively.
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Figure 3.23: Results of voltage and temperature variation experiments for Stack
Separation with Q=300fC, Tr=10ps, Tf=110ps, [=3mA
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Starting from 725mV down to 650mV we observe full swing pulses. The bar
graph in Figure. 3.24(b) indicates that their length increases as Vpp decreases.

The temperature dependence is again the same as we observed with the higher
charge: For 0.700V the influence of temperature is insignificant, while for
lower (higher) voltages pulse length decreases (increases) with rising temper-
ature. This temperature dependence is more pronounced for lower tempera-
tures.

For a supply voltage of 725mV we observe a borderline temperature of 95°C
below which no full swing pulse is observed.

The maximum length of SET is 1460ps, with the worst case corner at 650mV
and -55°C .
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Figure 3.24: Results of voltage and temperature variation experiments for Stack
Separation with Q=300fC, Tr=10ps, Tf=110ps, I=3mA

* Again the behavior is non-continuous; once we observe a full-swing SET its
length is larger than 750ps.

3.44 Summary

Our simulation experiments have shown interesting general trends as well as differ-
ences between the two mechanisms under investigation:

* There is a dependence of SET susceptibility on voltage and temperature for
both investigated mechanisms. For supply voltages above 900mV both mech-
anisms were reliable. As Vpp drops further both of them finally failed at some
point.

* In all cases lower supply voltage decreased the performance of the harden-
ing mechanisms. This expected behavior could be observed either by the
increasing SET pulse length (under otherwise constant conditions) or, in case
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the SET pulses did not reach full swing, by an increasing pulse amplitude.
For the rad-hard sizing the pulse length increased approximately by [7.08 ...
9.56]ps per 10mV decrease of the supply voltage (value depending on the
charge and fall time). For the stack separation this gradient was nearly 10
times higher, namely [61 ... 77]ps per 10mV.

As expected, there is a general trend that higher temperature decreases the
performance of the hardening mechanisms, which we again observed by longer
SETs or higher pulse amplitudes. While this is completely true for the radi-
ation hardening by sizing, our experiments also revealed a counter-intuitive
behavior of the stack separation mechanism: For low supply voltage (0.65V,
0.70V) the performance decreases towards lower temperatures. Therefore the
worst case corner of this mechanism is at -55°C and 0.65V, and not, as ex-
pected and confirmed for the case of the rad-hard sizing at 175°C and 0.65V.

For rad-hard sizing the pulse length increased by [0.13 ... 0.18]ps per °C,
which is relatively insignificant. For stack separation the gradient turned out
to depend heavily on temperature. On average we observed a value of [0.911
... 1.13]ps per °C, respectively, which is again 10 times higher than the former.

Our experiments with different charges showed that higher charge causes
more severe effects (i.e. longer SETs in our measurements). This is as ex-
pected. However, it is interesting to observe in Figs. 3.16...3.18 that the fall
time has a more significant impact on the SET length than the charge.

The simulation runs using different pulse parameters for the same charge re-
vealed that the pulse parameters do matter: Longer fall time leads to longer
pulses. We can conclude from this that (a) precise modeling of a particle hit
in the simulation is important (not only the deposited charge is relevant, for
its conversion into a current pulse the impedances that determine the shape
need to be carefully considered), and (b) the length of the current pulse is
more important than its height (which may serve as a first input for a refined
model).

In general, stack separation exhibited reliable operation over a wider range of
conditions: While for rad hard sizing the first full swing pulses were observed
at 875mV, stack separation worked reliably down to 750mV.

Rad hard sizing works relatively robust and predictable: Exceeding the limits
will cause small pulses that gradually increase as the violation gets larger.
The maximum SET lengths we observed were 330ps (for 450fC) and 248ps
(for 300fC).

The behavior of stack separation under voltage and temperature variations is
not so linear: Once the mechanism’s limits are exhausted, it will fail miser-
ably, i.e. instantly cause an SET with significant length. The shortest ob-
served SET length was 750ps, which is much higher than the longest one
observed for the rad hard sizing. It ranged up to 1.95ns.
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* In order to cover the worst case corner with the rad hard sizing mechanism,
the sizing must be increased to 108 for 450fC (or 72 for 300fC). This is more
than another 3 times increase compared to the sizing for nominal voltage and
room temperature. Compared to the original (unprotected) circuit this is a
huge increase, so it really pays to strictly cut down the range of operating
conditions to the minimum.

* In contrast, there is no such up-scaling possible for the stack separation method.

Overall the stack separation mechanism turned out to be much more cost ef-
ficient: It proved to operate reliably down to 750mV with the original sizing. In
some experiments we did in another context (Sec. 3.3.2.4), we found out that it can
handle charges up to 950fC. So as long as one can guarantee to remain within these
operational conditions, it is certainly the better choice. However, there is no easy
way of enhancing this mechanism for higher charges or a wider range of voltages
and temperature. As soon as these limits are exceeded it tends to fail instantly, pro-
ducing pulses of significant length. Also, its temperature behavior becomes quite
non-regular for lower supply voltages.

The rad hard sizing is certainly more expensive, but it can be scaled for a wider
range of conditions. Moreover, it fails gradually, producing short pulses whose
length continuously increases with the severity of the violation. However, in order
to cover the worst case corner of Vpp = 650mV and T=175°C, it requires a sizing
of 108, which is about 36 times the area of the stack separation method. This
significant overhead might be invested in providing a more stable environment for
the latter, instead.

We can conclude from our analysis that for radiation environment where we
could have extreme voltages and temperatures; employing radiation hardening by
sizing mechanism is futile, whereas usage of separation mechanism is fruitful.
Therefore, we propose to use the separation mechanism to radiation harden the
combinational gates.

3.5 Sequential Circuits

The two core sequential elements for our radiation target ASIC infrastructure are
the Linear Feedback Shift Register (LFSR) and the Parallel In Serial Out (PISO)
shift register. Both the LFSR and the PISO are based on a chain of registers. The
LFSRs are mainly used as counters for counting normal transitions and SETs. All
these data recorded by the counters is extremely important and has to be protected,
as corrupted data would lead us to false interpretations. In order to avoid corruption
of the data we would have to radiation harden the LFSR counter.

The PISOs are mainly used in the ASIC to reduce the number of output pins and
use a smaller package. They are basically used to serially transfer the counter values
to the host computer. The data transferred by the PISO needs to be protected as any
data corrupted during transmission to the host computer would record an incorrect
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SET hit, which would lead to incorrect ramifications. Hence, we need to protect the
data within the PISO.

3.5.1 Background
3.5.1.1 Linear Feedback Shift Register

An LFSR is a synchronous shift register with XOR or XNOR gates forming se-
lected feedbacks [42], which produces a deterministic and periodic pseudo-random
counting sequence. It is heavily used in practice for generating CRC checksums and
pseudo-random bit strings. Compared to conventional binary counters [6], an LFSR
reduces the amount of required logic and minimizes routing complexity. This is
beneficial for us, as it makes the counter cheaper and less prone to particle impacts.
The disadvantage is that the count sequence is not the normal binary increment se-
quence, but as the sequence is deterministic, conversion is straightforward. As will
become clear below, this will even work for our advantage.

An LFSR with n flip-flops can implement a 2" — 1 state counter [42, 5]. The
choice of the polynomial used should ensure 2" — 1 states, with no repeated states;
such a polynomial is known as ’primitive’, or maximal-length polynomial [5]. Good
design practice demands a reset that provides start-up in a known condition. In our
case a low at the RST input resets the count value to 0. Two circuit structures
can be used to implement a given polynomial, namely, the many-to-one design and
the one-to-many design. We chose a one-to-many design based on XNOR gates,
since the associated count sequence involves many bit changes per step, which is
beneficial for our purpose (This choice will be substantiated later in Sec. 4.3.3).

CLK

Figure 3.25: 32-bit LFSR

The block diagram of the 32-bit LFSR is shown in Figure. 3.25. The reason
behind the necessity of a 32-bit LFSR will be substantiated in Sec. 4.2. The 32-
degree polynomial we use for our design is 2%? + 2?2 + 2% + 2 + 1. With each
rising clock edge the 32-bit LFSR will step to the next state, thus cycling through
a sequence of about 4.2 billion different values. The LFSR counter was built using
D flip-flops (employing transmission gates) with asynchronous reset and XNOR
gates. We built the transistor level schematic of the LFSR counter in UMC 90nm
technology in Cadence. The (W/L) sizing of the NMOS transistor we used for
building the XNOR, the inverters and the transmission gates is (250nm/80nm).

In order to examine its native susceptibility to particle hits we injected SETs into
each of the XNOR gates and flip-flops of the LFSR counter independently. We used
the setup presented in Sec. 2.4 to generate sufficiently strong current pulses in the
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LFSR, i.e., digitally visible, SETs. Overall, we observed that the initial difference
created by the SETs in the LFSR counter, when compared to the faultless scenario,
is very small (which is not unexpected since we injected a single SET), but after
the next clock transition the impact created by this small difference is witnessed as
billions of skipped transitions (refer Sec. 4.3.3 for detailed information). Due to
our careful selection of the LFSR polynomial and its one-to-many implementation,
we can indeed generalize this observation: A single bit flip in any LFSR cell will
always exhibit a much larger and hence easily detectable effect in the actual count
sequence [42], which finally justifies our decision to use an LFSR counter.

3.5.1.2 Parallel-In Serial-Out

A PISO converts data from a parallel format to serial format. By parallel format
we mean that the data bits are present simultaneously on individual wires, one for
each data bit as shown in Figure 3.26. By serial format we mean that the data bits
are presented sequentially in time on a signal wire as in the case of ‘Z’. The logic
diagram shown in Figure 3.26 illustrates the principle at the example of a 4-bit
PISO.

CLK o—
SHIFT

Figure 3.26: 4-bit Parallel-in, Serial-out Shift Register

It comprises three stages that can be replicated for the number of parallel inputs
required (n — 1 stages for an n bit PISO). D4, Dp, Do and Dp are the parallel
inputs, where D 4 is the most significant bit and Dy, is the least significant bit. One
stage of the PISO consists of a D flip-flop for storage and a multiplexer (AND-OR
structure) that allows switching between two modes of operation under the control
of the signal SHIFT. In load mode (SHIFT = low) data from the parallel inputs
D 4...Dp will be captured with the rising edge of CLK. In shift mode the bits of this
data word will be shifted out serially at the output Z (MSB first) with every rising
edge of CLK.

In our ASIC we use a 84-bit PISO, built with the same technology as the one
presented above. The parallel inputs are connected to diverse counters and LFSRs
inside the chip, while the control signals CLK and SHIFT as well as the output
are connected to pins. Since in a useful operation the parallel load precedes the
shift mode, a dedicated reset is not required. Like with the LFSR we have again
performed fault injection by means of HSPICE simulations to identify the weak
points of the unprotected circuit.
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We found out that half of the SETs injected in the flip-flops were masked and the
remaining SETs propagated successfully to the output of the flip-flop. The overall
effects of particle strike in the PISO are listed below:

¢ PISO is dormant or inactive:

— The “CLK” signal is inactive, hence any SET within the flip-flop will
not be converted to SEU and would disappear.

— Any SET in the control logic could trigger the PISO to sample data.
Even though it samples the data, the data will be available only for the
period when the SET is active. Furthermore, the “CLK” signal is inac-
tive, hence data would not be sampled. Hence, all the SETs triggered in
the control logic has no effect in the PISO

¢ PISO is active:

— We observed that when the “CLK” signal is active then some of the
SETs in the FF will be converted into an SEU and shifted out. Hence,
the flip-flops must be protected against SETs during read-out

— We also observed that the control logic of the PISO is extremely sensi-
tive to SETs, as it could change the PISOs operation to sampling data
instead of shifting. This could make the control logic feed wrong data
to one of the flip-flops in the PISO.

We concluded from these observations that the most sensitive part of the PISO
is the control logic and then the flip-flops. We must provide a proper tolerance to
the PISO in order to avoid incorrect data transferred out of the ASIC.

3.5.2 Proposed Rad-hard Mechanisms

Protecting the LFSRs, the PISO, and any other sequential logic in general is becom-
ing a relevant problem not only for safety applications alone, but may also apply to
future commercial circuits; as the newer technology nodes are growing increasingly
susceptible to radiation effects. In this section we will explore different methods for
attaining radiation tolerance on the system, and the circuit level. The PISO is com-
prised of registers and some combinational elements just like the LFSR, so we can
essentially use the same mechanisms used for the LFSR for its protection. How-
ever, as outlined above, the most crucial part of the PISO is the control architecture,
whose protection is therefore vital. This puts a different focus on the selection than
in the LFSR case.

In principle we can distinguish four different robustness levels for our counter
and PISO:

Level a Detection of one or more errors in the counter: This prevents us from using
erroneous results; we can safely discard them, but they are lost.
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Level b Mitigation of a single SET: A single SET at a time will not upset the count,
so we can still use the result. Further SETs occurring after the previous ones
have been mitigated, can also be handled.

Level ¢ Mitigation of multiple SETs at different points: Multiple SETs occurring at
different components (whose scope needs to be specified later) at the same
time do not corrupt the count.

Level d Mitigation of multiple SETs without restrictions: Multiple SETs occurring
at the same time, even on the same component, do not corrupt the count.
The probability of this kind of a multiple upset is, however, very low.

3.5.2.1 Radiation Hardening by Sizing for the LFSR

To obtain the required sizing we injected SETs into all sub-circuits (flip-flops, XOR
gates) and gradually increased their sizing until they were able to withstand the
simulated particle hits. As a result, we had to increase the (W/L) sizes by 10 for
the flip-flop and by 14 for the XNOR gate. As this larger sizing globally increases all
critical charges, an LFSR with these radiation hardened components can withstand
both single and multiple upsets of 450fC without limitations on temporal or spatial
coincidence (level (d)).

Z,
LFSR 2z,
Counter = .Z,,

73 Digital |,
Voter
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LFSR —,
Counter .Yy,

Y W,
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LFSR X,
Counter [*° ., X5

X32

Figure 3.27: Schematics of TMR LFSR Counter

3.5.2.2 Hardware Redundancy for the LFSR

We compared two different approaches for the LFSR using TMR. As a first ap-
proach we use three LFSRs as shown in Figure. 3.27 and employ a voting on their
outputs when we read them out. We do not triplicate the voter, as we need a single
output. The total overhead caused by this approach to a normal LFSR is the two
extra LFSRs plus 32 digital voters, one per output bit. The digital voter circuit used
for the TMR is shown in Figure. 3.28. The characteristic properties of this approach
are:

73



3.5 Sequential Circuits

C.

1

Figure 3.28: Schematics of the Digital Voter

* All single and even all multiple faults will be mitigated, as long as they only
affect one single instance of the LFSR (level (c)). However, the voting will
fail even for single errors in two or more instances of the LFSR.

* All (single and multiple) transient faults in the voter are mitigated, as long as
they are not effective during the (relatively short) readout interval (we assume
a stateless implementation of the voter). In the latter case, however, there is
the risk of reading an erroneous result.

Di
DQ
CLK
D o— Digital &
— Voter
4D Q

Figure 3.29: Schematics of TMR Flip-Flops

As a second approach we use the voted flip-flop states not only for readout
but also for the shifting during the normal operation of the LFESR. In other words,
we replaced all flip-flops of the LFSR with a “TMR set” comprised of three flip-
flops and a voter circuit as shown in Figure. 3.29. In addition, we replaced all
XNOR gates of the counter with three XNORs and a voter circuit as shown in
Figure. 3.30. The total overhead caused by this approach to a normal LFSR counter
is two extra LFSR counters and 35 digital voters (the 32 from before plus 3 extra
for the XNORS).

This yields the following characteristic properties:
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Figure 3.30: Schematics of TMR XNOR Gate

* All single and multiple transient faults in the flip-flops and XNOR gates can
be mitigated, as long as they do not affect more than one TMR set within the
same clock cycle (level (¢)).

* Any transient fault in the voter will make the counter generate a faulty value.

In the second architecture the voter could as well be triplicated, as its outputs
feed a triplicated structure (XOR, flip-flop) anyway. However, one of the three voter
outputs would still need to be selected as the LFSR output, and a fault in this very
voter would still invalidate the result. Therefore we preferred to apply the approach
from Section 3.5.2.1 and sized the (1V/ L) ratio of the digital voter as required.

By using a radiation hardened voter we can provide radiation tolerance for the
LFSR up to the desired extent in both architectures. At this point the second ar-
chitecture becomes preferable: Recall that while the residual risk is a multiple SET
within one TMR set within one clock cycle in both cases, the TMR set is consider-
ably smaller in the second approach (granularity of register vs. granularity of whole
LFSR).

3.5.2.3 Time Redundancy for the LFSR

Time redundancy is based on performing the same operation multiple times and
comparing the results. Albeit being very efficient, this principle implies that re-
peating an operation always leads to the same result. Unfortunately this is not true
for the LFSR: Due to its pronounced stateful behavior, repeating a counting step or
sequence obviously yields different results, so a comparison does not make sense.

3.5.2.4 Radiation Tolerance by Separation for the LFSR

The radiation-tolerant CMOS standard cell library proposed by Garg et al. [52]
can be used to provide protection to the LFSR. We require three standard cells (i.e,
inverter, NAND and NOR gate) to realize a flip-flop and an XNOR gate. The NAND
and the inverter standard cells (refer Fig. 3.12) are available in the literature [52].
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Figure 3.31: Transistor level Schematics of DICE Latch

Based on the same principle we built a NOR gate (refer to Fig. 3.12). Unlike the rest
of the architectures studied so far, an LFSR architecture built from these primitives
proved to be able to tolerate particle hits of 950fC even with the original (1¥//L)
sizing. The only multiple upsets it cannot tolerate are those affecting both an NMOS
and a PMOS of the same sub-circuit at the same time. The radiation tolerant XNOR
gate requires 56 transistors and the flip-flop requires 134 transistors. Unfortunately,
the routing complexity of the circuits built according to this principle is very high.

3.5.2.5 Radiation Tolerance using DICE for the LFSR

Transient faults in the flip-flops of the LFSR counter can be mitigated using Dual
Interlocked Storage Cell (DICE) elements proposed by Calin et al. [29]. According
to our requirement we modified the original DICE flip-flop architecture by adding
a clock and a reset, similar to [108]. However, we didn’t have to use delay filtering
in the inputs of the flip-flops, as all the components of the counter will be radiation-
hardened and thus supply correct inputs.

The custom DICE latch constructed for our LFSR counter utilizing the control
signals “CLK” and “RST” is shown in Figure. 3.31(a). Since the DICE flip-flop did
not tolerate the injected SETs with the original sizing, we had to increase the W/ L.
By means of our simulated SET injections we found the following values: inverters,
guard gate and transmission gate 2x; NAND gate driving the output of the latch 4x.
A radiation hardened LFSR counter constructed with DICE elements will use 32
DICE flip-flops and three XNOR gates. For hardening the XNOR gates we sized
them to withstand a particle hit of charge 450fC. As an alternative we also applied
the approach proposed by Garg, et al., [52].
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3.5.2.6 Hardening by Sizing for the PISO

We can provide radiation tolerance by sizing the flip-flops as already explained
in Section. 3.5.2.1. Concerning the combinational logic we transformed the logic
function shown in Figure. 3.26 into a more efficient equivalent form built from
NAND gates only (see Figure. 3.32). The (W/L) size of those had to be increased
by 14 until they were able to withstand the particle hits in our Spice simulations.

A A
B B
zZ Z
C C
D D

(a) (b)

Figure 3.32: Control Logic of the PISO

3.5.2.7 Radiation Tolerance by Separation for the PISO

Since our PISO implementation comprises the same logic elements as the LFSR,
namely flip-flops and NAND gates, we can use the same circuits as shown in Sec-
tion. 3.5.2.4.

3.5.2.8 Radiation Tolerance using DICE for the PISO

Radiation tolerance can also be achieved by using the DICE approach for the flip-
flops as outlined in Section. 3.5.2.5 but without reset. For the control logic we
can use hardening by sizing (refer Section. 3.5.2.6) or stack separation (refer Sec-
tion. 3.5.2.7).

3.5.2.9 Time Redundancy for the PISO

One operation cycle of the PISO involves capturing a value from the LFSR and
shifting it out serially over a pin. While the PISO is still a fundamentally sequential
element and the re-execution of a single step within its operation cycle does not
yield the same result (recall the discussion from Section. 3.5.2.3), the re-execution
of the whole operation cycle does so, provided the LFSR value did not change. As
a consequence of this insight, we can establish time redundancy for our PISO by
simply performing two complete read cycles and comparing the results. In case of
mismatch we can execute a third read cycle and perform voting. This does not incur
any area or speed penalty; the price is simply a prolongation of the transmission
interval.

3.5.3 Summary

Table 3.5 and Table 3.6 give an overview of the different ways of providing radiation
tolerance for both the LFSR counter and the PISO that we have discussed in the two
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Table 3.5: Comparison of Different Radiation-Tolerance Mechanisms

Components | No. of Trans. | (W/L) Sizing | Area Equiv. | Radiation
Tolerance
Level
LFSR Counter
Flip-Flops 25 1 824 a
XNOR 8 1
Counter 824 1
LFSR Counter using TMR (Approach A)
Flip-Flops 25 1 8232 a,b
XNOR 8 1
Voter 30 6
Counter 3432 M
M:multi-sizing
LFSR Counter using TMR (Approach B)
Flip-Flops 25 1 8772 a,b
XNOR 8 1
Voter 30 30
Counter 3522 M
Radiation-Hardening by sizing for LFSR counter
Flip-Flops 25 10 8336 a,b,c,d
XNOR 8 14
Counter 824 M
Radiation-Hardening on circuit level for LFSR counter
Flip-Flops 134 1 4468 a,b,c
XNOR 60 1
Counter 4468 1
LFSR counter w DICE FFs and sized XNOR
DICE Flip-Flops 62 M 4816 a,b,c
XNOR 8 14
Counter 2008 M
LFSR counter w DICE FFs and circuit level XNOR
DICE Flip-Flops 62 M 4660 a,b,c
XNOR 60 1
Counter 2164 M
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Table 3.6: Comparison of Different Fault-Tolerant Mechanisms

Components | No. of Trans. | (W/L) Sizing | Area Equiv. | Radiation
Tolerance
Level
8-bit PISO
Flip-Flops 18 1 262 a
NAND 4 1
PISO 262 1
8-bit PISO: Hardening by sizing
Flip-Flops 18 10 3020 a,b,c.d
NAND 4 14
PISO 262 M
8-bit PISO: Stack separation
Flip-Flops 80 1 970 a,b,c
NAND 10 1
PISO 970 1
8-bit PISO: DICE FFs and sized combinational logic
Flip-Flops 54 M 2372 a,b,c
NAND 4 14
PISO 586 M
8-bit PISO: DICE FFs and stack separated combinational logic
Flip-Flops 54 M 1222 a,b,c
NAND 10 1
PISO 736 M
8-bit PISO: Time Redundancy
Flip-Flops 18 1 262 a,b,c,d
NAND 4
PISO 262
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previous sections. Here we not only consider the attained level of radiation toler-
ance, but also an area equivalent computed from the number of transistors weighted
with their respective (1W/L) sizing. In order to also have some rough indication on
the wiring complexity, we use the (unweighted) number of transistors as a measure
here.

Overall we can see that the TMR is the least efficient approach for the LFSR
counter as it consumes much area while providing relatively little radiation toler-
ance. The stack separation mechanism appears to be more efficient for both, LFSR
and PISO, but it uses a large number of transistors, which transforms into a very
high routing complexity. Recalling, however, that it can withstand charges up to
950fC, it may be the best option, if protection against higher charges is required,
which is not the case here. Radiation hardening by sizing seems to be the safest
solution in both the cases, but consumes very much area. In the case of our LFSR
counter we are rather willing to accept the risk of having to discard results in the ex-
tremely rare cases of coincident particle hits, so we favor the solution based on the
DICE flip-flops — after all it only consumes half the area compared to (/L) sizing
alone. While making this definite decision for the counter, we leave the final choice
among the two variants (stack separation and hardening by sizing) concerning the
XNOR gate for the layout analysis as both of them have the same area equivalent.

In the case of the PISO we prefer to use either DICE with stack separated com-
binational logic or time redundancy mechanism. We chose these two safe solutions
in consideration of the fact that the PISO forms the important bridge between our
chip and the outside world. However, should it turn out after the layout that we are
short of die area with our design, we still have the option to go for time redundancy
and accept the increase in transmission time. This will be decided in Chapter. 7.
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CHAPTER

Sensitivity and Spatial Distribution
of SETs

Our goal is to understand the sensitivity of digital logic gates to SETs. Exposing
the logic gates to radiation would provide us the information, but it is quite expen-
sive and at the same time impractical to build ASICs just to understand the SET
sensitivity!. Sensitivity to SETs can be quantified by the minimum charge required
to flip the polarity of the gate. Each and every logic gate has its own structure and
therefore none of the logic gates have the same parasitic resistance and capacitance.
The critical charge varies from one gate to another, therefore, the minimum charge
required to create an upset in each and every gate is not the same. We can exploit the
SET sensitivity concept to also analyze the spatial distribution and thereby estimate
the soft error rate.

To be more precise the most sensitive gate would be the inverter, as the parasitic
capacitance and resistance load would be the least compared to other logic gates.
But, an inverter with a higher drive strength (“16) will have more parasitic load
than a NAND or a NOR gate with a drive strength of “172. It is hard to classify the
most sensitive gate when we take higher drive strengths into consideration, hence to
keep it simple as a first step we deal with logic gates with same drive strength (“17).

The challenges in choosing the target architectures to understand SET sensitivity
are listed as follows:

1. Maintain the same drive strength for all the logic gates

a) It is important to study the dependence of SET sensitivity for different
drive strengths, but, in order to accurately estimate the soft error rate of
the FRad Chip it is important to use gates of same drive strength

"Monitoring the SET behavior by connecting the inputs and outputs of the logic gates directly
to the IO pads of the ASIC, will only accomodate less number of targets in the ASIC.

Note that as the drive strength varies the parasitic capacitive load associated with the gate also
varies.
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b) As a part of future work we will build more ASICs to understand the
dependence of SET sensitivity with varying drive strengths

2. Classify which gates are susceptible to SETs for a particle strike in a particular
energy spectrum
a) We must categorize the energy spectrum in terms of critical charge
b) The amount of energy must be increased in steps of 10fC (will be helpful

in classifying the sensitivity of the gates within a resolution of 10fC).

3. We need to choose efficient target architectures that are elementary and/or
frequently used in practice.

a) We should be able to explore the behavior of the target both in dynamic
and static mode; i.e., we need the option of exercising/stimulating the
targets

b) To be more realistic (w.r.t loading), the targets should note be just stan-
dard logic gates, but also structures that are frequently used in the semi-
conductor industry

The target circuits we chose are listed below:
* Inverter

— Inverter Chain

NAND-NOR Logic

— NAND gate
— NOR gate
— NAND-NOR tree

Sequential circuits

— Flip-Flop
— Flip-Flop Chain

Asynchronous circuits

— Muller C-element

— Muller Pipeline

XOR gate

— XNOR tree
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All these architectures receive a dynamic stimuli at the inputs with a frequency
of 100MHz. Note, that the measurement architecture used should be able to differ-
entiate the events caused by SETs and normal stimuli. To measure the SET events
we need to build a special architecture. Moreover these events must be precisely
recorded. Note that the measurement architecture need not have to indicate which
transistor got hit in the target, but it must be able to notify which target got hit. The
measurement architecture can be radiation hardened or non radiation hardened, but
it should be able to deliver useful data about the target circuits. Hence, it should
either be immune to particle strikes or isolate the radiation behavior within itself.
Using radiation hardened architectures would consume too much die area, hence,
usage of non radiation hardened architectures is favored if possible to have more
information about SETsS.

4.1 Target Architecture

4.1.1 Inverter

Inverters are the most basic and simple elements in CMOS and thus the preferred
radiation targets in the existing literature. Incorporating inverters in our study is not
only relevant in practice, but also allows us to compare our results to literature. For
a given transistor sizing, they are also the fastest CMOS circuits, thus potentially
vulnerable to even very short SETs. The structure of the inverter with an input A
and output Z is shown in Fig. 4.1. The output Z of inverter is LOW if the input A
of the inverter is HIGH, and viceversa. The truth table of the inverter is shown in
Table. 4.1.

() (b)

Figure 4.1: (a) Transistor Level Schematic of Inverter, (b) Symbol of Inverter

4.1.1.1 Inverter Chain

In order to have a reasonably large target area and a rich testbed for investigating
propagation effects, we provide a chain of 17 inverters, as shown in Fig. 4.2 (in fact,
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Table 4.1: Truth Table of Inverter
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multiple instances thereof).

é{)XH—{>Of —{o—{>o—{>0— —E>@E
Figure 4.2: Logic Diagram of Inverter Chain

We chose the inverter chain as the target to check if the SETs injected in the
first inverter propagates all the way to the output. This could help us study masking
effects in detail. We can also analyze what amount of energy or charge should the
particle strike generate in order to make a visible SET in the output of the chain. To
do so, we injected SETs in the output nodes of each and every inverter. From the
SET analysis we found out that the minimum charge required to create an upset in
the output of first inverter got masked before it reached the output of the target. It
was therefore necessary to inject an SET with a sufficiently large charge in the first
inverter to ensure that the SET propagated all the way to the output. In essence this
target could help us understand the propagation effects of the inverter chain.

4.1.2 NAND-NOR Logic
4.1.2.1 NAND gate

The NAND gate otherwise known as a negative-AND gate is a logic gate which
produces an output that is false only if all its inputs are true. The structure of a
NAND gate with two inputs A,B and output Z is shown in Fig. 4.3. A LOW in the
output Z of the NAND gate is possible only if both the inputs A and B of the NAND
gate are HIGH. If either of the inputs are LOW or both the inputs are LOW then the
output will remain HIGH. The truth table of the NAND gate is shown in Table. 4.2.

Table 4.2: Truth Table of NAND gate
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We injected SETs in the output node of the NAND gate to analyse the effects of
particle strikes in the PMOS and NMOS of the NAND gate. From the analysis we
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Figure 4.3: (a) Transistor Level Schematic of NAND, (b) Symbol of NAND gate

observed that the PMOS is immune to SETs in the first three states mentioned in the
Table 4.2 and we could only create an upset in the NAND gate by injecting SETs
in the NMOS. Similarly, we observed the viceversa for the last state presented in
Table 4.2.

4.1.2.2 NOR gate

The NOR gate is a logic gate which produces an output that is true only if all its
inputs are false. The structure of a NOR gate with two inputs A,B and output Z is
shown in Fig. 4.4. A HIGH in the output Z of the NOR gate is possible only if both
the inputs A and B of the NOR gate are LOW. If either of the inputs are HIGH or
both the inputs are HIGH then the output will remain LOW. The truth table of the
NOR gate is shown in Table. 4.3.

VDD
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(a) (b)
Figure 4.4: (a) Transistor Level Schematic of NOR, (b) Symbol of NOR gate

We injected SETs in all the nodes of the NOR gates to analyse the effects when
exposed to radiation. SET analysis revealed that the PMOS is immune to SETs for
the first logic state presented in the Table 4.3 and we could steer an upset in the NOR
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gate by injecting an SET in the NMOS. For all the remaining states we observed the
viceversa, i.e., the NMOS is immune to SETs and the PMOS is vulnerable.

Table 4.3: Truth Table of NOR gate
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4.1.2.3 NAND NOR Tree

NAND trees have always been a topic of interest in terms of testing and SETs.
NAND and NOR implementations are slightly more complex than inverters and
therefore exhibit different phenomena. One is the availability of two inputs, which
allows us to form a tree structure. Another one is the possibility of logical masking
of errors.

We have 64 NAND gates in the first stage that are all driven by a single input
signal, which allows us to jointly stimulate activity with minimal overhead. The
outputs of the NAND gates fan-in as inputs for NOR gates and so on, yielding a
tree with 127 gates in total, see Fig. 4.5. The tree has 7 levels, hence in the fault-
free case the output will be the inverse of the input.

Note that if the 64 NAND gates are driven by separate inputs then in total we
will need 128 input signals. It is impractical to use 128 pins in the FRad Chip for
just one target, therefore, we decided to drive all the signals of the tree with one
input signal.

We injected SETs in all the nodes of the tree. From the analysis we observed
the following:

e Of all the SETs injected in the first stage of the tree only the stronger SETs
propagate to the output of the tree, while the weaker SETs are masked.

* The SETs injected in the NMOS of the NAND gates in the first stage of the
tree did not propagate and were masked. The SET in the output of the NAND
gate will flip from “HI” to “LO”. The NOR gate receives one input as “LO”
(SET) and the other as “HI”. Hence, the SET will be masked.

* The SETs injected in the PMOS of the NAND gates in the first stage of the
tree propagated all the way to the output of the tree. The SET in the output
of NAND gate will flip from “LO” to “HI”’. The NOR gate will receive one
input as “LLO” and the other as “HI” (SET). Hence, the SET propagates to the
NOR in the second stage and then so on to the output of the tree.

 Similarly, such scenarios were observed for the gates in all the stages, except
for the last stage of the tree.
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Figure 4.5: Logic Diagram of NAND/NOR Tree

This tree could help us understand the propagation of SETs within NAND and
NOR gates. As we have both the elementary gates and the tree as targets, we could
compare and classify which energy level of SETs would propagate and which would
not. When we expose it to radiation using a micro-beam we know which gate we
are targeting, therefore, we have no need to monitor all the nodes.

In order to locate the exact gate with upset when exposed to radiation in a re-
actor, we need to monitor all the nodes of the target. If we monitor each and every
node then the measurement architecture will consume a lot more die area. As a
consequence we decided to just measure the SET sensitivity of the tree.

4.1.3 Sequential Circuits
4.1.3.1 Flip-Flop

Flip-flops are the fundamental building blocks of virtually every synchronous de-
sign. We chose the flip-flop as our target to understand effects of particle strike on
basic sequential circuit and storage elements. Flip-flops are edge-triggered meaning
the output changes only on a single type of clock edge. Of the different flip-flops
in the literature, we chose the D-type flip-flop also known as data or delay flip-flop,
for our purpose. The transistor level schematic and the truth table of the D-flip-flop
as shown in Fig. 4.6 and Table. 4.4. The flip-flop basically captures the value of
the data input (D) at the rising edge of the clock input (CLK). The captured value
is the output Q. The previous value of the output is restored, when the data input
(D) changes while the clock edge is not rising. The flip-flop can be interpreted as
memory cell.

We injected SETs in all the nodes of the flip-flop to understand the effects when
exposed to radiation. The analysis revealed that some of the SETs injected were
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Figure 4.6: (a)Transistor Level Schematic of D-Flip-Flop, (b) Symbol of D-Flip-
Flop

masked, and some had some transient effects, while some of them changed to SEU.
We observed that the relevance of the particle strike in the flip-flop also depends on
the state of the flip-flop. If we trigger the SET during the rising edge of the CLK
input, the SET would be converted to an SEU.

Table 4.4: Truth Table of D-Flip-Flop

CLK | D Q

Rising Edge | 0 0
Rising Edge | 1 1
Non-rising | X | Qprev

4.1.3.2 Flip-Flop Chain

Like inverters, they have received much attention in radiation-related research in
the past, which allows us to compare our results against existing data. This type
of architecture is used as a design for testing technique referred as scan chain. As
shown in Fig. 4.7, we provide a chain of 33 edge-triggered master-slave D-flip-
flops, which are implemented using transmission gates and inverters. Note that
all the flip-flop outputs are reset to “0” when the ASIC is reset. When there is
a transition in the input of the first flip-flop in the chain, then the data output is
transmitted to the next flip-flop, and so on. The measurement architecture will
observe 32 “0”s for the first 32 clock cycles and in the 33rd clock cycle it will
receive the first data bit from the target.

Similar to the other targets we injected SETs in all the nodes of the chain. From
the analysis we observed the following:
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Figure 4.7: Logic Diagram of Flip-Flop Chain

* Once the SET is latched and converted to SEU, this SET propagates to the
next flip-flop and so on.

» The probability of a particle strike hitting two different flip-flops at two dif-
ferent positions such that the SEU is masked, before if reaches the output of
the chain, is extremely low.

* Location of the position of the SEUs in the flip-flops for some particle strikes
could be detected after post-processing the data. It is not detected for all
the SEUs, this is because we know the transitions in the Flip-flop and the
count sequence in the measurement architecture. But, to accurately recover
the location of the SEU we need an infrastructure that records data in different
flip-flops.

Taking all these observed analysis into consideration we decided to come up
with a monitoring architecture that can count all the SEUs occurring in the target,
but not the location of the SEU.

4.1.4 Asynchronous Circuits
4.1.4.1 Muller C-element

The Muller C-element (the three transistor level implementations) is explained in
great detail in Sec. 2.3.1. We proposed to use it as a target to understand the effect
of SETs in asynchronous circuits. The SET analysis for the Muller C-element is
presented in Sec. 2.3. We use all the three implementations as targets, as each one
of them has different number of nodes, structure and parasitic load. Note that when
the inputs of the C-element differ the previous output is restored and this property
makes the SET analysis complicated. We observed the following behavior from the
analysis:

* The injected SET flipped the C-elements’ state (C-element experienced an
SEU), i.e. its output Z immediately and had a lasting impact until a new
pattern is applied (changing the inputs)

* The SET injected does not have an immediate effect on the output Z, but
when applying the next set of patterns, the output makes an unexpected, last-
ing change. A particular behavior coined as “SEU*”. For further details
refer [147].
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4.1.4.2 Muller Pipeline

An elastic pipeline is built from Muller C-elements (refer Sec. 2.3.1 for background)
and inverters as shown in Fig. 4.8. Three different elastic pipeline implementations
will be used as target circuits:

1. Elastic pipeline based on Van Berkel C-element
2. FElastic pipeline based on the C-element using an inverter latch

3. Elastic pipeline based on the Conventional pull-up pull-down C-element

B

Figure 4.8: Logic Diagram of Muller Pipeline

The elastic pipeline in Fig. 4.8 is essentially a FIFO buffer for signal transi-
tions that is often used in handshake-based circuits. The C-elements in the pipeline
propagate the signals in a carefully controlled way that maintains the integrity of
each wave [132, 135]. The speed of signal propagation is determined by the actual
delays of the circuit.

The Muller pipeline works as follows: The first transition supplied by the left-
hand environment via input A will eventually reach the output Z at the right-hand
environment. If the right-hand environment does not respond via input B to the
pending transition, the pipeline will eventually fill up. Note that the pipeline could
also provide an acknowledgment output to the left-hand environment for indicating
a full pipeline; the source should stop generating transitions at input A in this case.
Since pipeline read and write operations are well-coordinated in our case, we can
omit this additional output.

The most interesting property of the circuit is that it is delay-insensitive, i.e., it
works correctly regardless of wire and gate delays. Since many asynchronous de-
signs are based on elastic pipelines, its behavior in the presence of radiation effects
(SET generation, propagation and latching) is of utmost relevance. Beyond being
an attractive target the elastic pipelines are also useful as measurement counters.

We injected SETs in all the nodes of the pipeline, of which some of the SETs
were masked. The SETs triggered were dependent on the state of the C-element.
Example: Consider a C-element (C1) driving another C-element (C2), meaning the
output of C1 is input to C2. Assume the two inputs of C2 are "1" changing the
output of C2 to "1". Triggering an SET in C1’s output changing the level from "1"
to "0", would not have any effect on the output of C2, hence, the SET is masked.

90



Chapter 4 Sensitivity and Spatial Distribution of SETs

Our SET analysis revealed that the manifestation of particle strike in the pipeline
depends primarily on the state of the C-elements in the pipeline [137].

4.1.5 XOR gate

XOR gate implements an exclusive OR for the input transitions. It is frequently
used for parity computation, binary addition, and subtraction in digital logic. The
transistor level schematic of the transmission gate based XOR gate with two inputs
A, B and output Z, along with the symbol is shown in Fig. 4.9. A HIGH in the
output Z of the XOR gate is possible only if one of the inputs is LOW. If both the
inputs of the gate are LOW or HIGH, then the output will remain LOW. The truth
table of the XOR gate is presented in Table. 4.5.

(@) (b)
Figure 4.9: (a) Transmission gate based XOR, (b) Symbol of XOR gate

We injected SETs in all the nodes of the XOR gate. Note that we could not inject
SETs specifically in the transmission logic, we could only inject it in the nodes to
create an upset in the gate. From the SET analysis we observed that the NMOS
is immune while in the first and last states presented in the Table 4.5 and to create
an upset in the XOR gate we could only inject SETs in the PMOS. Similarly, we
observed the vice versa for the second and third states of the Table 4.5.

Table 4.5: Truth Table of XOR gate

— =l ol >
e k=l E=1
ol == N
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4.1.5.1 XNOR Tree

The XNOR gate forms the equivalent of the logical OR for transitions, another very
basic functionality in asynchronous circuits and also fundamental for parity check-
ing circuits. Compared to NAND/NOR gates, it has a very different internal struc-
ture. We employ an XNOR gate implementation based on a CMOS transmission
gate (shown in Fig. 4.9) with inverter.

Similar to the NAND/NOR tree it uses a 7 level tree structure, starting with 64
gates in the first level and 32 gates in the next level and so on 1 gate in the last
level. The tree is constructed with 127 gates in total. It is apparent from Fig. 4.10
that two outputs of XNOR gates fan-in to an XNOR gate at the next level. Having
128 different inputs for all the 64 XOR gates would be impractical, therefore, we
connected the inputs of the 64 XNOR gates in the first stage to a single input. Due to
the XNOR function all gates will therefore, independently from this input, present
a logic 1 at their outputs, and the tree output will transiently go to low only in case
of an SET somewhere in the tree. As we will see, this behavior is very convenient
for our purposes.

Figure 4.10: Logic Diagram of XNOR Tree

We injected SETs in the tree to check if the SET injected in the first level of the
tree propagates all the way to the output. The SET analysis revealed the following:

* The XNOR tree is immune to all the SETs in the PMOS
e SET in the NMOS of the XNOR gate in the first stage flips the output data
of the XNOR gate to “LO”. In the second stage the XNOR gate receives two

inputs “LO” (SET) and “HI” and the delivers an output “LO” and so on. The
output of the XNOR tree delivers an output “LO”.
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e SET injected with the minimum charge required to flip the output of the
XNOR gate in the first stage of the tree does not propagate all the way to
the output of the tree, instead, the pulse faded before it reached the output.

* Precise location of the SET will not be possible to detect unless we monitor
all the nodes of the tree. We are interested in the sensitivity of the SETs,
therefore, will only monitor the output node of the tree.

* The XNOR tree will not report any transitions in the output unless there is a
particle strike in any of the gates of the tree.

4.1.6 Summary

Overall from the above analysis we can conclude the following:

* Each and every circuit has a unique behavior and therefore, a measurement
architecture that suits the need of the target would be needed.

 Total number of inputs needed for the target circuits are listed below:

— Combinational gates require two inputs
— Flip-flops (chain) require three inputs (data, clock, and reset)

— Muller pipeline, Inverter chain, tree structures require only one input
* From the SET analysis in the NAND, NOR and XOR we can observe that:

— When one input is low and the other is high: NMOS is vulnerable in the
NAND and XOR gate, while PMOS is vulnerable in the NOR gate.

— When both the inputs are low: NMOS is vulnerable in the NAND and
NOR gate, while PMOS is vulnerable in the XOR.

— When both the inputs are high: PMOS is vulnerable in the NAND, XOR
and NOR gate.

* The behavior of the flip-flop and C-element are unique

It is quite complex to build measurement architecture specific to the behavior of
each and every circuit. Furthermore, using separate input pins to steer data in the
combinational circuit occupies input pads that could be used for outputs.

Just like we shorted the inputs of the tree structure we decided to short the inputs
of the NAND, NOR, XOR, and C-element. Furthermore we decided to steer a single
input to all our target circuits except the sequential circuits. For the sequential
circuits we will feed that input as the data signal.

The effect of shorting the inputs in the targets are listed below:

* Both the NAND and NOR gates acts as a inverter. In other words inverter
with different parasitic loads.
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* XOR gates’ outputs remains low at all times.

e Muller C-element acts as a buffer. When the inputs differ the C-element re-
stores its previous stored state in the output. That property is lost when we
shorted the inputs

With this alteration to the targets we can quantify that the behavior of the circuits
has been modified (i.e., the targets will either act as an inverter or a buffer) to suit our
needs but the circuit structure is still intact. Therefore, the need not build separate
measurement architectures for each and every target is nullified. We can use a
common measurement architecture for all the targets except the XOR and XNOR
tree. We can build a very simple architecture for the XOR and the XNOR tree, as
the outputs will be constant unless there is a particle strike in the same.

4.2 Measurement Architecture — Semi-Static Mode

The measurement architecture must facilitate the continuous monitoring and record-
ing of all occurring SETs, at the level of digital signals, in statistical long-term ex-
periments. To get as much information as possible from a radiation experiment, as
many nodes in our target circuits (also called as DUT) as possible must be mon-
itored simultaneously. As the pool of target circuits is quite large (discussed in
Sec. 4.1), we need to choose an appropriate measurement architecture such that all
the target and measurement architecture fit in one ASIC, ideally there will be mul-
tiple instances of each. Please note that our goal is to make sure the ASIC is core
limited and not pad limited, i.e., we would like to use all the die area of the ASIC
to get as much SET data as possible. Note, that the number of monitored nodes is
limited by the available die area and the number of pins, therefore our measurement
architecture should be robust and efficient,

We have 11 targets just to analyze the sensitivity of the SETs and will have more
targets to analyze the other SEEs. Therefore, having one separate input per target
is a luxury we cannot afford, so we decided to have only one input pin driving all
the data inputs of the targets involved in analyzing the SET sensitivity. Note, that
the flip-flops would still need the "CLK" input other than the data input. Moreover,
the modifications we made to the targets to reduce its complexity worked to our
advantage in here.

Besides the target circuits we should also make sure that the number of output
pins of the monitoring architecture is within the limit. Taking that into consideration
we chose to build the measurement architecture with digital counters. The quality
of the measurements provided by the counters would not be the same as with analog
amplifiers [68], but the data provided by the counters would be sufficient to analyze
the sensitivity of the targets.

We want to investigate SET generation in our DUTs both in static and in dy-
namic mode. For the latter, we provide a common data signal that can be used to
collectively stimulate switching activity. Recall that the XNOR tree has the ben-
eficial property of exhibiting activity at its output only in case of a particle strike.
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Therefore, it is sufficient to use a simple incrementer for counting SETs here. Un-
fortunately, not all our other DUTs exhibit this nice behavior. Since the generation
of the stimuli is under our control, however, we can easily provide a correct refer-
ence signal for comparison/subtraction purposes.

Considering that we are not interested in the exact femporal matching of the
behaviors of DUT and reference, but rather in matching their signal traces, a more
appropriate solution is an up/down counter, with the DUT output feeding one input
and the reference signal feeding the other one. Obviously, we cannot use a syn-
chronous up/down counter, since SETs would not adhere to setup/hold constraints
and hence cause metastability. Moreover, in order to catch even short SETs, our
counters should be as fast and sensitive as possible. Fortunately, there is a nice and
area efficient way of building an asynchronous up/down counter for transitions that
is based on an elastic pipeline.

Alternatively, we may use an incrementer as well to count the transitions per-
formed by the DUT during a measurement period. However, in this case, we will
see the sum of transitions due to the SETs in the DUT plus those due to the regu-
lar DUT switching activity. As the stimuli applied to the DUT are under our full
control, we can subtract the latter a posteriori; the incrementer must accommodate
a much larger count value, though.

Being on-chip, the measurement circuitry will be exposed to radiation just like
the DUTs and hence has to operate properly in the presence of particle hits. Recall
that the FRad Chip is not primarily designed for being used under micro-beam ir-
radiation, but rather with any radiation source. Instead of resorting to the radiation
hardening mechanisms presented in Chapter 3°, we decided not to protect the coun-
ters. Considering that both proposed types of counters resemble interesting target
structures by themselves (namely, a flip-flop chain as well as an elastic pipeline), we
decided not to mask particle hits in these circuits but rather to let them occur: This
effectively turns the on-chip measurement infrastructure into an additional radiation
target.

Keeping these requirements as the base criteria, we constructed a set of mea-
surement architectures for the DUTs to record the SETs.

4.2.1 Architecture A

The generation of stimuli in the DUT is under our control, so, we can easily provide
a correct reference signal for comparison. This can be accomplished by using a sim-
ple wire (instead of a wire we can also use a buffer), since all the DUTs except the
XNOR tree exhibit a behavior equivalent to that of a wire. Any mismatch between
the DUT and the reference signal can be extracted by an XOR gate, whose output
is fed to the SET measurement counter as shown in Fig. 4.11. The only pitfall here
is that the XOR tends to produce glitches in case of a non-zero skew between DUT
and reference, thus leading to potentially spurious counts.

3 All of those mechanisms cause high overheads, thus rendering a pretty large share of the die
area unusable for additional DUTs
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Figure 4.11: Measurement Architecture A

4.2.2 Architecture B

We tried to improve architecture A by adding another DUT instead of a reference
signal to avoid a non-zero skew, as shown in Fig. 4.12. This architecture is better
than the previous one. It still produces some glitches in the XOR gate. Unfortu-
nately, to make sure that this architecture works we need to do an exact temporal
matching of the DUTs. It is nearly impossible to make sure that both the DUTs
produce signals such that there are no glitches seen in the XOR gate. Hence, we
decided not to pursue this architecture.

A DEVICE
UNDER |
TEST

7,
:)D_ 0 S I
COUNTER

DEVICE
UNDER [—
TEST

Figure 4.12: Measurement Architecture B

4.2.3 Architecture C

While analyzing architecture B we realized that we are more interested in matching
the signal traces than the temporal matching and hence decided to use two counters
and eliminate the XOR gate as shown in Fig. 4.13. Our counter should be able to
detect even the shortest SETs, thus it should be fast and sensitive. We chose to
employ the asynchronous up/down counter in here (refer Sec. 4.1.4.2). The only
problem with this architecture is that, if any of the counters gets hit then we cannot
be sure whether the targets or the counters got hit by the particle strike. Therefore,
we cannot recover from a single fault in the up/down counters; unless they are
radiation hardened. If we radiation harden the counters we can reasonably be sure
if there was an SET in the target. The only problem would be that we cannot recover
from the DUTs each getting hit by particles once (as the counters are reset in such
a scenario).

4.2.3.1 Up/Down Counter

The construction of the up/down counters is similar to the Muller pipeline [138],
which has been explained in Sec. 4.1.4.2. We could build the up/down counters
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Figure 4.13: Measurement Architecture C

using one of the three implementations of the C-element presented in Sec. 2.3.1.
After a careful analysis we chose to implement our SET up/down counters as a
9-stage pipeline made up of Van-Berkel Muller C-elements [138]. Note that our
counter should be able to count both up and down. To enable the capability of
counting down we preset the pipeline to a value of 5 upon reset. In order to fulfill
this, we need to add extra transistors (with appropriate sizing) to the C-elements as
shown in Fig. 4.14 (a) and (b).

T ¥ T
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Figure 4.14: Schematic of (a) Muller C-element with Reset (rst), (b) Muller C-
element with Set (set) and (c) Up/Down Counter

The up/down counter utilizing the two versions of the C-elements (with “set”
and “rst”) and inverters is shown in Fig. 4.14 (¢). The outputs Z; — Z5 are preset
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to 1, while Zz — Zg are preset to 0; all bottom-row C-elements are initialized to 0.
A transition on UP will add to the transitions already present in the pipeline, while
a transition at DOWN will remove one transition from the pipe, thus decreasing the
count.

4.2.4 Architecture D

We extended architecture C as shown in Fig. 4.15. Note that now we employ three
targets and three up/down counters. Some of the features of the architecture are:

* The targets are connected such that any SET in one of the targets could be
easily detected as long as the counters are not hit.

* Any two SETs in the targets such that one SET in one of the targets and the
second SET in the other, can also be easily detected as long as the counters
are not hit. Note, that if any of the counters get hit then all the data is lost.

— To avoid such a scenario we radiation harden the counters.

« If all the three targets get hit exactly once then we would have no information
of particle strikes in the targets.

To make sure this architecture delivers SET data we could radiation harden one of
the targets, at the cost of reducing the target to measurement area ratio.

DEVICE =
A UNDER + upmown | X1 7%9

TEST — COUNTER '

DEVICE Y, =Y.
| UNDER I + UP/DOWN 1 9

TEST € - COUNTER

DEVICE + upmown | £17 %9
—| UNDER ] — COUNTER
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Figure 4.15: Measurement Architecture D

4.2.5 Architecture E

All the architectures we have discussed so far employ either synchronous or asyn-
chornous counters. We learnt from architectures C/D that the up/down counter
erases any SET recorded in it; if it has SET transition both in its “up” and “down”
input. We also learnt from the architectures A/B that the synchronous (LFSR) coun-
ters also records the glitches in the XOR gate. Therefore, if we remove the XOR
gate then we could avoid the glitches and face the following problems:
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* We will record all (both SET and normal) the transitions from the target in
the LFSR counter.

* We could only record transitions from one target with one counter

In the current architecture we decided to combine both the synchronous (record
both normal transitions and SETs in the LFSR counter) and asynchronous counter
(combine the up/down counters with the LFSR counters such that it can help us
recover from SETs that erase up/down counters data). The challenge here is to find
a clever arrangement that allows us to distinguish between errors that occurred in
the original target circuit and those in the counters. To this end, we use the following
three strategies:

* For our SET counters, we employ an LFSR, the benefit being that the counting
sequence in a (carefully chosen) LFSR always involves multiple bit changes
per count. Hence, a single bit flip caused by an SEU will lead to a dramatic
change in the count sequence that is easily recognizable by an a posteriori
analysis.

» To make sure that we have a correct copy of the count available even in case
of a counter hit, we use duplication. Since, thanks to using an LFSR counter,
we can identify the corrupted value, there is no need to go for triplication.

* For the difference counter, we cannot rely on recognizing erroneous counts.
Duplication just allows us error detection but not recovery. A viable alter-
native is using an up/down counter in combination with an LFSR counter
(which must be quite wide then, of course). This will not only allow recovery
of the correct count, but will also provide diversity that might turn out very
beneficial in a radiation environment.

A . X=Xy
DUT, . UDC, [—e
Y, -Y.
+ 1 9
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Zl _Z32
— DuUT, LFSR N

Figure 4.16: Measurement Architecture E

The architecture presented in Fig. 4.16, employs three DUTs of the same type,
that would be mutually used as reference. The behavior of DUTs as observed by
the counters are listed as follows:
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e SETs in DUT; are observed only by UDC; with an “UP” count

* SETsin DUTj are observed by both UDC; and UDC,, former with a “DOWN”
count and later with an “UP” count

* SETsin DUTj are observed by both UDC, and LFSR, former with a “DOWN”
count

Except for DUT; all the other DUTs have their transitions recorded in two coun-
ters. Therefore, any particle strike in UDC; does not provide any information about
SETs in DUT;. Our architecture clearly fails to recover all the the single faults.
Hence, we need to modify this architecture to make sure that all single and double
faults are definitely recovered.

4.2.6 Architecture F
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LFSR _1.%
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|| DUT,
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|| DUT,
7.7
LFSR, |

Figure 4.17: Measurement Architecture F

Measurement architecture F which is a slight modification to architecture E is
presented in Fig. 4.17. It comprises three DUTs of the same type, which we mu-
tually use as a reference. For example, the behavior of DUT; is observed by the
two up/down counters UDC; and UDC,. Note that these counters have different
references (DUT; and DUTsj, respectively) and use different polarity (UDC; count-
ing down and UDC; counting up on output transitions of DUT,). In principle,
this architecture allows us to tolerate any of the two up/down counters becoming
faulty. However, as we cannot be sure to safely recognize every SEU of an up/down
counter, it may (in rare cases) happen that we end up with two counts indicating dif-
ferent numbers of SETs, which without additional information are both plausible.

For DUT,, we use a different strategy: Its behavior is observed by both UDC;
(counting up) and an LFSR counter. The benefit here is that, as motivated above, we
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can trust to recognize any faulty behavior of the latter. So in case the LFSR counter
indicates a plausible number of SET occurrences in the target, we can simply trust
it, while otherwise we still have the result of UDC; as a backup. Here we need
a 32-bit LFSR for reasonably long measurement periods without wrap-around (42
seconds for a 100MHz input data stimulus), which we consider necessary for a safe
recognition of counter hits. Finally, we use the same strategy for DUTs.

Given the relatively low hit rate (according to Sec. 4.4, we will tune measure-
ment period and radiation intensity to experience only a few hits per period), our
general strategy in interpreting an observed scenario is to assume the lowest possi-
ble number of hits that could have led to the given observation. Considering, e.g.,
that UDC; counts up for failures in DUT; while it counts down for those in DUT,,
one might argue that SET observations may cancel out each other. This is, however,
not the case, since we have redundant information in UDC, and the LFSR counter.
With this combined information, it is possible to accurately identify every single
hit, all double hits in both the target and the measurement circuits, and even many
multiple hits correctly (for details see Sec. 4.3.5). Backed up by the probabilistic
calculations in Sec. 4.4, we are convinced that our architecture represents an excel-
lent choice with respect to the combined criteria of area efficiency, fault tolerance,
diagnosability and diversity. Overall, it clearly surpasses the more evident solutions
using three LFSR counters or three up/down counters.

4.2.7 Architecture G

For the XNOR tree, we simply use two LFSR counters in parallel, as shown in
Fig. 4.18. Although we expect only few hits per DUT in a measurement period on
average (see Sec. 4.4), we decided to go for a 16-bit LFSR (for details see below)
in order to retain a sufficiently long counting sequence; this makes the recognition
of incorrect counts more reliable. By using two LFSR counters, we make sure that
we have a correct count available in case one LFSR has been hit.

X, -X
LFSR [0

AL | pbur
Y,-Y
LFSR, | 1,71

Figure 4.18: Measurement Architecture G

4.3 Evaluation and Analysis - Semi-Static Mode

The goal of this section is to provide an overview and some results of our pre-
fabrication analysis of the proposed measurement architectures. Apart from area
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considerations, our primary concern is an evaluation of the resilience against parti-
cle hits.

4.3.1 Overhead Analysis

Table 4.6 lists the total number of transistors required by the different target circuits
described in Sec. 4.1 and the SET counters introduced in Sec. 4.2.

Table 4.6: Number of Transistors for Different Architectures

Architecture | Total No. of

Transistors

Inverter 2

NAND 4

NOR 4

XOR 8

Flip-Flop 18

Muller C-Element 12

17-Inverter Chain 34

33-Flip-Flop Chain 594

128-input NAND-NOR Tree 508

128-input XNOR Tree 1016

35 C-element Van-Berkel elastic pipeline 490
35 C-element Weak-Feedback elastic pipeline 350
35 C-element Conventional elastic pipeline 490
16-bit LFSR Counter 440

32-bit LFSR Counter 856

9-bit up/down Counter 187

The measurement architecture utilizes three instances of each target circuit, with
two 32-bit LFSR counters and two up/down counters. The exception to this is the
XNOR tree target, one instance of which is monitored by two 16-bit LFSR coun-
ters. The resulting area consumption and the overhead incurred by the measurement
circuits over the target circuits are given in Table 4.7. Note that the only substan-
tial overhead incurred by the measurement setup occurs for the combinational gates
and the inverter chains, which is due to the small size of the target. For the other
target circuits, the measurement overhead is very reasonable. On average, the mea-
surement circuitry consumes 19% more area than the target circuits. Given that our
SET counters can also be seen as additional target circuits in our architecture, the
overhead is acceptable.
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Table 4.7: Hardware Overhead Analysis for Measurement Setup

No. of No. of Overhead
Architecture Trans. for Trans. for Factor
Target | Measurement | (Target Circuit

Circuits Circuits as base)

Inverter 6 2086 347.67
NAND 12 2086 173.83
NOR 12 2086 173.83
XOR 24 2086 86.92
Flip-Flop 54 2086 38.63
Muller C-Element 36 2086 57.94
Inverter Chain 102 2086 20.451
Flip-Flop Chain 1782 2086 1.171
NAND-NOR Tree 1524 2086 1.369
XNOR Tree 3048 880 0.289
Elastic Pipeline 1330 2086 1.568
All 7786 9224 1.185

4.3.2 Analysis Setup

The primary tool for the analysis of our measurement circuits’ resilience against
particle hits is simulation-based fault injection, using appropriate Spice models as
described in Sec. 2.1.2.1. To get confidence in our architecture, we injected faults
in each and every gate of each SET counter and analyzed the resulting behavior of
the circuit.

We used release 6.1.6 of the Cadence Virtuoso Front-end to Back-end design
environment to create the schematics of our circuits. They were all designed using
UMC 90nm NMOS and PMOS device models. We chose custom W/ L (width/length)
ratios for the NMOS transistors, while the 17/ L ratios of the PMOS transistors were
chosen based on the structure of the corresponding circuit. The Spice netlists were
extracted from the respective Cadence schematics.

We performed all our analog simulations using HSPICE Version D-2010, us-
ing the following setup: To generate switching activity in the circuits, we toggled
the data input every Sns. After 10ns, we triggered the set and reset signals of the
counters for about 40ns, which initializes the LFSR counter to 0 and the up/down
counters to 5. At specifically selected times during normal operation, we triggered
SETs by injecting a current pulse in the Spice netlist (refer to Sec. 2.4).

4.3.3 LFSR Counter Evaluation

The regular operation of the 32-bit LFSR is illustrated in Table. 4.8: With each
rising clock edge, the counting proceeds by one step; the 32-bit LFSR will step
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through a sequence of about 4.2 billion different values. A low at the RST input
resets the count value to 0.

Table 4.8: Operation of the LFSR Counter in No-Fault Scenario

Time | LFSR Count | Actual Count
0-10ns 4194310
10-50ns 0
50-60ns 4194310
60-70ns 12582922
70-80ns 29360146
80-90ns 62914594
90-100ns 130023490
100-110ns | 264241282

NN | W= O —

For our fault-tolerance analysis, we injected faults in each of the XNOR gates
and flip-flops independently. Selected results are listed below (see also Table 4.9):

* Injection of an SET causing a bit flip from 1 to 0 in the XNOR gate tapped
between (), and Q> (please refer to Figure 3.25) at 75ns: Here the benefit
of using an LFSR for counting becomes apparent. While only one bit of the
output actually changes due to the SET, the related change in the counting
sequence is drastic and hence easily recognizable: According to Table 4.8
the value following 29360146 should be 62914594, but here it is 29360144,
effectively causing a huge jump in the counter sequence (see rightmost col-
umn).

* Injection of a fault causing bit flip from O to 1 in the XNOR gate tapped
between ()22 and ()3 at 75ns: The injected SET caused the counter to skip
2.7 billion steps approximately, as shown in Table 4.9.

¢ Injection of the fault in the XNOR gate tapped between () and ()3 at 80ns:
The injected fault in XNOR gate created a bit flip of 1 from 0. The value
following 29360146 should be 62914594 as per Table 4.8, but it is 62914592,
causing the counter to skip 2.4 billion steps approximately.

* Injection of an SET causing a bit flip from O to 1 in the flip-flop with output
Q15 at 80ns: This increased the LFSR count by 2! and the actual count by
1.64 billion steps approximately. Again this is easy to detect.

* Injection of an SET causing a bit flip from O to 1 in the flip-flop with output
(216 at 80ns: It caused the counter to jump 162 million steps approximately.

Note that instead of the 15" flip-flop if the particle strikes the 16" flip-flop the
number of skipped transitions is reduced tenfold. Overall, this confirms that a single
bit flip in the LFSR counter is witnessed as billions of skipped transitions, making
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Table 4.9: LFSR Counter — SETs in XNOR Gates & Flip-Flops

Time ‘ LFSR Count ‘ Actual Count
XNOR gate tapped between (22 and (o3
60-70ns 12582922 2
70-75ns 29360146 3
75-80ns | 2176843794 | 2782524433
80-90ns 58720293 | 2782524434
90-100ns | 121634892 | 2782524435
XNOR gate tapped between ()1 and )
60-70ns 12582922 2
70-75ns 29360146 3
75-80ns 29360144 | 2325803548
80-90ns 62914598 | 2325803549
90-100ns | 130023498 | 2325803550
XNOR gate tapped between () and (3
60-70ns 12582922 2
70-80ns 29360146 3
80-90ns 62914592 | 2449044163
90-100ns | 130023494 | 2449044164
Flip-Flop with output ()15
60-70ns 12582922 2
70-80ns 29360146 3
80-90ns 62947362 | 1647004572
90-100ns | 130089026 | 1647004573
Flip-Flop with output ()14
60-70ns 12582922 2
70-80ns 29360146 3
80-90ns 62980130 162967025
90-100ns | 130154562 162967026

it an attractive candidate as an SET counter. Due to our careful selection of the
LFSR polynomial, its one-to-many implementation (see Sec. 3.5.1.1), and backed
up by numerous further experiments, we can indeed generalize this observation: A
single bit flip in any LFSR cell will always infer a much larger and hence easily
detectable effect in the actual count, which finally justifies our decision to use an
LFSR counter.

4.3.4 Up/Down Counter Evaluation

In our analysis, SETs were injected into all C-elements and inverters to evaluate the
resulting behavior of the up/down counter introduced in Sec. 4.2.3.1. Recall that
the up/down counters are initialized to a count of 5, represented by 111110000 on
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Zg ... 21 in Fig. 4.14.(c). Table 4.10 lists some of the scenarios obtained (e.g. at
75ns and 105ns):

A fault injected at 130 ns in the C-element that drives the output Zg, e.g.,
changed the outputs Zg, Z7 and Zg to 1. There were also many instances when
the fault injected at the same node in a different time interval just changed the out-
put Zg temporarily to 1 (for one step) and switched back to 0.

 Fault injected at 105 ns in the Muller-C gate with RST signal that drives
output Z5: resulted in the count reduced by 1.

* Injection of fault in the Muller-C gate with RST signal that drives output Z,
at 105 ns: changed the outputs of both Z, and Z5 to 0, yielding a count of 3.

* Fault injected at 75 ns in the Muller-C gate which is located between outputs
Z4 and Zs5: changed the output Z5 to 0.

* Injection of fault in the Muller-C gate which is located between Zg and Z; at
75 ns: changed the output Zg to 1

* Faultinjected at 130 ns in the Muller-C gate with SET signal that drives output
Zs: changed the outputs of Zg, Z7 and Zg to 1.

* Faultinjected at 130 ns in the Muller-C gate with SET signal that drives output
Z7: changed the outputs of Zs and Z; to 1.

Overall, we observe that the effect of an SET in an up/down counter is dependent
on the location and the direction of the resulting bit flip. Unlike in the LFSR case,
the initial effect of the fault is not “amplified”, such that a particle hit in the up/down
counter cannot easily be distinguished from a regular counting step caused by an
SET in the associated target. This confirms that some kind of replication is indeed
mandatory for using these counters in our measurement architecture.

4.3.5 Fault Dictionary

We have created a comprehensive fault dictionary for our measurement architecture,
which associates every fault scenario (single or multiple SET hit(s) in counters and
targets) with its “syndrome”, i.e., the set (U, Us, Ly, Ly) of resulting readouts on
the up/down counters UDC; and UDC,, as well as the LFSR; and LFSR,. Used in
the reverse direction, this dictionary allows us to infer from an observed syndrome
the fault scenario that caused it, with, e.g., (Uy, Lo, D5) indicating that UDC,,
LFSR5 and DUT; have been affected by an SET. This mapping, unfortunately, is not
bijective, as different multiple-fault scenarios may map to the same syndrome. We
use two strategies to handle this issue: (1) By carefully choosing the measurement
period (see Sec. 4.4), we can safely neglect the probability of experiencing many
SET hits within one period (i.e., before reading out and re-initializing the counters).
This allows us to ignore fault scenarios involving more than, e.g., 4 SETs in our
dictionary. The same reasoning supports our strategy (2), namely, associating an
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Table 4.10: Fault Analysis of the Up/Down Counter

Time ‘ Up/Down Count ‘

Actual Count

C-element (with set) between the outputs 7, and Z;

65-70ns 111110000 5
70-75ns 000001111 5
75-80ns 111100000 4
80-85ns 000011111 4
C-element (with rst) at output Z5
95-100ns 111110000 5
100-105ns 000001111 5
105-110ns 111100000 4
110-115ns 000011111 4
Muller-C gate with RST at output Z,

95-100ns 111110000 5
100-105ns 000001111 5
105-110ns 111000000 3
110-115ns 000111111 3

Muller-C gate between the outputs Zz and Z7

Ys and Y5
65-70ns 111110000 5
70-75ns 000001111 5
75-80ns 111111000 6
80-85ns 000000111 6
C-element (with set) at output Zg
120-125ns 111110000 5
125-130ns 000001111 5
130-135ns 000000001 8
135-140ns 111111110 8
Muller-C gate with SET at output Z

120-125ns 111110000 5
125-130ns 000001111 5
130-135ns 000000011 7
135-140ns 111111100 7
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observed syndrome with the scenario that involves the lowest number of faults, as
it is far more probable to occur than other matching scenarios that might exist. Of

course, however, this can lead to misinterpretation in rare cases.

Table 4.11 shows an excerpt of our fault dictionary. Herein “*” and “X” both
indicate an incorrect counter value, with the latter being recognizable as an error
and the former not. “y/” indicates that the expected LFSR value for the fault free

case is read, “+” stands for a correctly incremented LFSR value.
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Table 4.11: Fault Dictionary

Observed Syndrome

Location of Faults

U [U, [L | Ly

Actual Location ‘ Interpretation

No Fault Scenario

IV V] ——- ——
Single Fault Scenario
6 |5 |+ ] D, D,
4 6 [V | V D D
5 4 || + Ds D
X 5 \/ \/ U1 U1
5 * \/ \/ U2 UQ
5 5 | X vV L, Ly
) 51V X L, L,
Double Faults Scenario
Location of all faults traceable
Problematic Triple Fault Scenarios

* 5 | X \/ (U, Ly,Dy) (U, Ly)
* * \/ \/ (U, Uz, Dy) (Ui, Uyp)

* \/ X (U, Ly, D3) Uz, Lo)

Problematic Quadruple Fault Scenarios

* | x|+ | v [(D1,Dy,Uy,Uy) | (D1, Uy, Uy)
6 | « | +] X | (D;,D3,U0;,Ly) | (Dy,Us,Ly)
* * | X \/ (Dy,U0;,Up,Ly) | (U, Uy, Ly)
* 6 | X \/ (Dy,Dy,U;,Ly) | (U ,Dy, Ly)
b * | X \/ (Dy,Dy,Uy,Ly) | (D1, Uy, Ly)
* 5 | X X (Dy,U;, Ly, Lo) | (Up,Ly, Ly)
* | x|V | + | (Dy,D3,U;,Uy) | (D3, Uy, Uy)
* 5 \/ X (D2, D3, Uy, Lo) (Ly , Uy)
4 * \/ X (D2, D3 ,Uy ,Ly) | (D2, Uy, L)
* * | X \/ (Do, Uy, Uy, Ly) | (Up,Uy, Ly)
* * \/ X (D2 ,U;,Uy,Ly) | (U, Uy, Ly)
* | x| /| X | (D3,U;,Uy,Ly) | (U,Uy,Ly)
5! * | X | X (Ds,Uy,L;,Ly) | (Uy,L;,Ly)
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We will provide a short description of the observed scenarios below:

 Single fault scenario: Particle strike in DUT3; — SET injected in DUTj3 at
t + dt, the resulting failure can be noticed both in UDC, (count decreased by
one) and the LFSR2 (one extra step).

¢ Double fault scenario: Particle strikes in LFSR, and UDC5 — When SETs are
injected in both the up/down counters independently at different ¢ 4 §t, the
effect of the SETs are noticed in the respective counters themselves (please
refer to Sec. 4.3.4 and 4.3.3 for the effects of SETs in the counters). As the
LFSR; has no SETs recorded in it we can clear DUT5 and LFSR; of any fault,
thereby isolating the faulty block as UDC,. As UDC; has no SETs recorded
in it, we can conclude that there is no SET recorded in DUT; and therefore
isolate the fault to LFSR;.

* Triple fault scenario: Particle strikes in DUT,, UDC, and LFSR, — When
SETs are injected in the DUT, the up/down counter and the LFSR counter
independently at different ¢ + ¢t, the effect of the SETs are noticed in the
respective counters. Note that any SET in DUT; will be recorded in LFSR;
and UDC;. Further SETs in LFSR; and UDC; would corrupt any SET data
of DUT; recorded by the same. As we cannot recover SET data about all the
three blocks we called these as the problematic scenarios.

It turns out that our architecture facilitates correct identification of the hit circuit
for all single faults. The same is true for all double faults (not shown for brevity).
Furthermore, most of the triple faults and even quadruple faults are correctly iden-
tified; the few problematic cases that lead to a wrong interpretation are shown in
the table. In the case when all four counters are hit, we do not have any useful
information left, of course.

4.3.6 SET Simulations

To give a brief overview of the SET analysis performed to validate our architectures,
we present an example considering an inverter chain as the DUT, using the measure-
ment architecture from Fig. 4.17. We injected SETs in all the three target circuits
DUT,, DUT,, DUT;j at different times, observable at the outputs of the DUTs as
shown in Fig. 4.19: An SET is injected at 87ns in DUTy, at 117ns in DUT, and at
147ns in DUTj3. The effect of these SETs in the DUTs, the up/down counters and
the LFSR counters can be inferred from Figures 4.19, 4.20, 4.21 and 4.22.

More specifically, the effect of the SET injected at 87ns can be observed in
UDC,; (refer to signals X;-Xg of the UDC in Fig. 4.20) and in LFSR; (refer to
Fig. 4.21). The effect of the fault injected at 117ns in DUT; can be observed in
UDC,; and UDC; (refer to signals X;-Xg and Y;-Yy in Fig. 4.20). Similarly, the
fault injected at 147ns in DUTj can be observed in UDC, (refer to signals Y;-Yg in
Fig. 4.20) and in LFSR, (refer to Fig. 4.22). One notices that, at 190ns, the SETs
injected in the target circuits canceled the counts of UDC; and UDC,, thus bringing

109



4.4 Probabilistic Analysis

=
=)

Input A

I [
0
1 LI g
VAL

100.0 125.0 150.0 175.0
Time (in ns)

e
=

=
=)

Output Z1
o
=)

Output Z3 Output Z2
=) O
o o =

e
=

75.

Figure 4.19: Simulation of the DUTs under exposure

them back to the initial state. However, the effect of the SETs in DUT; and DUTj3
is still observable in LFSR; and LFSR,, respectively.

More specifically, assuming that these were the only three SETs observed in this
target circuit during the measurement period of 40s, we will observe no change in
the UDCs and one extra count in both the LFSRs at the end of the measurement
period. From these values, we can infer that the faults did not occur in LFSR; or
LFSR,: If a fault occurred in the LFSR, then there would not be just one extra count
but millions of extra counts. From the LFSR’s values we can thus infer that the fault
occurred in the target circuits DUT, & DUT;3 and thus explain the SET’s effect in
the UDCs: Based on their values, we deduce that the SET in DUT; canceled the
effect of SETs created by DUT; and DUTj in the UDCs. This is how we determined
the corresponding entry in the fault dictionary in Table. 4.11.

Our fault dictionary has been validated by means of numerous simulated SET
injections (up to seven at a time) into various locations, using the same process as
explained above. We are hence convinced that the chosen measurement architecture
will indeed work as expected.

4.4 Probabilistic Analysis

Given the non-negligible number of transistors /j; of the measurement circuitry M
as compared to the number of transistors I of the target circuitry 7" in Table 4.7
in Sec. 4.3 on one hand, and the ability of M to tolerate just a double hit for sure*

4Given that M can also tolerate many triple and even higher-order faults, this is a very conser-
vative assumption.
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Figure 4.20: Simulation of the Up/Down Counters under exposure

on the other hand, the question about feasible measurement periods A = A(¢) for
a given particle flux ¢ (in particles per um? - s) arises: A must be chosen small
enough such that, with reasonably high probability, there are at most two hits in
M during A; we call such a measurement period safe. At the same time, with
reasonably high probability, two consecutive hits in 7" should occur within some P
safe measurement periods sufficiently often, in order to get statistically meaningful
data on the SET generation process.

A gross estimate of A and P can be determined using cross section data. Al-
though such an estimate necessarily ignores the fact that target and measurement
circuitry have very different structure and topology, it provides meaningful results
due to the fact that we do not rely on SEU cross sections but rather on SET cross
sections: Whereas it is known that memory elements like flip-flops are more sus-
ceptible to radiation than combinational logic, this is primarily a consequence of the
fact that SETs in combinational logic are relatively unlikely to be latched. Conse-
quently, they do not as easily lead to an SEU as SETs resulting from a direct hit of a
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flip-flop. By contrast, the SET generation process is the same both in combinational
logic and in flip-flops.

Our radiation experiments for validating the 3D model provided a (saturated)
SET cross section « of about v = 5 um? for our 90 nm ASIC technology, which
matches the figures given in the literature [106]. The cross section expresses that a
total fluence of 1 particle per «y results in 1 SET per device of interest (in our case,
per transistor) on average Trivial calculations based on expected values reveal that
if we choose pA = , we get one hit in M during A on average. Since A should
be chosen large enough to fully exploit M’s double-hit resilience, but should only
rarely lead to triple hits, we choose

- C
7¢IM’

for some constant 0 < C' < 2, which leads to E[H),] = C hits in M on average.
For arbitrary distributions of the number of hits H, in a single measurement period
in M, Markov’s inequality P{H,, > h} < E[Hy]/h reveals a triple-hit proba-
bility of p = P{H) > 3} < C/3; it can be made sufficiently small by choosing
C' sufficiently small. As this results in a geometric distribution of safe measure-
ment periods, we can expect an average of Py, = 1/p > 3/C consecutive safe
measurement periods.

On the other hand, the average number of hits in 7" during A is C'Iy /I, so we
can expect one hit on average in T’ after

Iy
p= M 4.1
cl 4.1)

measurement periods; note that they eat up a total time of PA = W%T

To see a hit in T before the measurement is affected by a triple hit in M on
average, we should have something like P < P,;, which is guaranteed if IM < 3.
This is a very conservative estimate, however. To obtain the actual probablhty of
failure Py, 1.€., of an unsafe measurement period within two consecutive target
hits, we will assume that the number of hits in M and 7" follow a compound Poisson
distribution with the same average hit rate per um - s. This implies a rate Ay; = C
per measurement period in M, and Ay = Clp /I in T.

Recalling the geometric distribution of safe measurement periods with parame-

ter p and the fact that the probability of no target hit within £ measurement periods
Ak _ o—Crk

ise” , where we used the abbreviation Cy = C'Ir /Iy, we find
Cr
e
Py — 1 — p)ke—Crk — p _ p .
fl ;p( p)e 1_27{) eCT_1+p

Since the Poisson distribution of Hy, implies p = P{Hy >3} =1—(1+C+
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C%/2)e ¢ =1— (1 + C")e ¢ with C' = C + C?/2, we thus easily obtain

(1-(1+C)e e 1-(1+C"e®
efr —(1+CeC  1—(1+C")eC0Cr
1-(1+C+L)e®
_ 1+C+ e (42)

,C'IMJrIT)

1—(14+C+S)e " u

Pfail =

Expression (6.12) for Py,;; can be made as small as desired by choosing C' €
(0, 2] sufficiently small, for all reasonable ratios I/Iy;. For example, for Iy =
Iyr/2, which is more than reasonable for all target circuits except for the inverter
chain according to Table 4.7, we obtain Pf,; < 0.01 for C' = 0.2. For the inverter
chain, Table 4.7 reveals I = I);/20, which yields Py,; < 0.1 for C' = 0.2. Note
that, according to (6.6), C' = 0.2 leads to P = 5 measurement periods between two
target hits on average. Given the quite conservative assumptions underlying our
probabilistic analysis, we can hence finally conclude that our measurement archi-
tecture is indeed excellently suited for collecting statistically meaningful long-term
data.

4.5 High Speed Measurement Architecture

The targets we have discussed so far operate at a frequency of 100 MHz. In this sec-
tion we would like to analyze the SET behavior of targets that operate at a minimum
frequency of 1 GHz.

With a target circuit in static mode, every transition at the output indicates an
SET caused by a particle hit and can hence be easily recorded by a counter. In dy-
namic operation, however, we need to distinguish transitions caused by the regular
operation from those caused by particle hits. A suitable solution already outlined in
Sec. 4.2.3 is the use of a golden reference, an identical instance of the target circuit
that provides a reference for the transitions due to regular operation. By means of a
difference counter we can then identify the number of extra (or missing) transitions
due to particle hits. Since SETs are extremely short (a few 100ps) we need a very
fast counter to reliably recognize them. For the purpose here, we want our target to
operate at a very high frequency to keep the transistors “in transition” during a high
proportion of time relative to the stable state. This again requires a fast difference
counter. In addition to that the counter must mitigate the radiation that the con-
nected targets are to be exposed to. Note that with a synchronous circuit we have
a risk of meta-stability issues when operating at a very high frequency, hence we
must opt to an asynchronous circuit. Therefore, the target and measurement counter
we choose should be able to operate in a very high speed and provide reliable SET
data.

Taking into consideration the requirements we decided to use a counter and
target that is based on a Muller pipeline. Fig. 4.23 shows our test setup: It is centered
around an asynchronous up/down counter [49, 48] that is constructed solely from
Muller C-elements and inverters. All C-elements are internally realized as in the
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Figure 4.23: Measurement Setup for Dynamic Mode

weak-feedback implementation from [132], with the only difference that we added
one NMOS or PMOS transistor at the output of the gate, to initialize the C-elements
to 0 or 1 as shown in Fig. 4.24. We are using a 10-bit up/down counter in the
setup and the Muller pipelines are also of the same length as the counter. Unlike,
the other architectures we explained previously in Sec. 4.2.3.1 we initialize this
up/down counter to a value of 2 (to avoid reading from an empty FIFO in case of a
higher number of down transitions).

VDD VDD

Figure 4.24: Schematic of Weak-Feedback (a) Muller C-element with Reset (rst),
(b) Muller C-element with Set (set) and (c) Up/Down Counter

In our measurement setup we use an elastic pipeline as target circuit and connect
it along with an identical reference to the counter as shown in Fig 4.23. All the C-
elements in the architectrure utilize the weak-feedback implementation. The output
of the target circuit and the reference are connected to the “UP” and “DOWN”
inputs of the up/down counter. We were able to operate the non radiation-hardened
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measurement setup in a very high frequency (> 1GHz). The effects of particle strike
in the setup are listed below:

* Particle hits in both the target and the reference would nullify the transitions
in the counter.

* Particle strikes in the counter will let the counter reset to spurious counts.

In order to avoid this we decided to protect the counter and the reference from parti-
cle strikes by radiation hardening them using the mechanisms presented in Sec. 3.2.

After hardening the circuit we could reliably monitor the SETs in the target. The
delay of a non radiation hardened C-element and inverter are less than the radiation
hardened ones. Therefore, the target and reference circuit will have different logic
delays. But, now the frequency of operation of the setup must be adjusted to avoid
filling the pipeline of the target circuit. The frequency of operation of the setup after
hardening the counter and the reference circuit will reduce significantly.

4.5.1 SET Analysis

We performed analog level simulations by injecting SETSs in the measurement setup
(presented in Sec. 4.5) to study the behavior of the same when exposed to radia-
tion. Before conducting our SET analysis we wanted to calibrate the operational
frequency of our setup. From the analog simulations we were able to determine
that the typical frequency in which we can operate the setup safely without having
any temporal issue is 3GHz. This is the operational frequency for the non-radiation
hardened setup. The SET analysis performed on the original setup without any
added radiation tolerance, is presented in Figures. 4.25, 4.26, and 4.27.

We have already observed the effects of particle strikes in the up/down counter
(refer Sec. 4.3.4). An SET was injected in the target circuit at 87ns as shown in
Fig. 4.25, as a result the count of the up/down counters increased by 1. Similarly
an SET was injected at 47ns in the reference circuit as shown in in Fig. 4.26, as a
result the count decreased by 1. Any SET in one of the target or reference circuit is
visible in the counter. In the next step we injected two SETs in the setup as shown
in Fig. 4.27, one in the reference circuit at 47ns and the other 87ns in the target
circuit. In the end the two SETs reset the counter value to its original at 88ns.

The above analysis reaffirms the following facts:

» Radiation tolerance is required for the counter: Without it the counter can
reset to spurious counts, thus providing us with no usable data about SETs.

¢ Reference circuit needs to be radiation hardened to avoid loss of SET data in
the target circuit

We used two types of radiation hardening mechanisms to provide tolerance to
the counter and the reference: 1) DICE implementation and 2) hardening by sep-
aration. The implementations for Muller C-element and the inverter are discussed
in great detail in Chapter. 3. Unfortunately, the required circuit enhancements to
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Figure 4.25: Simulation of the pipeline with target circuit under exposure
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Figure 4.26: Simulation of the pipeline with reference circuit under exposure

provide tolerance decreased the speed of the counter, i.e., it reduced the frequency
of operation. The maximum frequency achievable for the radiation hardened setup
without forming bubbles in the pipeline is 1GHz. Although this counteracts our
original goal of having the counter as fast as possible, the attainable speed is still
sufficient to understand SET behavior in high speed circuits.

4.5.2 Hardware-Overhead Analysis

While finally all extensions yielded a sufficient degree of radiation tolerance, they
differ in their area overhead and hence efficiency. Note that our up/down counter
utilizes 19 Muller C-elements with "set" & "rst" transistors and 19 inverters. We
provide a hardware overhead analysis for both the rad-hard mechanisms based on
the required number of transistors for the enhanced counter, as well as an area es-
timate (area equiv.) based on the number of transistors weighed by their sizing.
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Figure 4.27: Simulation of the pipeline with target and reference circuit under ex-
posure

Table 4.12: Hardware Overhead Analysis

Protection Applied No. of trans | W/L Area
of Mechanism Sizing | Equivalent
C-Element | Inverter
Counter DICE Separation 475 M 779
Counter | Separation | Separation 627 1 627
Counter 931 M 1539
+ DICE Separation
Reference
Counter 1235 1 1235
+ Separation | Separation
Reference

During the analysis we should consider that with increasing number of transistors
per circuit the amount of routing overhead increases exponentially, and not linearly.
The separation mechanism even though it requires a lower number of transistors
the layout overhead is quite high. From the Table. 4.12 we can infer that the DICE
mechanism seems to be most area efficient, as it uses a moderate number of transis-
tors and the routing overhead is low, even though some of the transistors are larger
than the basic transistors used by us in general.

However, the hardening by separation mechanism was able to provide radiation
tolerance for particle strikes of a critical charge of 900fC even with the original
sizing. So the designer can choose between a more efficient and lean or a very
robust and bulk circuit. For our analysis we are concentrating more towards heavy
ions, chromium particles and alpha particles so we opt for the more efficient and
lean circuit using the DICE mechanism.
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4.6 Summary

We presented our choice of target circuits and on-chip measurement architecture
to analyse SET sensitivity in digital circuits, along with the results of the pre-
fabrication analysis. Key challenges resolved by our measurement infrastructure
are presented below:

* distinguishing SETs from normal switching activity of the target circuits,

* providing reliable SET data acquisition in spite of radiation hits in the mea-
surement infrastructure, and

* leaving as much of the die area available for the target circuits as possible.

Rather than employing a rad-hard design, our infrastructure considers the measure-
ment circuitry as additional target circuits, and hence allows to tolerate hits in the
former by an architectural design that supports reliable fault detection based on a
fault dictionary. Our measurement infrastructure has been evaluated by means of
elaborate SET-injection experiments based on double exponential current model.
We also presented the probabilistic analysis that allowed us to conclude that the
infrastructure indeed serves its purpose in delivering useful SET data.
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CHAPTER
Propagation of SETs

Our main focus is to trace the generation and propagation of SETs in a combi-
national circuit placed in the FRad Chip. We have already built architectures to
study the SET sensitivity in different types of target circuits. Now, we would like to
choose target circuits such that they could give us specific information about SET
propagation. The chosen target should be able to propagate the SET to at-least three
gates in its path, and we should also be able to predict and trace the same without
any hassle. In essence the targets should have the following characterestics listed
below:

» Simple — in order to be practically tractable
¢ Realistic — to yield results of practical value

* Symmetric — to allow for comparisons among paths

Include forks — to observe SET multiplication
* Allow static and dynamic operation, to study the difference

The two targets that are chosen based on the above requirements and which would
definitely propagate an SET are: Sklansky Adder and Inverter Tree. We will moti-
vate the chosen targets in the next few sections. We have chosen two totally different
target structures, and to be able to trace the propagation path of the SET we need
custom measurement architectures for each of them.

5.1 Sklansky Adder

5.1.1 Background

For many processing operations from counting to multiplication to filtering, addi-
tion is the basis. Adder circuits have been of great interest to digital system de-
signers, and an extensive, almost endless, assortment of adder architectures serving
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different speed/area requirements can be found in the literature [60]. Some of them
include ripple carry, carry lookahead, carry increment [166], carry select [19], carry
skip [82], Brent-Kung [24], Kogge-Stone [78] and Sklansky (conditional sum) [134]
adders.

The simplest design of these adders is the ripple-carry adder in which the carry-
out of one bit is connected as the carry-in to the next. Due to this chain structure the
carry-out influences the carry in all subsequent bits. We are interested in the adders
that do not compute slowly (when one needs to add many bits), hence our focus is
more towards carry look ahead adders.

All the fast adders look ahead to predict the carry-out of a multi-bit group. Long
adders use multiple levels of lookahead structures for even more speed. For wide
adders the delay of carry lookahead adders is primarily dominated by the delay
of passing the carry through the lookahead stages. This delay can be reduced by
looking ahead across the lookahead blocks. In general, one can construct a multi-
level tree of lookahead structures to achieve a delay that grows with logN (with N
being the adder’s bit width). There are many ways to build the lookahead tree that
offers tradeoff among

* The amount of wiring between the stages,
* The number of logic gates,

* The maximum fanout on each gate, and

* The number of stages of logic.

The three fundamental carry propagation logic tree adders that are of interest to
us are the Brent-Kung, Sklansky and Kogge-Stone architecture. Each of these archi-
tectures offer a different tradeoff between delay, area, and wiring complexity. The
Brent-Kung adder has the fewest wires and minimum logic depth. Its drawback is
that it has (2(logo N ) — 1) stages. In contrast, the Kogge-Stone adder has just logo N
stages, but it has long wires to be routed between stages. Finally, the Sklansky adder
also comes along with logy NV stages and without requiring that much routing, but at
the expense of fanouts that double at each level. Patil et al. [117] compared some
of the carry propagation adders and concluded that the Sklansky adder topology is
the most energy efficient compared to the other adders in the 90nm technology that
we were targeting initially.

5.1.2 Architecture Description

Before explaining the Sklansky tree adder we would like to explain some basic
terminology about its constituent components. They are:

1. Bitwise Propagate (P) and Generate (G) cells,

2. Group PG cells, and
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Figure 5.1: Gate Level Schematic of Sklansky Adder Cells

3. Sum XORs.

The bitwise PG cells are computed using the basic inputs of the adder circuit.
Generate is computed as GG; = A; * B; and propagate is computed as P; = A; & B;.
In essence both the cells together are nothing but a half adder circuit as shown in
Fig. 5.1(a). The bitwise PG cells serve as inputs to the group PG cells. The group
PG cell has the upper inputs (i.e. those that handle the most significant bits) coming
from 7 : j and the lower inputs (those that handle the least significant bits) coming
from j — 1 : k (with ¢ > j > k), to form an output of ¢ : k (see Fig. 5.1 (b,c)).

There are two types of group cells: the gray and the black cells (please refer to
[27] for more explanation). Gray cells only compute G;.; as shown in Fig. 5.1(b),
while the black cells compute both G;.; and F;.; as shown in Fig. 5.1(c). Black cells
are used when the cell output drives the upper input of another group PG cell, while
the gray cell will be used when the output drives the lower inputs or sum XORs.
Please note that the output of the black cell drives the inputs of the gray cell, but
never vice versa.

The outputs of the group PG cells and the bitwise propagate cells together drive
the sum XORs to compute the adder’s output. The sum is computed as S; = P; &
Gi—l:O-

50 40 3.0 2:0 1.0 0:0

Figure 5.2: Architecture of 16-bit Sklansky Adder
The carry architecture (Group PG cell logic) of the 16-bit Sklansky adders is
presented in Fig. 5.2. One can see that the architecture uses gray cells, black cells

and buffers. Buffers are inserted to decouple the capacitive load from the critical
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path, which is of importance only to the wide adders. For our case this is not crucial
so we will disregard the buffers in our implementation later on.

Please note that the Sklansky tree adder reduces the delay to (logo/N) stages
by computing intermediate prefixes along with the large group prefixes. However,
this comes at the expense of fanouts that double at each level: The gates fan out to
(8,4,2,1) respectively (Please note the gray blocks in Fig. 5.2). These high fanouts
cause poor performance on wide adders unless the gates are appropriately sized or
the critical signals are buffered before being used for the intermediate prefixes.

Note that we do not fully exploit the potential of the Sklansky adder architec-
ture; we rather use it as a platform to exemplify how the basic gates we already
investigated in isolation in previous work behave in a larger context.

5.1.3 Measurement Architecture

Our main focus is to monitor the SET generation and propagation in the Sklansky
tree adder, especially in the carry chain. We plan to subject this circuit to radiation
in well controlled experiments, both in a nuclear reactor as well as in a micro-beam.
We will operate the adder as an incrementer, i.e. adding 1 to the current output each
cycle. In this way we can easily move the counter to any desired value by virtue of
only a few input signals (thus saving precious pins on the ASIC). In order to collect
the number and location of upsets due to particle impacts, we must augment our
target circuits with a suitable measurement infrastructure. In case of the Sklansky
tree adder this means placing some kind of counters at selected locations. The
selection of type and locations of these counters is the key to efficiently monitor SET
propagation. To make best use of the experiments the measurement infrastructure
must fulfill the requirements presented in Sec. 1.3 and the ones presented below:

(R1): By evaluating the collected counts from adder and monitoring counters it
must be possible to reason about location and propagation of the SET. In
the ideal case we have a counter in every node of the adder. We will have to
decide which of these we can omit in the interest of saving area, thus fulfilling
(Req. 1.3 e).

(R2): Being located on the target chip, the counters are as well subjected to the
radiation. Therefore it is mandatory that an upset of the counter value can be
recognized in the read-out. As will be outlined below, an LFSR is well suited
for this purpose. Alternatively the counter can be radiation hardened.

(R3): If a counter value is lost, it shall still be possible (at least in most cases) to in-
terpret the observed hits on the adder — there must be sufficient redundancy in
the measurement infrastructure. Consequently we must not reduce the num-
ber of counters to the bare minimum (as implied by (Req. 1.3 e)), and we
must leverage a priori knowledge as much as possible.
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5.1.3.1 Data Collection in the Carry Propagation Path

While the sum logic is essentially the same in all different adder types, the carry
propagation logic is the most characteristic and crucial part of the adder architecture.
Any bit flip caused by an SET at any point of the carry propagation path can spread
throughout the whole adder. Recall that this is one of the reasons why we chose to
use a carry look ahead adder as a target in the first place.

There are a lot of carry propagation paths in the 16-bit adder (Figs. 5.2 and 5.3),
but the one marked in red is the longest and hence the critical path of the 16-bit
adder. Also note that all the cells in the critical path are gray cells. Our aim here is to
monitor the generation and propagation of SETs in this critical path. For monitoring
the critical path it is sufficient to monitor the output nodes of half adder H; and gray
cells G1, G, G7, G5 and G1g. In accordance with requirement (Req. 1.3 ¢) we
added 5-bit LFSR counters to all these nodes to monitor the SET activity.

With these counters in place we can easily identify where the SETs were gen-
erated and how they propagated in the critical path, thus satisfying (Req. 1.3 e).
Please note that, being constrained by (Req. 1.3 e), we can only identify the SETs
in particular blocks at the critical path, not all of them. The monitoring architecture
for these blocks in the critical path is shown in Fig. 5.3 (counters L ... L5 on the top,
as well as Lg at the bottom right).

The question that arises here is what would be the consequence of SETs within
the counters, and whether radiation hardened counters are necessary for proper op-
eration of this architecture (recall (R2), (R3)). This will be discussed in more detail
in Sec. 5.3.

5.1.3.2 Overall Measurement Infrastructure

To also study SETs in blocks (i.e. half adders, gray cells, black cells) that are not
part of the critical path, we have to extend the infrastructure by further counters.
Considering the area constraint imposed by (Req. 1.3 e) we decided not to add
counters in all the critical nodes, but only at the output of the XOR gates, which
is nothing but the "SUM LOGIC" block. The resulting architecture is presented in
Fig. 5.3 (counters L;... Ly on the right). We used 5-bit LFSR counters here as well
(Req. 1.3 ¢).

The question whether a radiation hardened architecture is necessary for proper
operation (R4) applies here as well. Another question that arises for this architec-
ture is, whether the picture provided by the available counters will be sufficient to
analyse both SET generation and propagation in all the blocks (R1), (R3). It is safe
to say that having the counters just at the outputs will be sufficient to analyze the
generation of the SETs in all the blocks. It remains to be analyzed whether we will
be able to make a valid prediction of SET propagation by just using these counters.
This issue will be treated in Sec. 5.3.
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Figure 5.3: Measurement Architecture for SET Propagation in the 16-bit Sklansky
Tree Adder: Half adders are denoted by H, black cells by B, grey cells by G, and
LFSRs by L.
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5.2 Inverter Tree

Considering the characterestics mentioned before, we decided to use a 4-stage in-
verter tree as our target. As shown in Fig. 5.5, the first stage (root) has just one
inverter, while the second stage has two inverters, the third has four inverters and
the last stage has eight inverters, resulting in a total of 15 gates. In the figure the
inverters are labeled as I, Io,..., I14, I15.

Inverters are the most fundamental, yet simple gates in CMOS, so they will al-
low us very detailed analysis and results of general interest. As inverters do not
perform logical masking, we can rely on continuously having all paths sensitized —
so electrical masking will be the only masking effect observed in this circuit. The
tree structure includes many forks, thus allowing us to observe fault multiplication,
while at the same time also exhibiting a depth of 4 stages for studying attenua-
tion/amplification of the electrical pulses. The symmetry of the structure introduces
some redundancy that we will leverage in the measurement architecture (see subse-
quent sections). The downside is that the inverter has a very small footprint (recall
that we wanted to have a large target area), but using 15 inverters in the tree partly
compensates for this. From a practical view the tree structure is advantageous for
operating in the dynamic mode: there is only one input that needs to be supplied,
while a detailed observation is possible on the 8 outputs.

5.2.1 Measurement Architecture

Our aim is to provide a clever architecture that does not need to rely on any rad-
hard counters to provide protection against SETs. We use redundant components
which are not expensive and at the same time area efficient. We will use both the
counters that we have introduced earlier. Generally we will, due to its smaller foot-
print, prefer the asynchronous up/down counter (UDC), wherever we can reduce
the observation to a comparison of transition counts. Should we need an absolute
reference count, we will use the LSFR. The latter also has the advantage of an in-
herent error detection. All the LFSR counters used in our architecture are labeled
as Ly, Ly, L3, ..., Li5 and the up/down counters are labeled as Uy, Us,..., Uyg, Uyg.

5.2.1.1 Static Mode

In the static mode, there will be no activity in the inverter tree. If there is any activity
in the tree at all, then it would be because of a particle strike in the tree. To record
the SETs and also trace the path of the inverter tree we need to add counters in each
and every output of the inverter. As we have 15 inverters in the tree, we would
have to employ 15 counters to trace the path of the SET. We need not use up/down
counters as the circuit is quite straightforward, hence we can do fine just with the
5-bit LFSR. The measurement architecture employed to monitor SET propagation
in the inverter tree in static mode is presented in Fig. 5.4.

The architecture might look very simple, but it provides a more elaborate way
to trace the SET propagation. One might think that the SET in the origin inverter
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Figure 5.4: Measurement Architecture for the Static Inverter Tree

Table 5.1: Fault Coverage of the Static Inverter Tree Architecture

Fault in circuit

detectable by

I L1, Lo, L3, Ly, Ls, Lg, L7, Lg, Lo, L1o, L11, L12, L13, L14, L15
I Lo, Ly, Ls, Lg, Lg, L10, L11
I3 Ls, Lg, L7, L1, L13, L14, L15
Iy L4, Lg, Lg

I5 Ls, L1o, L11

Is Le, L12, L13

I; L7,L14, Ly5

Is Lsg

Ig Lo

Tio Lo

1 L1y

112 L12

Iis L3

114 L4

115 Lis

128




Chapter 5 Propagation of SETs

is monitored only by one counter, and any SET in the counter might inhibit any
usable data for the origin inverter, but it is not true. Note that if the SET propagates
to the next stage and so on, it will be recorded in all the subsequent counters in the
tree. Hence, we can conclude that the origin inverter has the highest amount of fault
coverage, while the inverters in the last stage have the least amount of coverage.
The fault coverage for the architecture is presented in Table 5.1.

From Table 5.1 we can observe that the SET injected in the inverter located in
the first stage was recorded by all the 15 counters, while the inverters in the second
stage have only 7 counters that record the SETs. Furthermore, the inverters in the
last stage have only one counter that records their SETs.

Finally, the SET propagation in the inverter tree can be recorded safely using
this architecture as we have redundant counters recording the same in the forks. We
do not have enough redundancy in the fourth stage, and moreover particle strikes in
the last stage do not provide sufficient data about SET propagation. Therefore, we
are fine with not having any redundancy for the counters in the last stage. We will
elaborate more on the architectures’ efficiency in Sec. 5.4.1

5.2.1.2 Dynamic Mode

We can nicely exploit the symmetry of our tree structure with the UDCs: By con-
necting the up and down inputs to different inverter outputs (within the same level
of depth, of course), the observed difference will always be zero in the fault-free
case (which is why we can come along with a relatively small count range), and
it will give us insight into fault occurrences, as well as fault masking, respectively,
within one of the associated inverters. This principle works very well for the third
and fourth stage of the tree where we have a sufficient number of gates available
within the same stage.

Let us start the explanation of the architecture with the third stage: Here every
inverter output is observed by 3 UDCs, all of which will record every SET affecting
it. Should, in addition to the inverter, one UDC fail as well, we still have two
correct counts available. While the failure of the inverter plus two of its associated
UDC:s already exceed our target of tolerating two SETs per observation period, we
still have to consider the case of two UDCs being hit while the inverter operates
correctly. So let us select two arbitrary UDCs. If we choose the two that do not
share the same inverter output as an input, then we simply have two single faults
that can be easily detected by the respective two remaining, fault-free UDCs at
every connected node. If the UDCs share the same node for one of their inputs,
then their respective other input will be connected to different nodes, for which
the UDC fault again represents just a single fault and is hence covered. At these
locations the faulty UDCs can be identified, and so the remaining, third UDC can
still be identified even at the shared node, and its count be used. To implement this
strategy we need 6 UDCs for the third stage, as shown in Fig. 5.5.

For the fourth stage of the inverter tree we decided to use a similar strategy.
Here we carefully chose a combination of UDCs such that we could provide three
counters per inverter while at the same time taking care not to form "clusters", so at
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least one UDC would reach into another quadruple of nodes. For example, notice
the counters Ug, Ug and Uy in the Fig. 5.5. One can notice the UDC, U4 connected
to both Z; and Z;. Similarly notice the UDCs U5, U;3, and Uys.

For the stages 1 and 2 the situation is different, as we do not have a sufficient
number of nodes available. Here we have to employ additional LFSRs to attain the
desired radiation tolerance (recall that the UDC does not provide error detection
capabilities, while the LFSR does). More specifically we use one LFSR for stage 1
and 2 for stage 2, i.e. one per inverter output. For stage 2 we have one UDC and one
LFSR per node (see Fig. 5.5), which is again sufficient for reliable operation under
up to 2 faults: An SET within the LFSR can be detected by the LFSRs inherent
capabilities. As we know that in the fault free case all LFSR counts must be equal
(L1 = L2 = L3), it is straightforward to recover a lost L, from L3 and vice versa.
Should both be lost, we can rely that no fault has occurred in an inverter, by our
double-fault assumption; and we have U; for an additional check.

Figure 5.5: Measurement Architecture for the Inverter Tree — Dynamic Mode

In the first stage we only have one counter, which is obviously not sufficient
to withstand double faults, like one affecting both the inverter and the LFSR. Here
we must resort to the availability of correct LFSR counts from stage 2 (and this
explains why we did not simply use 3 UDCs in that stage). This is illustrated in
Table 5.2, where for each inverter it is shown in which counter an SET hit of it will
be reflected.

As can be seen in the table, we have sufficient coverage for all circuits — it even
looks like we have overdone the redundancy. Recall, however, that we want to mon-
itor fault masking, so we cannot assume that a transition, once entering the chain,
will actually propagate all the way through it. Therefore, as an additional require-
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Table 5.2: Fault coverage of the proposed architecture (symmetric cases for which
identical arguments apply are shown in parentheses)

Fault in circuit detectable by
I Ly, Lo, L3
L, Ly, Lo, L3
I, (I3) Lo, Uy, Us, Uy, Us, Ug, Uy, Ugo, Ui, Usps
Lo (L3) Lo, L3, Uy, Ly
Uy Lo, L3
Iy (Is...I7) Uy, Ug, U7, Uy, Uyg, U1y, Uga
Uy (Us...Ur) Us, Uy, Us, Us
Is (Ig...I15) Us, Uy, Uy
Usg (Ug...U19) Uy, Uyg, U11, U2

ment, we need a consistent view of counter values within each stage, i.e. without the
support of information from the adjacent stages. Only then we can reliably make
conclusions on faults that have popped up or vanished since the previous stage.

Recall that the discussion of radiation tolerance capabilities above has always
been carefully limited to information available within the stage under consideration,
and the entries in bold font in Table 5.2 illustrate that there is always enough "local"
information. The only exception is stage 1, where we had to partly rely on counts
from stage 2. This fact will compromise the analysis of fault masking by stage
1. However, we felt that adding a complete LFSR just for redundancy purposes is
too costly (in terms of area) for just having one single inverter (I;) included in this
analysis.

Overall our design has 22 counters, namely 19 UDCs and 3 LFSRs.

5.3 SET Analysis — Sklansky Adder

The primary purpose of the SET injection experiments presented in this section is
to validate that the proposed architecture indeed allows us to capture and identify
all SET occurrences by virtue of the available LFSR readouts, as demanded in re-
quirements (Req. 1.3 ¢), (R1), (R2) & (R3). A first problem here is the interleaving
of potential SET events with events generated by the normal operation of the adder.
We have two basic choices to solve this problem:

* Allow such an interleaving, increase the width of the counters to capture both
types of events, and subtract the counts due to normal activity (known from
fault free analysis) afterwards, or

* Operate the adder in the static mode to avoid the events caused by normal
operation. In that case the counters record SET related events only.
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From the view of (Req. 1.3 e) the second option is clearly preferable. The problem
here, however, is to identify a representative state of the adder in which to apply
the SETs. In the physical experiments with the chip we can simply plan for mul-
tiple runs, each starting with a different state of the adder. For the purpose of our
validation here, we want to check the worst scenario only (for the sake of saving
simulation time), and conclude that more benign scenarios will be handled by our
architecture as well. In order to identify this worst case scenario, we performed
preliminary simulations with a 2-bit Sklansky adder.

5.3.1 Identification of the most sensitive adder state

We constructed a 2-bit Sklansky adder by reducing the 16-bit architecture from
Fig. 5.2 to bits 0 and 1. Similarly we reduced the measurement architecture from
Fig. 5.3 to 2 bit. The worst case for the measurement infrastructure is the one where
a single SET becomes effective in many places. This happens when masking effects
are at their minimum.

From the three masking effects known in the literature, temporal masking does
not apply here, as we have a purely combinational circuit. We minimize electrical
masking by applying SETs of significant charge that cannot simply get filtered by
parasitic RC elements. Furthermore we took care to trigger the SETs at those points
in time where they actually can become effective, i.e., we created particle strikes to
hit the open transistors. To reduce logical masking to the minimum we applied SETs
in all possible (static) states of the adder, striving to identify the one that showed the
most significant effect. Note that in the physical experiments with the chip, the aim
will of course be different: Rather than artificially reducing all masking effects, the
crucial issue will be to study the extent of those very masking effects in practice,
and in this way identify sensitive locations and paths on the one hand and robust
ones on the other hand. However, at that time we must be able to rely on the chosen
measurement architecture.

Overall we were able to observe SET propagation in all states, and there were
a couple of sequences that showed better propagation of SETs; i.e. the length of
the SETs pulse never degraded as the SETs propagated, while the other sequences
did show some amount of degradation. One of those sequences that exhibited the
lowest degree of masking had its inputs (A, B, Cy) stuck at (1, 0, 0) to generate a
carry of