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# THE STOCHASTIC HEAT EQUATION IN TWO DIMENSIONS 


#### Abstract

For the equation $d v(t)=\left(\frac{1}{2} \Delta v+F_{t}\right) d t+\nabla v \cdot d W_{t}$ in 2 dimensions with $F_{t} \phi:=\int_{0}^{t} \phi\left(-W_{r}-\mu\right) d r$, we will show the existence and uniqueness of a solution in the sense of tempered distributions. Further, a connection between this solution and the self-intersection local time of a planar Brownian motion will be establised. We will also show that the first and second moment of the solution satisfy, in the sense of tempered distributions, certain PDEs and the moment generating function satisfies a certain PDE in the sense of distributions. A byproduct of this result is the existence of the moment generating function of the self-intersection local time $\mathbb{E}\left[\exp \left(\theta \beta_{2}(x, t)\right)\right]$ for points $x \neq 0$ and certain values of $\theta$.
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## 1. Introduction

In this work, we will try to look at the stochastic heat equation in two dimensions. As this is a rather broad topic, I already have to disappoint the reader by narrowing it down to a special case, which was (to my knowledge) first introduced in their studies of the limit order book by Hubalek, Krühner and Rheinländer. In [22] and [23], they considered the equation

$$
\begin{gathered}
d v(t)=\left(\frac{1}{2} D^{2} v(t)+f\right) d t+D v(t) d W_{t} \\
v(0)=0
\end{gathered}
$$

where $f=\delta_{\mu}$ for some $\mu \in \mathbb{R}_{+}$in order to describe the accumulation of orders at specific levels. Here $W_{t}$ is a one-dimensional Brownian motion. Their study revealed that a (in a certain sense) weak solution is directly connected to the Brownian local time and the moments of the solution satisfy certain PDEs.

The initial goal was to find a similar representation when we consider the same equation in the two-dimensional case ( $\mathbb{R}^{2}$, planar Brownian motion). Unfortunately this task proved rather difficult and the obtained results will therefore only be mentioned in the Appendix. The assumption that such a $L^{2}$-representation of a solution, if it existed, could be connected to the self-intersection local time (SILT) of a planar Brownian motion lead then to a slightly different SPDE, which turned out to be slightly easier to handle than the originally proposed equation.

The equation studied was derived by the attempt to find a possible connection between the "fundamental solution" ( $f=\delta$. ) and the SILT. We also take a look at the first two moments of the solution, but first we will introduce the concept of SILT and collect results from different approaches, which will prove to be rather useful later on. Another chapter will be devoted to the theory of SPDEs. The approach taken in this chapter is rather old for this subject and doesn't use the more "hip" semigroup approach which is known from [28, 13], but provides results about the existence and uniqueness of distributional solutions. Nonetheless, the Ansatz used by Hubalek, Krühner and Rheinländer to find an explicit representation of the solution which we will follow too, is rooted in Duhamel's principle and thereby closely related to the semigroup-approach.

## 2. A Crash course in SPDEs

In this part we want to consider SPDEs on $\mathbb{R}^{d}$ of the following form:

$$
\begin{equation*}
d u(t)=\sum_{i=1}^{d} \sum_{j=1}^{d} a_{i j} \frac{\partial u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{d} b_{i} \frac{\partial u}{\partial x_{i}}+c u+f d t+\left(\sum_{k=0}^{N}\left(\sum_{i=1}^{d} \sigma_{i k} \frac{\partial u}{\partial x_{i}}+\nu_{k} u+g_{k}\right) d W_{t}^{k}\right) \tag{2.1}
\end{equation*}
$$

Remark 1. We will try to find solutions in the Sobolev-Space $W^{2, p}\left(\mathbb{R}^{d}\right)$. An inconvenience which arises is that $W^{2, n}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{n-\frac{d}{2}}\left(\mathbb{R}^{d}\right)$ if and only if $2 n>d$. It can be shown that the solution belongs to $W^{2, n}\left(\mathbb{R}^{d}\right)$ only if the coefficients are $n-2$ times continuously differentiable with respect to $x \in \mathbb{R}^{d}$, so we have to suppose that our coefficients are more than $m+\frac{d}{2}-2$ times continuously differentiable even if the free terms belong to $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. At the same time, $W^{n, p}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{n-\frac{d}{p}}\left(\mathbb{R}^{d}\right)$ if $p n>d$. By taking $p$ sufficiently large, we see that the solutions have almost as many usual derivatives as weak ones.

Let us rewrite equation (2.1) into a more compact form:

$$
d u(t)=(L u+f) d t+\left(\Lambda_{k} u+g_{k}\right) d W_{t}^{k} \quad t>0
$$

where

$$
\begin{gathered}
L u:=\sum_{i=1}^{d} \sum_{j=1}^{d} a_{i j} \frac{\partial u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{d} b_{i} \frac{\partial u}{\partial x_{i}}+c u, \\
\Lambda_{k} u=\sum_{k=0}^{N}\left(\sum_{i=1}^{d} \sigma_{i k} \frac{\partial u}{\partial x_{i}}+\nu_{k} u\right) .
\end{gathered}
$$

We assume $W_{t}^{k}$ to be independent Brownian motions.
Considering the (deterministic) case, where all $\sigma_{k}, \nu_{k}$ and $g_{k}$ vanish, it would be adequate to recall some aspects, coming from the theory of parabolic PDEs.

With $\mathcal{D}$, we will denote the space of real valued Schwarz distributions on $\mathbb{R}^{d}$, defined on $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. For a given $p \in(1, \infty)$ and $n \in(-\infty, \infty)$, the space $H^{n, p}\left(\mathbb{R}^{d}\right)$ is defined as the space of (generalized) functions, such that $(1-\Delta)^{\frac{n}{2}} u \in L^{p}\left(\mathbb{R}^{d}\right)$. To give a proper meaning to this definition, let us introduce the term $(1-\Delta)^{\frac{n}{2}}$ in a slightly different way. Let $\alpha \in(0,1)$, then, for a constant $c_{\alpha}$, and all $z<0$

$$
(1-z)^{\alpha}=c_{\alpha} \int_{0}^{\infty} \frac{\exp (-t) \exp (t z)-1}{t^{\alpha}} \frac{1}{t} d t
$$

By a formal substitution of $\Delta$ instead of $z$, we get the following definition

$$
\begin{equation*}
(1-\Delta)^{\alpha} u=c_{\alpha} \int_{0}^{\infty} \frac{\exp (t) T_{t} u-u}{t^{\alpha}} \frac{1}{t} d t \tag{2.2}
\end{equation*}
$$

where $T_{t}$ denotes the semigroup generated by $\Delta$. We formally substituted $e^{z t}$ which is the solution of the ODE $f^{\prime}=z f$ by the solution of $T_{t}^{\prime}=\Delta T_{t}$.

As a quick reminder, $T_{t}$ is given by

$$
\begin{equation*}
T_{t} u(x):=\frac{1}{(4 \pi t)^{\frac{d}{2}}} \int_{\mathbb{R}^{d}} u(y) \exp \left(-\frac{1}{4 t}|x-y|^{2}\right) d y \tag{2.3}
\end{equation*}
$$

Similarly, we define for any $\alpha>0$

$$
\begin{equation*}
(1-\Delta)^{-\alpha} u=d_{\alpha} \int_{0}^{\infty} t^{\alpha} \exp (-t) T_{t} u \frac{1}{t} d t \tag{2.4}
\end{equation*}
$$

with an appropriate constant $d_{\alpha}$. It turns out that these formulas are sufficient to consistently define $(1-\Delta)^{\frac{n}{2}}$ for any $n \in(-\infty, \infty)$.

The application of $(1-\Delta)^{\frac{n}{2}}$ to an $f \in L^{p}$ is defined as a limit of the respective truncated integral in (2.2) or (2.4). We say that a distribution $u \in H^{n, p}$, if there exists an $f \in L^{p}$, such that $u=(1-\Delta)^{\frac{n}{2}} f$ in the sense of distributions.

For $u \in H^{n, p}$, we introduce the following norm

$$
\|u\|_{n, p}:=\left\|(1-\Delta)^{\frac{n}{2}} u\right\|_{p}
$$

where $\|\cdot\|_{p}$ denotes the usual $L^{p}$ norm.
It can be shown ([39]) that $H^{n, p}$ as defined above is a Banach space and $C_{0}^{\infty}$ lies dense.

For fixed $T>0$, we introduce the space $H_{p}^{1,2}(T)=H^{1, p}\left((0, T), H^{2, p}\left(\mathbb{R}^{d}\right)\right)$ as

$$
\left\{u(t, x):\|u\|_{1,2, p}^{p}:=\int_{0}^{T}\left\|\frac{\partial u}{\partial t}(t, \cdot)\right\|_{p}^{p} d t+\int_{0}^{T}\|u(t, \cdot)\|_{2, p}^{p} d t<\infty\right\}
$$

Proposition 2. For any $f \in L^{p}\left((0, T) \times \mathbb{R}^{d}\right)$ and $u_{0} \in H_{p}^{2-\frac{2}{p}}$ there exists a unique solution $u \in H_{p}^{1,2}(T)$ of the (deterministic) heat equation

$$
\frac{\partial u}{\partial t}=\Delta u+f
$$

on $(0, T) \times \mathbb{R}^{d}$ with initial data $u(0)=u_{0}$.
In addition,

$$
\begin{aligned}
& \left\|\frac{\partial^{2} u}{\partial x^{2}}\right\|_{L^{p}\left((0, T) \times \mathbb{R}^{d}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{p}\left((0, T) \times \mathbb{R}^{d}\right)} \leq N(d, p)\left(\|f\|_{L^{p}\left((0, T) \times \mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{2-\frac{2}{p}, p}\right), \\
& \|u\|_{1,2, p} \leq N(d, p, T)\left(\|f\|_{L^{p}\left((0, T) \times \mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{2-\frac{2}{p}, p}\right)
\end{aligned}
$$

Remark 3. For integers $n \geq 0$ the space $H^{n, p}$ coincides with the Sobolev space $W^{n, p}$.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, $\left(\mathcal{F}_{t}, t \geq 0\right)_{t}$ an increasing filtration of $\sigma$ fields $\mathcal{F}_{t} \subset \mathcal{F}$ containing all $\mathbb{P}$ null subsets of $\Omega$ and $\mathcal{P}$ the predictable $\sigma$ field generated by by $\left(\mathcal{F}_{t}, t \geq 0\right)_{t}$. Let $\left\{W_{t}^{k} ; k=1,2, \ldots\right\}$ be a family of independent one dimensional $\mathcal{F}_{t}$ adapted Brownian motions defined on $(\Omega, \mathcal{F}, \mathbb{P})$. We fix a $p \geq 2$ and an integer $d \geq 1$ and consider a distribution $u$ and a function $\phi \in C_{0}^{\infty}$. We observe that, for $u \in H^{n, p}$ and $\phi \in C_{0}^{\infty}$, by definition we get

$$
(u, \phi)=\left\langle(1-\Delta)^{\frac{n}{2}} u,(1-\Delta)^{-\frac{n}{2}} \phi\right\rangle=\int_{\mathbb{R}^{d}}\left((1-\Delta)^{\frac{n}{2}} u\right)(x)(1-\Delta)^{-\frac{n}{2}} \phi d x
$$

Since $(1-\Delta)^{\frac{n}{2}} u \in L^{p},(u, \phi)$ can be defined for any $\phi$ whose derivatives vanish sufficiently fast at infinity.

We can apply the same definition to $l^{2}$ valued functions $h\left(l^{2}\right.$ being the real valued sequence space of square summable sequences).

For this section, let us define the following norm

$$
\|\|h\|\|_{p}=\| \| h\left\|_{l^{2}}\right\|_{p}, \quad\| \| h\| \|_{n, p}:=\| \|(1-\Delta)^{\frac{n}{2}} h\left\|_{l^{2}}\right\|_{p}
$$

For stopping times $\tau$, we denote $(0, \tau \rrbracket:=\{(\omega, t): 0<\mathrm{t} \leq \tau(\omega)\}$ and

$$
\begin{gathered}
\mathbb{H}^{n, p}(\tau):=L^{p}\left(\left(0, \tau \rrbracket, \mathcal{P}, H^{n, p}\right),\right. \\
\mathbb{H}^{n, p}:=\mathbb{H}^{n, p}(\infty), \\
\mathbb{H}^{n, p}\left(\tau, l^{2}\right)=L^{p}\left(\left(0, \tau \rrbracket, \mathcal{P}, H^{n, p}\left(\mathbb{R}^{d}, l^{2}\right)\right),\right. \\
\mathbb{L}(\ldots):=\mathbb{H}^{0,2}(\ldots) .
\end{gathered}
$$

These spaces are equipped with the natural/obvious norms. Out of convenience, we treat the elements of these spaces as functions and, if for a given element, there exists a modification with "better" properties, we will always immediately consider this modification.

Although the spaces $\mathbb{H}^{n, p}$ carry some familiarity, elements of the space $\mathbb{H}^{n, p}\left(\tau, l^{2}\right)$ need not be defined on, or belong to $H^{n, p}$ for all $(\omega, t) \in(0, \tau \rrbracket$. These properties are, as usual, only needed for almost all $(\omega, t)$.

For $n \in \mathbb{R}$ and

$$
(f, g) \in \mathcal{F}^{n, p}(\tau):=\mathbb{H}^{n, p}(\tau) \times \mathbb{H}^{n+1, p}\left(\tau, l^{2}\right)
$$

we define

$$
\|(f, g)\|_{\mathcal{F}^{n, p}(\tau)}:=\|f\|_{\mathbb{H}^{n, p}(\tau)}+\|g\|_{\mathbb{H}^{n+1, p}\left(\tau, l^{2}\right)}
$$

Definition 4. For a $\mathcal{D}$ valued function $u \in \bigcap_{T>0} \mathbb{H}^{n, p}(\tau \wedge T)$, we write $u \in$ $\mathcal{H}^{n, p}(\tau)$, if $u_{x x} \in \mathbb{H}^{n-2, p}(\tau), u(0, \cdot) \in L^{p}\left(\Omega, \mathcal{F}_{0}, H^{n-\frac{2}{p}, p}\right)$ and there exists a pair $(f, g) \in \mathcal{F}^{n-2, p}(\tau)$ such that for any $\phi \in C_{0}^{\infty}$, the equality

$$
\begin{equation*}
\langle u(t, \cdot), \phi\rangle=\langle u(0, \cdot), \phi\rangle+\int_{0}^{t}\langle f(s, \cdot), \phi\rangle d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle g_{k}(s, \cdot), \phi\right\rangle d W_{s}^{k} \tag{2.6}
\end{equation*}
$$

holds for all $t \leq \tau$ with probability 1 . We also define

$$
\begin{gathered}
\mathcal{H}_{0}^{n, p}(\tau):=\mathcal{H}^{n, p}(\tau) \bigcap\{u: u(0, \cdot)=0\} \\
\|u\|_{\mathcal{H}^{n, p}(\tau)}:=\left\|u_{x x}\right\|_{\mathbb{H}^{n-2, p}(\tau)}+\|(f, g)\|_{\mathcal{F}^{n-2, p}(\tau)}+\left(\mathbb{E}\left[\|u(0, \cdot)\|_{n-\frac{2}{p}, p}^{p}\right]\right)^{\frac{1}{p}}
\end{gathered}
$$

As always, if $\tau=\infty$, we drop it in $\mathcal{H}^{n, p}(\tau)$ and $\mathcal{F}^{n, p}(\tau)$.
Remark 5. The elements of $\mathcal{H}^{n, p}(\tau)$, which is obviously a linear space, can be assumed to be defined for all $(\omega, t)$ and to take values in $\mathcal{D}$. Two elements of $\mathcal{H}^{n, p}(\tau)$ are, as usual, identified with each other, if $\left\|u_{1}-u_{2}\right\|_{\mathcal{H}^{n, p}(\tau)}=0$. It is also worth noting that the series of stochastic integrals $\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle g_{k}(s, \cdot), \phi\right\rangle d W_{s}^{k}$
converges uniformly in $t$ in probability on $[0, \tau \wedge T]$ for any finite $T$, since its quadratic variation satisfies

$$
\begin{gathered}
\sum_{k=1}^{\infty} \int_{0}^{\tau \wedge T}\left\langle g_{k}(s, \cdot), \phi\right\rangle^{2} d s=\sum_{k=1}^{\infty} \int_{0}^{\tau \wedge T}\left\langle(1-\Delta)^{\frac{n-1}{2}} g_{k}(s, \cdot),(1-\Delta)^{\frac{1-n}{2}} \phi\right\rangle^{2} d s \\
\left.\leq\left.\left\|(1-\Delta)^{\frac{1-n}{2}} \phi\right\|_{1} \int_{0}^{\tau \wedge T} \sum_{k=1}^{\infty}\langle |(1-\Delta)^{\frac{n-1}{2}} g_{k}(s, \cdot)\right|^{2},\left|(1-\Delta)^{\frac{1-n}{2}} \phi\right|\right\rangle d s \\
\leq N \int_{0}^{\tau \wedge T}\left\|\left(\sum_{k=1}^{\infty}\left|(1-\Delta)^{\frac{n-1}{2}} g_{k}(s, \cdot)\right|^{2}\right)^{\frac{1}{2}}\right\|^{2} d s<\infty \quad \text { a.s. }
\end{gathered}
$$

with $N:=\left\|(1-\Delta)^{\frac{1-n}{2}} \phi\right\|_{1}\left\|(1-\Delta)^{\frac{1-n}{2}} \phi\right\|_{q}, q:=\frac{p}{p-2}$. We have also used that $p \geq 2$.
$\langle u(t, \cdot), \phi\rangle$ is continuous in $t$ on $[0, \tau \wedge T]$, as a consequence of the uniform convergence for any finite $T$ (a.s.).

Remark 6. The pair $(f, g)$ is unique, as otherwise 0 could be written as the sum of a continuous process of finite variation and a continuous local martingale, which is only possible, if both processes vanish.

Remark 7. The operator $(1-\Delta)^{\frac{m}{2}}$ maps $H^{n, p}$ isometrically onto $H^{n-m, p}$ for any $n$ and $m$. The previous remarks also show, that the same relation holds true for $\mathcal{H}^{n, p}(\tau)$, since for any given $u \in \mathcal{H}^{n, p}(\tau)$, we can take functions $\phi$ whose derivatives vanish exponentially fast at infinity and substitute $\phi$ with $(1-\Delta)^{\frac{m}{2}} \phi$, which gives us this result. We also have the same result for $\mathbb{H}^{n, p}(\tau)$.
Definition 8. If (2.6) holds for $u \in \mathcal{H}^{n, p}(\tau)$, we write $f=A u, g=B u$ and also

$$
\begin{gathered}
u(t)=u(0)+\int_{0}^{t} A u(s) d s+\sum_{k=1}^{\infty} \int_{0}^{t} B^{k} u(s) d W_{s}^{k} \quad t \leq \tau \\
d u=f d t+\sum_{k=1}^{\infty} g^{k} d W_{s}^{k} \quad t \leq \tau
\end{gathered}
$$

Remark 9. $A$ is a continuous operator from $\mathcal{H}^{n, p}(\tau)$ to $\mathbb{H}^{n-2, p}(\tau)$ and $B$ is a continuous operator from $\mathcal{H}^{n, p}(\tau)$ to $\mathbb{H}^{n-2, p}\left(\tau, l_{2}\right)$ (which follows directly from the definitions). Even though we don't know that much about $\mathcal{H}^{n, p}(\tau)$, it is obvious, that $H^{12, p}(\tau) \subset \mathcal{H}^{2, p}(\tau)$.
Theorem 10. The spaces $\mathcal{H}^{n, p}(\tau)$ and $\mathcal{H}_{0}^{n, p}(\tau)$, equipped with the norm

$$
\|u\|_{\mathcal{H}^{n, p}(\tau)}:=\left\|u_{x x}\right\|_{\mathbb{H}^{n-2, p}(\tau)}+\|(f, g)\|_{\mathcal{F}^{n-2, p}(\tau)}+\left(\mathbb{E}\left[\|u(0, \cdot)\|_{n-\frac{2}{p}, p}^{p}\right]\right)^{\frac{1}{p}}
$$

are Banach spaces. If $\tau \leq T$ for a finite $T$, then for $u \in \mathcal{H}^{n, p}(\tau)$ the following holds

$$
\begin{equation*}
\|u\|_{\mathbb{H}^{n, p}(\tau)} \leq N(d, T)\|u\|_{\mathcal{H}^{n, p}(\tau)} \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq \tau}\|u(t, \cdot)\|_{n-2, p}^{p}\right] \leq N(d, T)\|u\|_{\mathcal{H}^{n, p}(\tau)}^{2} \tag{2.8}
\end{equation*}
$$

Proof. Obviously, $\|u\|_{\mathbb{H}^{n, p}(\tau)}=\|(1-\Delta) u\|_{\mathbb{H}^{n-2, p}(\tau)} \leq\|u\|_{\mathbb{H}^{n-2, p}(\tau)}+\|u\|_{\mathcal{H}^{n, p}(\tau)}$.
We will remind ourselves of the previous remarks and assume $n=2$. Let us take a nonnegative $\rho \in C_{c}^{\infty}$ with integral equal to 1 and define $\rho_{\epsilon}(x)=\frac{\rho\left(\frac{x}{\epsilon}\right)}{\epsilon}$, and for functions $u$, let $u^{(\epsilon)}(x):=u * \rho_{\epsilon}(x) . u^{(\epsilon)}$ is still a continuous, infinitely differentiable function for any distribution $u$. If we plug $\rho_{\epsilon}(\cdot-x)$ into (2.6) instead of $\phi$, we get for any $x$ that the following equality holds almost surely

$$
\begin{equation*}
u^{(\epsilon)}(t)=u^{(\epsilon)}(0)+\int_{0}^{t} f^{(\epsilon)}(s, x) d s+\sum_{k=1}^{\infty} \int_{0}^{t} g^{(\epsilon) k}(s, x) d W_{s}^{k} \quad t \leq \tau \tag{2.9}
\end{equation*}
$$

If necessary, we redefine the stochastic integral in such a way, that (2.9) holds for all $\omega, t$ and $x$, such that $t \leq \tau$.

$$
\mathbb{E}\left[\left\|u^{(\epsilon)}(0, \cdot)\right\|_{p}^{p}\right] \leq \mathbb{E}\left[\|u(0, \cdot)\|_{p}^{p}\right] \leq \mathbb{E}\left[\|u(0, \cdot)\|_{\frac{n-2}{p}, p}^{p}\right] \leq\|u\|_{\mathcal{H}^{n, p}(\tau)}
$$

where we used that, by Minkowski's inequality, $\left\|h^{(\epsilon)}\right\|_{p} \leq\left\|\rho_{\epsilon}\right\|_{1}\|h\|_{p}=\|h\|_{p}$. Similarly

$$
\begin{gathered}
\left|\int_{0}^{t} f^{(\epsilon)}(s, x) d s\right|^{p} \leq T^{p-1} \int_{0}^{\tau}\left|f^{(\epsilon)}(s, x)\right|^{p} d s \\
\mathbb{E}\left[\sup _{t \leq \tau}\left\|\int_{0}^{t} f^{(\epsilon)}(s, x) d s\right\|_{p}^{p}\right] \leq T^{p-1} \mathbb{E}\left[\int_{0}^{t}\left\|f^{(\epsilon)}(s, x)\right\|_{p}^{p} d s\right] \leq T^{p-1}\|u\|_{\mathcal{H}^{n, p}(\tau)}^{p}
\end{gathered}
$$

By Burkholder-Davis-Grundy inequalities,

$$
\begin{gathered}
\mathbb{E}\left[\sup _{t \leq \tau}\left|\sum_{k=1}^{\infty} \int_{0}^{t} g^{(\epsilon) k}(s, x) d W_{s}^{k}\right|^{p}\right] \leq N \mathbb{E}\left[\left.\left.\left|\int_{0}^{\tau} \sum_{k=1}^{\infty}\right| g^{(\epsilon) k}(s, x)\right|^{2} d s\right|^{\frac{p}{2}}\right] \\
=N \mathbb{E}\left[\left|\int_{0}^{\tau}\left\|g^{(\epsilon)}(s, x)\right\|_{l_{2}}^{2} d s\right|^{\frac{p}{2}}\right]
\end{gathered}
$$

As above ((2.9) gives again sense to the first term below)

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{t \leq \tau}\left\|\sum_{k=1}^{\infty} \int_{0}^{t} g^{(\epsilon) k}(s, x) d W_{s}^{k}\right\|_{p}^{p}\right] \mid \leq \int_{\mathbb{R}^{d}} \mathbb{E}\left[\sup _{t \leq \tau}\left|\sum_{k=1}^{\infty} \int_{0}^{\tau} g^{(\epsilon) k}(s, x) d s\right|^{p}\right] d x \\
& \leq N \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|\int_{0}^{\tau}\left\|g^{(\epsilon)}(s, x)\right\|_{l_{2}}^{2} d s\right|^{\frac{p}{2}} d x\right] \leq N \mathbb{E}\left[\left(\int_{0}^{\tau}\| \| g^{(\epsilon)}(s, \cdot)\left\|_{l_{2}}^{2}\right\|_{\frac{p}{2}} d s\right)^{\frac{p}{2}}\right] \\
& =N \mathbb{E}\left[\left(\int_{0}^{\tau}\| \| g^{(\epsilon)}(s, \cdot)\left\|_{l_{2}}\right\|_{p}^{2} d s\right)^{\frac{p}{2}}\right] \leq N \mathbb{E}\left[\int_{0}^{\tau}\| \| g^{(\epsilon)}(s, \cdot)\left\|_{l_{2}}\right\|_{p}^{p} d s\right]
\end{aligned}
$$

$$
\leq N\|g\|_{\mathbb{L}_{p}\left(\tau, l_{2}\right)}^{p} \leq N\|u\|_{\mathcal{H}^{n, p}(\tau)}
$$

Along with (2.9), this leads to

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq \tau}\left\|u^{(\epsilon)}(t, \cdot)\right\|_{p}^{p}\right] \leq N\|u\|_{\mathcal{H}^{n, p}(\tau)}^{p} \tag{2.10}
\end{equation*}
$$

Using the fact, that $\left\|h^{(\epsilon)}-h^{(\gamma)}\right\|_{p} \rightarrow 0$ for $h \in L^{p}$, when $\epsilon, \gamma \rightarrow 0$, considering $u^{\left(\frac{1}{m}\right)}-u^{\left(\frac{1}{k}\right)}$, we see that $u^{\left(\frac{1}{m}\right)}(t \wedge \tau, x)$ is a Cauchy sequence in $L^{p}\left(\Omega, B\left([0, T], L^{p}\right)\right)$. Let us denote the limit in this space by $v$. For a subsequence $m^{\prime}$, we have $u^{\left(\frac{1}{\left.m^{\prime}\right)}\right.}(t, \cdot) \rightarrow$ $v(t, \cdot)$ in $L^{p}$ for $t \leq \tau$, with probability 1 . On the other hand $u^{\left(\frac{1}{m}\right)}(t, \cdot) \rightarrow u(t, \cdot)$, in the sense of distributions for all $\omega$, $t$, such that $t \leq \tau(\omega)$. Therefore, it holds for $t \leq \tau$, with probability 1 , that $u(t, \cdot) \in L^{p}$. For $n=2$, (2.10) and Fatou's lemma give us the second inequality of the Theorem.

Let us check now the completeness of $\mathcal{H}^{n, p}(\tau)$. If we take a Cauchy sequence $u_{i}$ in $\mathcal{H}^{n, p}(\tau)$, then it is also a Cauchy sequence in $\mathbb{H}^{n, p}(\tau \wedge T)$ for any $T$ and there exists a $u \in \cap_{T \geq 0} \mathbb{H}^{n, p}(\tau \wedge T)$, such that $\left\|u-u_{i}\right\|_{\mathbb{H}^{n, p}(\tau \wedge T)} \rightarrow 0$. Additionally, $\frac{\partial^{2}}{\partial x^{2}} u_{i}$ form a Cauchy sequence and therefore converge in $\mathbb{H}^{n-2, p}(\tau)$, from which follows, that $\left\|\frac{\partial^{2}}{\partial x^{2}} u_{i}-\frac{\partial^{2}}{\partial x^{2}} u\right\|_{\mathbb{H}^{n-2, p}(\tau)} \rightarrow 0$.

For $u_{i}(0), f_{i}, g_{i}$, corresponding to $u_{i}$, there exist $u(0) \in L^{p}\left(\Omega, \mathcal{F}_{0}, H^{n-\frac{2}{p}, p}\right)$ and $(f, g) \in \mathcal{F}^{n-2, p}(\tau)$, such that

$$
\begin{gathered}
\mathbb{E}\left[\left\|u(0)-u_{i}(0)\right\|_{n-\frac{2}{p}, p}^{p}\right] \rightarrow 0 \\
\left\|f-f_{i}\right\|_{\mathbb{H}^{n-2, p}(\tau)} \rightarrow 0 \\
\left\|g-g_{i}\right\|_{\mathbb{H}^{n-1, p}\left(\tau, l_{2}\right)} \rightarrow 0
\end{gathered}
$$

By using the remark directly after (2.6), one can show that for any $\phi \in C_{0}^{\infty}$, (2.6) holds in ( $0, \tau \|$ almost everywhere.

On the other hand, the previously proven inequalities imply that (at least for a modification of) $u$

$$
\mathbb{E}\left[\sup _{t \leq \tau \wedge T}\left\|u(t, \cdot)-u_{i}(t, \cdot)\right\|_{n-2, p}^{p}\right] \rightarrow 0
$$

for any constant $t<\infty$. Remarking, that the processes $\left\langle u_{i}(t, \cdot), \phi\right\rangle$ are a.s. continuous, we can conclude, that $\langle u(t, \cdot), \phi\rangle$ is also a.s. continuous. Thus, (2.6) holds not only in $(0, \tau \rrbracket$ almost everywhere, but also for all $t \leq \tau$ almost surely. Hence $u \in \mathcal{H}^{n, p}(\tau)$ and $u_{i} \rightarrow u$ in $\mathcal{H}^{n, p}(\tau)$.

Theorem 11. Let $g \in \mathbb{H}^{n, p}\left(l_{2}\right)$, then there exists a sequence $g_{i} \in \mathbb{H}^{n, p}\left(l_{2}\right)$, such that $\left\|g-g_{i}\right\|_{\mathbb{H}^{n, p}\left(l_{2}\right)}$ and

$$
g_{i}^{k}= \begin{cases}\sum_{j=1}^{i} \chi_{\left(\tau_{j-1}^{i}, \tau_{j}^{i}\right]}(t) g_{i}^{j k} & k \leq i \\ 0 & k>i\end{cases}
$$

where $\tau_{j-1}^{i} \leq \tau_{j}^{i}$ are bounded stopping times and $g_{i}^{j k} \in C_{c}^{\infty}$.

Proof. Due to the argument in Remark 7 and the density of $C_{c}^{\infty}$ in any $H^{n, p}$, we only need to consider the case $n=0$. Further, we can easily see, that the set of $g \in \mathbb{L}^{p}\left(l_{2}\right)$ for which this statement holds is a linear, closed subspace $\mathbb{L}$ of $\mathbb{L}^{p}\left(l_{2}\right)$. What remains to show is that $\mathbb{L}=\mathbb{L}^{p}\left(l_{2}\right)$. If this was not true then there exists, by Riesz's theorem, a nonzero $h \in \mathbb{L}^{q}\left(l_{2}\right)$ (with $q=\frac{p}{p-1}$ ) such that

$$
\mathbb{E}\left[\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\langle h, g\rangle_{l_{2}} d x d t\right]=0
$$

for any $g \in \mathbb{L}$. In particular

$$
\mathbb{E}\left[\int_{0}^{\infty} \chi_{(0, \tau]}\left(\int_{\mathbb{R}^{d}} h^{k}, g d x\right) d t\right]=0
$$

for any bounded stopping time $\tau, k \geq 1$ and $g \in C_{c}^{\infty}$. Since $\int_{\mathbb{R}^{d}} h^{k}, g d x$ is (almost everywhere equal to) a predictable function, it follows that $\int_{\mathbb{R}^{d}} h^{k}, g d x=0$ on $(0, \infty \rrbracket$ (a.e.).

Taking $g$ from a countable subset $\mathcal{G} \subset C_{c}^{\infty}$ that is dense in $L^{p}$, we get that on a subset of $(0, \infty \rrbracket$ of full measure

$$
\int_{\mathbb{R}^{d}} h^{k}, g d x=0 \quad \forall g \in \mathcal{G}, k \geq 1
$$

But then $h^{k}=0$ (a.e.) on $\left(0, \infty \rrbracket \times \mathbb{R}^{d}\right.$, which contradicts $h \neq 0$.
Theorem 12. Let $T \in(0, \infty)$. If $u_{i} \in \mathcal{H}^{n, p}(T), i=1,2, \ldots$, and $\left\|u_{i}\right\|_{\mathcal{H}^{n, p}(T)} \leq K$ for a finite constant $K$, then there exists a subsequence $i^{\prime}$ and a function $u \in$ $\mathcal{H}^{n, p}(T)$, such that
(i)

$$
\begin{array}{cc}
u_{i^{\prime}} \rightharpoonup u & \text { in } \mathbb{H}^{n, p}(T), \\
u_{i^{\prime}}(0, \cdot) \rightharpoonup u(0, \cdot) & \text { in } L^{p}\left(\Omega, H^{n-\frac{p}{2}, p}\right), \\
A u_{i^{\prime}} \rightharpoonup A u & \text { in } \mathbb{H}^{n-2, p}(T), \\
B u_{i^{\prime}} \rightharpoonup B u & \text { in } \mathbb{H}^{n-1, p}\left(T, l_{2}\right) .
\end{array}
$$

(ii)

$$
\|u\|_{\mathcal{H}^{n, p}(T)} \leq K
$$

(iii)

For any $\phi \in C_{c}^{\infty}$ and any $t \in[0, T]$, we have $\left\langle\phi, u_{i^{\prime}}(t, \cdot)\right\rangle \rightharpoonup\langle\phi, u(t, \cdot)\rangle$ in $L^{p}(\Omega)$.
Proof. From the properties of the $L^{p}$ spaces, the existence of a subsequence and $i^{\prime}$ and the weak convergence to some $u, u(0, \cdot), A u, B u$ in the respective spaces. For any $\phi \in C_{c}^{\infty}$, the expressions in

$$
\left\langle u_{i^{\prime}}(t, \cdot), \phi\right\rangle=\left\langle u_{i^{\prime}}(0, \cdot), \phi\right\rangle+\int_{0}^{t}\left\langle A u_{i^{\prime}}(s, \cdot), \phi\right\rangle d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle B^{k} u_{i^{\prime}}(s, \cdot), \phi\right\rangle d W_{s}^{k}
$$

converge in the corresponding spaces. Since integration and stochastic integration can be consider as continuous linear operators (which means that they are also weakly continuous operators), we have that for any $\phi \in C_{c}^{\infty}$,

$$
\begin{equation*}
\langle u(t, \cdot), \phi\rangle=\langle u(0, \cdot), \phi\rangle+\int_{0}^{t}\langle A u(s, \cdot), \phi\rangle d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle B^{k} u(s, \cdot), \phi\right\rangle d W_{s}^{k} \tag{2.11}
\end{equation*}
$$

for almost all $(\omega, t) \in \Omega \times[0, T]$.
By the Banach-Saks theorem, there exists a sequence $\left(v_{i^{\prime}}, A v_{i^{\prime}}, B v_{i^{\prime}}\right)$ of convex combinations of ( $u_{i^{\prime}}, A u_{i^{\prime}}, B u_{i^{\prime}}$ ), which converges strongly to $(u, f, g)$ in $\mathbb{H}^{n, p}(T) \times$ $\mathbb{H}^{n-2, p}(T) \times \mathbb{H}^{n-1, p}\left(T, l_{2}\right)$. From (2.8), it follows that

$$
\mathbb{E}\left[\sup _{t \leq T}\left\|v_{i}-v_{j}\right\|_{n-2, p}^{p}\right] \rightarrow 0
$$

as $i, j \rightarrow \infty$. Therefore, there exists a $H^{n-2, p}$ valued function $v$ on $\Omega \times[0, T]$, such that

$$
\mathbb{E}\left[\sup _{t \leq T}\left\|v_{i}-v\right\|_{n-2, p}^{p}\right] \rightarrow 0
$$

In particular, we have that for any $\phi \in C_{c}^{\infty}\left\langle v_{i}(t, \cdot), \phi\right\rangle \rightarrow\langle v(t, \cdot), \phi\rangle$ uniformly on $[0, T]$ in probability. On the other hand, the strong convergence of $v_{i}$ to $u$ in $\mathbb{H}^{n, p}(T)$ implies that $\left\langle v_{i}(t, \cdot), \phi\right\rangle \rightarrow\langle u(t, \cdot), \phi\rangle$ on $\Omega \times[0, T]$ in measure. From this, we can conclude that $\left\langle v_{i}(t, \cdot), \phi\right\rangle \rightarrow\langle u(t, \cdot), \phi\rangle$ a.e.. Because $\phi$ was arbitrary and by the density of $C_{c}^{\infty}$ in the spaces conjugate to $\mathbb{H}^{n, p}(T), u=v$ a.e. on $\Omega \times[0, T]$ (as generalized functions).

Thus, we have $v \in \mathbb{H}^{n, p}(T)$ and as $\left\langle v_{i}(t), \phi\right\rangle$ are given by equations, similar to (2.11), implies that $\left\langle v_{i}(t), \phi\right\rangle$ is (a.s.) continuous in $t$. The uniform convergence of $\left\langle v_{i}(t), \phi\right\rangle$ to $\langle v(t), \phi\rangle$ yields the a.s. continuity of $\langle v(t), \phi\rangle$. By the above, (2.11) still holds for almost all $(\omega, t) \in \Omega \times[0, T]$, if $\langle u(t), \phi\rangle$ is replaced by $\langle v(t), \phi\rangle$. Since the latter is continuous and the right hand side of (2.11) is continuous as well, $\langle v(t), \phi\rangle$ equals the right hand side of (2.11) for all $t \in[0, T]$ (a.s.). Hence, $v \in \mathcal{H}^{n, p}(T)$, which shows (i) for $v$ instead of $u$, but this is irrelevant.
(ii) follows from the a.e. equality of $u=v$ on $\Omega \times[0, T]$ and from the fact that the norm of the weak limit is less or equal to the liminf of the norms of the sequence (Banach-Steinhaus).

For (iii), we take a $\phi \in C_{c}^{\infty}$ and a $\psi \in L^{q}(\Omega)$ with $q=\frac{p}{p-1}$ and write

$$
\begin{gathered}
\mathbb{E}\left[\psi\left(\left\langle u_{i}(t, \cdot), \phi\right\rangle\right)\right] \\
=\mathbb{E}\left[\psi\left(\left\langle u_{i}(0, \cdot), \phi\right\rangle\right)\right]+\mathbb{E}\left[\psi\left(\int_{0}^{t}\left\langle A u_{i}(s, \cdot), \phi\right\rangle d s\right)\right]+\mathbb{E}\left[\psi\left(\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle B^{k} u(s, \cdot), \phi\right\rangle d W_{s}^{k}\right)\right] .
\end{gathered}
$$

By the previously stated properties of the operators and (i),

$$
\lim _{i^{\prime} \rightarrow \infty} \mathbb{E}\left[\psi\left(\left\langle u_{i^{\prime}}(t, \cdot), \phi\right\rangle\right)\right]
$$

$$
\begin{gathered}
=\lim _{i^{\prime} \rightarrow \infty}\left(\mathbb{E}\left[\psi\left(\left\langle u_{i^{\prime}}(0, \cdot), \phi\right\rangle\right)\right]+\mathbb{E}\left[\psi\left(\int_{0}^{t}\left\langle A u_{i^{\prime}}(s, \cdot), \phi\right\rangle d s\right)\right]+\mathbb{E}\left[\psi\left(\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle B^{k} u_{i^{\prime}}(s, \cdot), \phi\right\rangle d W_{s}^{k}\right)\right]\right) \\
=\mathbb{E}[\psi(\langle u(0, \cdot), \phi\rangle)]+\mathbb{E}\left[\psi\left(\int_{0}^{t}\langle A u(s, \cdot), \phi\rangle d s\right)\right]+\mathbb{E}\left[\psi\left(\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle B^{k} u(s, \cdot), \phi\right\rangle d W_{s}^{k}\right)\right] \\
=\mathbb{E}[\psi(\langle u(t, \cdot), \phi\rangle)]
\end{gathered}
$$

This proves (iii).
Now, we want to look for functions $u \in \mathcal{H}_{0}^{n, p}(\tau)$, such that $A, B$ are of the form $A u=L u+f$,
$B u=C u+g$.
So (2.1) will basically be of the form

$$
\begin{equation*}
d u(t)=\sum_{i=1}^{d} \sum_{j=1}^{d} a_{i j}(t) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+c u+f d t+\left(\sum_{k=0}^{N}\left(\sum_{i=1}^{d} \sigma_{i k}(t) \frac{\partial u}{\partial x_{i}}+g_{k}\right) d W_{t}^{k}\right) . \tag{2.12}
\end{equation*}
$$

In order to make things a bit easier, we consider the special case

$$
\begin{equation*}
d u(t, x)=\Delta u(t, x)+f(t, x) d t+\left(\sum_{k=0}^{N} g_{k} d W_{t}^{k}\right) \quad t>0 \tag{2.13}
\end{equation*}
$$

In the following, the operators $T_{t}$ are defined by (2.3) and $p \geq 2$.
Lemma 13. Let $-\infty \leq a<b \leq \infty, g \in L^{p}\left((a, b) \times \mathbb{R}^{d}, l_{2}\right)$, then
$\int_{\mathbb{R}^{d}} \int_{a}^{b}\left(\int_{a}^{t}\left\|\nabla T_{t-s} g(s, \cdot)(x)\right\|_{l_{2}}^{2} d s\right)^{\frac{p}{2}} d t d x \leq N(d, p) \int_{\mathbb{R}^{d}} \int_{a}^{b}\|g(t, x)\|_{l^{2}}^{p} d t d x$.
Proof. [?].
Theorem 14. For $f \in \mathbb{H}^{-1, p}, g \in \mathbb{L}^{p}\left(l_{2}\right)$,
(i) (2.13) with zero initial condition has a unique solution $u \in \mathcal{H}^{1, p}(\tau)$.
(ii) For this equation we have

$$
\begin{equation*}
\left\|\frac{\partial^{2} u}{\partial x \partial x}\right\|_{\mathbb{H}^{-1, p}} \leq N(d, p)\left(\|f\|_{\mathbb{H}^{-1, p}}+\|g\|_{\mathbb{L}\left(l_{2}\right)}\right) \tag{2.14}
\end{equation*}
$$

(iii) For this solution we have $u \in C_{l o c}\left([0, \infty), L^{p}\right)$ almost surely, and for any $\lambda, T>0$,

$$
\begin{align*}
& \mathbb{E}\left[\sup _{t \leq T}\left(\exp (-p \lambda t)\|u(t, \cdot)\|_{p}^{p}\right)\right]+\mathbb{E}\left[\int_{0}^{T} \exp (-p \lambda t)\left\||u|^{\frac{p-2}{p}}\left|\frac{\partial u}{\partial x}\right|^{\frac{2}{p}}(t, \cdot)\right\|_{p}^{p}\right] \\
& 5) \quad \leq N(d, p, \lambda)\left(\|\exp (-\lambda t) f\|_{\mathbb{H}^{-1, p}}^{p}+\|\exp (-\lambda t) g\|_{\mathbb{L}\left(T, l_{2}\right)}^{p}\right) . \tag{2.15}
\end{align*}
$$

Proof. There exists a linear operator
$P: H^{-1, p} \rightarrow\left(L^{p}\right)^{d+1}$,
such that if $h \in H^{-1, p}$ and $P h=\left(h_{0}, \tilde{h}^{1}, \ldots, \tilde{h}^{d}\right)$, then $h=h_{0}+\operatorname{div}(\tilde{h})$ and

$$
\begin{equation*}
\|\tilde{h}\|^{p}+\left\|h_{0}\right\|^{p} \leq N(d, p)\|h\|_{-1, p}, \quad\|h\|_{-1, p} \leq N(d, p)\left(\|\tilde{h}\|^{p}+\left\|h_{0}\right\|^{p}\right) \tag{2.16}
\end{equation*}
$$

Actually, we can choose $\tilde{h}=-\nabla\left((1-\Delta)^{-1} h\right)$ and $h_{0}=h-\operatorname{div}(\tilde{h})=(1-\Delta)^{-1} h$.
Indeed, $\left\|h_{0}\right\|_{p}=\|h\|_{-2, p} \leq\|h\|_{-1, p}$. Also, the fact, that $\frac{\partial}{\partial x_{i}}$ is a bounded operator from $H^{n, p}$ to $H^{n+1, p}$ for any $n([39])$ means that $\frac{\partial}{\partial x_{i}}(1-\Delta)^{-\frac{1}{2}}$ is a bounded operator from $H^{n, p}$ to $H^{n, p}$ and $\frac{\partial}{\partial x_{i}}(1-\Delta)^{-1}$ is a bounded operator from $H^{n, p}$ to $H^{n-1, p}$. This is the reason, why $\|\tilde{h}\|_{p} \leq N(d, p)\|h\|_{-1, p}$. This results in the first estimate of (2.16). On the other hand $(1-\Delta)^{-\frac{1}{2}} h=(1-\Delta)^{-\frac{1}{2}} h_{0}+$ $\operatorname{div}\left(\frac{\partial}{\partial x_{i}}(1-\Delta)^{-\frac{1}{2}}\right) \tilde{h}$ and both operators on the right hand side are bounded on $L^{p}$.

Define $\left(f_{0}, \tilde{f}\right)=P f$. Equation (2.13) takes the form

$$
\begin{equation*}
d u=\left(\Delta u+f_{0}+\operatorname{div}(\tilde{f})\right) d t+\sum_{k} g^{k} d W_{t}^{k} \tag{2.17}
\end{equation*}
$$

and we supply it with zero initial condition. Now we will prove, that for arbitrary $f_{0}, \tilde{f} \in \mathbb{L}^{p}$, our assertions hold for (2.17) instead of (2.13). Obviously, in (2.14) and (2.15), $f=f_{0}+\operatorname{div}(\tilde{f})$.

First we consider the (very particular) case, in which

$$
\begin{align*}
f_{0}(t, x) & =\sum_{i=1}^{m} \chi_{\left(\tau_{i-1}, \tau_{i}\right]}(t) f_{0 i}(x)  \tag{2.18}\\
\tilde{f}(t, x) & =\sum_{i=1}^{m} \chi_{\left(\tau_{i-1}, \tau_{i}\right]}(t) \tilde{f}_{i}(x) \\
g(t, x) & =\sum_{k=1}^{m} g^{k}(t, x) h_{k} \\
g^{k}(t, x) & =\sum_{i=1}^{m} \chi_{\left(\tau_{i-1}, \tau_{i}\right]}(t) g^{i k}(x)
\end{align*}
$$

where $\left\{h_{k}\right\}$ is the standard orthonormal basis in $l_{2}, m<\infty, \tau_{i}$ are bounded stopping times with $\tau_{i-1} \leq \tau_{i}$ and $f_{0 i}, \tilde{f}, g^{i k} \in C_{c}^{\infty}$.

Set

$$
\begin{gather*}
v(t, x)=\sum_{k} \int_{0}^{t} g^{k}(s, x) d W_{s}^{k}=\sum_{i=1}^{m} \sum_{k=1}^{m} g^{i k}(x)\left(W_{t \wedge \tau_{i}}^{k}-W_{t \wedge \tau_{i-1}}^{k}\right) \\
u(t, x)) v(t, x)+\int_{0}^{t} T_{t-s}(\Delta v+f)(s, \cdot)(x) d s, \quad \forall t \geq 0 \tag{2.19}
\end{gather*}
$$

It is easy to see that, by definition, the function $u-v$ is infinitely often differentiable in $(t, x)$ and satisfies the equation

$$
\frac{\partial z}{\partial t}=\Delta z+\Delta v+f
$$

For any $x$, it follows that, the function $u(t, x)$ satisfies almost surely

$$
\begin{equation*}
u(t, x)=\int_{0}^{t}(\Delta u(s, x)+f(s, x)) d s+\sum_{k=1}^{m} \int_{0}^{t} g^{k}(s, x) d W_{s}^{k} \tag{2.20}
\end{equation*}
$$

Now, we want to obtain some bounds on the norms of $u$, for that we define

$$
u_{1}(t, x)=\int_{0}^{t} T_{t-s} f(s, x) d s
$$

By Proposition (2), dealing with the deterministic case, for any $\omega$,

$$
\begin{equation*}
\left\|\frac{\partial^{2} u_{1}}{\partial x^{2}}\right\|_{L^{p}\left(\mathbb{R}_{+}, H^{-1, p}\right)} \leq N\|f\|_{L^{p}\left(\mathbb{R}_{+}, H^{-1, p}\right)} \tag{2.21}
\end{equation*}
$$

Using once again, that the operators $\frac{\partial}{\partial x_{i}}(1-\Delta)^{-\frac{1}{2}}$ are bounded in $L^{p}$ for any $p>1$.
$\left\|\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial^{2} u_{1}}{\partial x^{2}}\right\|_{\mathbb{H}^{-1, p}}^{p} \leq N\left\|\frac{\partial u}{\partial x}-\frac{\partial u_{1}}{\partial x}\right\|_{\mathbb{L}^{p}}^{p}=N \int_{0}^{\infty} \int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|\frac{\partial u}{\partial x}-\frac{\partial u_{1}}{\partial x}\right|^{p}\right](t, x) d x d t$.
We will make further transformations to this formula. If $z^{k}=z^{k}(x)$ are bounded Borel functions, then by Ito's formula, applied to the increment over $[0, t]$ of

$$
\left(\int_{r}^{t} T_{t-s} z^{k} d s\right)\left(W_{r \wedge \tau_{2}}^{k}-W_{r \wedge \tau_{1}}^{k}\right)
$$

as a function of $r$, we obtain a.s.

$$
0=-\int_{0}^{t}\left(W_{r \wedge \tau_{2}}^{k}-W_{r \wedge \tau_{1}}^{k}\right) T_{t-r} z^{k} d r+\int_{0}^{t} \chi_{\left(\tau_{1}, \tau_{2}\right]}(r)\left(\int_{r}^{t} T_{t-s} z^{k} d s\right) d W_{r}^{k}
$$

Either by using this for our particular $g$, or by using the stochastic version of the Fubini theorem and coming back to (2.19), for any $t \geq 0$ and $x \in \mathbb{R}^{d}$, we get (almost surely)

$$
\begin{gathered}
\frac{\partial u}{\partial x}(t, x)-\frac{\partial u_{1}}{\partial x}(t, x)=\frac{\partial v}{\partial x}(t, x)+\int_{0}^{t} T_{t-s} \sum_{k=1}^{m} \int_{0}^{t} \Delta \frac{\partial g^{k}}{\partial x}(r, x) d W_{r}^{k} d s \\
=\frac{\partial v}{\partial x}(t, x)+\sum_{k=1}^{m} \int_{0}^{t} \int_{0}^{t} \frac{d}{d s} T_{t-s} \frac{\partial g^{k}}{\partial x}(r, x) d s d W_{r}^{k}=\sum_{k=1}^{m} \int_{0}^{t} T_{t-r} \frac{\partial g^{k}}{\partial x}(r, x) d W_{r}^{k} .
\end{gathered}
$$

By the Burkholder-Davis-Grundy inequality

$$
\mathbb{E}\left[\left|\frac{\partial u}{\partial x}(t, x)-\frac{\partial u_{1}}{\partial x}(t, x)\right|^{p}\right](t, x) \leq N \mathbb{E}\left[\left(\int_{0}^{t} \sum_{k=1}^{m}\left|T_{t-s} \frac{\partial g^{k}}{\partial x}(r, x)\right|^{2} d r\right)^{\frac{p}{2}}\right]
$$

$$
=N \mathbb{E}\left[\left(\int_{0}^{t}\left\|T_{t-s} \frac{\partial g^{k}}{\partial x}(r, x)\right\|_{l_{2}}^{2} d r\right)^{\frac{p}{2}}\right]
$$

Applying this to (2.22) and applying Lemma (13),

$$
\begin{aligned}
&\left\|\frac{\partial u}{\partial x}(t, x)-\frac{\partial u_{1}}{\partial x}(t, x)\right\|_{\mathbb{L}^{p}}^{p} \leq N \mathbb{E} {\left[\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left(\int_{0}^{t} \sum_{k=1}^{m}\left|T_{t-s} \frac{\partial g^{k}}{\partial x}(r, x)\right|^{2} d r\right)^{\frac{p}{2}} d x d t\right] } \\
& \leq N\|g\|_{\mathbb{L}^{p}\left(l_{2}\right)}^{p}
\end{aligned}
$$

Along with (2.21), this gives us (2.14). We do not know yet, if $u \in \mathcal{H}^{1, p}$. We want to prove (2.15) for sufficiently large $\lambda$.

From (2.20) and Ito's formula, we get

$$
\begin{aligned}
& |u(t, x)|^{p} \exp (-\lambda t)=\int_{0}^{t} \exp (-\lambda t)\left(p|u|^{p-2} u \Delta u+p|u|^{p-2} u f\right. \\
& \left.\quad+\frac{1}{2} p(p-1)|u|^{p-2}\|g\|_{l_{2}}^{2}-\lambda|u|^{p}\right)(s, x) d s \\
& \quad+p \sum_{k \leq m} \int_{0}^{t} \exp (-\lambda t)|u|^{p-2} u g^{k}(s, x) d W_{s}^{k}
\end{aligned}
$$

We integrate with respect to $x$, use the stochastic Fubini theorem and the fact that $u(t, x), g(t, x)$ and their derivatives decrease very fast, when $|x| \rightarrow \infty$. Then we integrate by parts in $\int|u|^{p-2} u \Delta u d x$ and notice that for $q=\frac{p}{p-1}$

$$
\begin{gathered}
\int_{\mathbb{R}^{d}}|u|^{p-2} u f(s, x) d x=-(p-1) \int_{\mathbb{R}^{d}}|u|^{p-2} \frac{\partial u}{\partial x}(t, x) \cdot \tilde{f}(s, x) d x+\int_{\mathbb{R}^{d}}|u|^{p-2} u f_{0}(s, x) d x \\
\left.\left.\left|\int_{\mathbb{R}^{d}}\right| u\right|^{p-2} \frac{\partial u}{\partial x}(t, x) \cdot \tilde{f}(s, x) d x \right\rvert\, \\
\leq \int_{\mathbb{R}^{d}}\left(|u|^{\frac{p-2}{2}}\left|\frac{\partial u}{\partial x}(t, x)\right|\right)^{q}|u|^{q\left(\frac{p-2}{2}\right)} d x+\|\tilde{f}(s, \cdot)\|_{p}^{p} \\
\leq N\|f(s, \cdot)\|_{-1, p}^{p}+N_{1}\|u(s, \cdot)\|_{p}^{p}+\frac{1}{2}\left\||u|^{\frac{p-2}{p}}\left|\frac{\partial u}{\partial x}(t, x)\right|^{\frac{2}{p}}(s, \cdot)\right\|_{p}^{p} \\
\int_{\mathbb{R}^{d}}|u(s, x)|^{p-2} u(s, x) f_{0}(s, x) d x \leq\left\|f_{0}(s, \cdot)\right\|_{p}^{p}+\|u(s, \cdot)\|_{p}^{p} \\
\leq N\|f(s, \cdot)\|_{-1, p}^{p}+\|u(s, \cdot)\|_{p}^{p} .
\end{gathered}
$$

For

$$
\lambda \geq p(p-1) N_{1}+p+\frac{p(p-1)}{2}
$$

we get

$$
\|u(s, \cdot)\|_{p}^{p} \exp (-\lambda t)+\frac{p(p-1)}{2} \int_{0}^{t}\left\||u|^{\frac{p-2}{p}}\left|\frac{\partial u}{\partial x}\right|^{\frac{2}{p}}(s, \cdot)\right\|_{p}^{p} \exp (-\lambda s) d s
$$

$$
\begin{gathered}
\leq N \int_{0}^{t}\left(\|f(s, \cdot)\|_{-1, p}^{p}+\|g(s, \cdot)\|_{p}^{p}\right) \exp (-\lambda s) d s \\
+p \sum_{k \leq m} \int_{0}^{t} \exp (-\lambda s)\left(\int_{\mathbb{R}^{d}}|u|^{p-2} u g^{k}(s, x) d x\right) d W_{s}^{k},
\end{gathered}
$$

where $N=N(p)$. After this, we basically just have to take the expectation and apply certain transformations based on the Burkholder-Davis-Grundy inequalities. More can be found in [26].

The assumption about the arbitrariness of $\lambda$ in (2.15) can be justified by a rescaling argument, when instead of $f, g$ and $\omega$, we take $\left(c^{2} f, c g\right),\left(c^{2} t, c x\right)$ and $\frac{1}{c} \omega_{c^{2} t}$ and get $u\left(c^{2} t, c x\right)$ instead of $u(t, x)$.

From our explicit formulas and from the particular choices of $f$ and $g$, it follows that $u \in C_{\text {loc }}\left([0, \infty), H^{n, p}\right)$ for any $n$ (and any $\omega$ ). This proves (iii).

From (2.14) and (2.15), it follows that $u \in \cap_{T>0} \mathbb{H}^{1, p}(T)$. Furthermore, by the stochastic Fubini theorem, we get from (2.20), that $u$ solves (2.13) in the sense of Definition 4. Hence $u \in \mathcal{H}^{1, p}$, which proves (i). The uniqueness is a consequence from setting $f=g=0$ and arriving at the heat equation for which the uniqueness of the solution in our class of functions is a standard fact. This completes the proof if $f, g$ are step functions.

In the general case, the uniqueness is proven in the exact same way. Concerning the other points, we will use Theorem 11 and Remark 9.

If we consider all functions $f_{0}, \tilde{f}^{j}, g^{k}$ as one sequence, then by Theorem 11, we can approximate the by functions $f_{0 i}, \tilde{f}_{i}^{j}, g_{i}^{k}$ of type (2.18). Let $u_{i}$ be the corresponding solutions of (2.17). By the result for the particular case, $u_{i}$ is a Cauchy sequence in $\mathcal{H}^{1, p}$ and by Theorem 10 , there exists a $u \in \mathcal{H}^{1, p}$ to which $u_{i}$ converges in $\mathcal{H}^{1, p}$. Remark 9 and the convergence $\left\|\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial^{2} u_{1}}{\partial x^{2}}\right\|_{\mathbb{H}^{-1, p}}^{p} \rightarrow 0$ show that $A u=\Delta u+f$ and $B u=g$. In particular, this proves (i).
(ii) follows from the construction of $u$. From (iii) in the particular case, we get that $u_{i}$ is a Cauchy sequence in $L^{p}\left(\Omega, C\left([0, T], L^{p}\right)\right)$ for any $T$. Therefore, it converges in this space to a function $v$. It follows, that for any $\phi \in C_{c}^{\infty}$,

$$
\langle v(t, \cdot), \phi\rangle=\int_{0}^{t}(\langle v(s, \cdot), \Delta \phi\rangle+\langle f(s, \cdot), \phi\rangle) d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle g^{k}(s, \cdot), \phi\right\rangle d W_{s}^{k}
$$

for all $t$ (a.s.). Therefore $u-v$ is a generalized solution to the heat equation with zero initial condition and with bounded $L^{p}$-norm (a.s.). This implies that $\|(u-v)(t, \cdot)\|_{p}=0$ for all $t$ (a.s.), so that $u \in C\left([0, T], L^{p}\right)$ for all $T$ (a.s.). Finally, we get (2.15) by Fatou's lemma, taking into account that

$$
\begin{gathered}
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\nabla\left(u-u_{i}\right)\right|^{p} d x d t=\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\nabla(1-\Delta)^{-\frac{1}{2}}(1-\Delta)^{\frac{1}{2}}\left(u-u_{i}\right)\right|^{p} d x d t \\
\leq N \int_{0}^{T} \int_{\mathbb{R}^{d}}\left|(1-\Delta)^{\frac{1}{2}}\left(u-u_{i}\right)\right|^{p} d x d t \rightarrow 0
\end{gathered}
$$

in probability for any $T$. This proves the theorem.
Remark 15. Although (2.5) holds for $p \in(1, \infty)$ Lemma 13 is false for $p<2$.

Let us look at the task of dealing with equations with constant coefficients formally. We will try to make these observations more rigorous further on.

Assume, we have

$$
\begin{equation*}
d u(t, x)=f(t, x) d t+\sum_{k} g_{k}(t, x) d W_{t}^{k} \tag{2.23}
\end{equation*}
$$

and we define a process $x_{t}$ and a function $v$ by

$$
\begin{gather*}
x_{t}^{i}:=\sum_{k} \int_{0}^{t} \sigma_{i, k}(s) d W_{s}^{k}, \quad i=1, \ldots, d,  \tag{2.24}\\
v(t, x):=u\left(t, x-x_{t}\right)
\end{gather*}
$$

Applying Ito's formula to $v$, we get

$$
\begin{align*}
& d v(t, x)=\left(f\left(t, x-x_{t}\right)+\sum_{i}\left(\sum_{j} a_{i, j}(t) \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}(t, x)-\left\langle\frac{\partial g}{\partial x_{i}}\left(t, x-x_{t}\right), \sigma_{i}(t)\right\rangle_{l_{2}}\right)\right) d t  \tag{2.25}\\
& +\sum_{k}\left(g_{k}\left(t, x-x_{t}\right)-\sum_{i}\left(\frac{\partial v}{\partial x_{i}}(t, x) \sigma_{i, k}(t)\right)\right) d W_{t}^{k}
\end{align*}
$$

This shows, ho to introduce the terms $\frac{\partial v}{\partial x_{i}}$ and $\sigma_{i, k}$ in equation (2.23) and also illustrates the necessity of $g$ having a first derivative in $x$. If we had $\Delta u+f$ in (2.23) instead of $f$, then we would get the second order differential operator $\sum_{i} \sum_{j}\left(\delta_{i, j}+\alpha_{i, j}\right) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}$ which coefficients strongly relate to the coefficients of $\frac{\partial v}{\partial x_{i}}$ and $\sigma_{i, k}(t)$. We could get around this problem, if we managed to start off with an equation with more general linear operators $L$ instead of $\Delta$.

If, instead of (2.23), we consider

$$
d u(t, x)=(\Delta u+\bar{f}) d t+\sum_{k} g_{k}(t, x) d W_{t}^{k}
$$

and take expectations in the (2.25) counterpart, then, assuming $\sigma$ to be nonrandom, we get an equation for $\mathbb{E}[v(t, x)]$ with operator $L$ different from $\Delta$.

Definition 16. Denote by $\mathbb{D}$ the set of all $\mathcal{D}$-valued functions $u(u(t, x)) \Omega \times[0, \infty)$, such that for any $\phi \in C_{c}^{\infty}$,
(i) the function $\langle u, \phi\rangle$ is $\mathcal{P}$ - measurable,
(ii) for any $\omega \in \Omega$ and $T \in(0, \infty)$, we have

$$
\begin{equation*}
\int_{0}^{T} \sup _{x \in \mathbb{R}^{d}}|\langle u(t, \cdot), \phi(\cdot-x)\rangle|^{2} d t<\infty \tag{2.26}
\end{equation*}
$$

In the same way, we define $\mathbb{D}\left(l_{2}\right)$ by considering $l_{2}$-valued linear functionals on $C_{c}^{\infty}$ and replacing $|\cdot|$ by $\|\cdot\|_{l_{2}}$.
Remark 17. We note that $\langle u(t, \cdot), \phi(\cdot-x)\rangle$ is continuous in $x$ and Borel in $t$, so (2.26) makes sense. Also, for $p \geq 2, q=\frac{p}{p-1}$, and any $n$,

$$
\begin{gather*}
\int_{0}^{T} \sup _{x \in \mathbb{R}^{d}}|\langle u(t, \cdot), \phi(\cdot-x)\rangle|^{2} d t \leq \int_{0}^{T} \sup _{x \in \mathbb{R}^{d}}\|u(t, \cdot)\|_{n, p}^{2}\|\phi(\cdot-x)\|_{-n, q}^{2} d t \\
\leq\|\phi\|_{-n, q}^{2} T^{\frac{p-2}{p}}\left(\int_{0}^{T}\|u(t, \cdot)\|_{n, p}^{p} d t\right)^{\frac{2}{p}} \tag{2.27}
\end{gather*}
$$

This shows, that if $u \in \mathcal{H}^{n, p}$, condition (2.26) is satisfied (at least for almost all $\omega$ ). If $u \in \mathcal{H}^{n, p}$, then (2.6) holds true, which in turn shows, that $\langle u(t, \cdot), \phi\rangle$ is indistinguishable from a predictable process, which holds true for any $\phi \in C_{c}^{\infty}$. From the separability of $H^{-n, q}$, it follows that we can modify $u$ on a set of measure zero and get a function belonging to $\mathbb{D}$. In this sense, we write

$$
\begin{equation*}
\mathcal{H}^{n, p} \subset \mathbb{D} . \tag{2.28}
\end{equation*}
$$

Definition 18. Let $f, u \in \mathbb{D}$ and $g \in \mathbb{D}\left(l_{2}\right)$. We say that the equality

$$
\begin{equation*}
d u(t, x)=f(t, x) d t+g(x, t) d W_{t} \quad t>0 \tag{2.29}
\end{equation*}
$$

holds in the sense of distributions, if for any $\phi \in C_{c}^{\infty}$, with probability 1 for all $t \geq 0$, we have

$$
\begin{equation*}
\langle u(t, \cdot), \phi\rangle=\langle u(0, \cdot), \phi\rangle+\int_{0}^{t}\langle f(s, \cdot), \phi\rangle d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle g^{k}(s, \cdot), \phi\right\rangle d W_{s}^{k} \tag{2.30}
\end{equation*}
$$

Since $\|\langle g, \phi\rangle\|_{l_{2}}^{2}$ is locally summable in $t$, the last series in (2.30) converges uniformly in $t$ in probability over every finite interval in time.

Note that, if $u \in \mathcal{H}^{n, p}$ and $u$ satisfies (2.30) in the sense of distributions, then by (2.28), $u \in \mathbb{D}$ and (2.29) holds in the sense of distributions.

Lemma 19. Let $f, u \in \mathbb{D}$ and $g \in \mathbb{D}\left(l_{2}\right)$. Assume the definitions in (2.24), then (2.23) holds (in the sense of distributions), if (2.25) holds (in the sense of distributions).

Proof. Remember that for a distribution $\psi(x)$ and $y \in \mathbb{R}^{d}$, we interpret $\psi(x-y)$ as the distribution defined by $\langle\psi, \phi(\cdot+y)\rangle$. From

$$
\begin{aligned}
& \int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left|\left\langle\frac{\partial^{2} v}{\partial x^{2}}(t, \cdot), \phi(\cdot-y)\right\rangle\right|^{2} d t=\int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left|\left\langle v(t, \cdot), \frac{\partial^{2} \phi}{\partial x^{2}}(\cdot-x)\right\rangle\right|^{2} d t \\
= & \int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left|\left\langle u(t, \cdot), \frac{\partial^{2} \phi}{\partial x^{2}}\left(\cdot+x_{t}-y\right)\right\rangle\right|^{2} d t=\int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left|\left\langle u(t, \cdot), \frac{\partial^{2} \phi}{\partial x^{2}}(\cdot-y)\right\rangle\right|^{2} d t<\infty \\
& \int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left|\left\langle\left\langle\sum_{i} \frac{\partial g}{\partial x_{i}}\left(t, \cdot-x_{t}\right), \sum_{i} \sigma^{i}(t)\right\rangle_{l_{2}}, \phi(\cdot-y)\right\rangle\right|^{2} d t
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left|\left\langle\left\langle\sum_{i} \frac{\partial g}{\partial x_{i}}\left(t, \cdot-x_{t}\right), \phi(\cdot-y)\right\rangle, \sum \sigma_{i}^{i}(t)\right\rangle_{l_{2}}\right|^{2} d t \\
\leq & \int_{0}^{T}\left\|\sigma^{i}(t)\right\|_{l_{2}}^{2} d t \int_{0}^{T} \sup _{y \in \mathbb{R}^{d}}\left\|\left\langle\sum_{i} \frac{\partial g}{\partial x_{i}}\left(t, \cdot-x_{t}\right), \phi(\cdot-y)\right\rangle\right\|_{l_{2}}^{2} d t<\infty,
\end{aligned}
$$

it follows that $v(t, x), f\left(t, x-x_{t}\right)$ and $\left\langle\sum_{i} \frac{\partial g}{\partial x_{i}}\left(t, \cdot-x_{t}\right), \phi(\cdot-y)\right\rangle_{l_{2}}$ belong to $\mathbb{D}$, $g\left(t, x-x_{t}\right)$ and $\sum_{i} \frac{\partial v}{\partial x_{i}}(t, \cdot) \sigma^{i}$ belong to $\mathbb{D}\left(l_{2}\right)$. Furthermore, for any $\phi \in C_{c}^{\infty}$, the function $F(t, x):=\langle u(t, \cdot-x) \phi\rangle$ has a stochastic differential in $t$ for any $x$ and is infinitely often differentiable with respect to $x$. The assertion we made now follows immediately from Ito's formula applied to $F\left(t, x_{t}\right)$.

Remark 20. If, instead of (2.23), $u$ satisfies the equation

$$
\left.u(t)=\left(\sum_{i=1}^{d} \sum_{j=1}^{d} a_{i j}(t) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+h(t, x)\right) d t+\left(\sum_{k=0}^{N}\left(\sum_{i=1}^{d} \sigma_{i k}(t) \frac{\partial u}{\partial x_{i}}\right) d W_{t}^{k}\right)\right)
$$

then (2.25) takes the form

$$
\begin{equation*}
\frac{\partial}{\partial t} v(t, x)=\sum_{i=1}^{d} \sum_{j=1}^{d}\left(a_{i j}(t)-\alpha_{i j}(t)\right) \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}(t, x)+h\left(t, x-x_{t}\right) \quad t>0 \tag{2.31}
\end{equation*}
$$

and can be considered on each $\omega$ separately. If $a(t)<\alpha(t)$, then the initial value problem $v(0)=v_{0}$ is ill-posed.

This shows, that the operators appearing in the stochastic part should be, in a certain sense, subordinated to the operators appearing in the deterministic part of the equation. This is essential, when constructing an $L^{p}$-theory.

In spite of what we just said, if we take $d=1$ and a one dimensional Brownian motion $W_{t}$, and consider the following equation

$$
d u(t, x)=i u_{x}(t, x) d W_{t}
$$

then this equation has a somewhat nice solution for initial data $u_{0} \in L^{2}$. We use the Fourier transform and it turns out that $\hat{u}(t, \xi)=u_{0}(\xi) \exp \left(\xi W_{t}-\frac{1}{2}|\xi|^{2} t\right)$ is the Fourier transform of the solution. We see that it decays very fast for $|\xi| \rightarrow \infty$, showing us that $u(t, x)$ is infinitely differentiable in $x$. Taking expectations, we also see, that $\mathbb{E}[u(t, x)]=u_{0}(x)$, if $u_{0}$ is non random, and in this case, we get a representation of any $L^{2}$ function as an integral over $\Omega$ of functions $u(\omega, 1, x)$ which are infinitely often differentiable in $x$. However, a major drawback from such equations is, that $\mathbb{E}\left[|u(t, 0)|^{p}\right]=\infty$ for any $p>1$ if, for example, $\hat{u}_{0}(\xi) \geq \exp (-\lambda \xi)$, where $\lambda$ is a constant.

Lemma 21. Let $f \in \mathbb{D}, g \in \mathbb{D}\left(l_{2}\right)$ and $u_{0}$ be a $\mathcal{D}$-valued function on $\Omega$, then the following assertions hold true
(i) There can only exist one solution to (2.12) in $\mathbb{D}$ with initial condition $u(0, \cdot)=$ $u_{0}$.
(ii) Let $\mathcal{F}_{t}=\mathcal{W}_{t} \vee \mathcal{B}_{t}$ for $t \geq 0$, and assume that the $\sigma$-fields $\mathcal{W}_{t}$ and $\mathcal{B}_{t}$ form independent increasing filtrations. Let $W$ and $B$ be sets, such that $W \cup B=\{1,2, \ldots\}$. Assume that $\left(W_{t}^{k}, \mathcal{W}_{t}\right)$ and $\left(W_{t}^{r}, \mathcal{B}_{t}\right)$ are Wiener processes for $k \in W$ and $r \in B$. Let $u \in \mathbb{D}$ satisfy equation (2.12) in the sense of distributions and let $a, f, \sigma, g$ be $\mathcal{W}_{t}$ adapted. Finally, assume that there exists an $n \in(-\infty, \infty)$ such that $f \in \mathbb{H}^{n, 2}(T)$ and $g \in \mathbb{H}^{n, 2}\left(T, l_{2}\right)$ for any $t \in(0, \infty)$ and $u(0, \cdot)$ is $W_{0}$-measurable and

$$
\mathbb{E}\left[\|u(0, \cdot)\|_{n, 2}^{2}\right]<\infty
$$

Then there exists a unique solution $\tilde{u}$, in $\mathbb{D}$, of the equation

$$
\begin{equation*}
d \tilde{u}=\left(\sum_{i} \sum_{j} a_{i j} \frac{\partial^{2} \tilde{u}}{\partial x_{i} \partial x_{j}}+f\right) d t+\sum_{k \in W}\left(\sum_{i} \sigma_{i k} \frac{\partial \tilde{u}}{\partial x_{i}}+g_{k}\right) d W_{t}^{k}, \quad t>0 \tag{2.32}
\end{equation*}
$$

In addition, for any $\phi \in C_{c}^{\infty}$ and $t \geq 0$,

$$
\begin{equation*}
\langle\tilde{u}(t, \cdot), \phi\rangle=\mathbb{E}\left[\langle u(t, \cdot), \phi\rangle \mid \mathcal{W}_{t}\right] \tag{2.33}
\end{equation*}
$$

Proof. (i) As usual, we will set $f=g=0$ and $u_{0}=0$ and use Lemma 19, it suffices to consider only the case where $\sigma=0$. For any given $\phi \in C_{c}^{\infty}$ we have

$$
\langle u(t, \cdot), \phi\rangle=\int_{0}^{t}\langle u(s, \cdot), L(s) \phi\rangle d s, \quad t \geq 0
$$

almost surely. Substituting $\phi$ with $\phi(\cdot-x)$ and noting that both sides are continuous and bounded in $(t, x)$ on $[0, T] \times \mathbb{R}^{d}$ for any $T<\infty$, we get that the function $F(t, x):=\langle u(t, \cdot), \phi(\cdot-x)\rangle$ is bounded in $(t, x)$ on $[0, T] \times \mathbb{R}^{d}$ for any $T<\infty$, infinitely often differentiable in $x$, and almost surely satisfies the equation

$$
F(t, x)=\int_{0}^{t} L(s) F(s, x) d s \quad \forall t, x
$$

From the theory of parabolic equations, $F(t, x)=0, \forall t, x$ (a.s.), follows. This means, that $\langle u(t, \cdot), \phi\rangle=0$ for all $t$ almost surely. Let us now take $\phi$ with integral 1 , then for any $x$ and $n$ with probability 1 , we have $\left\langle u(t, \cdot), n^{d} \phi(n(\cdot-x))\right\rangle=0$ for all $t$. By the continuity of this function in $x$, we get that it is 0 for all $t$ and $x$ with probability 1. Finally, $\left\langle u(t, \cdot), n^{d} \phi(n(\cdot-x))\right\rangle \rightarrow u(t, x)$ as $n \rightarrow \infty$ for all $(\omega, t, x)$ in the sense of distributions, implying that with probability 1 , we have $u(t, \cdot)=0$ for all $t$, as stated.
(ii) We first notice that according to [26] equation (2.12) has a unique solution $v$ in the space $\mathbb{H}^{n-1,2}(T)$, for any $T$. The definition of solutions in this space in [26] is slightly continuous, but $v$ is continuous (a.s.) as an $H^{n, 2}$-valued process and

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T}\|v(t, \cdot)\|_{n, 2}^{2}\right]<\infty \quad \forall T<\infty \tag{2.34}
\end{equation*}
$$

so that $v$ is a $\mathbb{D}$ solution of (2.12). It follows from (i) that our function $u$ coincides with $v$ and therefore belongs to $\mathbb{H}^{n-1,2}(T)$, for any $T$ and (2.34) holds for $u$. Furthermore, with probability 1 for all $t$ at once,
$u(t)=u(0)+\int_{0}^{t}\left(\sum_{i} \sum_{j} a_{i j}(s) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(s)+f(s)\right) d s+\int_{0}^{t} \sum_{k \in W}\left(\sum_{i} \sigma_{i k}(s) \frac{\partial u}{\partial x_{i}}(s)+g(s)\right) d W_{s}^{k}$,
where all integrals are taken in the sense of the Hilbert space $H^{n-1,2}$. By the Hilbert-space counterpart of Theorem 1.4.7 in [26], there exists an $H^{n+1,2_{-}}$valued, $\mathcal{W}_{t}$-predictable function $\bar{u}(t)$, such that for almost all $t$, we have (a.s.)

$$
\begin{aligned}
\bar{u}(t) & =\mathbb{E}\left[u(t) \mid \mathcal{W}_{t}\right] \\
\frac{\partial \bar{u}}{\partial x}(t) & =\mathbb{E}\left[\left.\frac{\partial u}{\partial x}(t) \right\rvert\, \mathcal{W}_{t}\right], \\
\frac{\partial^{2} \bar{u}}{\partial x^{2}}(t) & =\mathbb{E}\left[\left.\frac{\partial^{2} u}{\partial x^{2}} \right\rvert\, \mathcal{W}_{t}\right]
\end{aligned}
$$

and

$$
\begin{equation*}
\bar{u}(t)=u(0)+\int_{0}^{t}\left(\sum_{i} \sum_{j} a_{i j}(s) \frac{\partial^{2} \bar{u}}{\partial x_{i} \partial x_{j}}(s)+f(s)\right) d s+\int_{0}^{t} \sum_{k \in W}\left(\sum_{i} \sigma_{i k}(s) \frac{\partial \bar{u}}{\partial x_{i}}(s)+g(s)\right) d W_{s}^{k} \tag{2.35}
\end{equation*}
$$

for almost all $t$ and $\omega$. The right hand side is a continuous $H^{n-1,2}$-valued process, which we will denote by $\bar{u}$ and we will show that $\tilde{u}$ is indeed the function we were looking for.

By definition and the equality $\bar{u}=\tilde{u}$ (a.e.), $\tilde{u}$ satisfies (2.35) for all $t$ with probability 1 and is also a continuous process in $H^{n-1,2}$. This implies that $\tilde{u} \in \mathbb{D}$ and $\tilde{u}$ is a solution of (2.32). To prove (2.33) for any $t$, it remains to observe that again by Theorem 1.4.7 in [26], the conditional expectation $\mathbb{E}\left[u(t) \mid \mathcal{W}_{t}\right]$ is equal to the right hand side of (2.35), almost surely.

Theorem 22. Take $n \in \mathbb{R}, f \in \mathbb{H}^{n-1, p}$ and $g \in \mathbb{H}^{n, p}\left(l_{2}\right)$, then
(i) equation (2.12) with zero initial condition has a unique solution $u \in \mathcal{H}^{n+1, p}$,
(ii) for this solution, we have

$$
\begin{gather*}
\left\|\frac{\partial^{2} u}{\partial x^{2}}\right\|_{\mathbb{H}^{n-1, p}} \leq N\left(\|f\|_{\mathbb{H}^{n-1, p}}+\|g\|_{\mathbb{H}^{n, p}\left(l_{2}\right)}\right),  \tag{2.36}\\
\|u\|_{\mathbb{H}^{n+1, p}} \leq N\|\langle f, g\rangle\|_{\mathcal{F}^{n-1, p}}
\end{gather*}
$$

where $N=N(d, p, \sigma, K)$,
(iii) we have $u \in C_{l o c}\left([0, \infty), H^{n, p}\right)$ almost surely and for any $\lambda, T>0$,
$\mathbb{E}\left[\sup _{t \leq T} \exp (-p \lambda t)\|u(t, \cdot)\|_{n, p}^{p}\right] \leq N\left(\|\exp (-\lambda t) f\|_{\mathbb{H}^{n-1, p}(T)}^{p}+\|\exp (-\lambda t) g\|_{\mathbb{H}^{n, p}\left(T, l_{2)}\right)}^{p}\right)$,
where $N=N(d, p, \delta, K, \lambda)$.

Proof. Since one can apply the operator $(I-\Delta)^{\frac{n}{2}}$ to both sides of (2.12), it suffices to prove the theorem only for $n=0$. As we have already noticed, any function $u \in \mathcal{H}^{1, p}$ also belongs to $\mathbb{D}$. This and Lemma 21 prove the uniqueness in (i). The translation invariance of our norms, combined with Lemma 19, shows that in order to prove existence in (i) and all the other assertions, we only need to consider the case $\sigma=0$. As in the proof of Theorem 14, we can assume $f, g$ as in (2.18).

In this case, we know from [26], equation (2.12) has a unique $\mathbb{D}$-valued solution $u$ that belongs to $C_{b}\left([0, T] \times \mathbb{R}^{d}\right)$ and $C\left((0, T], L^{2}\right)$ almost surely for any $T<\infty$. It follows, that $u \in C\left([0, T], L^{p}\right)$ almost surely for any $T<\infty$. Estimate (2.37) also follows from [26], as in the proof of theorem 14). Now, it only remains to prove, that $u \in \mathcal{H}^{1, p}$ and (2.36) holds. Since we already know that $u$ is a $\mathbb{D}$ solution, it suffices to show that $u \in \mathbb{H}^{1, p}(T)$ for any $T<\infty$, in order for it to be an element of $\mathcal{H}^{1, p}$.

Since the matrix $a$ is uniformly non-degenerate, by making a nonrandom time change, we can reduce the general case to the case $a \geq I$. On this case, define the matrix-valued function $\bar{\sigma}(t)=\bar{\sigma}^{*}(t) \geq 0$ as the solution of he equation $\bar{\sigma}^{2}(t)+2 I=$ $2 a(t)$. Without loss of generality, we can assume that on our probability space we are also given a $d$-dimensional Wiener process $B_{t}$, which is independent of $\mathcal{F}_{t}$.

Now we consider the equation
$d v(t, x)=\left(\Delta v(t, x)+f\left(t, x-\int_{0}^{t} \bar{\sigma}(s) d B_{s}\right)\right) d t+\sum_{k} g_{k}\left(t, x-\int_{0}^{t} \bar{\sigma}(s) d B_{s}\right) d W_{t}^{k}$
with zero initial condition. We replace the predictable $\sigma$-field $\mathcal{P}$ with the predictable $\sigma$-field generated by $\mathcal{F} \vee \sigma\left(B_{s}: s \leq t\right)$. The space $\mathcal{H}^{n, p}$ becomes larger. By Theorem 14, there exists a solution $v$ of (2.38) possessing properties (i)-(iii) listed in the theorem. We use again that, after changing, if necessary, $v$ on a set of probability zero, the function $v$ becomes a $\mathbb{D}$-solution of (2.38). By Lemma 19 , the function $z(t, x):=v\left(t, x+\int_{0}^{t} \bar{\sigma}(s) d B_{s}\right)$ is a $\mathbb{D}$-solution of

$$
d z(t, x)=\left(\sum_{i} \sum_{j} a_{i j}(t) \frac{\partial^{2} z}{\partial x_{i} \partial x_{j}}(t, x)+f(t, x)\right) d t+\sum_{k} g_{k}(t) d W_{t}^{k}+\sum_{i} \sum_{j} \sigma_{i j}(s) \frac{\partial z}{\partial x_{i}}(t, x) d B_{t}^{j}
$$

and by Lemma 21, there exists a solution $\tilde{u} \in \mathbb{D}$ of

$$
d \tilde{u}(t, x)=\left(\sum_{i} \sum_{j} a_{i j}(t) \frac{\partial^{2} \tilde{u}}{\partial x_{i} \partial x_{j}}(t, x)+f(t, x)\right) d t+\sum_{k} g_{k}(t, x) d W_{t}^{k}
$$

which is (2.12) in our case. In addition, for any $\phi \in C_{c}^{\infty}$ and $t \geq 0$, (a.s.)

$$
\langle\tilde{u}(t, \cdot), \phi\rangle=\mathbb{E}\left[\langle z(t, \cdot), \phi\rangle \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[\left\langle v\left(t, \cdot+\int_{0}^{t} \bar{\sigma}(s) d B_{s}\right), \phi\right\rangle \mid \mathcal{F}_{t}\right] .
$$

In particular, it follows from this equality that $\tilde{u}$ is a $\mathbb{D}$-solution with respect to the initial predictable $\sigma$-field $\mathcal{P}$, and from the uniqueness, we get $\tilde{u}=u$. Therefore, (a.s.)

$$
\begin{equation*}
\langle u(t, \cdot), \phi\rangle=\mathbb{E}\left[\left\langle v\left(t, \cdot+\int_{0}^{t} \bar{\sigma}(s) d B_{s}\right), \phi\right\rangle \mid \mathcal{F}_{t}\right] . \tag{2.39}
\end{equation*}
$$

Further, it follows that

$$
\begin{equation*}
|\langle u(t, \cdot), \phi\rangle|^{p} \leq \mathbb{E}\left[\|v(t, \cdot)\|_{1, p}^{p} \mid \mathcal{F}_{t}\right]\|\phi\|_{-1, p}^{p} \tag{2.40}
\end{equation*}
$$

(a.s.) for any $\phi \in C_{c}^{\infty}$ and $t \geq 0$, where $q=\frac{p}{p-1}$.

Next, we take a countable family $\Phi \subset C_{c}^{\infty}$, which is dense in $C_{c}^{\infty}$. We observe that, given a distribution $\psi$, we have $\psi \in H^{1, p}$ if, and only if, for any $\phi \in \Phi$ we have $|\langle\psi, \phi\rangle| \leq N\|\phi\|_{-1, q}$ with a constant $N$ independent of $\phi$. In this case exists a bounded linear functional $l$ on $H^{-1, q}$, such that $l(\phi)=\langle\psi, \phi\rangle$ for any $\phi \in \Phi$. Since $l(\phi)=\left\langle(1-\Delta)^{-\frac{1}{2}} h, \phi\right\rangle$ with an $h \in L^{p}$ and $\Phi$ dense in $C_{c}^{\infty}$, we have $\psi=(1-\Delta)^{-\frac{1}{2}} h \in H^{1, p}$. This also implies, that the set $\left\{(\omega, t): w(\omega, t, \cdot) \in H^{1, p}\right\}$ is measurable (even predictable) for any $w \in \mathbb{D}$,say $w=u$.

We also know that $v \in \mathcal{H}^{1, p}$, which implies that $\mathbb{E}\left[\|v(t, \cdot)\|_{1, p}^{p}\right]<\infty$ for almost all $t$. We now fix such a $t$. Then there exists a set $\Omega^{\prime}$ of probability 1 such that $\mathbb{E}\left[\|v(t, \cdot)\|_{1, p}^{p} \mid \mathcal{F}_{t}\right]<\infty$ on $\Omega^{\prime}$ and (2.40) holds for all $\omega \in \Omega^{\prime}$ and $\phi \in \Phi$. Hence $u(t, \cdot) \in H^{1, p}$ for the chosen $t$ and all $\omega \in \Omega^{\prime}$. In particular, $u(t, \cdot) \in H^{1, p}$ for almost all $(\omega, t)$ and from (2.40) it follows that

$$
\begin{gathered}
\|u(t, \cdot)\|_{1, p}^{p} \leq \mathbb{E}\left[\|v(t, \cdot)\|_{1, p}^{p} \mid \mathcal{F}_{t}\right] \\
\|u\|_{\mathbb{H}^{1, p}(T)} \leq\|v\|_{\mathbb{H}^{1, p}(T)}<\infty
\end{gathered}
$$

Thus, $u \in \mathbb{H}^{1, p}(T)$ for any $T<\infty$ and $u \in \mathcal{H}^{1, p}$.
Similarly, from the equality

$$
\left\langle\frac{\partial^{2} u}{\partial x^{2}}(t, \cdot), \phi\right\rangle=\mathbb{E}\left[\left.\left\langle\frac{\partial^{2} v}{\partial x^{2}}(t, \cdot)\left(t, \cdot+\int_{0}^{t} \bar{\sigma}(s) d B_{s}\right), \phi\right\rangle \right\rvert\, \mathcal{F}_{t}\right]
$$

we get

$$
\left\|\frac{\partial^{2} u}{\partial x^{2}}(t, \cdot)\right\|_{-1, p}^{p} \leq \mathbb{E}\left[\left.\left\|\frac{\partial^{2} v}{\partial x^{2}}(t, \cdot)\right\|_{-1, p}^{p} \right\rvert\, \mathcal{F}_{t}\right] \quad \text { (a.s.). }
$$

This and the properties of $v$, immediately yield (2.36).
3. Self Intersection Local Times (SilTs) of Brownian Motions

In the first part of this section we will follow the more "traditional" way of defining the notion of SILTs as it is presented in [18, 4, 32].

Formally, the self intersection local time of a planar Brownian motion on the Borel set $B \subset \mathbb{R}_{+}^{2}$, is defined as

$$
\beta_{2}(x, B):=\iint_{B} \delta_{0}\left(W_{s}-W_{r}-x\right) d r d s \quad x \in \mathbb{R}^{2}, t \in \mathbb{R}_{+}
$$

More precisely, it is defined as

$$
\beta_{2}(x, B):=\lim _{\epsilon \rightarrow 0} \iint_{B} \rho_{\epsilon}\left(W_{s}-W_{r}-x\right) d r d s
$$

where

$$
\rho_{\epsilon}(x):=\frac{\exp \left(-\frac{|x|^{2}}{2 \epsilon}\right)}{2 \pi \epsilon} .
$$

Rosen [32] showed that $\beta_{2}(x, B)$, where $B$ is a bounded Borel set in $\mathbb{R}_{+}^{2}(\epsilon):=$ $\{(s, t): s, t \geq 0,|s-t|>\epsilon\}$ for an $\epsilon>0$, is a continuous function in $x$.

We will not deal with general Borel sets and remain on the set $\left\{t, s \in \mathbb{R}_{+} \mid 0 \leq\right.$ $s \leq t\}$ and introduce the following notation

$$
\beta_{2}(x, t):=\lim _{\epsilon \rightarrow 0} \int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(X_{s}-X_{r}-x\right) d r d s \quad x \in \mathbb{R}^{2}, t \in \mathbb{R}_{+}
$$

Remark 23.

$$
\begin{gathered}
\mathbb{E}\left[\int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(X_{s}-X_{r}-x\right) d r d s\right]=\int_{0}^{t} \int_{0}^{s} \mathbb{E}\left[\rho_{\epsilon}\left(W_{s}-W_{r}-x\right)\right] d r d s \\
\quad=\int_{0}^{t} \int_{0}^{s} \int_{\mathbb{R}^{2}} \rho_{\epsilon}(z-x) \frac{1}{2 \pi(s-r)} \exp \left(-\frac{|z|^{2}}{2(s-r)}\right) d z d r d s
\end{gathered}
$$

Letting $\epsilon \rightarrow 0$, we get

$$
\int_{0}^{t} \int_{0}^{s} \frac{1}{2 \pi(s-r)} \exp \left(-\frac{|x|^{2}}{2(s-r)}\right) d r d s
$$

We already see, that for $x=0$, the points on the diagonal are problematic, as the integral will not be finite any longer.

To deal with those problematic points one can introduce, like it was first done by [4], the so-called regularized version of the SILT,
$\gamma(x, t):=\lim _{\epsilon \rightarrow 0}\left(\int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(W_{s}-W_{r}-x\right) d r d s-\mathbb{E}\left[\int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(W_{s}-W_{r}-x\right) d r d s\right]\right)$.
Sometimes, slightly different normalizations are used, which differ from this one by, at most, a constant times $t$.

Through this regularization/normalization, we obtain convergence a.s. and continuity of the limit in $t$.

Remark 24. A rather trivial but, for our purposes, important result, is that $\beta_{2}(0, t)$ is, in law, equal to $t \beta_{2}(0,1)$.

$$
\begin{gathered}
\beta_{2}^{\epsilon}(a t, x):=\int_{0}^{a t} \int_{0}^{s} \rho_{\epsilon}\left(W_{s}-W_{r}-x\right) d r d s \\
=\int_{0}^{a t} h(s) d s=\int_{0}^{t} h(s a) a d s \\
=a \int_{0}^{t} \int_{0}^{a s} \rho_{\epsilon}\left(W_{s a}-W_{r}-x\right) d r d s=a^{2} \int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(W_{s a}-W_{r a}-x\right) d r d s \\
={ }^{d} a^{2} \int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(W_{a(s-r)}-x\right) d r d s=a^{2} \int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(\sqrt{a} W_{s-r}-x\right) d r d s \\
=a^{2} a^{-\frac{1}{2}} \int_{0}^{t} \int_{0}^{s} \rho_{\frac{\epsilon}{\sqrt{a}}}\left(W_{s-r}-\frac{x}{\sqrt{a}}\right) d r d s=a^{\frac{3}{2}} \int_{0}^{t} \int_{0}^{s} \rho_{\frac{\epsilon}{\sqrt{a}}}\left(W_{s-r}-\frac{x}{\sqrt{a}}\right) d r d s \\
=a^{\frac{3}{2}} \beta_{2}^{\frac{\epsilon}{\sqrt{a}}}\left(t, \frac{x}{\sqrt{a}}\right) .
\end{gathered}
$$

More general results regarding scaling can be found in [11, 10].
We will now make a small excursion into the potential theory of Brownian motions, in order to remind ourselves of some results, which will be of importance in the next section.

Let $W_{t}$ denote a Brownian motion in $\mathbb{R}^{d}$.
Definition 25. A point $x \in \Omega$ is called regular for the closed set $\Omega \subset \mathbb{R}^{d}$ if the first hitting time $T_{\Omega}:=\inf \left\{t \geq 0: W_{t} \in \Omega\right\}$ satisfies $\mathbb{P}_{x}\left(T_{\Omega}=0\right)=1$. A point which is not regular is called irregular.
Theorem 26. Suppose $\Omega \subset \mathbb{R}^{d}$ is a bounded domain and $\phi$ is a continuous function on $\partial \Omega$. Define $\tau:=\inf \left\{t \geq 0: W_{t} \in \partial \Omega\right\}$ and define $u: \bar{\Omega} \rightarrow \mathbb{R}$ by

$$
u(x):=\mathbb{E}_{x}\left[\phi\left(W_{\tau}\right)\right] .
$$

$u$ satisfies the following three points:
(a) A solution to the Dirichlet problem exists if and only if the function $u$ is a solution to the Dirichlet problem with boundary condition $\phi$.
(b) $u$ is a harmonic function on $\Omega$ with $u(x)=\phi(x)$ for all $x \in \partial \Omega$ and is continuous at every point $x \in \partial \Omega$ that is regular for the complement of $\Omega$.
(c) If every $x \in \partial \Omega$ is regular for the complement of $\Omega$, then $u$ is the unique continuous function $u: \bar{\Omega} \rightarrow \mathbb{R}$ which is harmonic on $\Omega$ such that $u(x)=\phi(x)$ for all $x \in \partial \Omega$.

Proof. [29].
Theorem 27. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded domain and $u: \bar{\Omega} \rightarrow \mathbb{R}$ be a continuous function, which is twice continuously differentiable on $\Omega$. Let $g: \bar{\Omega} \rightarrow \mathbb{R}$ be continuous. Then $u$ is said to be the solution of Poisson's problem for $g$ if $u(x)=0$ for all $x \in \partial \Omega$ and

$$
-\frac{1}{2} \Delta u(x)=g(x) \quad \forall x \in \Omega
$$

Proof. [29].
Remark 28. For bounded $g$, the solution $u$ of the Poisson problem, if it exists, equals

$$
u(x)=\mathbb{E}_{x}\left[\int_{0}^{A} g\left(W_{t}\right) d t\right] \quad \text { for } x \in \Omega
$$

where $A=\inf \left\{t \geq 0: W_{t} \notin \Omega\right\}$. Conversely, if $g$ is Hölder continuous and every $x \in \partial \Omega$ is regular for the complement of $\Omega$, then $u$ solves the Poisson problem for $g$.

If $u$ solves Poisson's problem for $g=1$ in a domain $\Omega \subset \mathbb{R}^{d}$, then $u(x)=\mathbb{E}_{x}[A]$ is the average time it takes a Brownian motion started in $x$ to leave the set $\Omega$.

## Remark 29.

$$
g_{R}(x, y):= \begin{cases}-\frac{1}{2 \pi} \log \left(\left|\frac{x}{R}-\frac{y}{R}\right|\right)+\frac{1}{2 \pi} \log \left(\left|\frac{x}{|x|}-\frac{|x| y}{R^{2}}\right|\right) & x \neq 0, x, y \in B(0, R)  \tag{3.1}\\ -\frac{1}{\pi} \log \left(\left|\frac{y}{R}\right|\right) & x=0, y \in B(0, R)\end{cases}
$$

Which can, in the first case, be rewritten as

$$
\begin{gathered}
G(x):=-\frac{1}{2 \pi} \log (|x|) \\
g(x, y)=G(y-x)-G\left(|x|\left(y-\frac{x}{|x|^{2}}\right)\right) \\
g_{R}(x, y)=-\frac{1}{2 \pi} \log \left(\left|\frac{x}{R}-\frac{y}{R}\right|\right)-\frac{1}{2 \pi} \log \left(\left|\frac{x}{R}\right|\left|\frac{y}{R}-\frac{\frac{x}{R}}{\left|\frac{x}{R}\right|^{2}}\right|\right) \\
=-\frac{1}{2 \pi} \log \left(\frac{\left|\frac{x}{R}-\frac{y}{R}\right|}{\left|\frac{x}{R}\right|\left|\frac{y}{R}-\frac{\frac{x}{R}}{\left|\frac{x}{R}\right|^{2}}\right|}\right)=\frac{1}{4 \pi} \log \left(\frac{\left|\frac{x}{R}\right|^{2}\left|\frac{y}{R}-\frac{\frac{x}{R}}{\left|\frac{x}{R}\right|^{2}}\right|^{2}}{\left|\frac{x}{R}-\frac{y}{R}\right|^{2}}\right) . \\
\frac{\left|\frac{x}{R}\right|^{2}\left|\frac{y}{R}-\frac{\frac{x}{R}}{\left|\frac{x}{R}\right|^{2}}\right|^{2}}{\left|\frac{x}{R}-\frac{\frac{x}{R}}{R}\right|^{2}}=\frac{\left.\left|\frac{y}{R}\right|^{2}+\frac{1}{\left|\frac{x}{R}\right|^{2}}-2 \frac{x}{R} \frac{\frac{y}{R}}{\left|\frac{x}{R}\right|^{2}}\right)}{\left|\frac{x}{R}-\frac{y}{R}\right|^{2}} \\
=\frac{\left|\frac{x}{R}\right|^{2}\left|\frac{y}{R}\right|^{2}+1-2 \frac{x}{R} \frac{y}{R}}{\left|\frac{x}{R}-\frac{y}{R}\right|^{2}}=1+\frac{\left(1+\left|\frac{x}{R}\right|\right)^{2}\left(1+\left|\frac{y}{R}\right|\right)^{2}}{\left|\frac{x}{R}-\frac{y}{R}\right|^{2}} .
\end{gathered}
$$

We see that the logarithm is always positive. Consider

$$
\int_{|y| \leq R} \frac{1}{4 \pi} \log \left(\frac{\left|\frac{x}{R}\right|^{2}\left|\frac{y}{R}-\frac{\frac{x}{R}}{\left|\frac{x}{R}\right|^{2}}\right|^{2}}{\left|\frac{x}{R}-\frac{y}{R}\right|^{2}}\right) d y
$$

We change the scaling of the coordinates $\left(\bar{x}:=\frac{x}{R}\right)$ in order to arrive at

$$
R \int_{|y| \leq 1} \frac{1}{4 \pi} \log \left(\frac{|\bar{x}|^{2}\left|y-\frac{\bar{x}}{|\bar{x}|^{2}}\right|^{2}}{|\bar{x}-y|^{2}}\right) d y
$$

Now we choose coordinates, so $\bar{x}=(S, 0)$ and $y=r(\cos (\phi), \sin (\phi))$.
The integral becomes

$$
\begin{gathered}
R \int_{0}^{1} \int_{0}^{2 \pi} \frac{1}{4 \pi} \log \left(\frac{1+r^{2} S^{2}-2 r S \cos (\phi)}{S^{2}+r^{2}-2 r S \cos (\phi)}\right) r d \phi d r \\
\quad=c(R) \frac{1}{4 \pi} \int_{0}^{1} r(I(1, r S)-I(r, R)) d r
\end{gathered}
$$

where $I(x, y)$ is defined as

$$
I(x, y)=\int_{0}^{2 \pi} \log \left(x^{2}+y^{2}-2 x y \cos (\phi)\right) d \phi=4 \pi \max \{\log (x), \log (y)\}
$$

With $0 \leq r$ and $S \leq 1$, it follows that $I(1, r S)=0$. Therefore the integral becomes

$$
-\int_{0}^{1} r \max \{\log (r), \log (S)\} d r=-\log (S) \int_{0}^{1} r d r-\int_{S}^{1} r \log (r) d r=\frac{1}{4}\left(1-S^{2}\right)
$$

This tells us that

$$
\sup _{|\bar{x}| \leq 1} \int_{|y| \leq 1}|g(\bar{x}, y)| d y \leq R
$$

Although we already defined the notion of SILTs, we want to use an alternative (potentially more elegant) way to approach them and derive some important results.

Let $X_{t}, Y_{t}$ be two independent Brownian motions in $\mathbb{R}^{2}$ and $g_{R}(x, y)$ the Green function (3.1) of a Brownian motion killed on exiting the ball $B(0, R)$.

Set

$$
T_{R}=T_{R}(X):=\inf \left\{t:\left|X_{t}\right| \geq R\right\}
$$

For each $x \in \mathbb{R}^{2}$ and $u \leq 1$, we define the random measure

$$
\begin{equation*}
\mu_{x, u}(A):=\int_{0}^{u} \chi_{A}\left(X_{r}+x\right) d r \quad A \subset \mathbb{R}^{2} \tag{3.2}
\end{equation*}
$$

Lemma 30. For each $\epsilon \in(0,1]$ and almost every $\omega$, there exists a $K_{\epsilon}(\omega)$ such that

$$
\begin{equation*}
\mu_{x, u}(B(y, s))(\omega) \leq K_{\epsilon}(\omega)\left(s^{2-\epsilon} \wedge 1\right) \tag{3.3}
\end{equation*}
$$

for all $y \in \mathbb{R}^{2}$.
Proof. We have that $\mu_{x, u}\left(\mathbb{R}^{2}\right) \leq u$, so we will assume $s \leq \frac{1}{2}$. Let $R \geq 2+2|x|$ and let

$$
A_{t}:=\int_{0}^{t \wedge T_{R}} \chi_{B(y, s)}\left(X_{r}+x\right) d r
$$

( Proposition 5.6 in [30] tells us the following)
$\mathbb{E}_{w}\left[A_{T_{R}}\right]=\mathbb{E}_{w}\left[\int_{0}^{T_{R}} \chi_{B(y, s)}\left(X_{r}+x\right) d r\right]=u(w-x)$, where $u(x)$ is the solution of the Poisson problem

$$
\begin{gathered}
-\frac{1}{2} \Delta u=\chi_{B(y, s)}(x) \quad x \in B(0, R) \\
u(x)=0 \quad x \in \partial B(0, R) \\
\mathbb{E}_{w}\left[A_{T_{R}}\right]=\mathbb{E}_{w}\left[\int_{0}^{T_{R}} \chi_{B(y, s)}\left(X_{r}+x\right) d r\right]=\mathbb{E}_{w}\left[\int_{0}^{T_{R}} \chi_{\left\{\left|X_{r}+x-y\right| \leq s\right\}} d r\right] \\
=\int_{B(y-x, s)} \log \left(\frac{1}{|w-z|}\right) d z
\end{gathered}
$$

As $g_{R}(w, z) \leq c\left(1 \vee \log \left(\frac{1}{|w-z|}\right)\right)$, if $w \in B(0, R)$,

$$
\begin{gathered}
\mathbb{E}_{w}\left[A_{T_{R}}\right] \leq c \int_{B(y-x, s)}\left(1 \vee \log \left(\frac{1}{|w-z|}\right)\right) d z \\
\leq c \int_{B(y-x, s)}\left(1 \vee \log \left(\frac{1}{|w-z|}\right)\right) d z \leq c \int_{B(0, s)} \log \left(\frac{1}{|z|}\right) d x \\
\leq c s^{2} \log \left(\frac{1}{s}\right)
\end{gathered}
$$

Since $A_{t}$ is an additive functional, the above implies

$$
\mathbb{E}_{0}\left[A_{T_{R}}-A_{t} \mid \mathcal{F}_{t}\right] \leq \mathbb{E}_{X_{t}}\left[A_{T_{R}}\right] \leq \sup _{w} \mathbb{E}_{w}\left[A_{T_{R}}\right] \leq c s^{2-\frac{\epsilon}{2}}
$$

By $[16,15]$, we have that $\mathbb{E}_{0}\left[\exp \left(\lambda A_{T_{R}}\right)\right] \leq 2$, if $\lambda \leq \frac{1}{8} \sup _{w} \mathbb{E}_{w}\left[A_{T_{R}}\right]$. By Chebychev's inequality, we get

$$
\begin{equation*}
\mathbb{P}^{0}\left(A_{T_{R}}>c_{1} s^{2-\epsilon}\right) \leq 2 \exp \left(-c_{2} s^{-\frac{\epsilon}{2}}\right) \tag{3.4}
\end{equation*}
$$

Looking at $B(0,3 R)$, then we can cover this set with $N=c s^{-d}$ balls of radius $2 s$ and we denote them by $B_{1}, \ldots, B_{N}$. Every ball $B(y, s), y \in B(0,2 R)$ is contained in one of the $B_{i}$ 's.

Defining

$$
D_{R}:=\left\{\sup _{t \leq 1}\left|X_{t}\right| \leq R\right\}
$$

(3.4) yields (for some $y \in B(0,2 R)$ )

$$
\begin{gathered}
\mathbb{P}^{0}\left(\mu_{x, u}(B(y, s)) \geq c_{1} s^{2-\epsilon} ; D_{R}\right) \\
\leq \mathbb{P}^{0}\left(\mu_{x, u}\left(B_{i}\right) \geq c_{1} s^{2-\epsilon} ; D_{R}\right) \\
\leq c_{2} s^{-d} \exp \left(-c_{3} s^{-\frac{\epsilon}{2}}\right)
\end{gathered}
$$

By the Borel-Cantelli lemma with $s=2^{-i} i=0,1,2, \ldots$,

$$
\mathbb{P}^{0}\left(\frac{\mu_{x, u} B\left(y, 2^{-i}\right)}{\left(2^{-i}\right)^{2-\epsilon}} \geq c ; D_{R}\right)=0
$$

Hence, for $\omega \in D_{R}$, exists some $K_{\epsilon R}(\omega)$, such that

$$
\mu_{x, u}\left(B\left(y, 2^{-i}\right)\right) \leq K_{\epsilon R}(\omega)\left(2^{-i}\right)^{2-\epsilon}
$$

for all $y \in B(0,2 R)$ and $i=0,1,2, \ldots$. If $s \in(0,1]$, then obviously $s \in$ $\left(2^{-(i+1)}, 2^{-i}\right]$ for some $i$. This leads to (provided $\omega \in D_{R}$ )

$$
\begin{equation*}
\mu_{x, u}(B(y, s)) \leq K_{\epsilon R}(\omega)\left(2^{-i}\right)^{2-\epsilon} \leq K_{\epsilon R}(\omega) s^{2-\epsilon} \tag{3.5}
\end{equation*}
$$

If $\omega \in D_{R}$ and $y \notin B(0,2 R)$, then $\mu_{x, u}(B(y, s))=0$. Noting that each $\omega$ is in a $D_{R}$, for sufficiently large $R$, together with our estimates (3.5), yields the desired result (3.3).

Define

$$
\mathcal{L}=\left\{\psi: \psi: \mathbb{R}^{d} \rightarrow[-1,1],\|\psi\|_{\infty} \leq 1, \text { and Lipschitz with Lipschitz constant } 1\right\}
$$

and

$$
d_{L}(\mu, \nu):=\sup _{\psi \in \mathcal{L}}\left\{\left|\int \psi d \mu-\int \psi d \nu\right|\right\} .
$$

## Lemma 31.

$$
\begin{gathered}
d_{L}\left(\mu_{x, u}, \mu_{x, v}\right) \leq|u-v| \\
d_{L}\left(\mu_{x, u}, \mu_{y, u}\right) \leq u|x-y|
\end{gathered}
$$

Proof. The first inequality is obvious by the definition of $d_{L}$.
The second inequality follows from

$$
\left|\int \psi d\left(\mu_{x, u}-\mu_{y, u}\right)\right|=\int_{0}^{u}\left|\psi\left(X_{t}+x\right)-\psi\left(X_{t}+y\right)\right| d t \leq u|x-y|
$$

Remark 32. Lemma 30 implies that for $\omega$ not in the exceptional set, $g_{R} \mu_{x, y}(z)$ is continuous and bounded ([5]). Let $\alpha_{2}(x, \cdot, u)$ be the continuous additive functional of $Y_{t}$ associated with $\mu_{x, u}$. That is the continuous additive functional, such that $\mathbb{E}_{0}\left[\alpha_{2}\left(x, T_{R}(Y), u\right)\right]=g_{R} \mu_{x, u}(z)$,
for all $z$ and $R([8])$. The stochastic interpretation of this functional is the following: $\alpha_{2}(x, \cdot, u)$ is the increasing part of the supermartingale $g_{R} \mu_{x, u}\left(Y_{t \wedge T_{R}(Y)}\right)$.

We will state one result regarding the joint Hölder continuity of $\alpha_{2}$ in each variable here, further results can be found in [6].

Claim 33. Assume $c \gamma>0$ and $\mu$ being a positive measure, satisfying $\mu_{x, u}(B(y, s)) \leq$ $c\left(s^{d-2+\gamma} \wedge 1\right)$ for all $s \in(0, \infty), y \in \mathbb{R}^{d}$. Let $L_{t}^{\mu}$ be the associated continuous additive functional, then $L_{t}^{\mu}$ is Hölder continuous in $t$ a.s..

Proof. [6].

Proposition 34. There exists a null set $N$, such that if $\omega \notin N$,

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} f(x) \alpha_{2}(x, r, u)(\omega) d x=\int_{0}^{u} \int_{0}^{r} f\left(Y_{s}(\omega)-X_{t}(\omega)\right) d s d t \tag{3.6}
\end{equation*}
$$

for all bounded and measurable $f$.
Proof. Let $f, h$ be continuous and compactly supported and define

$$
B_{u}^{x, h}:=\int_{0}^{u} h\left(X_{t}-x\right) d t
$$

The potential of $B_{u}^{x, h}$ on the ball with radius $R$ is

$$
\mathbb{E}_{z}\left[B_{T_{R}}^{x, h}\right]=\int g_{R}(z, y) h(y-x) d y
$$

So the potential of $\int f(x) B_{u}^{x, h} d x$ is

$$
\iint g_{R}(z, y) f(x) h(y-x) d y d x=\iint g_{R}(z, y) h(x) f(y-x) d y d x
$$

which is the potential of $\int h(x) B_{u}^{x, f} d x$. Referring to [8], if two additive functionals of a Brownian motion have the same potential, they are already equal. Hence

$$
\int h(x) B_{u}^{x, f} d x=\int f(x) B_{u}^{x, h} d x \quad \text { a.s. }
$$

or

$$
\begin{equation*}
\int f(x)\left(\int h(y) \mu_{-x, u}(d y)\right) d x=\int h(x)\left(\int f(y) \mu_{-x, u}(d y)\right) d x \tag{3.7}
\end{equation*}
$$

The right hand side of $(3.6)$ is equal to $\int_{0}^{r}\left(\int f(-y) \mu_{-Y_{s}, u}(d y)\right) d s$. So its potential in $B(0, R)$, considered as a continuous additive functional of $Y$, is

$$
\int g_{R}(z, y)\left(\int f(-\omega) \mu_{-y, u}(d \omega)\right) d y
$$

By (3.7), this equals

$$
\int f(-x)\left(\int g_{R}(z, y) \mu_{-x, u}(d y)\right) d x=\int f(x) g_{R} \mu_{x, u}(z) d z
$$

which is the potential on the left hand side of (3.6). Since $R$ was arbitrary, this proves the claim.

We will now show a (Yor-Rosen-) Tanaka formula for the the ILT of two Brownian motions in $\mathbb{R}^{2}$.

Define

$$
\begin{equation*}
G(x):=\frac{1}{\pi} \log \left(\frac{1}{|x|}\right) \tag{3.8}
\end{equation*}
$$

Obviously, $G(x)$ is symmetric in $x$.
By [9],

$$
\begin{gather*}
g_{R} \mu_{x, u}\left(Y_{t \wedge T_{R}}\right)-g_{R} \mu_{x, u}\left(Y_{0}\right)  \tag{3.9}\\
=\int_{0}^{t \wedge T_{R}} \nabla g_{R} \mu_{x, u}\left(Y_{s}\right) \cdot d Y_{s}-\alpha_{2}\left(x, t \wedge T_{R}, u\right) .
\end{gather*}
$$

Since $G(\cdot-y)-g_{R}(\cdot, y)$ is harmonic in $B(0, R)$ for each $y$, so is $G \mu_{x, u}(\cdot)-g_{R} \mu_{x, u}(\cdot)$ and we have ([9])

$$
\begin{gather*}
\left(G \mu_{x, u}-g_{R} \mu_{x, u}\right)\left(Y_{t \wedge T_{R}}\right)-\left(G \mu_{x, u}-g_{R} \mu_{x, u}\right)\left(Y_{0}\right)  \tag{3.10}\\
=\int_{0}^{t \wedge T_{R}} \nabla\left(G \mu_{x, u}-g_{R} \mu_{x, u}\right)\left(Y_{s}\right) \cdot d Y_{s} \\
G \mu_{x, u}(y):=\int G(y-z) \mu_{x, u}(d z)
\end{gather*}
$$

Adding (3.9) and (3.10) and letting $R \rightarrow \infty$,

$$
G \mu_{x, u}\left(Y_{t}\right)-G \mu_{x, u}\left(Y_{0}\right)=\int_{0}^{t} \nabla G \mu_{x, u}\left(Y_{s}\right) \cdot d Y_{s}-\alpha_{2}(x, t, u)
$$

Recalling the definition of $\mu_{x, u}$, yields

$$
\begin{align*}
& \int_{0}^{u} G\left(Y_{t}-X_{r}-x\right) d r-\int_{0}^{u} G\left(Y_{0}-X_{r}-x\right) d r  \tag{3.11}\\
= & \int_{0}^{t}\left(\int_{0}^{u} \nabla G\left(Y_{s}-X_{r}-x\right) d r\right) \cdot d Y_{s}-\alpha_{2}(x, t, u) .
\end{align*}
$$

Theorem 35. Let $Y_{r}$ be a two dimensional Brownian motion. There exists $a b>0$ (independent of $p$ ) and constants $c(p)$, such that if $p \geq 1, x \in \mathbb{R}^{2}$ and $\sigma<1$, that

$$
\begin{equation*}
\mathbb{P}\left[\int_{0}^{1} \chi_{B(x, \sigma)}\left(Y_{r}\right) \zeta(d r)>\lambda\right] \leq c(p) \frac{\sigma^{b p}}{\lambda^{b p}} \tag{3.12}
\end{equation*}
$$

Where we suppose, that $\zeta(t)$ is a nondecreasing continuous process with $\zeta(0)=0$, which satisfies, that for each $p \geq 1$, there exists an $a>0$ and a $K(p) \geq 1$, such that

$$
\begin{equation*}
\mathbb{E}[(\zeta(t)-\zeta(s))]^{p} \leq K(p)|t-s|^{a p} \quad s, t \leq 1 \tag{3.13}
\end{equation*}
$$

Proof. Assume that $\lambda>2 \sigma$, otherwise the result becomes rather trivial. Fix $x \in \mathbb{R}^{2}$ and define $R_{t}:=\left|Y_{t}-x\right|$. Let $\epsilon=\frac{1}{16}$ and define

$$
S_{1}:=\inf \left\{t: R_{t} \leq \sigma\right\}, T_{1}:=\inf \left\{t>S_{1}: R_{t} \geq \sigma^{1-\epsilon}\right\}
$$

and

$$
S_{i+1}:=\inf \left\{t>T_{i}: R_{t} \leq \sigma\right\}, T_{i+1}:=\inf \left\{t>S_{i+1}: R_{t} \geq \sigma^{1-\epsilon}\right\}
$$

Let

$$
D_{u}:=\inf \left\{i: S_{i}>u\right\}
$$

so $D_{u}$ is greater or equal to the number of upcrossings of $\left[\sigma, \sigma^{1-\epsilon}\right]$ by $R_{t}$ up to time $u$. Since $\log \left(R_{t}\right)$ is a martingale, we can use the upcrossing inequality ([12])

$$
\sup _{z} \mathbb{E}_{z}\left[D_{1}\right]=\mathbb{E}_{\sigma}\left[D_{1}\right] \leq \frac{\mathbb{E}_{z}\left[\left|\log \left(R_{1}\right)\right|+|\log (\sigma)|\right]}{\left|\log \left(\sigma^{1-\epsilon}\right)-\log (\sigma)\right|} \leq c_{1}
$$

Using Cebychev's inequality,

$$
\sup _{z} \mathbb{P}_{z}\left(D_{1} \geq 2 c_{1}\right) \leq \frac{1}{2}
$$

Applying the strong Markov property at $\inf \left\{t: D_{t} \geq 2 n c_{1}\right\}$,

$$
\sup _{z} \mathbb{P}_{z}\left(D_{1} \geq 2 c_{1}(n+1)\right) \leq \frac{1}{2} \sup _{z} \mathbb{P}_{z}\left(D_{1} \geq 2 c_{1} n\right)
$$

which leads to

$$
\mathbb{P}_{z}\left(D_{1} \geq n\right) \leq c_{2} \exp \left(-c_{3} n\right), \quad n \geq 1
$$

Applying the strong Markov property applied at $S_{i}$ and standard estimates on Brownian motion,

$$
\begin{equation*}
\mathbb{P}\left(T_{i}-S_{i}>K \sigma^{2-3 \epsilon}\right) \leq \mathbb{P}_{0}\left(T_{1}>K \sigma^{2-3 \epsilon}\right) \leq c_{4} \exp \left(-c_{5} K\right) \tag{3.14}
\end{equation*}
$$

Let $h \in[0,1]$. If $\zeta((t+h) \wedge 1)-\zeta(t) \geq L h^{\frac{a}{2}}$ for some $t \in[0,1]$, then $\zeta(((j+$ 2) $h) \wedge 1)-\zeta(j h) \geq L h^{\frac{a}{2}}$ for some $j \leq\left[\frac{1}{h}\right]+1$. The assumptions of this proposition imply

$$
\mathbb{P}\left(\zeta(t)-\zeta(s) \geq L|t-s|^{\frac{a}{2}}\right) \leq K(p) \frac{|t-s|^{\frac{a p}{2}}}{L^{p}}
$$

If $p>p_{0}=\frac{8}{a}$, then

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \leq 1}(\zeta((t+h) \wedge 1)-\zeta(t)) \geq L h^{\frac{a}{2}}\right) \leq K(p) \frac{2 h^{\frac{a p}{2}}}{h L^{p}} \leq K(p) \frac{2 h^{\frac{a p}{4}}}{L^{p}} \tag{3.15}
\end{equation*}
$$

Note $R_{T_{i}} \geq \sigma^{1-\epsilon}$ and $R_{t}$ doesn't return to the interval [ $0, \sigma$ ] until time $S_{i+1}$, so if $Y_{r} \in B(x, \sigma)$, then $r \in\left[S_{i}, T_{i}\right]$ for some $i$. Hence

$$
\begin{equation*}
\int_{0}^{1} \chi_{B(x, \sigma)}\left(Y_{r}\right) \zeta(d r) \leq \sum_{i=1}^{\infty}\left(\zeta\left(T_{i} \wedge 1\right)-\zeta\left(S_{i} \wedge 1\right)\right) \tag{3.16}
\end{equation*}
$$

Set $n=\left(\frac{\lambda}{\sigma}\right)^{p}, K=n^{d}, h=K \sigma^{2-5 \epsilon}$ and $L=\frac{\lambda}{2 h^{\frac{a}{2}} n}$, where we will choose $d$ appropriately later. If the sum on the right hand side is bigger than $\lambda$, one of the following must hold:
(a) $D_{1}>n$,
(b) $T_{i}-S_{i} \geq K \sigma^{2-3 \epsilon} \quad$ for some $i \leq n$,
(c) $\left(T_{i} \wedge 1\right)-\left(S_{i} \wedge 1\right)>\frac{\lambda}{2 n}\left(\right.$ and $\left.\max _{j \leq n}\left(T_{j}-S_{j}\right)<K \sigma^{2-3 \epsilon}\right)$ for some $i \leq n$.

As a quick reminder $\sigma<1, \lambda \geq 2 \sigma$ and $\epsilon=\frac{1}{16}$, so
$h:=K \sigma^{2-5 \epsilon}=\left[\frac{\lambda^{d}}{\sigma^{d}}\right]^{d} \sigma^{2-5 \epsilon}>K \sigma^{2-3 \epsilon}$. Also $S_{j} \wedge 1=1 \Rightarrow T_{j} \wedge 1=1$, which leads us to

$$
\left(\zeta\left(T_{i} \wedge 1\right)-\zeta\left(S_{i} \wedge 1\right)\right) \leq \sup _{t \leq 1}(\zeta((t+h) \wedge 1)-\zeta(t))
$$

implying

$$
\mathbb{P}\left(\zeta\left(T_{i} \wedge 1\right)-\zeta\left(S_{i} \wedge 1\right)\right) \leq \mathbb{P}\left(\sup _{t \leq 1}(\zeta((t+h) \wedge 1)-\zeta(t))>\frac{\lambda}{2 n}\right)
$$

So,

$$
\begin{gathered}
\mathbb{P}\left[\int_{0}^{1} \chi_{B(x, \sigma)}\left(Y_{r}\right) d r>\lambda\right] \leq \mathbb{P}\left(D_{1} \geq n\right)+n \sup _{i} \mathbb{P}\left(T_{i}-S_{i}>K \sigma^{2-3 \epsilon}\right)+\mathbb{P}\left(\left(T_{i} \wedge 1\right)-\left(S_{i} \wedge 1\right)>\frac{\lambda}{2 n}\right) \\
\leq c_{2} \exp \left(-c_{3} n\right)+n c_{4} \exp \left(-c_{5} K\right)+\mathbb{P}\left(\sup _{t \leq 1}(\zeta((t+h) \wedge 1)-\zeta(t))>\frac{\lambda}{2 n}\right) \\
\leq c_{2} \exp \left(-c_{3} n\right)+n c_{4} \exp \left(-c_{5} K\right)+K(p) \frac{2 h^{\frac{a p}{4}}}{L^{p}}
\end{gathered}
$$

Substituting for $n, K, h$ and $L$, we recall that $\lambda>2 \sigma$ and $\sigma<1$. So, taking $d$ sufficiently small, we obtain the result for all $p \geq p_{0}$. The result for $p \in\left[1, p_{0}\right)$ follows, since $\sigma<\lambda$.

Remark 36. The previous result obviously holds true for $\zeta(t)=t$ (by choosing $d$ appropriately small), which we will use in the following results.

For $\epsilon \in(0,1)$, define

$$
\begin{align*}
G_{\epsilon}(x) & :=G(x) \wedge \frac{1}{\pi} \log \left(\frac{1}{\epsilon}\right),  \tag{3.17}\\
H_{\epsilon}(x) & :=G(x)-G_{\epsilon}(x)
\end{align*}
$$

Proposition 37. Assume $a>0$. There exists a $d \geq 0$ and $\epsilon_{0}<1$ such that for $p \geq 1$ and $q \geq 1$

$$
\mathbb{E}\left[\left(\int_{0}^{u}\left|H_{\epsilon}\left(X_{r}-X_{s}-x\right)\right|^{q} d r\right)^{p}\right] \leq c(p, q) \epsilon^{d p}
$$

if $u \in[0,1]$ and $\epsilon \leq \epsilon_{0}$.
Proof. Set $V=\int_{0}^{u}\left|H_{\epsilon}\left(X_{r}-X_{s}-x\right)\right|^{q} d r$ and $Y_{r}=X_{u}-X_{r}$. Let $n=\left[\frac{4}{b}\right]+4$, where $b$ is the constant from Theorem 35.

First, we note that

$$
H_{\epsilon}^{q}(z+x) \leq c_{1} \sum_{\left\{j: 2^{-j} \leq \epsilon\right\}} j^{q} \chi_{B\left(x, 2^{-j}\right)}(z) .
$$

Also, if $\lambda \geq \epsilon^{\frac{1}{4}}$, with $\epsilon$ being sufficiently small and $2^{-j} \leq \epsilon$, then $\frac{\lambda}{40 c_{1} j^{2+q}} \geq 2^{-\frac{j}{2}}$. Using Theorem 35

$$
\mathbb{P}[V>\lambda] \leq \sum_{\left\{j: 2^{-j} \leq \epsilon\right\}} \mathbb{P}\left[c_{1} j^{q} \int_{0}^{u} \chi_{B\left(x, 2^{-j}\right)}\left(Y_{r}\right) d r>\frac{\lambda}{20 j^{2}}\right]
$$

$$
\begin{gathered}
\leq c(n p) \sum_{\left\{j: 2^{-j} \leq \epsilon\right\}} \frac{\left(2^{-j}\right)^{b n p}}{\left(\frac{\lambda}{20 j^{2+q}}\right)^{b n p}} \\
=c(p, q) \sum_{\left\{j: 2^{-j} \leq \epsilon\right\}} \frac{2^{-j \frac{p}{2}}}{\lambda^{b n p}} \\
\leq c(p, q) \epsilon^{d_{1} p} \frac{\epsilon^{d_{1} p}}{\lambda^{p+2}}
\end{gathered}
$$

if $\epsilon$ is small enough.
Multiplying by $p \lambda^{p-1}$ and integrating from $\epsilon^{\frac{1}{4}}$ to $\infty$, gives

$$
\mathbb{E}\left[V^{p} \chi_{V \leq \epsilon^{\frac{1}{4}}}\right] \leq c(p, q) \epsilon^{d p}
$$

Since

$$
\mathbb{E}\left[V^{p} \chi_{V \leq \epsilon^{\frac{1}{4}}}\right] \leq c(p, q) \epsilon^{d p}
$$

adding up the two terms, gives the result.
Let $U_{t}=M_{t}-V_{t}$, where $M_{t}$ is a martingale with mean 0 and $V_{t}$ is a nondecreasing process with $V_{0}=0$. Furthermore, $U, M$ and $V$ have right-continuous paths with left limits and are adapted to a filtration satisfying the usual conditions.
Lemma 38. Suppose that for an $a>0$ and $p \geq 1$, there exists a $K(p)$, such that

$$
\begin{gather*}
\mathbb{E}\left[\left|U_{t}\right|^{p}\right] \leq K(p), \quad t \leq 1  \tag{3.18}\\
\mathbb{E}\left[\left|U_{t}-U_{s}\right|^{p}\right] \leq K(p)|t-s|^{p a}, \quad s, t \leq 1 \tag{3.19}
\end{gather*}
$$

Let $\bar{K}=K(p) \vee K(p+1)$, then there exists $a b>0$, independent of $p$, and constants $c(p)$, such that for $p \geq 1$

$$
\begin{gather*}
\mathbb{E}\left[V_{1}{ }^{p}\right] \leq c(p) \bar{K}(p)  \tag{3.20}\\
\mathbb{E}\left[V_{t}-V_{s}^{p}\right] \leq c(p) \bar{K}(p)|t-s|^{p b}, \quad s, t \leq 1 \tag{3.21}
\end{gather*}
$$

Proof. We focus on the case $p \geq p_{0}=\frac{2}{a}$, since the result for $p<p_{0}$ follows from applying Jensen's inequality.

Using a chaining argument, like in the proof of Kolmogorov's theorem the first two inequalities would imply, that we find a version of $U_{t}$, such that

$$
\mathbb{E}\left[\sup _{t \leq 1}\left|U_{t}\right|^{p}\right] \leq c(p) \bar{K}(p)
$$

As $U_{t}$ and $-V_{t}$ only differ by a martingale, for $t \leq 1$, we have

$$
\mathbb{E}\left[V_{1}-V_{t} \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[U_{t}-U_{1} \mid \mathcal{F}_{t}\right] \leq 2 \mathbb{E}\left[\sup _{s}\left|U_{s}\right| \mid \mathcal{F}_{t}\right]
$$

Using the inequality [3] (Lemma 2.3), we get

$$
\mathbb{E}\left[V_{1}^{p}\right] \leq c(p) \mathbb{E}\left[\sup _{t}\left|U_{t}\right|^{p}\right]
$$

Together with (3.18), this proves (3.20).
In a similar fashion,

$$
\mathbb{E}\left[\sup _{s \leq r \leq t}\left|U_{r}-U_{s}\right|^{p}\right] \leq c(p) \bar{K}(p)|t-s|^{p a}
$$

If we apply the above argument to $\bar{V}_{r}:=V_{s+r}-V_{s}, \bar{U}_{r}:=U_{s+r}-U_{s}$ and $\bar{M}_{r}:=M_{s+r}-M_{r} r \leq t-s$, we get the second inequality.
Remark 39. Setting $p>\frac{1}{b}$, implies, that $V_{t}$ is Hölder continuous a.s. on a dense subset. As $V_{t}$ was assumed to be increasing, it turns out to be continuous a.s..

Suppose now, that $U_{t}^{i}=M_{t}^{i}-V_{t}^{i}, i=1,2$ and $V^{i}, M^{i}$ as above. Set $V_{t}=V_{t}^{1}-V_{t}^{2}$ and analogously $M_{t}$ and $U_{t}$.

Proposition 40. Let $a, b, \delta \in(0,1)$. Assuming, that for each $p$, there exists $a$ $K(p)$, such that

$$
\begin{gathered}
\mathbb{E}\left[\left|U_{t}^{i}\right|^{p}\right] \leq K(p), \quad t \leq 1, i=1,2 \\
\mathbb{E}\left[\left|U_{t}^{i}-U_{s}^{i}\right|^{p}\right] \leq K(p)|t-s|^{p a}, \quad s, t \leq 1, i=1,2
\end{gathered}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left|U_{t}\right|^{p}\right] \leq K(p) \delta^{p b}, \quad t \leq 1 \tag{3.22}
\end{equation*}
$$

Then there exists a $d>0$, such that

$$
\begin{equation*}
\mathbb{E}\left[V_{1}^{p}\right] \leq c(p) \bar{K}(p) \delta^{d p}, \quad t \leq 1 \tag{3.23}
\end{equation*}
$$

Proof. Again, we suppose that $p \geq \frac{2}{a}+2$. As in the preceding proof,

$$
\mathbb{E}\left[\sup _{s \leq t \leq s+h}\left|U_{t}^{i}-U_{s}^{i}\right|^{p}\right] \leq c(p) \bar{K}(p)|h|^{p a}
$$

For $n \geq 1$,

$$
\sup _{t \leq 1}\left|U_{t}\right| \leq \sup _{j \leq n}\left|U_{\frac{j}{n}}\right|+\sum_{i=1}^{2} \sup _{j \leq n} \sup _{\frac{j}{n} \leq t \leq \frac{j+1}{n}}\left|U_{t}^{i}-U_{\frac{j}{n}}^{i}\right| .
$$

It follows, that

$$
\begin{gathered}
\mathbb{E}\left[\sup _{t}\left|U_{t}\right|^{p}\right] \\
\leq c(p) n \sup _{j \leq n} \mathbb{E}\left[\left|U_{\frac{j}{n}}\right|^{p}\right]+2 c(p) n \max _{1 \leq i \leq 2} \sup _{j \leq n} \mathbb{E}\left[\left|\sup _{\frac{j}{n} \leq t \leq \frac{j+1}{n}}\right| U_{t}^{i}-U_{\frac{j}{n}}^{i}| |^{p}\right] \\
\leq c(p) n \bar{K}(p) \delta^{b p}+2 n c(p) \bar{K}(p)\left(\frac{1}{n}\right)^{a p}
\end{gathered}
$$

Since $a p>2$, we set $n=\left[\delta^{-\frac{b}{2}}\right]+1$ in order to get

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t}\left|U_{t}\right|^{p}\right] \leq c(p) \bar{K}(p) \delta^{\frac{a b p}{2}} \tag{3.24}
\end{equation*}
$$

Define $Z=\sup _{t}\left|U_{t}\right|$ and $W=1+V_{1}^{1}+V_{1}^{2}$, then by the preceding Lemma 38, we get $W \in L^{p}$ for all $p$.

If $t \leq 1$,

$$
\left|\mathbb{E}\left[V_{1}-V_{t} \mid \mathcal{F}_{t}\right]\right|=\left|\mathbb{E}\left[U_{t}-U_{1} \mid \mathcal{F}_{t}\right]\right| \leq 2 \mathbb{E}\left[Z \mid \mathcal{F}_{t}\right]
$$

Referring to the proof [2] (Lemma 2.3),

$$
\begin{align*}
& \mathbb{E}\left[\left(V_{1}-V_{t}\right)^{2} \mid \mathcal{F}_{t}\right]=2 \mathbb{E}\left[\int_{t}^{1}\left(V_{1}-V_{s}\right) d V_{s} \mid \mathcal{F}_{t}\right]  \tag{3.25}\\
& \quad=2 \mathbb{E}\left[\int_{t}^{1} \mathbb{E}\left[\left(V_{1}-V_{s}\right) \mid \mathcal{F}_{s}\right] d V_{s} \mid \mathcal{F}_{t}\right] \\
& \quad \leq 2 \mathbb{E}\left[\int_{t}^{1} \mathbb{E}\left[Z \mid \mathcal{F}_{s}\right] d\left(V_{s}^{1}+V_{s}^{2}\right) \mid \mathcal{F}_{t}\right] .
\end{align*}
$$

Now set $Y_{t}=\mathbb{E}\left[\left(V_{1}-V_{s}\right) \mid \mathcal{F}_{s}\right], N_{t}=\mathbb{E}\left[\left(V_{1}\right) \mid \mathcal{F}_{s}\right]$, such that $Y_{t}=N_{t}-V_{t}$. We take the right continuous versions of $Y$ and $N$. Jensen's inequality implies, that

$$
Y_{t}^{2}=\left(\mathbb{E}\left[\left(V_{1}-V_{s}\right) \mid \mathcal{F}_{s}\right]\right)^{2} \leq \mathbb{E}\left[\left(V_{1}-V_{s}\right)^{2} \mid \mathcal{F}_{s}\right] \leq 2 \mathbb{E}\left[W Z \mid \mathcal{F}_{s}\right]
$$

Further, if we apply Ito's lemma, we get

$$
Y_{1}^{2}-Y_{t}^{2}=2 \int_{t}^{1} Y_{s} d Y_{s}+\langle N\rangle_{1}-\langle N\rangle_{t}
$$

which in turn tells us, that

$$
\begin{aligned}
& \mathbb{E}\left[\langle N\rangle_{1}-\langle N\rangle_{t} \mid \mathcal{F}_{t}\right] \leq\left|\mathbb{E}\left[Y_{1}^{2}-Y_{t}^{2} \mid \mathcal{F}_{t}\right]\right|+2\left|\mathbb{E}\left[\int_{t}^{1} Y_{s} d Y_{s} \mid \mathcal{F}_{t}\right]\right| \\
& \leq 4 \mathbb{E}\left[W Z \mid \mathcal{F}_{t}\right]+2\left|\mathbb{E}\left[\int_{t}^{1} Y_{s} d V_{s} \mid \mathcal{F}_{t}\right]\right| \\
& \leq 4 \mathbb{E}\left[W Z \mid \mathcal{F}_{t}\right]+2\left|\mathbb{E}\left[\int_{t}^{1} \mathbb{E}\left[Z \mid \mathcal{F}_{s}\right] d\left(V_{s}^{1}+V_{s}^{2}\right) \mid \mathcal{F}_{t}\right]\right| \\
& \leq 8 \mathbb{E}\left[W Z \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

By applying Lemma 2.3 from [3] and Lemma 38,

$$
\begin{aligned}
& \mathbb{E}\left[\langle N\rangle_{1}^{p}\right] \leq c(p) \sqrt{\mathbb{E}\left[Z^{2 p}\right]} \sqrt{\mathbb{E}\left[W^{2 p}\right]} \\
& \leq\left(c(2 p) \bar{K}(2 p) \delta^{\frac{2 a b p}{2}}\right)^{\frac{1}{2}}(\bar{K}(2 p))^{\frac{1}{2}} \\
& \leq c(p) \bar{K}(2 p) \delta^{\frac{a b p}{2}}
\end{aligned}
$$

Applying Jensen's inequality ones more, we get

$$
\mathbb{E}\left[\left|Y_{t}\right|^{2 p}\right] \leq \mathbb{E}\left[2 \mathbb{E}\left[W Z \mid \mathcal{F}_{t}\right]^{p}\right] \leq c(p) \mathbb{E}\left[(W Z)^{p}\right] \leq c(p) \bar{K}(2 p) \delta^{\frac{a b p}{2}}
$$

Therefore,

$$
\begin{gathered}
\mathbb{E}\left[\left|V_{t}\right|^{2 p}\right] \leq c(p) \mathbb{E}\left[\left|N_{t}\right|^{2}\right]+c(p) \mathbb{E}\left[\left|Y_{t}\right|^{2 p}\right] \\
\leq c(p) \mathbb{E}\left[\langle N\rangle_{1}^{p}\right]+c(p) \mathbb{E}\left[\left|Y_{t}\right|^{2 p}\right] \leq c(p) \bar{K}(2 p) \delta^{\frac{a b p}{2}} .
\end{gathered}
$$

By setting $d=\frac{a b}{4}$, the proof is completed.
We now want to use some of the results obtained in the study of the intersection of two planar Brownian motions, in order to study the SILT for double points of a single Brownian motion.

Let $t$ be fixed, $\Delta_{n}=2^{-n}$ and set $s_{i}=t i \Delta_{n}$ for $i=0, \ldots, 2^{n}$. Setting $Y_{r}=$ $\left(X_{s_{i}+r}-X_{s_{i}}\right)+X_{s_{i}}=X_{s_{i}+r} \quad 0 \leq r \leq \Delta$. For an $x \in \mathbb{R}^{2}$, let $\mu_{x, u}(A)=$ $\int_{0}^{s_{i}} \chi_{A}\left(X_{r}\right) d r$. There now exists, with the same argumentation, a continuous, additive functional of $Y_{r}$, we will call $\alpha_{2}^{n i}(x, \cdot)$, such that, if $A_{n, i, x}:=\alpha_{2}^{n i}\left(x, \Delta_{n}\right)$, then

$$
\begin{align*}
& \int_{0}^{s_{i}}\left(G\left(X_{s_{i+1}}-X_{r}-x\right)-G\left(X_{s_{i}}-X_{r}-x\right)\right) d r  \tag{3.26}\\
= & \int_{s_{i}}^{s_{i+1}}\left(\int_{0}^{s_{i}} \nabla G\left(X_{s}-X_{r}-x\right) d r\right) d X_{s}-A_{n, i, x}
\end{align*}
$$

Furthermore, it holds that $A_{n, i, x} \geq 0$, continuous in $x$ and

$$
\begin{equation*}
\int f(x) A_{n, i, x} d x=\int_{s_{i}}^{s_{i+1}} \int_{0}^{s_{i}} f\left(X_{r}-X_{s}\right) d s d r \tag{3.27}
\end{equation*}
$$

Let

$$
\begin{gathered}
U_{t}^{n}=U_{t}^{n}(x):=\sum_{i=0}^{2^{n}-1} \int_{0}^{s_{i}}\left(G\left(X_{s_{i+1}}-X_{r}-x\right)-G\left(X_{s_{i}}-X_{r}-x\right)\right) d r, \\
M_{t}^{n}=M_{t}^{n}(x):=\int_{s_{i}}^{s_{i+1}} \int_{0}^{s_{i}} \nabla G\left(X_{s}-X_{r}-x\right) d r d X_{s}, \\
\beta_{t}^{n}(x):=\sum_{i=0}^{2^{n}-1} A_{n, i, x}, \\
U_{t}=U_{t}(x):=\int_{0}^{t}\left(G\left(X_{t}-X_{r}-x\right)-G(-x)\right) d r \\
M_{t}=M_{t}(x):=\int_{0}^{t} \int_{0}^{s} \nabla G\left(X_{s}-X_{r}-x\right) d r d X_{s} .
\end{gathered}
$$

Summing over all $i$ in (3.26), we get

$$
\begin{equation*}
U_{t}^{n}=M_{t}^{n}-\beta_{t}^{n}(x) \tag{3.28}
\end{equation*}
$$

Proposition 41. If $x \neq 0, U_{t}^{n} \rightarrow U_{t}$ in $L^{p}$ for $p>1$.

Proof.

$$
\begin{aligned}
U_{t}^{n} & =\sum_{i=0}^{2^{n}-1} \sum_{j=0}^{i-1} \int_{s_{j}}^{s_{j+1}}\left(G\left(X_{s_{i+1}}-X_{r}-x\right)-G\left(X_{s_{i}}-X_{r}-x\right)\right) d r \\
= & \sum_{j=0}^{2^{n}-1} \sum_{i=j+1}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}}\left(G\left(X_{s_{i+1}}-X_{r}-x\right)-G\left(X_{s_{i}}-X_{r}-x\right)\right) d r \\
& =\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}}\left(G\left(X_{t}-X_{r}-x\right)-G\left(X_{s_{j+1}}-X_{r}-x\right)\right) d r
\end{aligned}
$$

Defining the function

$$
h_{r}^{n}:=\sum_{j=0}^{2^{n}-1}\left(G(-x)-G\left(X_{s_{j+1}}-X_{r}-x\right)\right) \chi_{\left(s_{j}, s_{j+1}\right)}(r),
$$

it suffices to prove that

$$
\int_{0}^{t} h_{r}^{n} d r \rightarrow 0 \quad \text { in } L^{p}
$$

By applying the generalized triangle inequality, as well as Hölder's inequality,

$$
\mathbb{E}\left[\left|\int_{0}^{t} h_{r}^{n} d r\right|^{p}\right] \leq\left(\mathbb{E}\left[\int_{0}^{t}\left|h_{r}^{n}\right|^{2 p} d r\right]\right)^{\frac{1}{2}} t^{2 p-1}
$$

We have to show, that

$$
\begin{equation*}
\mathbb{E}\left[\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}}\left|\left(G(-x)-G\left(X_{s_{j+1}}-X_{r}-x\right)\right)\right|^{2 p} d r\right] \rightarrow 0 \tag{3.29}
\end{equation*}
$$

For a $z \in B\left(x, \frac{|x|}{2}\right)$, choose $\epsilon$ small enough, such that $G(z)=G_{\epsilon}(z)$.

$$
\begin{gather*}
\mathbb{E}\left[\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}}\left|\left(G_{\epsilon}(-x)-G_{\epsilon}\left(X_{s_{j+1}}-X_{r}-x\right)\right)\right|^{2 p} d r\right]  \tag{3.30}\\
\left.\leq\left\|\nabla G_{\epsilon}\right\|^{2 p} \mathbb{E}\left[\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}} d r\right] \sup _{u, v \leq 1,|u-v| \leq \Delta_{n}}\left|X_{u}-X_{v}\right|^{2 p}\right] \\
\leq_{\text {Cauchy-Schwarz }} c \epsilon^{-2 p}\left(\mathbb{E}\left[\sup _{u, v \leq 1,|u-v| \leq \Delta_{n}}\left|X_{u}-X_{v}\right|^{4 p}\right]\right)^{\frac{1}{2}} \\
\leq c \epsilon^{-2 p} \Delta_{n}^{p} .
\end{gather*}
$$

We define the set

$$
V:=\left\{\sup _{u, v \leq 1,|u-v| \leq \Delta_{n}}\left|X_{u}-X_{v}\right|>\frac{|x|}{2}\right\} .
$$

By our choice of $\epsilon$, we get that $H_{\epsilon}(-x)=0$ and

$$
\begin{equation*}
\mathbb{E}\left[\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}} \chi_{V^{C}} \mid\left(H_{\epsilon}(-x)-H_{\epsilon}\left(X_{s_{j+1}}-X_{r}-x\right)\right)^{2 p} d r\right]=0 \tag{3.31}
\end{equation*}
$$

Also, by

$$
\mathbb{E}\left[\left(\sum_{j=0}^{2^{n}-1} Z_{j}\right)^{2}\right] \leq 2^{n} \mathbb{E}\left[\sum_{j=0}^{2^{n}-1} Z_{j}^{2}\right] \leq 2^{2 n} \sup _{j} \mathbb{E}\left[Z_{j}^{2}\right]
$$

we get

$$
\begin{gathered}
\leq\left(\mathbb{E}\left[\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}}\left|H_{\epsilon}\left(X_{s_{j+1}}-X_{r}-x\right)\right|^{2 p} d r\right]^{2}\right)^{\frac{1}{2}}(\mathbb{P}(V))^{\frac{1}{2}} \\
\leq 2^{n} c\left(\sup _{j} \mathbb{E}\left[\sum_{j=0}^{2^{n}-1} \int_{s_{j}}^{s_{j+1}}\left|H_{\epsilon}\left(X_{s_{j+1}}-X_{r}-x\right)\right|^{2 p} d r\right]^{2}\right)^{\frac{1}{2}} \exp \left(-\frac{|x|}{16 \Delta_{n}}\right) \\
\leq 2^{n} c \exp \left(-\frac{|x|}{16 \Delta_{n}}\right) .
\end{gathered}
$$

Here, we used Proposition (37). Adding up the results from our inequalities (3.30), (3.31), (3.32) and letting $\epsilon=\epsilon(n) \rightarrow 0$, as $n \rightarrow \infty$, such that $\Delta_{n}^{\frac{1}{2}} \leq \epsilon(n)^{2}$, we get the desired result.

Proposition 42. $\beta_{t}^{n}(x)$ is increasing as $n \rightarrow \infty$ and denote the limit by $\beta_{2}(x, t)$. For a function $f$, which is continuous and has compact support, the following equality holds almost everywhere,

$$
\begin{equation*}
\int f(x) \beta_{2}(x, t) d x=\int_{0}^{t} \int_{0}^{s} f\left(X_{r}-X_{s}\right) d r d s \tag{3.33}
\end{equation*}
$$

Proof. Let $\phi_{\epsilon}$ be a Dirac sequence, then by (3.27)

$$
\begin{equation*}
\int \phi_{\epsilon}\left(x-x_{0}\right) \beta_{t}^{n}(x) d x=\sum_{i=0}^{2^{n}-1} \int_{s_{i}}^{s_{i+1}} \int_{0}^{s_{i}} \phi_{\epsilon}\left(X_{r}-X_{s}-x_{0}\right) d r d s \tag{3.34}
\end{equation*}
$$

For each $n$, as $\epsilon \rightarrow 0$, the left hand side converges almost surely to $\beta_{t}^{n}\left(x_{0}\right)$, since $A_{n, i, x}$ is continuous in $x$. For each fixed $\epsilon$, the right hand side of (3.34) is increasing with respect to $n$. This means, that for each $x_{0} \neq 0, \beta_{t}^{n}(x)$ increases, as $n \rightarrow \infty$. We call the limit $\beta_{2}(x, t)$. Using the monotone convergence theorem, we get

$$
\int f(x) \beta_{2}(x, t) d x=\lim _{n \rightarrow \infty} \int f(x) \beta_{2}^{n}(x) d x
$$

$$
=\lim _{n \rightarrow \infty} \int_{0}^{t} \int_{0}^{s} f\left(X_{r}-X_{s}\right) \chi_{\left\{r \leq s_{i}\right\}} \chi_{\left\{s_{i} \leq s \leq s_{i+1}\right\}} d r d s=\int_{0}^{t} \int_{0}^{s} f\left(X_{r}-X_{s}\right) d r d s
$$

If we define $\bar{\beta}_{2}(x, t)$ as the limit of $\beta_{t}^{n}(x)$ for each $x \in \mathbb{R} \backslash\{0\}$ and rational $t$, by Proposition 42, it is not difficult to see, that $\bar{\beta}_{2}(x, t) \geq \bar{\beta}_{2}(x, s)$ a.s. for $t \geq s$. For $t \in[0,1]$, let

$$
\beta_{2}(x, t)=\inf _{u \geq t, u \in \mathbb{Q}} \bar{\beta}_{2}(x, u)
$$

Lemma 43. For each $p \geq 1$, there exists a $v(p)$, such that

$$
\mathbb{E}\left[\left|U_{t}(x)\right|^{p}\right] \leq c(p)(1 \vee|G(x)|)^{v(p)}, \quad t \leq 1
$$

There exists an $a>0$, such that

$$
\mathbb{E}\left[\left|U_{t}(x)-U_{s}(x)\right|^{p}\right] \leq c(p)(1 \vee|G(x)|)^{v(p)}|t-s|^{p a}, \quad s, t \leq 1
$$

Proof. Obviously, $G(x) t$ has moments of all orders. We choose $\epsilon$ small but fixed. By Proposition 37,
$\int_{0}^{t} H_{\epsilon}\left(X_{t}-X_{r}-x\right) d r$ has a $p$ th moment. At the same time, it holds that

$$
\left|\int_{0}^{t} G_{\epsilon}\left(X_{t}-X_{r}-x\right) d r\right| \leq c \log \left(\frac{1}{\epsilon}\right) t
$$

The first claim directly follows.
Regarding the second claim,

$$
\begin{aligned}
& \left|U_{t}-U_{s}\right| \leq|G(x)|(t-s)+\left|\int_{0}^{t} H_{\epsilon}\left(X_{t}-X_{r}-x\right) d r\right| \\
& +\left|\int_{0}^{s} H_{\epsilon}\left(X_{s}-X_{r}-x\right) d r\right|+\left|\int_{0}^{t} G_{\epsilon}\left(X_{t}-X_{r}-x\right) d r\right| \\
& \quad+\left|\int_{0}^{s}\left(G_{\epsilon}\left(X_{t}-X_{r}-x\right)-G_{\epsilon}\left(X_{s}-X_{r}-x\right)\right) d r\right|
\end{aligned}
$$

By Proposition 37,

$$
\begin{gathered}
\mathbb{E}\left[\left|U_{t}-U_{s}\right|^{p}\right] \leq c(p)|G(x)|^{p}|t-s|^{p}+c(p) \epsilon^{d p} \\
+c(p)\left|\log \left(\frac{1}{\epsilon}\right)\right|^{p}|t-s|^{p}+\left\|\nabla G_{\epsilon}\right\|^{p} \mathbb{E}\left[\left(\int_{0}^{s} d r\left|X_{t}-X_{s}\right|\right)^{p}\right] \\
\leq(1 \vee|G(x)|)^{p}|t-s|^{p}+c(p) \epsilon^{d p}+c(p)\left|\log \left(\frac{1}{\epsilon}\right)\right| p|t-s|^{p}+c|t-s|^{\frac{p}{2}} \frac{1}{\epsilon^{p}}
\end{gathered}
$$

We used Cauchy Schwarz in order to arrive at the last term on the right hand side. Choosing $\epsilon=|t-s|^{b}$ for a suitable $b$ proves the claim.

Theorem 44. For $p \geq 1$, there exists a $v(p)$, such that

$$
\mathbb{E}\left[\beta_{2}(x, t)^{p}\right] \leq c(p)(1 \vee|G(x)|)^{v(p)}, \quad t \leq 1
$$

There exists an $a>0$, such that

$$
\mathbb{E}\left[\left(\beta_{2}(x, t)-\beta_{2}(x, s)\right)^{p}\right] \leq c(p)(1 \vee|G(x)|)^{v(p)}|t-s|^{p a}, \quad s, t \leq 1
$$

Proof. As we have

$$
\mathbb{E}\left[\beta_{1}^{n}(x)-\beta_{t}^{n}(x)^{p} \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[U_{t}^{n}(x)-U_{1}^{n}(x) \mid \mathcal{F}_{t}\right],
$$

we can make use of the monotone convergence of $\beta_{t}^{n}(x)$ to $\bar{\beta}_{2}(x, t)$ for rational $t$, the monotonicity of $\beta_{2}(x, t)$ and the $L^{p}$ convergence of $U_{t}^{n}(x)$ to $U_{t}(x)$ in order to get

$$
\mathbb{E}\left[\left(\beta_{2}(x, 1)-\beta_{2}(x, t)\right) \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[U_{t}(x)-U_{1}(x) \mid \mathcal{F}_{t}\right]
$$

We see, that $M_{t}=U_{t}(x)+\beta_{2}(x, t)$ is a martingale. The result now follows from Lemma 38.

Theorem 45. The following (Yor-Rosen-) Tanaka formula holds

$$
\begin{gather*}
\int_{0}^{t}\left(G\left(X_{t}-X_{r}-x\right)-G(-x)\right) d r  \tag{3.35}\\
=\int_{0}^{t}\left(\int_{0}^{s} \nabla G\left(X_{s}-X_{r}-x\right) d r\right) d X_{s}-\beta_{2}(x, t)
\end{gather*}
$$

Proof. Since $\beta_{t}^{n}(x)$ converges to $\beta_{2}(x, t)$ and $\beta_{2}(x, t)$ is in $L^{p}$, the convergence happens in $L^{p}$. Since also $U_{t}^{n}(x) \rightarrow U_{t}(x)$ in $L^{p}$, we can conclude, that $M_{t}^{n}(x)$ converges in $L^{p}$ to some $N_{t}$.

As

$$
M_{t}^{n}(x)=\int_{0}^{t} h_{s}^{n} \cdot d X_{s}
$$

with

$$
h_{s}^{n}=\int_{0}^{s} \nabla G\left(X_{s}-X_{r}-x\right) \chi_{\left\{r \leq s_{i}\right\}} \chi_{\left\{s_{i} \leq s \leq s_{i+1}\right\}} d r
$$

then

$$
\int_{0}^{t}\left|h_{s}^{n}-h_{s}^{m}\right|^{2} d s=\left\langle M^{n}-M^{m}\right\rangle_{t} \rightarrow 0
$$

As $h_{s}^{n}$ converges for each s to $h_{s}=\int_{0}^{s} \nabla G\left(X_{s}-X_{r}-x\right) d r$, then $\int_{0}^{t}\left|h_{s}^{n}-h_{s}^{m}\right|^{2} d s \rightarrow$ 0 . It follows, that $N_{t}$ must be equal to $M_{t}(x)$. We get the full formula by simply applying a limit to (3.28).

Despite having already looked at two approaches to derive the notion of SILTs, we will, rather briefly, look at a third one. This approach is outlined in [38] and although we will not go into much detail here, there is one rather astonishing result (the occupation times formula) which we will make use of later on.

In [38] the following (Yor-Rosen-) Tanaka formula was shown,
$\int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x\right|\right) d r=\int_{0}^{t} \int_{0}^{s} \frac{W_{s}-W_{r}-x}{\left|W_{s}-W_{r}-x\right|^{2}} d r d W_{s}+t \log (x)+\pi \beta_{2}(t, x)$,
as the limit of embedded random walks.
Also the renormalized version of the SILT is introduced

$$
\alpha(t, x):= \begin{cases}\beta_{2}(t, x)-\frac{1}{\pi} \log \left(\frac{1}{|x|}\right) & x \neq 0 \\ \lim _{x \rightarrow 0} \beta_{2}(t, x)-\frac{1}{\pi} \log \left(\frac{1}{|x|}\right) & x=0\end{cases}
$$

It was shown by LeGall [27] that this limit exists almost everywhere and in $L^{2}$.
A consequence is the following "occupation times formula", which is pretty similar to the one obtained before

Corollary 46. Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a bounded Borel function, then
$\int_{0}^{t} \int_{0}^{s} f\left(W_{s}-W_{r}\right) d r d s=\int_{\mathbb{R}^{2}} f(x) \beta_{2}(t, x) d x=\int_{\mathbb{R}^{2}} f(x)\left(\alpha(t, x)-\frac{t}{\pi} \log (|x|)\right) d x$.
Or, alternatively

$$
\int_{0}^{t} \int_{0}^{s}\left(f\left(W_{s}-W_{r}\right)-\mathbb{E}\left[f\left(W_{s}-W_{r}\right)\right]\right) d r d s=\int_{\mathbb{R}^{2}} f(x)(\alpha(t, x)-\mathbb{E}[\alpha(t, x)]) d x
$$

Proof. [38].
Lemma 47. $Y(t, x):=\int_{0}^{t} \int_{0}^{s} \frac{W_{s}-W_{r}-x}{\left|W_{s}-W_{r}-x\right|^{2}} d r d W_{s}$ is a continuous $L^{2}$ martingale with expectation 0 as a function of $t \in[0, K]$ for any fixed $y \in \mathbb{R}^{2}$.

Proof.

$$
\begin{gathered}
\mathbb{E}\left[|Y(t, x)|^{2}\right]=\int_{0}^{t} \mathbb{E}\left[\left|\int_{0}^{s} \frac{W_{s}-W_{r}-x}{\left|W_{s}-W_{r}-x\right|^{2}} d r\right|^{2}\right] d s \\
\leq \int_{0}^{t} \mathbb{E}\left[\left(\int_{0}^{t} \frac{1}{\left|W_{s}-W_{s-r}-x\right|^{2}} d r\right)^{2}\right] d s=t \mathbb{E}\left[\left(\int_{0}^{t} \frac{1}{\left|W_{r}-x\right|^{2}} d r\right)^{2}\right]
\end{gathered}
$$

By symmetry and the independence of increments of $W$,

$$
\begin{gathered}
\mathbb{E}\left[|Y(t, x)|^{2}\right] \leq t \mathbb{E}\left[\int_{0}^{t} \int_{0}^{t} \frac{1}{\left|W_{r_{1}}-x\right|\left|W_{r_{2}}-x\right|} d r_{2} d r_{1}\right] \\
=2 t \int_{[0, t] \times \mathbb{R}^{2}} \frac{\exp \left(-\frac{\left|z_{1}\right|^{2}}{2 r_{1}}\right)}{2 \pi r_{1}\left|z_{1}-x\right|} \int_{\left[r_{1}, t\right] \times \mathbb{R}^{2}} \frac{\exp \left(-\frac{\left|z_{2}-z_{1}\right|^{2}}{2\left(r_{2}-r_{1}\right)}\right)}{2 \pi\left(r_{2}-r_{1}\right)\left|z_{2}-x\right|} d r_{2} d z_{2} d r_{1} d z_{1} .
\end{gathered}
$$

Writing $z_{2}=x+\eta(\cos (\theta), \sin (\theta)), z_{1}=x+\rho(\cos (\gamma), \sin (\gamma))$ and $r=r_{2}-r_{1}$, we obtain, for the inner integral,

$$
\int_{0}^{t-r_{1}} \int_{0}^{2 \pi} \int_{0}^{\infty} \exp \left(-\frac{\eta^{2}+\rho^{2}-2 r \rho \cos (\theta-\gamma)}{2 r}\right) d \eta \frac{1}{2 \pi} d \theta \frac{1}{r} d r
$$

$$
\begin{gathered}
\leq \sqrt{2 \pi} \int_{0}^{t-r_{1}} \int_{0}^{2 \pi} \int_{0}^{\infty} \\
\exp \left(-\frac{(\eta-\rho)^{2}}{2 r}\right) \frac{1}{\sqrt{2 \pi r}} d \eta \frac{1}{2 \pi} d \theta \frac{1}{\sqrt{r}} d r \\
\leq 2 \sqrt{2 \pi\left(t-r_{1}\right)}
\end{gathered}
$$

Thus,

$$
\begin{gathered}
\mathbb{E}\left[|Y(t, x)|^{2}\right] \leq 2 t \int_{0}^{t} \int_{0}^{2 \pi} \int_{0}^{\infty} \exp \left(-\frac{\rho^{2}}{2 r_{1}}\right) 2 \sqrt{2 \pi\left(t-r_{1}\right)} d \rho \frac{1}{2 \pi} d \gamma \frac{1}{r_{1}} d r_{1} \\
\leq 8 \pi K^{2}\left(0 \leq t \leq K, x \in \mathbb{R}^{2}\right)
\end{gathered}
$$

Lemma 48. $X(t, x):=\int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x\right|\right) d r \quad\left(t \geq 0, x \in \mathbb{R}^{2}\right)$, then

$$
\begin{aligned}
\mathbb{E}[X(t, x)]= & t \log (|x|)-\frac{|x|^{2}+2 t}{4} E i\left(-\frac{|x|^{2}}{2 t}\right)-\frac{1}{2} t \exp \left(-\frac{|x|^{2}}{2 t}\right) x \neq 0 \\
& \lim _{x \rightarrow 0} \mathbb{E}[X(t, x)]=\mathbb{E}[X(t, 0)]=\frac{t}{2}(\log (2 t)-C-1)
\end{aligned}
$$

where Ei denotes the exponential integral function and $C$ is Euler's constant.
Proof. For any fixed $t, \bar{W}_{r}:=W_{t}-W_{t-r}$ is a planar Brownian motion starting from 0. Thus

$$
\begin{gathered}
\mathbb{E}[X(t, x)]=\int_{0}^{t} \mathbb{E}\left[\log \left(\left|\bar{W}_{r}-x\right|\right)\right] d r=\int_{0}^{t} \int_{\mathbb{R}^{2}} \frac{\log (|y-x|)}{2 \pi r} \exp \left(-\frac{|y|^{2}}{2 r}\right) d y d r \\
=\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{2 \pi} \frac{\eta \log \left(\eta^{2}+\rho^{2}-2 \eta \rho \cos (\theta-\gamma)\right)}{4 \pi r} \exp \left(-\frac{\eta^{2}}{2 r}\right) d \theta d \eta d r
\end{gathered}
$$

where we substituted $x=\eta(\cos (\theta), \sin (\theta)), y=\rho(\cos (\gamma), \sin (\gamma))$. As the last integral doesn't depend on $\gamma$, we can replace it by 0 . Since

$$
\int_{0}^{2 \pi} \frac{1}{4 \pi} \log \left(\eta^{2}+\rho^{2}-2 \eta \rho \cos (\theta-\gamma)\right) d \theta=\log (\eta \vee \rho)
$$

it follows, that

$$
\mathbb{E}[X(t, x)]=\int_{0}^{t} \int_{0}^{\infty} \frac{\eta}{4 \pi r} \exp \left(-\frac{\eta^{2}}{2 r}\right) \log (\eta \vee \rho) d \eta d r
$$

This gives exactly the desired results.
Remark 49. Although looking at all of these different approaches might not seem very educational or even confusing (regarding the notation), each offers a different insight and thereby very useful results. As we have seen, the "functional approach" results in rather nice bounds for the moments, whereas the approach used in [38] delivers a more general version of the occupation times formula. The main point, which connects all these approaches and justifies the "mixing" of these results, is the (Yor-Rosen-)Tanaka formula.

## 4. An Interesting SPDE

In this section, we will focus on a particularly interesting example of a 2 dimensional heat equation and a rather explicit form of its (in a certain sense) weak solution .

Before we dive into the SPDE itself, we will require some results in order to properly state the weak formulation.

We will require the following Lemma:
Lemma 50. Let $1 \leq p<\infty$ and $k \geq 0$, then the space $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ of test functions is a dense subspace of $W^{k, p}\left(\mathbb{R}^{d}\right)$.
Proof. It is clear that $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is a subspace of $W^{k, p}\left(\mathbb{R}^{d}\right)$. First, we show that $C_{l o c}^{\infty}\left(\mathbb{R}^{d}\right) \cap W^{k, p}\left(\mathbb{R}^{d}\right)$ is dense in $W^{k, p}\left(\mathbb{R}^{d}\right)$ and then, in turn that $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is dense in $C_{l o c}^{\infty}\left(\mathbb{R}^{d}\right) \cap W^{k, p}\left(\mathbb{R}^{d}\right)$.

Let $f \in W^{k, p}\left(\mathbb{R}^{d}\right)$ and let $\phi_{n}$ be a sequence of smooth, compactly supported approximation of the identity with respect to the convolution (Dirac sequence). Since $f \in L^{p}\left(\mathbb{R}^{d}\right), f * \phi_{n}$ converges to $f$ in $L^{p}\left(\mathbb{R}^{d}\right)$. Since $\nabla^{j} f$ is also an element of $L^{p}\left(\mathbb{R}^{d}\right)$, we have that $\left(\nabla^{j} f\right) * \phi_{n}\left(=\nabla^{j}\left(f * \phi_{n}\right)\right)$ converges to $\nabla^{j} f$ in $L^{p}\left(\mathbb{R}^{d}\right)$. It follows that $f * \phi_{n}$ converges to $f$ in $W^{k, p}\left(\mathbb{R}^{d}\right)$ and as $f * \phi_{n}$ is smooth (due to the smoothness of $\phi_{n}$ ), the first claim follows.

Let $f$ now be a smooth function in $W^{k, p}\left(\mathbb{R}^{d}\right)\left(\nabla^{j} f\right.$ is also an element of $L^{p}\left(\mathbb{R}^{d}\right)$ for $0 \leq j \leq k)$. Let $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ be a compactly supported function, which equals 1 near the origin (bump function). Now, consider the functions $f_{R}(x):=f(x) \psi\left(\frac{x}{R}\right)$ for $R>0$; these functions clearly are members of $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. Letting $R \rightarrow \infty$, via the dominated convergence theorem, $f_{R}$ converges to $f$ in $L^{p}\left(\mathbb{R}^{d}\right)$. Applying the product rule, $\nabla f_{R}(x)=(\nabla f)(x) \psi\left(\frac{x}{R}\right)+\frac{1}{R} f(x)(\nabla \psi)\left(\frac{x}{R}\right)$. We see that the first term converges to $\nabla f$ in $L^{p}\left(\mathbb{R}^{d}\right)$, by the dominated convergence theorem, while the second term converges to 0 . Thus, $\nabla f_{R}(x)$ converges to $\nabla f$ in $L^{p}\left(\mathbb{R}^{d}\right)$. An analogous argument shows the convergence of $\nabla^{j} f_{R}$ to $\nabla^{j} f$ in $L^{p}\left(\mathbb{R}^{d}\right)$ for all $0 \leq j \leq k$, which gives us the convergence of $f_{R}$ to $f$ in $W^{k, p}\left(\mathbb{R}^{d}\right)$, and the claim follows.

Remark 51. We also see that the space $\mathcal{S}\left(\mathbb{R}^{d}\right)$ is dense in $W^{k, p}\left(\mathbb{R}^{d}\right)$.
Theorem 52. Let $\Omega=\mathbb{R}^{d}$, then the embedding $W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ is continuous, if $1 \leq p \leq q \leq \infty, \frac{d}{p}-1 \leq \frac{d}{q}$ and $(p, q) \notin\left\{(d, \infty),\left(1, \frac{d}{d-1}\right)\right\}$.
Proof. Again, we show the claim for all test functions $f \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ and by density, it will extend to $W^{1, p}\left(\mathbb{R}^{d}\right)$. From

$$
|f(x+s \omega)-f(x)|=\left|\int_{0}^{s} \frac{d}{d t} f(x+t \omega) d t\right|=\left|\int_{0}^{s} \omega \cdot \nabla f(x+t \omega) d t\right|
$$

follows

$$
|f(x)|=\left|-\int_{0}^{\infty} \omega \cdot \nabla f(x+r \omega) d r\right|
$$

for any $x \in \mathbb{R}^{d}$ and any $\omega \in S^{d-1}$. Applying the generalized triangle inequality

$$
|f(x)| \leq \int_{0}^{\infty}|\nabla f(x+r \omega)| d r
$$

Hence, averaging over all directions $\omega$ gives us

$$
\int_{S^{d-1}}|f(x)| d S \leq \int_{0}^{\infty} \int_{S^{d-1}}|\nabla f(x+r \omega)| \frac{r^{d-1}}{r^{d-1}} d S d r
$$

Substituting and changing coordinates gives

$$
\begin{gathered}
|f(x)| \leq \int_{S^{d-1}}|f(x)| d S \leq \int_{\mathbb{R}^{d}}|\nabla f(x-y)| \frac{1}{|y|^{d-1}} d y \\
\int_{\mathbb{R}^{d}}|\nabla f(x-y)| \frac{1}{|y|^{d-1}} d y \leq C\left(\int_{\mathbb{R}^{d}}|\nabla f(y)|^{p} d y\right)^{\frac{1}{p}}
\end{gathered}
$$

The claim now follows.
We now handle the cases, when $\frac{d}{p}-1<\frac{d}{p}<\frac{d}{q}$. Here we look at the following inequality

$$
f(x)=f(x+R \omega)-\int_{0}^{R} \omega \cdot \nabla f(x+r \omega) d r
$$

for any $R>0$. Hence,

$$
|f(x)| \leq|f(x+R \omega)|+\int_{0}^{R}|\nabla f(x+r \omega)| d r
$$

For any specific value of $R$, this corresponds to averaging $f$ over a sphere with this radius, which will not give us the nicest expressions. Instead, we average, for instance, over a range of $R$ 's between 1 and 2 . This leads to

$$
|f(x)| \leq \int_{1}^{2}|f(x+R \omega)| d R+\int_{0}^{2}|\nabla f(x+r \omega)| d r
$$

Averaging over all directions $\omega$ and converting back to Cartesian coordinates gives us

$$
|f(x)| \leq \int_{1 \leq|y| \leq 2}|f(x-y)| d y+\int_{|y| \leq 2}|\nabla f(x-y)| \frac{1}{|y|^{d-1}} d y
$$

Thus we can bound $f$ pointwise, up to a constant, by the convolution of $|f|$ with the kernel $K_{1}(y):=\chi_{\{1 \leq|y| \leq 2\}}$ plus the convolution of $|\nabla f|$ with the kernel $K_{2}(y):=\chi_{\{|y| \leq 2\}} \frac{1}{|y|^{d-1}}$. It is easy to check, that $K_{1}$ and $K_{2}$ both lie in $L^{r}\left(\mathbb{R}^{d}\right)$, where $r$ is a result of Young's inequality, $\frac{1}{q}+1=\frac{1}{p}+\frac{1}{r}$ (especially $1<r<\frac{d}{d-1}$ ). An application of Young's inequality gives us that

$$
\|f\|_{L^{q}\left(\mathbb{R}^{d}\right)} \leq C\left(\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\|\nabla f\|_{L^{p}\left(\mathbb{R}^{d}\right)}\right)
$$

Remark 53. $W^{2, p} \subset W^{1, p}$
Theorem 54. $W^{d, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow C_{b}\left(\mathbb{R}^{d}\right)$ continuous $\forall d \geq 1$
Proof. Let $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, then from

$$
f\left(x_{1}, \ldots, x_{j}, \ldots, x_{d}\right)=\int_{-\infty}^{x_{j}} \partial_{x_{j}} f\left(x_{1}, \ldots, t_{j}, \ldots, x_{d}\right) d t_{j}
$$

$$
=\int_{-\infty}^{x_{1}} \ldots \int_{-\infty}^{x_{d}} \partial_{x_{1}} \ldots \partial_{x_{d}} f\left(t_{1}, \ldots, t_{d}\right) d t_{1} \ldots d t_{d}
$$

which yields

$$
\|f\|_{\infty} \leq\left\|\frac{\partial}{\partial x_{1} \ldots \partial x_{d}} f\right\|_{L^{1}} \leq\|f\|_{W^{1, d}}
$$

The result follows from the density of $C_{0}^{\infty}$.
Theorem 55. The embedding $W^{k, p}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{l, q}\left(\mathbb{R}^{d}\right)$ is continuous, if
$0 \leq l \leq k$

$$
\begin{cases}1<p<q \leq \infty & \frac{d}{p}-k<\frac{d}{q}-l \\ 1<p \leq q<\infty & \frac{d}{p}-k \leq \frac{d}{q}-l\end{cases}
$$

Proof. [19].
Remark 56. Throughout this section, compared to the notation used in the first section, $H^{2}:=H^{2,2}$.

Remark 57. Regarding the embeddings:
(Theorem 52) $d=p=2,0 \leq \frac{2}{1}$, so we can choose $q=1$.
$H^{2} \approx W^{2,2}\left(\mathbb{R}^{d}\right) \subset W^{1,2}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{1}\left(\mathbb{R}^{d}\right)$ continuous.
(Theorem 54, 55) $d=k=p=l=2$, choose $q=1$,
then $-1=\frac{2}{2}-2<\frac{2}{1}-2=0$.
$H^{2} \approx W^{2,2}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{2,1}\left(\mathbb{R}^{d}\right) \hookrightarrow C_{b}\left(\mathbb{R}^{d}\right)$ continuous.

Let us now consider the equation

$$
\begin{gather*}
d v(t)=\left(\frac{1}{2} \Delta v+F_{t}\right) d t+\nabla v \cdot d W_{t}  \tag{4.1}\\
v(0)=v_{0}=0 \\
F_{t}: L^{2}\left(\mathbb{R}^{2}\right) \cap C_{b}\left(\mathbb{R}^{2}\right) \rightarrow \mathbb{R} \\
F_{t} \phi:=\int_{0}^{t} \phi\left(-W_{r}-\mu\right) d r \tag{4.2}
\end{gather*}
$$

Proposition 58. Let $T$ be arbitrary, but fixed and finite. For $t \in[0, T], F_{t}$ as defined above is a continuous functional on $H^{2}$.

Proof. Let $\phi \in H^{2}$. Due to Remark 57, we know that we can find a continuous (and bounded) representative for any $H^{2}$ function and hence the point evaluation and translation/shift $\phi \mapsto \phi\left(-W_{r}-\mu\right)$ for any $r \in[0, T]$ and $\mu \in \mathbb{R}^{2}$ are well defined. Further, it shall be noted that the point evaluation is a linear functional. Since we are integrating a bounded function over a compact set, it is finite, which guarantees that $F_{t}$ is well defined and obviously linear on $H^{2}$.

$$
\left|\int_{0}^{t} \phi\left(-W_{r}-\mu\right) d r\right| \leq t\|\phi\|_{\infty} \leq t C\|\phi\|_{H^{2}}
$$

Remark 59. The Lemma obviously still holds if we choose $\phi \in \mathcal{S}$.
We can now state the weak formulation for $\phi \in H^{2}$ :

$$
\begin{equation*}
d\langle v(t), \phi\rangle=\left(\frac{1}{2}\langle\Delta \phi, v(t)\rangle+\int_{0}^{t} \phi\left(-\mu-W_{r}\right) d r\right) d t+\left\langle\nabla \phi, v(t) d W_{t}\right\rangle \tag{4.3}
\end{equation*}
$$

By, rather formally, applying Duhamel's principle, we can get a decent impression about the structure of the solution.

We define $U_{s, t}:=T_{W(s)} \circ T_{-W(t)}$ and $U_{t, s}:=T_{W(t)} \circ T_{-W(s)}$ for any $0 \leq s \leq t$, where $T$. is the usual shift operator on the space $L^{2}$.

We will try to show that

$$
u(t):=U_{0, t} u_{0}+\int_{0}^{t} U_{s, t} F_{s} d s
$$

is a weak (or rather distributional) solution of the above equation.
From now on, we will refer to the dual space of $H^{2}$ by $H^{-2}$.
Lemma 60. Let $g_{n}, f_{n}$ be sequences in $H^{-2}$, converging to $g$ and $f$ respectively, then $u_{n}(t):=U_{0, t} g_{n}+\int_{0}^{t} U_{t, s} f_{n} d s \rightarrow u(t):=U_{0, t} g+\int_{0}^{t} U_{t, s} f d s$ in $L^{2}\left([0, T], H^{-2}\right)$.
Proof. Let $t \geq s>0 . U_{t, s} f_{n}$ is still an element of $H^{-2}$, as $H^{2}$ is invariant with respect to translations and we have $\left\langle U_{t, s} f_{n}, \phi\right\rangle=\left\langle f_{n}, U_{s, t}^{*} \phi\right\rangle$ for $\phi \in H^{2}$.

$$
\left\|U_{t, s} f_{n}-U_{t, s} f\right\|_{L^{2}\left([0, t], H^{-2}\right)}^{2}=\int_{0}^{t}\left\|U_{t, s}\left(f_{n}-f\right)\right\|_{H^{-2}}^{2} d s
$$

As the mapping $\left(\psi_{s}\right)_{s \in[0, t]} \mapsto \int_{0}^{t} \psi_{s} d s$ from $L^{2}\left([0, t], H^{-2}\right)$ to $H^{-2}$ is linear and continuous, it suffices to consider the terms inside the integral:

$$
\begin{aligned}
& \left\|U_{t, s}\left(f_{n}-f\right)\right\|_{L^{2}\left([0, t], H^{-2}\right)}^{2}=\int_{0}^{t}\left\|U_{t, s}\left(f_{n}-f\right)\right\|_{H^{-2}}^{2} d s \\
& \quad \leq \int_{0}^{t}\left\|f_{n}-f\right\|_{H^{-2}}^{2} d s=t\left\|f_{n}-f\right\|_{H^{-2}}^{2} \rightarrow 0
\end{aligned}
$$

In total, this gives us $u_{n}(t) \rightarrow u(t)$.
Remark 61. In the case of our specific (time dependent) $F$, we can almost use the same proof. In order to clarify the notation: For $s>0$, we interpret $F_{s}$ as the composition of an integral operator, a translation $T$ and a point-evaluation $g$ $\left(F_{t}=\int_{0}^{t} \circ T \circ \delta\right)$. Further we will denote the "actions inside the integral" by $f$
( $f \sim T \circ g$ ) and the point evaluation by $g$. The sequence $F^{n}$ is chosen rather specifically: $F_{t}^{n}=\int_{0}^{t} T_{s} g_{n} d s$.

$$
\begin{gathered}
\left\|U_{\cdot, t} F^{n}-U_{\cdot, t} F \cdot\right\|_{L^{2}\left([0, t], H^{-2}\right)}^{2}=\int_{0}^{t}\left\|U_{t, s}\left(F_{s}^{n}-F_{s}\right)\right\|_{H^{-2}}^{2} d s \\
\leq \int_{0}^{t}\left\|F_{s}^{n}-F_{s}\right\|_{H^{-2}}^{2} d s=\int_{0}^{t}\left\|\int_{0}^{s} f_{s}^{n}-f_{s} d r\right\|_{H^{-2}}^{2} d s=\int_{0}^{t}\left\|\int_{0}^{s} U_{r}\left(g_{n}-g\right) d r\right\|_{H^{-2}}^{2} d s \\
\leq \int_{0}^{t}\left(\int_{0}^{s}\left\|U_{r}\left(g_{n}-g\right)\right\|_{H^{-2}} d r\right)^{2} d s \leq \int_{0}^{t}\left(\int_{0}^{s}\left\|g_{n}-g\right\|_{H^{-2}} d r\right)^{2} d s=\frac{t^{3}}{3}\left\|g_{n}-g\right\|_{H^{-2}}^{2}
\end{gathered}
$$

One can replace $g_{n}$ by an appropriate delta sequence.
Lemma 62. Let $\Omega \subset \mathbb{R}^{d}, X, Y$ be Banach spaces and $A$ a linear, closed operator $A: D(A) \subset X \rightarrow Y$. Further $g: \Omega \rightarrow D(A)$, then

$$
\int_{\Omega} A g(x) d x=A \int_{\Omega} g(x) d x
$$

Proof. [20], Theorem 3.7.12, page 83.
Proposition 63. Let $\phi \in H^{2}, t \in[0, T]$ and assume $F_{t}$ as defined by (4.2), then

$$
\begin{aligned}
\left\langle U_{s, t} F_{s}, \phi\right\rangle & =\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d r d s \\
\left\langle U_{t, s} F_{s}, \phi\right\rangle & =\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\left(\mu-W_{t}\right)\right) d r d s
\end{aligned}
$$

Proof. Following the notation from Lemma $62, \Omega=[0, s], g(\cdot)=\phi(-W .-\mu)$ and the translation operator $U$ defined earlier replaces $A$. We can clearly see, due to the continuity of all the operations involved and the previously stated Sobolev embeddings, that $F_{t}$ maps $\phi$ from $H^{2}\left(\mathbb{R}^{2}\right)$ into $C_{b}[0, \mathrm{~T}]$. By the following simple estimate, we also see that $F_{t} \phi$ lies in $L^{p}[0, T]$ for any $p \geq 1$

$$
\begin{gathered}
\left(F_{t} \phi\right)^{p}=\left(\int_{0}^{t} \phi\left(-W_{s}-\mu\right) d s\right)^{p} \\
\leq\left(\int_{0}^{t} \sup _{x \in \mathbb{R}^{2}}(\phi) d s\right)^{p} \leq t^{p} C^{p}
\end{gathered}
$$

By simply differentiating with respect to $t$, we see that $F_{t} \phi$ lies in fact in $W^{1, p}[0, T]$ for any $p \geq 1$.

As linear and bounded operators are trivially closed, we can use Lemma 62 to justify exchanging the integral and translation, interpreting each action on either the space $C[0, T]$ or $W^{1,2}[0, T]$. So

$$
\langle u(t), \phi\rangle=\left\langle U_{0, t} \phi, g\right\rangle+\int_{0}^{t}\left\langle U_{s, t} F_{s}, \phi\right\rangle d s=\int_{0}^{t} U_{s, t} \int_{0}^{t} \phi\left(-W_{r}-\mu\right) d r d s
$$

$$
=\int_{0}^{t} \int_{0}^{s} U_{s, t} \phi\left(-W_{r}-\mu\right) d r d s=\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d r d s
$$

At this point, referring back to Proposition 42, one could already see that a potential weak solution could have a connection with the self-intersection local time (SILT) of a planar Brownian motion:

$$
\begin{align*}
\int_{0}^{t} \int_{0}^{s} \phi\left(-W_{t}+W_{s}\right. & \left.-W_{r}-\mu\right) d r d s=\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d r d s  \tag{4.4}\\
& =\int_{\mathbb{R}^{2}} \phi(x) \beta_{2}\left(x+\mu+W_{t}, t\right) d x
\end{align*}
$$

if $\mu+W_{t} \neq 0 \mathbb{R}^{2}$.
Remark 64. For $\mu \neq 0$, the condition $\mu+W_{t} \neq 0$ holds with probability 1 .
Let $t>0, \mu \neq 0$,

$$
\begin{gathered}
0 \leq \mathbb{P}\left(W_{t}+\mu=0\right) \leq \mathbb{P}(\mu \in W[0, t]) \\
=\mathbb{P}\left(\mu \in \sqrt{\frac{1}{t}} W[0,1]\right)=\mathbb{P}\left(\frac{\mu}{\sqrt{\frac{1}{t}}} \in W[0,1]\right)=0 .
\end{gathered}
$$

Where the last equality stems from the following Lemma.
Lemma 65. For any $x, y \in \mathbb{R}^{2}$, we have $\mathbb{P}_{x}(y \in W[0,1])=0$.
Proof. For any fixed $y \in \mathbb{R}^{2}$, by Fubini's theorem,

$$
\int_{\mathbb{R}^{2}} \mathbb{P}_{y}(x \in W[0,1]) d x=\mathbb{E}_{y}\left[\mathcal{L}_{2}(W[0,1])\right]=0
$$

Hence, for almost every $x \in \mathbb{R}^{2}$ we have $\mathbb{P}_{y}(x \in W[0,1])=0$. By symmetry of the Brownian motion,

$$
\mathbb{P}_{y}(x \in W[0,1])=\mathbb{P}_{0}(x-y \in W[0,1])=\mathbb{P}_{0}(y-x \in W[0,1])=\mathbb{P}_{x}(y \in W[0,1])
$$

We infer that $\mathbb{P}_{x}(y \in W[0,1])=0$ for $\mathcal{L}_{2}$-almost every point $x$. For any $\epsilon>0$ we thus have, almost surely, $\mathbb{P}_{B_{\epsilon}}(y \in W[0,1])=0$.

Hence,

$$
\mathbb{P}_{x}(y \in W[0,1])=\lim _{\epsilon \rightarrow 0} \mathbb{P}_{x}(y \in W[\epsilon, 1])=\lim _{\epsilon \rightarrow 0} \mathbb{E}_{x}\left[\mathbb{P}_{x}(y \in W[0,1-\epsilon])\right]=0
$$

where we have used the Markov property in the second step.

Remark 66. We encounter certain issues:
The smoothness of $\beta_{2}$ in order to qualify as a weak solution and of course the smoothness of $\phi$, in order to even be able to apply Ito's formula. We leave the question regarding the application of Ito's formula unanswered for the case of $H^{2}\left(\mathbb{R}^{2}\right)$, but supply a short treatment of the case $f \in W_{\text {loc }}^{2, p}\left(\mathbb{R}^{n}\right)$ for $p>1+\frac{n}{2}$ in the Appendix.

A possible way out would be to consider $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ and interpret the solution as a distribution. If we followed this approach, all steps made before certainly hold, and even (4.4) holds, as shown by [6]. As $\phi \in C_{c}^{\infty}$ is quite restrictive, we will try to work with functions $\phi \in \mathcal{S}$ and interpret the solution as a tempered distribution.

Remark 67. As $\mathcal{S}$ is a dense subspace of any of our usual Sobolev spaces, the previous lemmata and propositions obviously still hold, if we replace $\phi \in H^{2}$ by $\phi \in \mathcal{S}$.

Remark 68. As we will turn our attention to the existence of an actual solution in a moment, we will refer to regarding the uniqueness to Theorem 22 (and the preceding Lemma).
Proposition 69. Let $\phi \in \mathcal{S}$ and consider the set up from equation (4.3), then we have

$$
d\langle u(t), \phi\rangle=\left(\frac{1}{2}\langle\Delta \phi, u(t)\rangle+\int_{0}^{t} \phi\left(-\mu-W_{r}\right) d r\right) d t+\left\langle\nabla \phi, u(t) d W_{t}\right\rangle
$$

for any $t \geq 0$ and $u(0)=0$.
Proof.

$$
\begin{aligned}
& \langle u(t), \phi\rangle=\left\langle U_{0, t} \phi, g\right\rangle+\int_{0}^{t}\left\langle U_{t, s} F_{s}, \phi\right\rangle d s=\int_{0}^{t} U_{t, s} \int_{0}^{t} \phi\left(-W_{r}-\mu\right) d r d s \\
& =\int_{0}^{t} \int_{0}^{s} U_{s, t} \phi\left(-W_{r}-\mu\right) d r d s=\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d r d s .
\end{aligned}
$$

We note that

$$
\frac{d}{d t}\langle u(t), \phi\rangle=\int_{0}^{t} \phi\left(-W_{r}-\mu\right) d r
$$

and

$$
\begin{gathered}
d \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right)=\frac{1}{2} \Delta \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d t \\
-\frac{\partial}{\partial x_{1}} \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d W_{t}^{1}-\frac{\partial}{\partial x_{2}} \phi\left(W_{s}-W_{r}-\left(\mu+W_{t}\right)\right) d W_{t}^{2}
\end{gathered}
$$

As we have chosen $\phi \in \mathcal{S}$, we can exchange the differentiation and integration and obtain

$$
d\langle u(t), \phi\rangle=\left(\frac{1}{2}\langle\Delta \phi, u(t)\rangle+\int_{0}^{t} \phi\left(-\mu-W_{r}\right) d r\right) d t+\left\langle\nabla \phi, u(t) d W_{t}\right\rangle
$$

Let us define the following two quantities:
For any $\phi \in \mathcal{S}, \mu \in \mathbb{R}^{2} \backslash\{0\}$ and $t \geq 0$,

$$
\begin{gathered}
A_{\phi}(t, \mu):=\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\mu\right) d r d s \\
a_{\phi}(t, \mu):=A_{\phi}\left(t, \mu-W_{t}\right)
\end{gathered}
$$

Based on [38], formula (4.4) holds and we obtain

$$
\begin{gathered}
A_{\phi}(t, \mu)=\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\mu\right) d r d s=\int_{\mathbb{R}^{2}} \phi(x-\mu) \beta_{2}(t, x) d x \\
=\int_{\mathbb{R}^{2}} \phi(x) \beta_{2}(t, x+\mu) d x=\left\langle\phi, T_{\mu} \beta_{2}(t)\right\rangle
\end{gathered}
$$

Hence, we get

$$
a_{\phi}(t, \mu)=\left\langle\phi, T_{\mu+W_{t}} \beta_{2}(t)\right\rangle
$$

Proposition 70. For any $f \in H^{2}, \mu \in \mathbb{R}^{2} \backslash\{0\}$ and $t \geq 0, a_{f}(t, \cdot)$ is a version of $u(t):=\int_{0}^{t} \int_{0}^{s} U_{s, t} T_{W_{r}} f d r d s$.
Proof. Let $\phi \in H^{2}$,

$$
\begin{gathered}
\left\langle a_{f}(t, \cdot), \phi\right\rangle=\int_{\mathbb{R}^{2}} a_{f}(t, y) \phi(y) d y=\int_{\mathbb{R}^{2}} \int_{0}^{t} \int_{0}^{s} \phi(y) U_{s, t} f d r d s d y \\
=\int_{\mathbb{R}^{2}} \int_{0}^{t} \int_{0}^{s} \phi(y) f\left(W_{s}-W_{r}-\left(y+W_{t}\right)\right) d r d s d y=\int_{\mathbb{R}^{2}} \int_{0}^{t} \int_{0}^{s} \phi\left(-W_{t}+W_{s}-W_{r}-z\right) f(z) d r d s d z \\
=\int_{\mathbb{R}^{2}} f(z) \int_{0}^{t} \int_{0}^{s} \phi\left(-W_{t}+W_{s}-W_{r}-z\right) d r d s d z=\int_{\mathbb{R}^{2}} f(z) \int_{0}^{t} \int_{0}^{s} U_{s, t} \phi\left(-W_{r}-z\right) d r d s d z \\
=\int_{\mathbb{R}^{2}} f(z) \int_{0}^{t} \int_{0}^{s} U_{t, s} T_{-W_{r}} I_{-} \phi(z) d r d s d z=\int_{\mathbb{R}^{2}} f(z) \int_{0}^{t}\left\langle U_{t, s} F_{s}, \phi\right\rangle d s d z \\
=\left\langle f, \int_{0}^{t} \int_{0}^{s} U_{t, s} T_{-W_{r}} I_{-} \phi d s\right\rangle=\left\langle\phi, \int_{0}^{t} \int_{0}^{s} U_{s, t} T_{W_{r}} f d s\right\rangle .
\end{gathered}
$$

Corollary 71. Let $\mu \in \mathbb{R}^{2} \backslash\{0\}$ and $f=\delta_{-\mu}$, then $a(t, \cdot)$ is a version of $u(t)$.
Proof. We can choose $f_{n}$ to be a Dirac sequence of $C_{c}^{\infty}$ functions, which are clearly in $H^{2}$. As $f_{n} \rightarrow \delta_{-\mu}$ in $H^{-2}$, we can use Lemma 60 and see that $u_{n}(t) \rightarrow u(t)$ in $H^{-1}$. The previous proposition states that $a_{f_{n}}(t, \cdot)$ is a version of $u_{n}(t)$. We obtain that $a_{f_{n}}(t, \cdot) \rightarrow a(t, \cdot)$ (Proposition 70) point wise and therefore, $a(t, \cdot)$ is a version of $u(t)$.

Remark 72. Until now, we have avoided talking about the regularity of the solution $u(t, x)$. It is well known ([35]) that, away from $0, \beta_{2}(x, t)$ is Hölder continuous in $(x, t)$, but a more rigorous investigation regarding its regularity (if it could, in fact, be regular enough to qualify as a proper weak solution) is far beyond this work.
4.1. The First Moment. Let us, formally, take the expectations on both sides of equation (4.1), for $t \geq 0, x \in \mathbb{R}^{2} \backslash\{0\}$, we end up with

$$
\begin{align*}
\frac{\partial}{\partial t} \mathbb{E}[u(t, x)] & =\frac{1}{2} \Delta \mathbb{E}[u(t, x)]+\mathbb{E}[f(t, x)]  \tag{4.5}\\
& \mathbb{E}[u(0, x)]=0
\end{align*}
$$

In our case, $f(t, x) \in H^{-1}$. Another aspect of this is that $\int_{0}^{t} \nabla u(x, t) \cdot d W_{t}$ needs to be a proper martingale and not just a strictly local one, in order for the expectation to vanish.

What we have to show is that $\mathbb{E}\left[\int_{0}^{T}(\nabla u)^{2} d t\right]<\infty$ for every $T>0$. As we already have a (candidate for) a weak solution, our task becomes a bit easier.
Lemma 73. For $\phi \in \mathcal{S}, f \in L^{2}$ there exists a constant, dependent on $\phi$, such that

$$
\left(\int \phi f d x\right)^{2} \leq C \int f^{2}|\phi| d x
$$

Proof. We use

$$
\begin{gathered}
\left(\left|\int \phi f d x\right|\right)^{2} \leq\left(\int|\phi||f| d x\right)^{2} \\
=\left(\int \frac{\int|\phi| d x}{\int|\phi| d x}|\phi||f| d x\right)^{2}=\left(\int|\phi| d x\right)^{2}\left(\int \frac{|\phi|}{\int|\phi| d x}|f| d x\right)^{2}
\end{gathered}
$$

As $\int \frac{|\phi|}{\int|\phi| d x} d x=1$, we can use Jensen's inequality to obtain

$$
C\left(\int \frac{|\phi|}{\int|\phi| d x}|f| d x\right)^{2} \leq C \int \frac{|\phi|}{\int|\phi| d x}|f|^{2} d x=C \int|\phi||f|^{2} d x
$$

Remark 74. In law we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \phi(x) \beta_{2}\left(x+\mu+W_{t}, t\right) d x=\left\langle\phi, S_{W_{t}} S_{\mu} \beta(t, \cdot)\right\rangle=\left\langle S_{-W_{t}} \phi, S_{\mu} \beta(t, \cdot)\right\rangle \tag{4.6}
\end{equation*}
$$

where $S$. denotes the translation/shift-operator.
Further,

$$
\begin{gathered}
\mathbb{E}\left[\int_{0}^{T}\left\langle\nabla \cdot \phi, \beta_{2}\left(t, x+W_{t}+\mu\right)\right\rangle^{2} d t\right]=\mathbb{E}\left[\int_{0}^{T}\left\langle S_{-W_{t}} \nabla \cdot \phi, \beta_{2}(x+\mu, t)\right\rangle^{2} d t\right] \\
\leq C \int_{0}^{T} \int_{\mathbb{R}^{2}} \mathbb{E}\left[\left(\nabla \cdot \phi\left(x-W_{t}\right)\right) \beta_{2}(x+\mu, t)^{2}\right] d x d t \\
\leq C \int_{0}^{T} \int_{\mathbb{R}^{2}} \mathbb{E}\left[\left(\nabla \cdot \phi\left(x-W_{t}\right)\right)^{2}\right]^{\frac{1}{2}} \mathbb{E}\left[\beta_{2}(x+\mu, t)^{4}\right]^{\frac{1}{2}} d x d t
\end{gathered}
$$

The first inequality stems from Jensen's inequality, as shown in the previous Lemma and the second is just a routine application of the Cauchy-Schwartz inequality.

We note that for $f, g \in \mathcal{S}, f g \in \mathcal{S}$ and $f * g \in \mathcal{S}$, so $\phi^{2} \in \mathcal{S}$. Further,

$$
\begin{gathered}
\int_{\mathbb{R}^{2}} \mathbb{E}\left[\phi\left(x-W_{t}\right)^{2}\right]=\int_{\mathbb{R}^{2}} \phi(x+y)^{2} \frac{\exp \left(-\frac{|y|^{2}}{2 t}\right)}{2 \pi t} d y= \\
\left(\phi^{2} * \exp \left(-\frac{|\cdot|^{2}}{2 t}\right)\right)(x)
\end{gathered}
$$

which lies again in $\mathcal{S}$.
Proposition 75. For all $\phi \in \mathcal{S}$,

$$
\mathbb{E}\left[\int_{0}^{T}\left\langle\nabla \cdot \phi, \beta_{2}^{n}(x, t)\right\rangle^{2} d t\right]<\infty
$$

for $n=1,2, \ldots$.
Proof. We actually just have to show, as a consequence of Fubini's theorem, Jensen's inequality and the Cauchy-Schwartz inequality, that there exists a finite constant $C$, such that

$$
\int_{\mathbb{R}^{2}} \mathbb{E}\left[\left(\nabla \cdot \phi\left(x-W_{t}\right)\right)^{2}\right]^{\frac{1}{2}}\left(\mathbb{E}\left[\beta_{2}(x+\mu, t)^{4 n}\right]\right)^{\frac{1}{2}} d x \leq C h(t)
$$

where $h \in L^{1}(0, T)$ for every finite $T$.
In the next steps we suppress the translation by $\mu$, as we can shift this translation to the respective function $\psi \in \mathcal{S}$ and define it as $\tilde{\psi}(\cdot):=\psi(\cdot-\mu)$. Further, we will
work with a generic $\psi \in \mathcal{S}$, which can obviously be replaced by the desired partial derivative of $\phi$ and its powers.

We now have the choice to either use the (Yor-Rosen-)Tanaka formula in order to express $\beta_{2}(x, t)$ and derive our estimates this way, or to use the previously stated estimates (Theorem 44), together with the scaling argument (Remark 24) from the beginning of the previous section, to obtain

$$
\begin{gathered}
\mathbb{E}\left[\beta_{2}(x, t)^{2 n}\right]=t^{\frac{6 n}{2}} \mathbb{E}\left[\beta_{2}\left(\frac{x}{\sqrt{t}}, 1\right)^{2 n}\right] \\
\leq t^{3 n} c(2 n)\left(1 \vee\left|G\left(\frac{x}{\sqrt{t}}\right)\right|\right)^{v(2 n)} \\
\leq t^{3 n} c(2 n)\left(1 \vee\left(\left|\frac{1}{\pi} \log (|\sqrt{t}|)\right|+|G(x)|\right)\right)^{v(2 n)} .
\end{gathered}
$$

In the case of $p=2 n, v(2 n)=2 n$ and due to the positivity of all terms in the last expression,

$$
\left(1 \vee\left(\left|\frac{1}{\pi} \log (|\sqrt{t}|)\right|+|G(x)|\right)\right)^{v(2 n)} \leq\left(1+\left|\frac{1}{\pi} \log (|\sqrt{t}|)\right|+|G(x)|\right)^{2 n}
$$

Regarding the integral over $\mathbb{R}^{2}$, we only have to deal with integrals of the form $c \int_{\mathbb{R}^{2}} \psi(x)|G(x)|^{j} d x, j=1, \ldots, 2 n$, where $\psi \in \mathcal{S}$. These integrals can be evaluated similarly to the ones in Remark 29.

$$
\begin{gathered}
\left.\left.\left|\int_{\mathbb{R}^{2}} \psi(x)\right| G(x)\right|^{j} d x\left|=\left|\int_{\mathbb{R}^{2}} \psi(x)\right| \log \left(\frac{1}{|x|}\right)^{j}\right| d x \right\rvert\, \\
=\left|\int_{0}^{2 \pi} \int_{0}^{\infty} \psi(r, \rho)\right| \log \left(\frac{1}{r^{2}}\right)^{j}|r d r d \rho| \\
=\left|\int_{0}^{2 \pi}\left(\int_{0}^{1} \psi(r, \rho) \log \left(\frac{1}{r^{2}}\right)^{j} r d r+\int_{1}^{\infty} \psi(r, \rho)\left|\log \left(\frac{1}{r^{2}}\right)^{j}\right| r d r\right) d \rho\right| \\
\leq 2 \pi \sup _{(r, \rho) \in B(0,1)}|\psi(r, \rho)|+\left.\int_{0}^{2 \pi} \int_{1}^{\infty}\left|\psi(r, \rho) 2^{j} r\right| \log (r)\right|^{j} \mid d r d \rho<\infty \\
\leq C \frac{\Gamma(j+1)}{2}+\int_{0}^{2 \pi} \int_{1}^{\infty}|\psi(r, \rho)| 2^{j} r^{j+1} d r d \rho<\infty .
\end{gathered}
$$

The way we conclude the existence for each of these integrals is the following: We actually just split the integral with respect to $r$, up into an integral over $(0,1)$ and $(1, \infty)$.

Due to the continuity of $\psi$, we can estimate

$$
\int_{0}^{1}|\psi(r, \rho)| r \log (r)^{j} d r \leq C \int_{0}^{1} r \log (r)^{j} d r
$$

As $\phi \in \mathcal{S}$,

$$
\left|\int_{1}^{\infty}\right| \psi(r, \rho) r^{j+1}|d r| \leq \int_{0}^{\infty}\left|\psi(r, \rho) r^{j+1}\right| d r<\infty
$$

Regarding the integration with respect to $t$, the only integrals we have to deal with are of the form $C \int_{0}^{T} t^{m} d t$ or $C \int_{0}^{T} t^{m} \log (\sqrt{t})^{n} d t$. Evaluating these integrals from 0 to $T$ gives us

$$
\begin{gathered}
\int_{0}^{T} t^{m} \log (|\sqrt{t}|)^{n} d t \\
=\frac{(-1)^{n}(1+m)^{-n} \Gamma(1+n)+\Gamma(1+n,-(1+m) \log (T)) \log (T)^{n}(-(1+m) \log (T))^{-n}}{2^{n}(1+m)} .
\end{gathered}
$$

This proves our claim.
Corollary 76. For all $\phi \in \mathcal{S}$ and $T>0$,

$$
\mathbb{E}\left[\int_{0}^{T}\left\langle\nabla \cdot \phi, \beta_{2}^{n}(x, t)\right\rangle^{2} d W_{t}\right]=0
$$

Let us set, for a Dirac sequence $\rho_{\epsilon}$ and $x \neq 0$ outside the support of $\rho_{\epsilon}, \phi(\cdot)=$ $\rho_{\epsilon}(x-\cdot)$.
$\mathbb{E}\left[\left\langle u(t, \cdot), \rho_{\epsilon}\right\rangle\right]=\frac{1}{2} \int_{0}^{t} \mathbb{E}\left[\left\langle\Delta \rho_{\epsilon}(x-\cdot), u(s, \cdot)\right\rangle\right] d s+\mathbb{E}\left[\int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}(x-(-\mu-W(r))) d r d s\right]$.
By Lebesgue's theorem, we can interchange the expected value and integration on the left-hand side, due to the knowledge about the explicit form of $u$, which results in

$$
\int_{\mathbb{R}^{2}} \rho_{\epsilon}(x-y) \mathbb{E}[u(s, y)] d y \rightarrow \mathbb{E}[u(s, x)]
$$

in the sense of distributions.
On the right-hand side, we use the same argument to exchange the expectation and integration

$$
\begin{gathered}
\frac{1}{2} \int_{0}^{t}\left\langle\Delta \rho_{\epsilon}(x-\cdot), \mathbb{E}[u(s, \cdot)]\right\rangle \\
\mathbb{E}\left[\int_{0}^{s} \rho_{\epsilon}\left(x-\left(-\mu-W_{r}\right)\right) d r\right]=\int_{0}^{s} \mathbb{E}\left[\rho_{\epsilon}\left(-x+\left(-W_{r}-\mu\right)\right)\right] d r
\end{gathered}
$$

$$
=\int_{0}^{s} \int_{\mathbb{R}^{2}} \rho_{\epsilon}(z-(-\mu-x)) \frac{1}{2 \pi r} \exp \left(-\frac{|z|^{2}}{2 r}\right) d z d r .
$$

Letting $\epsilon \rightarrow 0$, we get

$$
\int_{0}^{s} \frac{1}{2 \pi r} \exp \left(-\frac{|\mu+x|^{2}}{2 r}\right) d r=\Gamma\left(0, \frac{|\mu+x|^{2}}{s}\right)
$$

The estimate

$$
\int_{0}^{t} \int_{0}^{s} \frac{1}{2 \pi r} \exp \left(-\frac{|\mu+x|^{2}}{2 r}\right) d r d s \leq t \int_{0}^{t} \frac{1}{2 \pi r} \exp \left(-\frac{|\mu+x|^{2}}{2 r}\right) d r
$$

ensures the following Proposition is true.
Proposition 77. $\mathbb{E}[u(t, x)]$ is a solution of the $P D E$ (4.5) in the sense of tempered distributions.
4.2. The Second Moment. We now try to find an expression for the second moment of the solution $\mathbb{E}\left[u(t, x)^{2}\right]$.

If we formally apply Ito's formula to $u^{2}$,

$$
d u(t, x)^{2}=\left(u \Delta u+(\nabla u)^{2}+u F_{t}+F_{t} u\right) d t+2 u \nabla u \cdot d W_{t}
$$

We set $u^{2}(0, x)=0$.
Formally taking expectations, defining $m_{2}(t, x):=\mathbb{E}\left[u^{2}(t, x)\right]$ and noticing that

$$
\begin{gathered}
\frac{\partial u^{2}}{\partial x^{2}}=2 u \frac{\partial u^{2}}{\partial x^{2}}+2\left(\frac{\partial u}{\partial x}\right)^{2} \\
\frac{\partial u^{2}}{\partial x}=2 u \frac{\partial u}{\partial x} \\
2 u \nabla u \cdot d W_{t}=\nabla u^{2} \cdot d W_{t} \\
d u(t, x)^{2}=\left(\frac{1}{2} \Delta u^{2}+u F_{t}+F_{t} u\right) d t+\nabla u^{2} \cdot d W_{t}
\end{gathered}
$$

For $\phi \in \mathcal{S}$ (should also hold for $\phi \in H^{2}$ ),

$$
\begin{gathered}
d\left\langle u^{2}(t), \phi\right\rangle= \\
\left(\frac{1}{2}\left\langle\Delta \phi, u^{2}(t)\right\rangle+\int_{\mathbb{R}^{2}} \int_{0}^{t} \phi\left(-\mu-W_{r}\right) d r u(x, t) d x+\int_{\mathbb{R}^{2}} \int_{0}^{t} u\left(-\mu-W_{r}, t\right) d r \phi(x) d x\right) d t \\
+\left\langle\nabla \phi, u^{2}(t)\right\rangle d W_{t}
\end{gathered}
$$

For the "new" integral terms, it holds that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2}} \int_{0}^{t} \phi\left(-\mu-W_{r}\right) d r u(x) d x\right| \leq \int_{\mathbb{R}^{2}} \int_{0}^{t}\left|\phi\left(-\mu-W_{r}\right) u(x)\right| d r d x \\
\leq & \int_{\mathbb{R}^{2}} \int_{0}^{t}\left|\phi\left(-\mu-W_{r}\right)\right|^{2} d r \int_{0}^{t}|u(x)|^{2} d r d x \leq C f(t) \int_{\mathbb{R}^{2}}|u(x)|^{2} d x \leq \infty
\end{aligned}
$$

where $f \in L_{\text {loc }}^{1}$, since

$$
\int_{0}^{t}\left|\phi\left(-\mu-W_{r}\right)\right|^{2} d r \leq t \sup _{s \in[0, t]}\left|\phi\left(-\mu-W_{s}\right)\right|^{2}
$$

An analogous estimate can be made for the second term, as the explicit expression for $u$ is continuous.

We obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} m_{2}(t, x)=\frac{1}{2} \Delta m_{2}(t, x)+\mathbb{E}\left[u(t, x) F_{t}+F_{t} u(t, x)\right] \tag{4.7}
\end{equation*}
$$

as the expectation of the stochastic integral vanishes due to the estimate

$$
\int_{\mathbb{R}^{2}} \mathbb{E}\left[\left(\nabla \cdot \phi\left(x-W_{t}\right)\right)^{4}\right]^{\frac{1}{2}} \mathbb{E}\left[\beta_{2}(x+\mu, t)^{8}\right]^{\frac{1}{2}} d x \leq C h(t),
$$

which we already showed in Proposition 75.
In order to proof the existence of the remaining expectations, we finally make use of 46 , as we could apply it to the first double integral with the constant 1 function

$$
\int_{\mathbb{R}^{2}} 1 \cdot u(x, t) d x=\int_{0}^{t} \int_{0}^{s} 1 d u d s=\frac{t^{2}}{2}
$$

We are left with

$$
\begin{gathered}
\mathbb{E}\left[\int_{0}^{t} \rho_{\epsilon}\left(y+\mu+W_{r}\right) d r\right] \\
=\int_{0}^{t} \int_{\mathbb{R}^{2}} \rho_{\epsilon}(x-(-y-\mu)) \frac{\exp \left(-\frac{|x|^{2}}{2 r}\right)}{2 \pi r} d x d r
\end{gathered}
$$

taking the limit, this is equal to

$$
\int_{0}^{t} \frac{\exp \left(-\frac{|-\mu-y|^{2}}{2 r}\right)}{2 \pi r} d r=\Gamma\left(0, \frac{|\mu+x|^{2}}{t}\right)
$$

In total, we get

$$
\mathbb{E}\left[\int_{\mathbb{R}^{2}} \int_{0}^{t} \rho_{\epsilon}\left(y+\mu+W_{r}\right) d r u(x, t) d x\right]=\Gamma\left(0, \frac{|\mu+x|^{2}}{t}\right) \frac{t^{2}}{2}
$$

For the second integral, (as $u$ is continuous in both components and we integrate over the compact set $[0, t]$ and by using the same estimate, as for the first moment, for the appearing double integral)

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathbb{R}^{2}} \int_{0}^{t} u\left(-\mu-W_{r}, t\right) d r \rho_{\epsilon}(y-x) d x\right] \\
\leq & \mathbb{E}\left[t \sup _{s \in[0, t]}\left\{u\left(-\mu-W_{s}, t\right)\right\} \int_{\mathbb{R}^{2}} \rho_{\epsilon}(y-x) d x\right] .
\end{aligned}
$$

Although these estimates are not very elegant, they provide us with what we need to state the following Proposition:
Proposition 78. $m_{2}(t, x):=\mathbb{E}\left[u^{2}(t, x)\right]$ is a solution, in the sense of tempered distributions, of the PDE (4.7).
4.3. The Moment Generating Function. Let $\theta>0$ and consider the function $M(t, x, \theta):=\mathbb{E}[\exp (\theta u(t, x))]$. We formally apply Ito's formula

$$
\begin{gathered}
d \exp (\theta u(t, x))= \\
\frac{1}{2}\left(\exp (\theta u(t, x))\left(\theta \Delta u(t, x)+\theta F_{t}+\theta^{2}(\nabla u(t, x))^{2}\right)\right) d t+\theta \exp (\theta u(t, x)) \nabla u(t, x) \cdot d W_{t}, \\
\exp (\theta u(0, x))=1 .
\end{gathered}
$$

Using the fact that $\Delta \exp (\theta u(t, x))=\exp (\theta u(t, x))\left(\theta \Delta u(t, x)+\theta^{2}(\nabla u(t, x))^{2}\right)$, we should be able to obtain that

$$
\begin{gather*}
\frac{\partial}{\partial t} M(t, x, \theta)=\frac{1}{2}\left(\Delta M(t, x, \theta)+\theta F_{t}\right)  \tag{4.8}\\
M(0, x, \theta)=1
\end{gather*}
$$

As in the previous sections, what we need to show is that $\int_{0}^{t} \theta \exp (\theta u) \nabla u \cdot d W_{s}$ is a martingale or, more specifically,

$$
\int_{0}^{t} \theta \exp (\theta u) \frac{\partial}{\partial x_{i}} u d W_{s}^{i}=\int_{0}^{t} \frac{\partial}{\partial x_{i}} \exp (\theta u) d W_{s}^{i}
$$

is a martingale for $i=1,2$.
First, we will state a rather useful Lemma.

Lemma 79. Let $M=\left\{M_{t}: t \geq 0\right\}$ be a continuous local martingale, such that $M_{0}=0$. Suppose, that for some $\alpha>0$ and $p \in(0,1]$ we have $\mathbb{E}\left[\exp \left(\alpha\langle M\rangle_{t}^{p}\right)\right]<\infty$. Then,
1.) if $p=1$, for any $\lambda<\sqrt{\frac{\alpha}{2}}, \mathbb{E}\left[\exp \left(\lambda\left|M_{t}\right|\right)\right]<\infty$ and
2.) if $p<1, \mathbb{E}\left[\exp \left(\lambda\left|M_{t}\right|^{p}\right)\right]<\infty$ for all $\lambda>0$.

Proof. Set $X=\left|M_{t}\right|^{p}$. For any constant $c>0$, we can write

$$
\begin{gathered}
\mathbb{E}[\exp (\lambda X)]=\int_{0}^{\infty} \mathbb{P}(X \geq y) \lambda \exp (\lambda y) d y \\
=\int_{0}^{\infty}\left(\mathbb{P}\left(X \geq y,\langle M\rangle_{t}^{p}<c y\right)+\mathbb{P}\left(X \geq y,\langle M\rangle_{t}^{p} \geq c y\right)\right) \lambda \exp (\lambda y) d y \\
\leq \int_{0}^{\infty} 2 \exp \left(-\frac{y^{\frac{1}{p}}}{2 c^{\frac{1}{p}}}\right) \lambda \exp (\lambda y) d y+\int_{0}^{\infty}+\mathbb{P}\left(\frac{\langle M\rangle_{t}^{p}}{c} \geq c y\right) \lambda \exp (\lambda y) d y \\
=\int_{0}^{\infty} 2 \lambda \exp \left(\lambda y-\frac{y^{\frac{1}{p}}}{2 c^{\frac{1}{p}}}\right) d y+\mathbb{E}\left[\exp \left(\frac{\lambda}{c}\langle M\rangle_{t}^{p}\right)\right]
\end{gathered}
$$

To complete the proof, we simply choose $c=\frac{\lambda}{\alpha}$.
Remark 80. The constant $C$ which will be used in the following Proposition, might change from line to line, in order to account for appearing constants.

Proposition 81. Let $\phi \in C_{c}^{\infty}, T>0$, we have, for all $0<\theta<\theta_{0}$,

$$
\mathbb{E}\left[\int_{0}^{T}\left\langle\frac{\partial}{\partial x_{i}} \phi, \exp \left(\theta \beta_{2}\left(x+\mu+W_{t}, t\right)\right)\right\rangle^{2} d t\right]<\infty
$$

Proof. Out of convenience, we will replace the partial derivatives $\frac{\partial}{\partial x_{i}} \phi$ again with a function $\psi \in C_{c}^{\infty}$ and, also "shift" the translation, with respect to $W_{t}$, onto our test function as in (4.6). We are left with
$\mathbb{E}\left[\left\langle\psi\left(\cdot-W_{t}\right), \exp \left(\theta \beta_{2}(x+\mu, t)\right)\right\rangle^{2}\right] \leq C \int_{\mathbb{R}^{2}} \mathbb{E}\left[\left(\psi\left(x-W_{t}\right)\right)^{2}\right]^{\frac{1}{2}}\left(\mathbb{E}\left[\exp \left(\theta \beta_{2}(x+\mu, t)\right)^{4}\right]\right)^{\frac{1}{2}} d x$.
We can deal with the first expectation the same way we did in Proposition 75. Regarding the second one, we will use the Yor-Rosen-Tanaka formula (3.35, 3.36).

$$
\begin{gathered}
\mathbb{E}\left[\exp \left(\theta \beta_{2}(x+\mu, t)\right)^{4}\right] \\
=\mathbb{E}\left[\exp \left(-4 \theta\left(\int_{0}^{t}\left(G\left(W_{t}-W_{r}-x\right)-G(-x)\right) d r-\int_{0}^{t}\left(\int_{0}^{s} \nabla G\left(W_{s}-W_{r}-x\right) d r\right) d W_{s}\right)\right)\right]
\end{gathered}
$$

$$
\begin{gathered}
=\mathbb{E}\left[\exp \left(4 \theta \int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x-\mu\right|\right) d r-\int_{0}^{t} \int_{0}^{s} \frac{W_{s}-W_{r}-x-\mu}{\left|W_{s}-W_{r}-x-\mu\right|^{2}} d r d W_{s}-t \log (|x+\mu|)\right)\right] \\
\leq \mathbb{E}\left[\exp \left(8 \theta \int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x-\mu\right|\right) d r\right)\right]^{\frac{1}{2}} \\
\times \mathbb{E}\left[\exp \left(-8 \theta \int_{0}^{t} \int_{0}^{s} \frac{W_{s}-W_{r}-x-\mu}{\left|W_{s}-W_{r}-x-\mu\right|^{2}} d r d W_{s}\right)\right]^{\frac{1}{2}} \\
\times \mathbb{E}[\exp (-16 \theta t \log (|x+\mu|))]^{\frac{1}{2}}
\end{gathered}
$$

We will treat each of these terms individually.
Regarding the first term:
As we are testing with functions from $C_{c}^{\infty}$, our estimates are not required to be optimal, which leaves us a bit of space. Another way to deal with the first term, using an estimate from [23], will be mentioned in a following Remark.

Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a convex function and $X_{t}$ be a process in $\mathbb{R}^{n}$ with continuous paths.

We consider the expression $h\left(\int_{0}^{t} X_{s} d s\right)$. Seeing that the term inside the function $h$ exists for every $\omega$, we apply Jensen's inequality for every sample path and arrive at

$$
h\left(\frac{t}{t} \int_{0}^{t} X_{s} d s\right) \leq \frac{1}{t} \int_{0}^{t} h\left(t X_{s}\right) d s
$$

From this follows that $\mathbb{P}\left(h\left(\int_{0}^{t} X_{s} d s\right)>x\right) \leq \mathbb{P}\left(\frac{1}{t} \int_{0}^{t} h\left(t X_{s}\right) d s>x\right)$ for every $x \in \mathbb{R}$.

Hence,

$$
\mathbb{E}\left[g\left(\int_{0}^{t} X_{s} d s\right)\right] \leq \mathbb{E}\left[\frac{1}{t} \int_{0}^{t} g\left(t X_{s}\right) d s\right]
$$

In our case, this means

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(8 \theta \int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x-\mu\right|\right) d r\right)\right]^{\frac{1}{2}} \\
\leq & \mathbb{E}\left[\exp \left(8 \theta t \log \left(\int_{0}^{t}\left|\frac{W_{t}-W_{r}-x-\mu}{t}\right| d r\right)\right)^{\frac{1}{2}}\right. \\
\leq & \mathbb{E}\left[\left(\frac{1}{t}\right)^{8 \theta t}\left(\int_{0}^{t}\left|W_{t}-W_{r}-x-\mu\right| d r\right)^{8 \theta t}\right]^{\frac{1}{2}}
\end{aligned}
$$

We will assume that $8 \theta t<1$, which will turn out to be a reasonable assumption once we arrive at the end of the proof. Hence,

$$
\begin{aligned}
& \mathbb{E}\left[\left(\frac{1}{t}\right)^{8 \theta t}\left(\int_{0}^{t}\left|W_{t}-W_{r}-x-\mu\right| d r\right)^{8 \theta t}\right]^{\frac{1}{2}} \\
\leq & \mathbb{E}\left[\left(\frac{1}{t}\right)^{8 \theta t}\left(t \sup _{s \in[0, t]} 2\left|W_{s}\right|+t|x|+t|\mu|\right)^{8 \theta t}\right]^{\frac{1}{2}} \\
\leq & \mathbb{E}\left[C\left(\sup _{s \in[0, t]}\left|W_{s}\right|\right)^{8 \theta t}+C|x|^{8 \theta t}+C|\mu|^{8 \theta t}\right]^{\frac{1}{2}} .
\end{aligned}
$$

Considering $\sup _{s \in[0, t]}\left|W_{s}\right|=\sup _{s \in[0, t]} \sqrt{\left(W_{s}^{1}\right)^{2}+\left(W_{s}^{1}\right)^{2}} \leq 2 \sup _{s \in[0, t]} \sqrt{\left(B_{s}\right)^{2}}$, where $B$ denotes a one dimensional Brownian motion, we obtain the following estimate for the previous term

$$
\leq \mathbb{E}\left[C\left(\left(\sup _{s \in[0, t]}\left|B_{s}\right|\right)^{8 \theta t}+|x|^{8 \theta t}+|\mu|^{8 \theta t}\right)\right]^{\frac{1}{2}} .
$$

To calculate the appearing moments, we can rely on the calculations for the moments of the supremum of a reflected Brownian motion, which are related to Gamma functions. We will use the estimates presented in [14], Proposition 1.1 (ii),

$$
\mathbb{E}\left[\left(\sup _{s \in[0, t]}\left|B_{s}\right|\right)^{\nu}\right] \leq \frac{1}{\sqrt{\pi}} 2^{1+\frac{\nu}{2}} \Gamma\left(\frac{\nu+1}{2}\right) t^{\frac{\nu}{2}}
$$

Summing up,

$$
\mathbb{E}\left[\exp \left(8 \theta \int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x-\mu\right|\right) d r\right)\right]^{\frac{1}{2}} \leq C\left(t^{\frac{8 \theta t}{2}}+|x|^{\frac{8 \theta t}{2}}+|\mu|^{\frac{8 \theta t}{2}}\right)
$$

When integrating with respect to $x$ and $t$, we can use $0<\frac{8 \theta t}{2}<1$ in order to dominate the respective terms to dominate the integrands based on the region of integration.

Let us now consider the second term:

$$
\mathbb{E}\left[\exp \left(-8 \theta \int_{0}^{t} \int_{0}^{s} \frac{W_{s}-W_{r}-x-\mu}{\left|W_{s}-W_{r}-x-\mu\right|^{2}} d r d W_{s}\right)\right]^{\frac{1}{2}}
$$

We know that the term in the exponent is a continuous $L^{2}$ martingale (Lemma 47) with mean zero.

Referring to Lemma (79), let us consider the second variation of the term inside the exponential.

$$
Y_{t}:=-8 \theta \int_{0}^{t} \int_{0}^{s} \frac{W_{s}-W_{r}-x-\mu}{\left|W_{s}-W_{r}-x-\mu\right|^{2}} d r d W_{s}
$$

then

$$
\left\langle Y_{t}\right\rangle=64 \theta^{2} \sum_{i=1}^{2} \int_{0}^{t}\left(\int_{0}^{s} \frac{\left(W_{s}-W_{r}-x-\mu\right)_{i}}{\left|W_{s}-W_{r}-x-\mu\right|^{2}} d r\right)^{2} d s_{i}
$$

We will treat each term of the sum separately. Out of convenience, we omit the index $i$ and define $y:=x+\mu$.

$$
\begin{gathered}
0 \leq 64 \theta^{2} \int_{0}^{t}\left(\int_{0}^{s} \frac{W_{s}-W_{r}-y}{\left|W_{s}-W_{r}-y\right|^{2}} d r\right)^{2} d s \leq C \theta^{2} \int_{0}^{t}\left(\int_{0}^{s}\left|\frac{W_{s}-W_{r}-y}{\left|W_{s}-W_{r}-y\right|^{2}}\right| d r\right)^{2} d s \\
\leq C \theta^{2} \int_{0}^{t}\left(\int_{0}^{s} \frac{1}{\left|W_{s}-W_{r}-y\right|} d r\right)^{2} d s \leq C \theta^{2} \int_{0}^{t}\left(\int_{0}^{t} \frac{1}{\left|W_{s}-W_{s-r}-y\right|} d r\right)^{2} d s \\
=C \theta^{2} t\left(\int_{0}^{t} \frac{1}{\left|W_{r}-y\right|} d r\right)^{2} \\
\exp \left(\gamma\left\langle Y_{t}\right\rangle\right) \leq \exp \left(\gamma C t\left(\int_{0}^{t} \frac{1}{\left|W_{r}-y\right|} d r\right)^{2}\right)
\end{gathered}
$$

We use Ito's formula with $R_{t}:=\left|W_{t}-y\right|$ and $h(x):=\frac{1}{x}$,

$$
\begin{gathered}
g\left(R_{t}\right)-g\left(R_{0}\right)=\int_{0}^{t} g^{\prime}\left(R_{s}\right) d B_{s}+\int_{0}^{t} h\left(R_{s}\right) d s \\
g(0)=0 \\
g^{\prime}(r)=\frac{2}{r} \int_{0}^{r} u h(u) d u=\frac{2}{r} \int_{0}^{r} \frac{u}{u} d u=2 \\
\frac{1}{2}\left(\frac{g^{\prime}(r)}{r}+g^{\prime \prime}(r)\right)=h(r)
\end{gathered}
$$

We get that $g(r)=2 r$. So

$$
\frac{1}{2} \int_{0}^{t} \frac{1}{\left|W_{r}-y\right|} d r=X_{t}-|y|-B_{t}
$$

X denotes a 2-dimensional Bessel process and $B$ a standard 1-dimensional Brownian motion. We see that

$$
\mathbb{E}\left[\exp \left(\gamma C t\left(\int_{0}^{t} \frac{1}{\left|W_{r}-y\right|} d r\right)^{2}\right)\right]=\mathbb{E}\left[\exp \left(\gamma C t\left(X_{t}-|y|-B_{t}\right)^{2}\right)\right]
$$

Further,

$$
\begin{gathered}
\mathbb{E}\left[\exp \left(\gamma C t\left(X_{t}-|y|-B_{t}\right)^{2}\right)\right]=\mathbb{E}\left[\sum_{n=1}^{\infty} \frac{\left(\gamma C t\left(X_{t}-|y|-B_{t}\right)^{2}\right)^{n}}{n!}\right] \\
\leq \mathbb{E}\left[\sum_{n=1}^{\infty} \frac{(\gamma C t)^{n}\left(X_{t}+\left(|y|+\left|B_{t}\right|\right)\right)^{2 n}}{n!}\right]
\end{gathered}
$$

By using the discrete version of Jensen's inequality, we obtain

$$
\mathbb{E}\left[\sum_{n=1}^{\infty} \frac{(\gamma C t)^{n}\left(X_{t}+\left(|y|+\left|B_{t}\right|\right)\right)^{2 n}}{n!}\right] \leq \mathbb{E}\left[\sum_{n=1}^{\infty} \frac{(\gamma C t)^{n} 3^{2 n}\left(\frac{1}{3} X_{t}^{2 n}+\frac{1}{3}|y|^{2 n}+\frac{1}{3}\left|B_{t}\right|^{2 n}\right)}{n!}\right]
$$

This leaves us with the task of finding suitable bounds for the even moments of a 2-dimensional Bessel process, and a Brownian motion.

It goes without saying, that the "suitable" $\gamma$ for each of the 3 terms $X_{t},\left|B_{t}\right|$ and $|y|$ will be different, but out of convenience, we will not change the notation. It shall further be noted, that we choose the smallest value of $\gamma$ obtained from the 3 following estimates, when we proceed.

Regarding the Bessel process $X$, we know that

$$
\int_{\mathbb{R}_{+}^{2}}|x|^{m} \exp \left(-\frac{|x|^{2}}{\sigma}\right) d x=\frac{1}{4} \sigma^{1+\frac{m}{2}} \Gamma\left(1+\frac{m}{2}\right) .
$$

As we only calculate even moments, this is in turn equal to $\frac{1}{4} \sigma^{1+\frac{m}{2}} m$ !.
Therefore,

$$
\mathbb{E}\left[\frac{(\gamma C t)^{n} 3^{2 n} \frac{1}{3} X_{t}^{2 n}}{n!}\right] \leq \frac{(\gamma C t)^{n} t^{(1+n)} n!}{n!} \leq\left(\gamma C T^{\alpha}\right)^{n}
$$

where $\alpha:=\left\{\begin{array}{ll}1 & T<1 \\ 3 & T \geq 1\end{array}\right.$. For $\gamma<\frac{1}{C T^{\alpha}}, \gamma C T^{\alpha}<1$, which means that a summation over $n$ converges.

Considering now $\left|B_{t}\right|$,

$$
\begin{aligned}
& \mathbb{E}\left[\left|B_{t}\right|^{2 n}\right] \leq C \int_{0}^{\infty}|x|^{2 n} \exp \left(-\frac{x^{2}}{2 t}\right) d x \\
\leq & \frac{C}{2}(2 t)^{\frac{1}{2}+n} \Gamma\left(\frac{1}{2}+n\right)=\frac{C}{2}(2 t)^{\frac{1}{2}+2 n} \frac{(2 n)!}{n!4^{n}} \sqrt{\pi}
\end{aligned}
$$

From this we obtain

$$
\mathbb{E}\left[\frac{(\gamma C t)^{n} 3^{2 n} \frac{1}{3}\left|B_{t}\right|^{2 n}}{n!}\right] \leq \frac{(\gamma C t)^{n}}{n!} t^{\frac{1}{2}+2 n} \frac{(2 n)!}{n!4^{n}} \leq\left(\gamma C T^{\beta}\right)^{n}
$$

where $\beta:=\left\{\begin{array}{ll}\frac{1}{2} & T<1 \\ 3 & T \geq 1\end{array}\right.$.
It is easy to check that the term $\frac{(2 n)!}{(n!)^{2} 4^{n}}$ is bounded by 1 for every $n=1,2, \ldots$. and goes to 0 , as $n$ approaches infinity.

Hence, we can choose $\gamma$ again small enough, such that the sum over $\left(\gamma C T^{\beta}\right)^{n}$ converges.

The only terms we are left with, are the ones containing $|y|^{2 n}$.

$$
\mathbb{E}\left[\frac{(\gamma C t)^{n} 3^{2 n} \frac{1}{3}|y|^{2 n}}{n!}\right] \leq \frac{\left(\gamma C t|y|^{2}\right)^{n}}{n!}
$$

Combining all the three terms indicates that there exists a $\theta_{0}$, which depends on $T$, such that the expectation of the exponential exists for every $0<\theta<\theta_{0}$.
(Proceeding, we will choose our $\theta_{0}$ as the minimum of the $\theta_{0}$ obtained above and $\frac{1}{8 T}$. The reason for this will soon become obvious.)

For the third term,

$$
\begin{gathered}
\mathbb{E}[\exp (-16 \theta t \log (|x+\mu|))]^{\frac{1}{2}}=\mathbb{E}\left[\exp \left(-\log \left(|x+\mu|^{16 \theta t}\right)\right)\right]^{\frac{1}{2}} \\
=\mathbb{E}\left[\exp \left(\log \left(\frac{1}{|x+\mu|^{16 \theta t}}\right)\right)\right]^{\frac{1}{2}} \\
=\frac{1}{|x+\mu|^{8 \theta t}}
\end{gathered}
$$

It should be noted that, by Young's inequality,

$$
\frac{1}{|y|}=\frac{1}{\sqrt{y_{1}^{2}+y_{2}^{2}}}=\frac{1}{\sqrt{\left|y_{1}\right|^{2}+\left|y_{2}\right|^{2}}} \leq \frac{1}{\sqrt{2\left|y_{1}\right|\left|y_{2}\right|}}
$$

Roughly summing up, by the previous estimates and Lemma 79

$$
\begin{gathered}
\mathbb{E}\left[\exp \left(\theta \beta_{2}(x+\mu, t)\right)^{4}\right] \\
\leq C_{1}\left(t^{\frac{8 \theta t}{2}}+|x|^{\frac{8 \theta t}{2}}+|\mu|^{\frac{8 \theta t}{2}}\right)\left(C_{2, \theta}+C_{3, \gamma}+\exp \left(\gamma C_{3}|x+\mu|^{2}\right)\right)\left(\frac{1}{|x+\mu|^{8 \theta t}}\right) .
\end{gathered}
$$

When dealing with the integrability regarding $x$, we see that the terms which appear when we perform the previous steps (including the steps in the proof of Lemma 79 for the second term), are of the form $y^{\alpha}$ for $\alpha \geq 0$, $\exp \left(C y^{2}\right)$ and $\frac{1}{|y|^{\beta}}$ with $\beta<1$. As we are multiplying with a $C_{c}^{\infty}$ function, the first two terms are negligible and the only term requiring attention is $\frac{1}{|y|^{\beta}}$. Let $\psi \in C_{c}^{\infty}$ with $-\mu \in \operatorname{supp}(\psi)$,

$$
\int_{\mathbb{R}^{2}} \psi(x) \frac{1}{|x+\mu|^{8 \theta t}} d x=\int_{\mathbb{R}^{2}} \psi(x-\mu) \frac{1}{|x|^{8 \theta t}} d x \leq C \int_{B_{R}(0)} \frac{1}{|x|^{8 \theta t}} d x
$$

$B_{R}(0)$ denotes a ball around 0 with radius $R$, such that the support of $\psi(\cdot-\mu)$ lies inside it.

We see that this value is finite by either changing to polar coordinates and noting that $\frac{1}{|r|^{\alpha}}$ is integrable on a ball around 0 for any $\alpha<1$, or by applying Young's inequality, as mentioned before.

Integrating with respect to $t$, results obviously in a finite value as, by all previous estimates and because $0 \leq 8 \theta t<1$, we are left with a polynomial in $t$, which we integrate over $[0, T]$.

Proposition 82. The moment generating function $M(t, x, \theta):=\mathbb{E}[\exp (\theta u(t, x))]$ for $\theta<\theta_{0}$, can be obtained as a distributional solution of (4.8).
Proof. Let $y \neq 0$ and $\rho_{\epsilon}$ again the normal approximation of the Dirac delta.

$$
\begin{gathered}
\mathbb{E}\left[\left\langle\exp (\theta u(s, x)), \rho_{\epsilon}(\cdot-y\rangle\right]\right. \\
=\frac{1}{2}\left(\mathbb{E}\left[\int_{0}^{t}\left\langle\exp (\theta u(s, x)), \Delta \rho_{\epsilon}(\cdot-y\rangle\right]+\theta \mathbb{E} \int_{0}^{t}\left[\left\langle F_{s}, \rho_{\epsilon}(\cdot-y)\right\rangle\right] d s\right) .\right.
\end{gathered}
$$

It only remains to justify the exchange of the integrals and the expectation in the first integral on the right hand side. The argumentation for the left hand side is the same as in the case of the first moment, where we also have already dealt with the term including $F$ on the right hand side. By Tonelli's theorem for positive functions (as the term inside the inner product remains positive),

$$
\mathbb{E}\left[\int_{0}^{t}\left\langle\exp (\theta u(s, x)), \Delta \rho_{\epsilon}(\cdot-y\rangle d s\right]=\int_{0}^{t}\left\langle\mathbb{E}[\exp (\theta u(s, x))], \Delta \rho_{\epsilon}(\cdot-y\rangle d s\right.\right.
$$

What is left now is using Lebesgue's theorem, letting $\epsilon \rightarrow 0$ and differentiating with respect to $t$.

Remark 83.

$$
\begin{gathered}
\mathbb{E}\left[\exp \left(8 \theta \int_{0}^{t} \log \left(\left|W_{t}-W_{r}-x-\mu\right|\right) d r\right)\right]^{\frac{1}{2}} \\
\leq \mathbb{E}\left[\exp \left(8 \theta \int_{0}^{t}\left(1+\left|W_{t-r}-x-\mu\right|\right) d r\right)\right]^{\frac{1}{2}} \\
\leq\left(\mathbb{E}\left[\exp (8 \theta t) \exp \left(8 \theta \int_{0}^{t}\left|W_{t-r}\right|+|x|+|\mu| d r\right)\right]\right)^{\frac{1}{2}} \\
=\left(\mathbb{E}\left[\exp (8 \theta t(1+|x|+|\mu|)) \exp \left(8 \theta \int_{0}^{t}\left|W_{t-r}^{1}\right|+\left|W_{t-r}^{2}\right| d r\right)\right]\right)^{\frac{1}{2}}
\end{gathered}
$$

as for $a, b>0 \sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ holds.
We will replace $W^{i}, i=1,2$ by $B$.

$$
\left|B_{t}\right|=\left|B_{0}\right|+\int_{0}^{t} \operatorname{sgn}\left(B_{s}\right) d B_{s}-L_{t}
$$

where $L$ denotes the local time of a Brownian Motion.
As $L$ is increasing,

$$
\begin{gathered}
\mathbb{E}\left[\exp \left(\int_{0}^{t} 8 \theta\left|B_{s}\right| d s\right)\right]=\mathbb{E}\left[\exp \left(8 \theta \int_{0}^{t}\left|B_{0}\right|+\int_{0}^{s} \operatorname{sgn}\left(B_{r}\right) d B_{r}-L_{s} d s\right)\right] \\
\leq \mathbb{E}\left[\exp \left(8 \theta\left(\int_{0}^{t} B_{s} d s+t L_{t}\right)\right)\right] \\
\leq \mathbb{E}\left[\exp \left(16 \theta \int_{0}^{t} B_{s} d s\right)\right]^{\frac{1}{2}} \mathbb{E}\left[\exp \left(16 \theta t L_{t}\right)\right]^{\frac{1}{2}} \\
\leq\left(\exp \left(256 \theta^{2} \frac{t^{3}}{6}\right)\right)^{\frac{1}{2}}\left(2 \exp \left(8 \theta^{2} t\right)\right)^{\frac{1}{2}}
\end{gathered}
$$

The estimate leading to the last inequality was taken from [23].
Remark 84. Another way to approach the previous problem, is to expand the exponent

$$
\mathbb{E}\left[\exp \left(\theta \beta_{2}\right)\right]=\mathbb{E}\left[\exp \left(\theta \beta_{2}-\theta \mathbb{E}\left[\beta_{2}\right]\right) \exp \left(\theta \mathbb{E}\left[\beta_{2}\right]\right)\right]
$$

and use the Clark-Ocone formula to deal with the expectation involving the renormalized SILT, as in [21]. From there we get the following representation for $\tilde{L}:=\beta_{2}(0, T)-\mathbb{E}\left[\beta_{2}(0, T)\right]$,

$$
\tilde{L}:=-\frac{1}{2 \pi} \sum_{i=1}^{2} \int_{0}^{T}\left(\int_{r}^{T} \int_{0}^{r} \frac{B_{r}^{i}-B_{s}^{i}}{(t-r)^{2}} \exp \left(-\frac{\left|B_{r}-B_{2}\right|^{2}}{2(t-r)}\right) d s d t\right) d B_{r}^{i}
$$

The quadratic variation of this stochastic integral is

$$
\begin{aligned}
\langle\tilde{L}\rangle= & \frac{1}{4 \pi^{2}} \sum_{i=1}^{2} \int_{0}^{T}\left(\int_{r}^{T} \int_{0}^{r} \frac{B_{r}^{i}-B_{s}^{i}}{(t-r)^{2}} \exp \left(-\frac{\left|B_{r}-B_{2}\right|^{2}}{2(t-r)}\right) d s d t\right) d r \\
\leq & \frac{1}{4 \pi^{2}} \int_{0}^{T}\left(\int_{r}^{T} \int_{0}^{r} \frac{\left|B_{r}-B_{s}\right|}{(t-r)^{2}} \exp \left(-\frac{\left|B_{r}-B_{s}\right|^{2}}{2(t-r)}\right) d s d t\right) d r \\
& =\frac{1}{\pi^{2}} \int_{0}^{T}\left(\int_{0}^{r} \frac{1}{\left|B_{r}-B_{s}\right|} \exp \left(-\frac{\left|B_{r}-B_{s}\right|^{2}}{2(T-r)}\right) d s\right) d r
\end{aligned}
$$

$$
\leq \frac{1}{4 \pi^{2}} \int_{0}^{T}\left(\int_{0}^{r} \frac{1}{\left|B_{r}-B_{s}\right|} d s\right) d r
$$

A quick application of Ito's formula shows that

$$
\int_{0}^{r} \frac{1}{\left|B_{r}-B_{s}\right|} d s=\frac{1}{d-1}\left(X_{r}-b_{r}\right)
$$

where $X_{r}$ has the law of the modulus of a $d$-dimensional Brownian motion at time $r$ ( $d$-dimensional Bessel process), and $b_{r}$ has a normal $N(0,1)$ law. We can write

$$
\exp (\lambda\langle\tilde{L}\rangle) \leq \frac{1}{T} \int_{0}^{T} \exp \left(\frac{T \lambda}{\pi^{2}}\left(\int_{0}^{r} \frac{1}{\left|B_{r}-B_{s}\right|} d s\right)^{2}\right) d r
$$

which implies the existence of some $\lambda_{0}$, such that $\mathbb{E}[\exp (\lambda\langle\tilde{L}\rangle)] \leq \infty$ for all $\lambda \leq$ $\lambda_{0}$. From Lemma (79), we obtain the existence of a $\beta_{0}$, such that $\mathbb{E}[\exp (\beta|\tilde{L}|)] \leq \infty$ for all $\beta<\beta_{0}$. Although we are not able to obtain the critical exponent explicitly this way, we still obtain its existence.

We would proceed similarly in order to obtain our desired result.
Corollary 85. The previous estimates also indicate that there exists a $\theta_{0}$, such that for all $\theta<\theta_{0}$, the moment generating function of the SILT at a point $x \neq 0$ and a time $t>0$, exists.

## 5. Appendix

### 5.1. A weak form of Ito's Lemma.

Lemma 86. Let

$$
\rho(t, x)=\frac{1}{(2 \pi t)^{\frac{n}{2}}} \exp \left(-\frac{|x|^{2}}{2 t}\right), \quad t>0, x \in \mathbb{R}^{n}
$$

then $\rho \in L^{q}\left((0, T) \times \mathbb{R}^{n}\right)$ for every $q \in\left(0,1+\frac{2}{n}\right)$ and $T>0$.
Proof.

$$
\int_{0}^{T} \int_{\mathbb{R}^{n}} \rho^{q}(t, x) d x d t=\int_{0}^{T} \int_{\mathbb{R}^{n}} \frac{1}{(2 \pi t)^{\frac{n}{2}(q-1)}} \exp \left(-\frac{q|x|^{2}}{2 t}\right) d x d t
$$

by the change of variables $y=\frac{x}{\sqrt{2 t}}$, we get

$$
=\frac{1}{\pi^{\frac{n q}{2}}} \int_{0}^{T} \frac{1}{(2 t)^{\frac{n}{2}(q-1)}} d t \int_{\mathbb{R}^{n}} \exp \left(-q|y|^{2}\right) d y
$$

This expression is finite for $\frac{n(q-1)}{2}<1$ and $q>0$, i.e. $0<q<1+\frac{2}{n}$.
Lemma 87. Assume that $f \in W^{2, p}\left(\mathbb{R}^{n}\right)$, with $p<1+\frac{n}{2}$, then $f$ is (Hölder) continuous and we have
1.) if $p \leq n$ then $|\nabla f|^{2} \in L^{q}\left(\mathbb{R}^{n}\right)$ for some $q>1+\frac{n}{2}$,
2.) if $p>n$ then $\nabla f \in C\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$.

Proof. If $p \geq n$, the claim follows from the usual Sobolev(-Morrey) embedding, [1] Theorem A. 168 (as Theorem 52 is a bit too specific). If $1+\frac{n}{2}<p<n$ then, necessarily, $n>2$ and by the previously mentioned Theorem, we have $\nabla f \in L^{2 q}\left(\mathbb{R}^{n}\right)$ with

$$
2 q=\frac{p n}{n-p}=\frac{n}{\frac{n}{p}-1}>\frac{n}{\frac{n}{1+\frac{n}{2}}-1}=\frac{n(n+2)}{n-2}>n+2
$$

This proves that $|\nabla f|^{2} \in L^{q}\left(\mathbb{R}^{n}\right)$ for some $q>1+\frac{n}{2}$ and consequently, by [1] Theorem A.168, $f$ is Hölder continuous.

Proposition 88. Let $X, Y$ be a.s. right-continuous stochastic processes. If $X$ is a modification of $Y$, then $X, Y$ are indistinguishable. In particular, we can equivalently write
$X_{t}=Y_{t} \quad$ a.s. for every $t$
or
$X_{t}=Y_{t} \quad$ for every $t$ a.s..
Proof. We refer to [1], Proposition 3.25 on page 108.
Proposition 89. Let $f \in W_{\text {loc }}^{2, p}\left(\mathbb{R}^{n}\right)$ with $p>1+\frac{n}{2}$, then we have

$$
\begin{equation*}
f\left(W_{t}\right)=f(0)+\int_{0}^{t} \nabla f\left(W_{s}\right) \cdot d W_{s}+\frac{1}{2} \int_{0}^{t} \Delta f\left(W_{s}\right) d W_{s} \tag{5.1}
\end{equation*}
$$

Proof. Let us first consider the case $n>2$. Let $f_{n}$ be a regularizing sequence for $f$, which we obtained by a convolution with the usual mollifier. Then by Lemma $50, f_{n} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $f_{n}$ converges to $f$, uniformly on compact sets, so that

$$
\lim _{n \rightarrow \infty} f_{n}\left(W_{t}\right)=f\left(W_{t}\right)
$$

for any $t \geq 0$. By the standard Ito formula, we have

$$
f_{n}\left(W_{t}\right)=f_{n}\left(W_{0}\right)+\int_{0}^{t} \nabla f_{n}\left(W_{s}\right) \cdot d W_{s}+\frac{1}{2} \int_{0}^{t} \Delta f_{n}\left(W_{s}\right) d s
$$

Further, by the Ito isometry,

$$
\begin{gathered}
\mathbb{E}\left[\left(\int_{0}^{t}\left(\nabla f_{n}\left(W_{s}\right)-\nabla f\left(W_{s}\right)\right) \cdot d W_{s}\right)^{2}\right] \\
=\int_{0}^{t} \mathbb{E}\left[\left|\nabla f_{n}\left(W_{s}\right)-\nabla f\left(W_{s}\right)\right|^{2}\right] d s \\
=\int_{0}^{t} \int_{\mathbb{R}^{n}}\left|\nabla f_{n}(x)-\nabla f(x)\right|^{2} \rho(s, x) d x d s=: I_{n}
\end{gathered}
$$

If $p>n$, we have

$$
\lim _{n \rightarrow \infty} I_{n}=0
$$

by Lebesgue's theorem, since by Lemma (87) $\nabla f \in C \cap L^{\infty}$, and so the integrand converges to zero pointwise and is dominated by the integrable function $\| \nabla f_{n}-$ $\nabla f \|_{L^{\infty}\left(\mathbb{R}^{n}\right)}^{2} \rho$.

On the other hand, if $1+\frac{n}{2}<p \leq n$, by Lemma (87) we have $|\nabla f|^{2} \in L^{q}\left(\mathbb{R}^{n}\right)$ for some $q>1+\frac{n}{2}$. Let $q^{\prime}$ the conjugate exponent of $q$, then we have

$$
q^{\prime}=1+\frac{1}{p-1}<1+\frac{2}{n}
$$

and therefore, by Lemma (86), $\rho \in L^{q^{\prime}}\left((0, T) \times \mathbb{R}^{n}\right)$. By Hölder's inequality, we obtain

$$
I_{n} \leq\left\|\left|\nabla f_{n}-\nabla f\right|^{2}\right\|_{L^{q}\left((0, T) \times \mathbb{R}^{n}\right)}\|\rho\|_{L^{q^{\prime}}\left((0, T) \times \mathbb{R}^{n}\right)} \rightarrow_{n \rightarrow \infty} 0 .
$$

Finally,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\int_{0}^{t}\left(\Delta f_{n}\left(W_{s}\right)-\Delta f\left(W_{s}\right)\right) d s\right|\right] \\
& \left.\leq \int_{0}^{t} \mathbb{E}\left[\mid \Delta f_{n}\left(W_{s}\right)-\Delta f\left(W_{s}\right)\right) \mid\right] d s
\end{aligned}
$$

$$
=\int_{0}^{t} \int_{\mathbb{R}^{n}}\left|\Delta f_{n}(x)-\Delta f(x)\right| \rho(s, x) d x d s
$$

By applying Hölder's inequality with the conjugate exponent of $p$, which we call $p^{\prime}$, the last term is

$$
\leq\left\|\Delta f_{n}-\Delta f\right\|_{L^{p}\left((0, T) \times \mathbb{R}^{n}\right)}\|\rho\|_{L^{p^{\prime}}\left((0, T) \times \mathbb{R}^{n}\right)} \rightarrow_{n \rightarrow \infty} 0
$$

since $f_{n}$ converges to $f$ in $W^{2, p}\left(\mathbb{R}^{n}\right)$ and the assumption $p>1+\frac{2}{n}$ implies $p^{\prime}<1+\frac{2}{n}$. By Lemma (86), we have

$$
\|\rho\|_{L^{p^{\prime}}\left((0, T) \times \mathbb{R}^{n}\right)}<\infty .
$$

In conclusion, we showed that (5.1) holds a.s. for every $t>0$, and by 88 this is sufficient.

In the case $n \leq 2$, the hypothesis $p>1+\frac{n}{2}$ implies that $p>n$ and the claim can be proved as before.

Remark 90. The previous proof can easily be adapted to functions $f$, which also depends on time, i.e. for functions in the parabolic Sobolev space $H_{\mathrm{loc}}^{1, p}\left((0, T) ; H_{\mathrm{loc}}^{2, p}\left(\mathbb{R}^{n}\right)\right)$.

### 5.2. Some results regarding a "Fundamental solution".

Remark 91. Most steps in this part are rather short and formal, but can be made more rigorous by applying results from the previous section.

Consider the equation

$$
\begin{gathered}
d u_{t}=\frac{1}{2} \Delta u_{t}+\delta_{-\mu} d t+\nabla u_{t} \cdot d W_{t} \\
u(0)=u_{0},
\end{gathered}
$$

on $\mathbb{R}^{2}$, where $W_{t}$ is again a planar Brownian motion as in the previous part. By the same argumentation as in the previous section (Remark 57, Proposition 58), the weak formulation is, again, well defined on $H^{2}$. Once again, we can use Duhamel's principle in order to obtain a general form of the solution

$$
u(t):=U_{0, t} u_{0}+\int_{0}^{t} U_{s, t} F_{s} d s
$$

again with $U_{s, t}:=T_{W(s)} \circ T_{-W(t)}$ and $U_{t, s}:=T_{W(t)} \circ T_{-W(s)}$.
Lemma 60 can be applied directly in this case.
Once again, we switch to $\phi \in \mathcal{S}$ in order to apply Ito's formula (as in Proposition 69) more easily,

$$
\begin{aligned}
& d\langle u(t), \phi\rangle=d\left(\int_{0}^{t} \phi\left(W_{t}-W_{r}-\mu\right) d r\right) \\
= & \left(\phi(-\mu)+\frac{1}{2} \int_{0}^{t} \Delta \phi\left(W_{t}-W_{r}-\mu\right) d s\right) d t
\end{aligned}
$$

$$
\begin{gathered}
+\left(\int_{0}^{t} \nabla \phi\left(W_{t}-W_{r}-\mu\right) d s\right) d W_{t} \\
=\left(\frac{1}{2}\langle\Delta \phi, u(t)\rangle+\phi(-\mu)\right) d t-\langle\nabla \phi, u(t)\rangle d W_{t}
\end{gathered}
$$

Very formal, one could say that, this potential solution raises somewhat the hope, that we find a connection to the SILT,

$$
\begin{gathered}
\langle u(t), \phi\rangle=\frac{d}{d t}\left(\int_{0}^{t} \int_{0}^{s} \phi\left(W_{s}-W_{r}-\mu\right) d r d s\right)=\frac{d}{d t}\left(\int_{\mathbb{R}^{2}} \phi(x) \beta_{2}(x-\mu, t) d x\right) \\
=\int_{\mathbb{R}^{2}} \phi(x) \frac{d}{d t}\left(\lim _{\epsilon \rightarrow 0} \int_{0}^{t} \int_{0}^{s} \rho_{\epsilon}\left(W_{s}-W_{r}-(x-\mu)\right) d r d s\right) d x \\
=\int_{\mathbb{R}^{2}} \phi(x)\left(\lim _{\epsilon \rightarrow 0} \int_{0}^{t} \rho_{\epsilon}\left(W_{t}-W_{s}+\mu-x\right) d s\right) d x \\
=\int_{\mathbb{R}^{2}} \phi(x) \eta(x-\mu, t) d x
\end{gathered}
$$

Unfortunately, I have not been able to show the existence of the last limit in $L^{2}$ for all times, which is the reason this equation isn't treated as extensively. Although there are some, more or less satisfactory, results which I would like to mention (explicit proofs/calculations can be supplied at request). First, a "renormalized" version of this limit exists, namely $\lim _{\epsilon \rightarrow 0} I_{\epsilon}-\mathbb{E}\left[I_{\epsilon}\right]$. Proving this is rather tedious, but can be done following the steps in [40]. Second, for sufficiently large values of $t$ the inequality $\int_{0}^{t} \exp \left(-a^{2}|t-s|\right) d s \leq \int_{0}^{t} \int_{0}^{s} \exp \left(-a^{2}|s-r|\right) d r d s$ holds, which could be used after a non-determinism argument in order to show convergence in rather specific cases.

### 5.3. A list of useful integrals.

$$
\begin{gathered}
\int r \log \left(\frac{1}{r^{2}}\right)^{n} d r=\frac{1}{2} \Gamma\left(n+1, \log \left(\frac{1}{r^{2}}\right)\right) \\
\int_{0}^{t} r \log \left(\frac{1}{r^{2}}\right)^{n} d r=\frac{1}{2} \Gamma(n+1,-2 \log (t)) \\
=\frac{(-1)^{n}(1+m)^{-n} \Gamma(1+n)+\Gamma(1+n,-(1+m) \log (T)) \log (T)^{n}(-(1+m) \log (T))^{-n}}{2^{n}(1+m)} \\
\int t^{m} \log (|\sqrt{t}|)^{n} d t \\
=\frac{\Gamma(1+n,-(m+1)) \log (t)) \log (t)(-(1+m) \log (t))^{-n}}{2^{n}(1+m)} \\
\int_{-\infty}^{\infty} \exp \left(-a x^{2}+b x+c\right) d x=\exp \left(\frac{b^{2}}{4 a}+c\right) \sqrt{\frac{\pi}{a}}
\end{gathered}
$$

Let $A$ be a positive, symmetric and invertible matrix, then

$$
\int_{-\infty}^{\infty} \exp (-\langle A x, x\rangle+\langle b, x\rangle+c) d x=\exp \left(\frac{1}{2}\left\langle b, A^{-1} b\right\rangle-c\right) \sqrt{\frac{\pi}{\operatorname{det}(A)}}
$$

## References

[1] Andrea Pascucci (auth.). PDE and Martingale Methods in Option Pricing. Bocconi \& Springer Series. Springer-Verlag Mailand, 1 edition, 2011.
[2] Richard Bass. Joint continuity and representations of additive functionals of d-dimensional brownian motion. Stochastic processes and their applications, 17(2):211-227, 1984.
[3] Richard F Bass. A probabilistic approach to the boundedness of singular integral operators. In Séminaire de Probabilités XXIV 1988/89, pages 15-40. Springer, 1990.
[4] Richard F Bass, Xia Chen, et al. Self-intersection local time: Critical exponent, large deviations, and laws of the iterated logarithm. The Annals of Probability, 32(4):3221-3247, 2004.
[5] Richard F Bass and Davar Khoshnevisan. Local times on curves and uniform invariance principles. Probability theory and related fields, 92(4):465-492, 1992.
[6] Richard F Bass and Davar Khoshnevisan. Intersection local times and tanaka formulas. In Annales de l'IHP Probabilités et statistiques, volume 29, pages 419-451, 1993.
[7] Richard F Bass, Jay Rosen, et al. An almost sure invariance principle for renormalized intersection local times. Electron. J. Probab, 10:124-164, 2005.
[8] Robert McCallum Blumenthal and Ronald Kay Getoor. Markov processes and potential theory. Courier Corporation, 2007.
[9] Gunnar A Brosamler. Quadratic variation of potentials and harmonic functions. Transactions of the American Mathematical Society, 149(1):243-257, 1970.
[10] Xia Chen. Random walk intersections: Large deviations and related topics. Number 157. American Mathematical Soc., 2010.
[11] Xia Chen et al. Exponential asymptotics and law of the iterated logarithm for intersection local times of random walks. The Annals of Probability, 32(4):3248-3300, 2004.
[12] Kai Lai Chung. A course in probability theory. Academic press, 2001.
[13] Giuseppe Da Prato and Jerzy Zabczyk. Stochastic equations in infinite dimensions. Cambridge university press, 2014.
[14] K. Debicki and A. Tomanek. Estimates for moments of supremum of reflected fractional Brownian motion. ArXiv e-prints, December 2009.
[15] Claude Dellacherie and P-A Meyer. Probabilities and Potential, C: Potential Theory for Discrete and Continuous Semigroups, volume 151. Elsevier, 2011.
[16] Claude Dellacherie and Paul-André Meyer. Probability and potential: The theory of martingales, 1982.
[17] EB Dynkin. Regularized self-intersection local times of planar brownian motion. The Annals of Probability, pages 58-74, 1988.
[18] EB Dynkin. Self-intersection gauge for random walks and for brownian motion. The Annals of Probability, pages 1-57, 1988.
[19] L.C. Evans. Partial Differential Equations. Graduate studies in mathematics. American Mathematical Society, 2010.
[20] E. Hille and R.S. Phillips. Functional Analysis and Semi-groups. Number v. 31,pt. 1 in American Mathematical Society: Colloquium publications. American Mathematical Society, 1996.
[21] Yaozhong Hu, David Nualart, and Jian Song. Integral representation of renormalized selfintersection local times. Journal of Functional Analysis, 255(9):2507-2532, 2008. Special issue dedicated to Paul Malliavin.
[22] Friedrich Hubalek, Paul Krühner, and Thorsten Rheinländer. Brownian trading excursions and avalanches. arXiv preprint arXiv:1701.00993, 2017.
[23] Friedrich Hubalek, Paul Krühner, and Thorsten Rheinländer. The spde-lob draft. Work in progress, 2017.
[24] Peter Imkeller, Victor Perez-Abreu, and Josep Vives. Chaos expansions of double intersection local time of brownian motion in rd and renormalization. Stochastic Processes and Their Applications, 56(1):1-34, 1995.
[25] Nicolai V Krylov. An analytic approach to spdes. Stochastic partial differential equations: six perspectives, 64:185-242, 1999.
[26] Nicolai V Krylov and Boris L Rozovskii. Stochastic evolution equations. Journal of Mathematical Sciences, 16(4):1233-1277, 1981.
[27] Jean-François Le Gall. Some properties of planar brownian motion. In Ecole d'Eté de Probabilités de Saint-Flour XX-1990, pages 111-229. Springer, 1992.
[28] Gabriel J Lord, Catherine E Powell, and Tony Shardlow. An introduction to computational stochastic PDEs. Number 50. Cambridge University Press, 2014.
[29] P. Mörters and Y. Peres. Brownian Motion. Cambridge Series in Statistical and Probabilistic Mathematics. Cambridge University Press, 2010.
[30] Nicolas Privault. Potential theory in classical probability. In Quantum potential theory, pages 3-59. Springer, 2008.
[31] Daniel Revuz and Marc Yor. Continuous martingales and Brownian motion, volume 293. Springer Science \& Business Media, 2013.
[32] Jay Rosen. A local time approach to the self-intersections of brownian paths in space. Communications in Mathematical Physics, 88(3):327-338, 1983.
[33] Jay Rosen. A renormalized local time for multiple intersections of planar brownian motion. In Séminaire de Probabilités XX 1984/85, pages 515-531. Springer, 1986.
[34] Jay Rosen. Tanaka's formula for multiple intersections of planar brownian motion. Stochastic processes and their applications, 23(1):131-141, 1986.
[35] Jay Rosen. Joint continuity of the intersection local times of markov processes. Ann. Probab., 15(2):659-675, 041987.
[36] Jay Rosen. Random walks and intersection local time. The Annals of Probability, pages 959977, 1990.
[37] Narn-Rueih Shieh et al. White noise analysis and tanaka formula for intersections of planar brownian motion. Nagoya Math. J, 122(1):17, 1991.
[38] Tamás Szabados. Self-intersection local time of planar brownian motion based on a strong approximation by random walks. Journal of Theoretical Probability, 25(4):1081-1118, 2012.
[39] Hans Triebel. Theory of function spaces, volume 38 of mathematik und ihre anwendungen in physik und technik [mathematics and its applications in physics and technology], 1983.
[40] SRS Varadhan. Appendix to euclidean quantum field theory by k. symanzik. Local Quantum Theory. Academic Press, Reading, MA, 1, 1969.
[41] John B Walsh. An introduction to stochastic partial differential equations. In École d'Été de Probabilités de Saint Flour XIV-1984, pages 265-439. Springer, 1986.
[42] Dirk Werner. Funktionalanalysis. Springer, 2006.

