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Abstract

When irradiating crystalline insulators by strong and short laser pulses the non-linear

response of the material gives rise to high harmonic generation (HHG). In view of com-

pact solid-state attosecond sources and electronics at optical frequencies there is great

interest from both experimentalists and theorists in understanding and explaining the

underlying physical process which, however, has not been achieved so far.

We perform ab-initio simulations based on time dependent density functional the-

ory (TDDFT) describing the ultrafast electron dynamics. In a methodological section

we describe a newly developed numerical scheme to include damping (energy loss of

excited electrons) and dephasing (decoherence) into TDDFT. The effects of such pro-

cesses on the emission of high harmonics are discussed using a (numerically) “simple”

target material, diamond. Then, we focus on the simulation of two recent experiments.

We study directional dependence and relative weights of the occurring inter- and intra-

band HHG from SiO2 irradiated by transients (sub-cycle pulses at optical frequencies)

and we investigate the modifications of HHG spectra due to the presence of an initial

excited carrier population which was motivated by pump-probe experiments on HHG

from ZnSe.
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1 Introduction

The availability of laser sources providing ultrashort laser pulses with well defined

electric field opened the pathway to control and manipulate electrons of atomic and

extended systems. Among the non-linear processes studied intensely is the generation

of high harmonic radiation, i.e., the emission of light with integer multiples of the

driving field. Recently, these studies were extended to solid targets made of transparent

dielectrics exploiting the extremely high target density as compared to gaseous targets

[1, 2]. This achievement could be the foundation for compact solid-state attosecond

sources and electronics at optical frequencies.

While high harmonic generation (HHG) in atoms can be well described with the

help of the three-step model (ionization of the atom - acceleration of the released elec-

tron in the driving field - recombination under emission of an energetic photon) the

mechanisms responsible for HHG in solids are still a matter of debate. Most theoreti-

cal considerations of solid HHG are based on solutions of the optical Bloch equations

(OBEs) in 1D [1, 2] describing transitions of population between valence and conduc-

tion bands (interband transitions) and the acceleration of electrons/holes within the

bands (intraband). To determine the relative importance of these two contributions

is at the center of research. Analysis of intraband HHG might allow for an all-optical

reconstruction of the target band structure. However, simulations hint at a much

stronger interband HHG which might obscure intraband contributions.

In this work we do not solve the OBEs but take an alternative route to simulat-

ing HHG in solids. We model the systems using the more elaborate and reliable full

3-dimensional real-space time dependent density functional theory (TDDFT) package

developed by the group of K. Yabana (University of Tsukuba) [3]. In Sec. 2 we describe

an extension of this TDDFT package separating the conduction band contribution of

the induced current density allowing for a better understanding of the relative roles of

inter- and intraband HHG. Another extension of TDDFT is presented in Sec. 3 where
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we discuss various numerical methods to implement dissipation (partly published in

[4]) and decoherence processes so far not accounted for in TDDFT. The influence of

the decoherence time on the HHG spectra is discussed for NIR irradiation of diamond.

Finally, in Secs. 4 and 5 we model two recent experiments, HHG from SiO2 irradiated

by transients [2] and a pump-probe setting with counter-propagating UV and IR laser

pulses irradiating ZnSe [5]. The results are analyzed using the tools developed in Sec. 2.

Atomic units (a.u.; e = ~ = me = 1) are used throughout unless otherwise stated.

Whenever arbitrary units (arb.u.) are used all subfigures within one figure correspond

to the same set of arbitrary units.
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2 Method: TDDFT

We aim at describing the coherent radiation emitted from crystalline insulators irradi-

ated by strong and short laser pulses. The underlying non-linear electron dynamics are

simulated using a real-space, real-time formulation of TDDFT [3]. The time dependent

Kohn-Sham (KS) equations

i∂tψi(r, t) = HKS(r, t)ψi(r, t) (1)

are solved with the KS Hamiltonian

HKS(r, t) =
1

2

(
p +

1

c
A(t)

)2

+ Vion(r) +

∫
d3r′

n(r′, t)

|r− r′|
+ EXC[n(r, t)]︸ ︷︷ ︸

=:VKS[n(r,t)]

(2)

determining the electron dynamics within one unit cell of the periodic lattice. Here,

p = −i∇ denotes the momentum operator and A(t) = −c
∫ t
−∞ dt

′E(t′) is the vector

potential for a given external electric field E(t). We use the so-called “transverse”

geometry, i.e., we treat an infinitely extended system along the polarization direction

of the laser. Thus, we consider neither surface charges nor induced fields and the vector

potential A(t) is solely determined by the external laser field. Since typical wavelengths

are much larger than the length L of a unit cell in a crystal (typically L . 1 nm vs.

λ & 400 nm), we assume the long wavelength limit, i.e., we apply time dependent but

spatially uniform electric fields. The effective one-electron KS potential VKS[n(r, t)]

consists of an ionic part Vion(r) representing the combined Coulomb potential of the

crystal ions and inner shell electrons which are only weakly influenced by the external

time dependent potential (“frozen”), the electron-electron repulsion depending on the

local electron density n(r, t) =
∑

iNi |ψi(r, t)|2 with Ni the occupation number of the

KS orbital ψi(r, t), and the local exchange-correlation (XC) functional EXC[n(r, t)]

calculated using the adiabatic approximation, i.e., neglecting memory effects.

Eqs. (1) are solved in the velocity gauge making HKS(r, t) unit cell periodic in
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space. Therefore, we may apply Bloch’s theorem and introduce periodic orbitals

unk(r, t) defined by ψi(r, t) = eikrunk(r, t) where the index i is composed of the band

index n and the crystal momentum k. The time dependent KS equations thus become

i∂tunk(r, t) =

{
1

2

(
p + k +

1

c
A(t)

)2

+ VKS[n(r, t)]

}
unk(r, t) (3)

on a uniform Cartesian grid in real and reciprocal space. For the first and second

derivatives of the orbital wave functions, we apply nine-point formulas. The time-

propagation is performed using the fourth-order Taylor approximation

unk(t+ ∆t) '
4∑

m=0

1

m!

(
−iHKS

[
n(t) + n(t+ ∆t)

2

]
∆t

)m
unk(t) (4)

including a predictor-corrector step in the time dependent density.

2.1 Structure of the code

In this section, the most important features of the original TDDFT simulation (adopted

from Yabana [3]) and an extension allowing for further analyzing its output are high-

lighted using the example of test calculations for (the numerically cheap) diamond.1

We use a cuboid 4.77 × 4.77 × 6.74 a.u.3 unit cell with discretization ∆xi ' 0.3 a.u.

in real space, ∆ki ' 0.06 a.u. in reciprocal space (with i = 1, 2, 3), and a time step of

∆t = 0.02 a.u. The inner shell 1s2 electrons are frozen and included in norm-conserving

pseudopotentials of the Troulliers-Martins form [6]. For the XC functional, we apply

the adiabatic local-density approximation (LDA).

2.1.1 Ground state calculation

First, we determine the ground state (GS) of our system which is typically used as

initial state for the time propagation. This is done by self-consistently solving the time

1In diamond the nearest neighbor distance is 2.92 a.u. and the (in-) direct band gap is 7 (5.5) eV.

4



independent KS equations

{
1

2
(p + k)2 + VKS[nGS(r)]

}
uGS
nk (r) = εnku

GS
nk (r) (5)

on a uniform Cartesian k-point grid (see Fig. 1a) applying a conjugate gradient mini-

mization. Within each iteration step, the density is updated according to the modified

Broyden method [7], i.e., only a fraction of the new density nGS
i+1(r) is used for the

calculation of VKS[nGS(r)]. Convergence is reached when neither density nor energy

changes exceed a given limit2 for a few iterations. Apart from the GS energy and the

electron density (Fig. 2), we obtain the band structure (Fig. 3a) as well as the den-

sity of states (Fig. 3b) which show good agreement with corresponding calculations

using VASP (Vienna Ab-initio Simulation Package [8]) and a more elaborate GGA

(generalized gradient approximation) XC functional.

kx

kz

Γ

(a) Self-consistently calculated k-
points (red diamonds).

kx

kz

Γ

(b) Self-consistently (red diamonds)
and non-self-consistently (blue cir-
cles) calculated k-points.

Figure 1: Scheme of k-point sampling in 1st Brillouin zone.

To perform the in-depth analysis of the generated time dependent electron current

we have added the optional step of refining the k-grid before starting the time propa-

gation. This is required when using the option (also set up as part of this thesis; see

Sec. 2.1.2) to separate the time dependent KS orbitals into contributions of different

energy bands. In order to decompose the orbitals, we project them onto Houston

2E.g., ∆E/E . 10−10 is a common convergence condition for the total energy.
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Figure 2: Volume plot of the GS electron density nGS(r) within a dia-
mond unit cell containing 4 carbon atoms and their periodic replicas
on the unit cell boundary. (1s2 electrons are frozen and, thus, do not
contribute to the density displayed here.)

states [9]

uH
nk(r, t) = exp

(
−i
∫ t

dt′ εnk+A(t′)/c

)
uGS
nk+A(t)/c(r) (6)

which are the exact solutions of Eqs. (5) with an additional field A/c and are applicable

in the adiabatic limit, i.e., the limit of slowly varying A(t)/c. Up to a global phase

factor, Houston states are the solutions of the GS problem shifted by A(t)/c in k-

space. Therefore, we have added k-points only along the laser polarization direction

(blue circles in Fig. 1b). At these additional k-points, we solve the time-independent

KS equations in order to obtain a sufficiently fine Houston basis. For this non-self-

consistent calculation we use the already determined and converged GS density nGS(r).
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Figure 3: Simulated band structure (a) and density of states (b) of
the diamond crystal. Red and green squares correspond to valence
and conduction band states determined by our code, black solid lines
show VASP results using a GGA XC functional.

2.1.2 Propagation of KS orbitals in real time

Before starting the real time calculation, we specify the external laser field by the

vector potential A(t). At each time step, the KS orbitals are propagated using the 4th

order Taylor approximation including a predictor-corrector step [Eq. (4)]. From the

new wavefunctions the new density is computed. Together with the external vector

potential n(r, t) determines the new KS Hamiltonian. The output of the real time

calculation is the time dependent electron density n(r, t), the induced current density
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averaged over the unit cell volume Vc

J(t) = − 1

Vc

∫
Vc

d3r
∑
i

Ni

2

[
ψ∗i (r, t)

(
p +

1

c
A(t)

)
ψi(r, t) + c.c.

]
︸ ︷︷ ︸

je(r,t)

+JNL(t) (7)

with the non-local part JNL(t) coming from the non-locality of the pseudopotential

and je(r, t) being the microscopic electron current density, and the total energy of the

system as functions of time.

Optionally, the time dependent KS orbitals can be expanded into Houston states

|ψH
nk〉 = |ψGS

nk′〉 on the refined k-grid at times for which the system is closest to one of

the additional points

k′ = k +
1

c
A(t) + G (8)

with G an arbitrary reciprocal lattice vector. The decomposition

|ψnk(t)〉 =
∑
m

ckmn(t) |ψH
mk〉 (9)

is done by computing the coefficients

ckmn(t) = 〈ψH
mk|ψnk(t)〉 . (10)

With this, the orbitals can be separated into valence band

|ψvb
nk(t)〉 =

Nvb∑
m=1

ckmn(t) |ψH
mk〉 (11)

where Nvb is the number of valence bands, and conduction band contributions

|ψcb
nk(t)〉 = |ψnk(t)〉 − |ψvb

nk(t)〉 . (12)

Accordingly, the electron density can be split into valence and conduction band con-

tributions. Using Eq. (12) we calculate the intraband current defined in this work as
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the current within the conduction band

Jra(t) = − 1

Vc

∫
Vc

d3r
∑
i

Ni

2

[
ψcb ∗
i (r, t)

(
p +

1

c
A(t)

)
ψcb
i (r, t) + c.c.

]
+ Jcb

NL(t) . (13)

The remaining part of the total current J(t) determines the interband current

Jer(t) = J(t)− Jra(t) . (14)

Since, at present, a further separation of the remaining part into contributions within

the valence band and between valence and conduction bands is numerically unstable3,

we stick to the definitions for Jra(t) and Jer(t) given in Eqs. (13) and (14).

2.2 Applications of the real time propagation

There are two modes of the real time calculation for which the shape of the external

field differ significantly.

2.2.1 Laser-solid interactions (beyond linear response)

A (few-cycle) laser pulse of the form E(t) ∼ E0(t) cos(ωLt+φCE) with envelope E0(t),

laser frequency ωL, and carrier-envelope phase φCE is interacting with the electronic

system of the unit cell. In order to clearly demonstrate non-linear effects, we choose

a rather intense few-cycle laser pulse (Imax = 2× 1013 W/cm2; Fig. 4a) with polariza-

tion along the Γ-X direction (Fig. 3) for a test simulation. Performing the real time

calculation, we obtain the time dependent density, current density, and total energy

of the system. Apart from non-linear effects that appear mostly in the second half

of the pulse and are difficult to explain, the simulation results support the following

physical picture (Fig. 4): The electric field (Fig. 4a) is responsible for the population

of the conduction band. Therefore, conduction band population and electronic excita-

tion energy show oscillations with maxima almost coinciding with the extrema of the

3The origin of these instabilities will be subject of future investigations.
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input electric field i.e. the maxima of the excitation rate (Fig. 4d). Conversely, inter-

and intraband contributions of the induced current density have a phase shift of ±π/2

relative to the electric field (Fig. 4b) which can be understood as follows: The linear

response contribution of the interband current is given by the motion of the bound

electrons. The displacement r(t) of a bound charge is in phase with the applied force

F(t) = qE(t). Thus, the resulting current density Jer(t) ∝ qṙ(t) ∝ Ė(t) shows a phase

shift of π/2 relative to the electric field. In contrast, the intraband current results from

the motion of the excited carriers in the conduction band. They follow the external

force almost like free carriers r̈(t) ∝ F(t) resulting in a phase shift of −π/2 between

the intraband current and the applied electric field Jra(t) ∝ qṙ(t) ∝
∫

E(t) dt.

Furthermore, we get first impressions of the spatial distribution of the induced

charge densities. During the laser pulse the total induced charge density ρ(r, t)−ρGS(r)

is dominated by periodic oscillations (Fig. 5). Surprisingly, the conduction band den-

sity is strongly localized around the atoms. It forms a “doughnut-shaped” distribution

(Fig. 6) growing and shrinking within each laser half-cycle and finally staying in the

conduction band after irradiation. Compared to the ground state density, after the

pulse there is slightly less electron density located along the atomic bonds (indicated

by regions of positive induced charge density in Fig. 7).

Finally, we can calculate the transferred charge

QL = P(t > τp) · Aeff (15)

from the polarization density

P(t) =

t∫
−∞

dt′ J(t′) (16)

at the end of the pulse and the effective surface area perpendicular to the laser po-

larization direction Aeff. Note that the transferred charge strongly depends on both

10



inter- and intraband contributions of the polarization density (Fig. 4c).

As we are interested in the simulation of HHG spectra emitted from dielectrics

irradiated by short laser pulses, we determine the spectral density of the emitted

intensity with polarization direction n̂ by Larmor’s formula [10]

Sn̂(ω) ∝
∣∣∣∣Ft{ d

dt
J(t) · n̂

}∣∣∣∣2 = ω2

∣∣∣∣∫ dt eiωt J(t) · n̂
∣∣∣∣2 . (17)

Again, we split the spectrum into inter-

Ser
n̂ (ω) ∝

∣∣∣∣Ft{ d

dt
Jer(t) · n̂

}∣∣∣∣2 (18)

and intraband contributions

Sra
n̂ (ω) ∝

∣∣∣∣Ft{ d

dt
Jra(t) · n̂

}∣∣∣∣2 . (19)

Note, that in general Ser
n̂ (ω) + Sra

n̂ (ω) 6= Sn̂(ω). The intraband spectrum is typically

much less intense than the interband spectrum (Fig. 8). Furthermore, clear maxima

at harmonic frequencies4 (2n+ 1)ωL (dotted lines in Fig. 8) are found only in the first

part of the pulse (Fig. 8a). Close to the end of the pulse, a noisy spectrum is generated

(Fig. 8c) which is directly related to the rather high noise level in the induced current

density at the end of the pulse (Fig. 4b). Emission of the highest harmonics is observed

after the maximum of the laser pulse (Figs. 8b and c).

4Due to the inversion symmetry of diamond, we would expect only odd harmonics for irradiation
by a laser pulse containing as many cycles as the one used (Fig. 4a).
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Figure 4: (a) Electric field with a cos6-envelope, peak intensity
Imax = 2 × 1013 W/cm2, ~ωL = 1.55 eV, and φCE = 0 (blue), and
the corresponding input vector potential A(t)/c (red). (b) Induced
current density along the laser polarization direction (green), and
decomposition into intraband (purple) and interband (orange) con-
tributions. (c) Induced polarization density along the laser polariza-
tion direction (black), and decomposition into intraband (purple) and
interband (orange) contributions. (d) Excitation energy within one
unit cell (including 4 carbon atoms) (dark-green), and occupation of
conduction band (blue). The vertical lines in (a-d) correspond to the
point in time chosen for Figs. 5-6.
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Figure 5: Isosurface plot of the induced charge density ρ(r, t)−ρGS(r)
at t ' 20.2 fs. The outermost red (blue) surface corresponds to a
charge density of (-)0.0025 a.u.
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Figure 6: Isosurface plot of the conduction band charge density
ρcb(r, t) at t ' 20.2 fs. The outermost surface corresponds to a
charge density of -0.0011 a.u.
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Figure 7: Isosurface plot of the induced charge density ρ(r, t)−ρGS(r)
after the pulse (at t ' 33.8 fs). The outermost red (blue) surface
corresponds to a charge density of (-)0.0003 a.u.
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2.2.2 Calculation of the linear response

The dielectric function ε(ω) describes the response of the system to an external exci-

tation with frequency ω. ε(ω) can be derived from a single simulation if the system is

uniformly and simultaneously excited at all frequencies. This is achieved by choosing

a step function as input vector potential

A(t) = A0θ(t) (20)

which corresponds to a δ-shaped electric field which, in turn, is constant in frequency

space

E(t) = −1

c

dA(t)

dt
= −A0

c
δ(t) = −F0

∫
eiωtdω . (21)

In order to stay within the regime of linear response, we choose a rather small vector

potential step (in our test calculation |A0|/c ' 0.002 a.u.). Applying Ohm’s law, we

calculate the conductivity

σ(ω) = −cJ(w)/A0 (22)

and from σ(ω) the dielectric function

ε(ω) = 1 +
4πiσ(ω)

ω
(23)

using J(ω), the Fourier transform of the induced current density component parallel

to the polarization direction. At the end of the calculation (t = τe with typically

τe . 20 fs) unphysical oscillations5 are observed which can be damped by multiplying

J(t) with a smoothing function, e.g.,

fsmooth(t) = 1− 3

(
t

τe

)2

+ 2

(
t

τe

)3

(24)

(Fig. 9) before computing J(ω) by the Fourier transformation

5The origin of these oscillations and a method to suppress them is discussed in detail in Sec. 3.3.
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Figure 9: Induced current density before (green) and after (blue)
multiplication with the smoothing function (24).

J(ω) =

τe∫
0

dt eiωtfsmooth(t)J(t) . (25)

For the choice of (24), still, small oscillations remain in σ(ω) and ε(ω) (Fig. 10). Com-

paring calculated and measured dielectric functions we find the well-known reduction

of the band gap due to the choice of the LDA XC functional (Fig. 10b). Furthermore,

we observe a singularity of ε(ω = 0) due to the violation of the translational invari-

ance in the real-space grid calculation [12]. It is closely related to a small offset in the

induced current density occurring at the end of the linear response calculation. Still,

for ω > 0 experimental and simulation results agree quite well.
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(solid red) and the dielectric function (solid green) of diamond com-
puted in a response calculation, and the measured dielectric function
[11] (dashed black). The vertical lines indicate experimental (dashed
black) and LDA (solid green) band gaps.
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3 Extended Methods: beyond TDDFT

When describing experiments on crystals irradiated by short laser pulses via TDDFT

simulations, there are several problems to be considered: Due to the approximations in

the XC functional the exact form of which is unknown, many-body effects are not fully

taken into account. Within the adiabatic approximation memory effects are not treated

at all. At present, however, only adiabatic functionals are available. Research on EXC

including memory effects is still in its infancy. Neither dissipative nor coherence-

loss processes such as electron-electron or electron-phonon scattering are included in

TDDFT. Furthermore, when considering a single unit cell of the crystal, surface and

propagation effects are completely neglected. In the following, we discuss several

methods to improve TDDFT to account for energy-loss and decoherence processes.

Propagation effects are included by a mixed micro- and macroscopic simulation scheme.

3.1 Propagation effects

Including propagation effects is based on treating the coupled dynamics of electrons

and electromagnetic fields. For this multiscale simulation, the time dependent KS

equations (1) describing the microscopic electron dynamics and Maxwell’s equations

(using the transverse gauge ∇ ·A(r, t) = 0)

1

c2

∂2A(X, t)

∂t2
− ∂2A(X, t)

∂X2
=

4π

c
J(X, t) (26)

for the electromagnetic field are solved simultaneously. Here, X denotes the macro-

scopic coordinate along the laser pulse propagation direction (x in Fig. 11). Each

macroscopic grid point Xi within the crystal corresponds to one TDDFT unit cell.

The procedure briefly described above (details are provided in [12]) is an established

but numerically very expensive method to include propagation effects. This multiscale

method has not been used within this thesis but should be used in future investigations

when comparing with experimental data.

19



crystal

x

z

Figure 11: Illustration of the multiscale system. A laser pulse (red)
irradiates a crystal (blue). Space is discretized by macroscopic grid
points (filled squares). Within the crystal each macroscopic grid point
(blue squares) corresponds in addition to a single TDDFT cell.

3.2 Damping

In conventional TDDFT no dissipative processes such as electron-hole recombination

or inelastic scattering events are included. Therefore, an excited system has no possi-

bility to lose its excitation energy. In the following we discuss methods to reduce the

excitation energy and, as a consequence, the induced current density of the simulated

system.

3.2.1 Phenomenological damping

A simple way of lowering the excitation energy of the system is to reduce the number

of excited particles. This can be achieved by an additional step of decreasing the

conduction band population6

|ψ̃cb
nk(t+ ∆t)〉 ' e−αph(HKS−E0)∆t|ψcb

nk(t+ ∆t)〉 (27)

in the time propagation (4). Here, αph determines the phenomenological damping

constant and E0 serves as reference energy level. In order to guarantee a reduction of

6For this very first attempt to include damping, we do not redistribute the damped population
leading to the violation of charge conservation.

20



the excitation energy, the lowest level of the conduction band Ebottom(cb) is an upper

bound for E0.

From calculations for the test system diamond (details in Sec. 2.1) using the highest

level of the valence band (VB) as reference energy (E0 = Etop(vb)), we observe that the

number of excited carriers and, therefore, the excitation energy is reduced. Especially

for short phenomenological damping times7 τph & 2 fs, also the noisy oscillations in

the induced current density after the laser pulse disappear quickly (Fig. 12). Since

most conduction band (CB) electrons are removed from the system shortly after their

creation, the intraband (i.e. conduction band) contribution to the current density is

considerably reduced (Fig. 12c). Therefore, the total current density is dominated

by the (remaining) interband contribution. Note that reducing the number of CB

electrons indirectly leads to a decrease in VB population. This might at first seem

counter-intuitive but can be understood as follows: also the transient CB population

is partly removed before it is transferred back into the VB which results in a reduced

VB population (Fig. 12d).

First, we analyze the interband current which dominates the total current in this

example. In this work, it is given by the real interband current between VB and CB

plus the hole current within the VB (cf. Eq. (14)). Since the motion of a hole in the

VB (apart from its smaller velocity and oscillation amplitude due to typically larger ef-

fective masses) is similar to the motion of CB electrons, VB and CB currents (opposite

sign of charge and opposite direction of motion) are in phase and have a phase shift of

π to the real interband (i.e. polarization) current (cf. discussion in Sec. 2.2.1). Within

the present approximation short damping times τph lead to increased hole densities

and, thus, hole currents which result in a phase shift in the interband and, conse-

7Here, the damping time τph depends on the eigenenergy εHmk of the considered component
ckmn(t)|ψH

mk〉 of the conduction band wavefunction |ψcb
nk(t)〉. Larger εHmk means shorter damping

times where τph is defined as damping time of the lowest conduction band state, i.e.,

αph =
1

(Ebottom(cb) − Etop(vb))τph
. (28)

21



quently, total currents (Fig. 12b). Furthermore, imposing phenomenological damping

modifies the shape of the harmonic spectra. A much clearer structure of the expected

odd harmonics (indicated by dotted lines in Fig. 13) emerges for total, inter- as well

as intraband spectra. When reducing the CB part of the wavefunction, obviously also

coherences between CB and VB parts are damped. A different method to account for

loss of coherence is discussed in Sec. 3.3.

Phenomenological damping is a simple way to reduce the energy of the system

but encounters several problems: since the particle number is not conserved, the KS

wavefunctions are no longer orthonormal. So far, physically meaningful methods to

redistribute the damped population to lower lying states are not easily accessible.

(When just renormalizing the damped KS wavefunctions, the Pauli exclusion princi-

ple is violated.) Furthermore, the energy dependence of the damping term and the

damping time τph can only be roughly estimated. E.g., one possibility for improve-

ment would be a velocity dependent damping time τph ∝ λin
vg

indirectly proportional

to the group velocity vg with the inelastic mean free path λin. Since the calculation of

vg would involve great programming effort, this improvement is not considered here.

Finally, the presented phenomenological damping method provides only a first glimpse

at possible effects of coherence loss and dissipative processes.
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Figure 12: (a) Electric field with a cos6-envelope, peak intensity
Imax = 2× 1013 W/cm2, ~ωL = 1.55 eV, and φCE = 0 (blue), and the
corresponding input vector potential A(t)/c (red) (same pulse as in
Sec. 2.2.1). (b-d) Induced total (b) and intraband (c) current densi-
ties along the laser polarization direction, and the occupation of CB
(lines) and VB (dots) states (d) as functions of time. Green, orange,
and blue curves correspond to phenomenological damping times of
τph =∞, τph = 5 fs, and τph = 2 fs.

23



10-12

10-10

10-8

10-6

 1  3  5  7  9  11  13  15  17  19  21  23  25  27  29

(a)

total
τph = ∞

τph = 5 fs

τph = 2 fs

10-12

10-10

10-8

10-6

 1  3  5  7  9  11  13  15  17  19  21  23  25  27  29sp
ec

tr
al

 in
te

ns
ity

 [a
rb

.u
.]

(b)

interband

10-14

10-12

10-10

10-8

 1  3  5  7  9  11  13  15  17  19  21  23  25  27  29

harmonic order

(c)

intraband
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induced by the laser pulse given in Fig. 12a for phenomenological
damping times of τph =∞ (green), τph = 5 fs (orange), and τph = 2 fs
(blue). For the Fourier transform of the current, we use a Gaussian
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3.2.2 Drude friction

Another way of introducing phenomenological damping via a unitary description for

friction was proposed by Neuhauser and Lopata [13]. Here, excitation energy is dissi-

pated by adding a friction term to the Hamiltonian that couples the induced current

density to a friction field. Within our TDDFT approach, this leads to numerical issues

and gives unphysical features in the induced current density. Nevertheless, a similar

method according to the classical Drude model and including an additional Drude fric-

tion field Afriction(t) ∝ −c
∫ t
t0
dt′ J(t′) in the KS Hamiltonian results in a reduction of

the excitation energy of the system as well as in an exponential decay of the constant

offset observed for the induced current in our linear response calculations (Sec. 2.2.2).

Details are provided in [14].

3.3 Decoherence

Compared to HHG in single atoms the ionized part of the wave packet may scatter

elastically off phonons or other electrons and, as a consequence, lose coherence with

its parent wave packet. In conventional TDDFT, such processes are not accounted for

and, therefore, the KS states remain fully coherent until the end of the simulation. In

experiment, decoherence times as short as τdec ≤ 1 fs have been reported [15] rendering

these processes important interaction channels for any laser-solid simulation. A the-

oretical description, numerical implementation, and first applications of decoherence

are presented in the following.

3.3.1 Theoretical description

We demonstrate the method for an electronic two level system {|a〉, |b〉}. Each elec-

tronic level has an additional degree of freedom |s〉 given by the history of interaction

with an external bath, for the time being, assumed to be a phonon bath. Here,

|s〉 = |0〉 denotes the state that has not yet interacted with the bath, i.e., the electron

has not been scattered by a phonon so far. Allowing only for energy and momentum
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conserving scattering processes (changes in momentum by electron-phonon scattering

are too small to be representable on our k-grid) we get |a, si〉 → |a, sj 6= si〉 and

|b, si〉 → |b, sj 6= si〉, respectively. The initial state

|ψ0〉 = α|a, 0〉+ β|b, 0〉 (29)

with |α|2 + |β|2 = 1 is a coherent superposition of both electronic levels neither of

which has so far been scattered. The electronic one-particle density matrix for this

state is given by the trace over the additional degree of freedom |s〉

ρ0 = Trs|ψ0〉〈ψ0| ⇒ ρ
{|a〉,|b〉}
0 =

 |α|2 αβ∗

α∗β |β|2

 . (30)

Note that for Eq. (29) as input Eq. (30) still represents a pure state. Later associating

|a〉 and |b〉 with valence and conduction band states we assume that only |b〉 couples

to the external bath, i.e., has a non-vanishing probability to interact with phonons

(〈b, si|Vc|b, sj〉 6= 0 and 〈a, si|Vc|a, sj〉 = 0 with the coupling potential Vc and si 6= sj).

We find for |ψ〉 after a small time step ∆t to first order approximation in Vc

|ψ(∆t)〉 = α|a, 0〉+ βN(∆t)|b, 0〉+ βN(∆t)
∑
s>0

cs(∆t)|b, s〉 (31)

with

N(∆t) =
1√

1 +
∑
s>0

|cs(∆t)|2
(32)

and

cs(∆t) = −i∆t 〈b, s|Vc|b, 0〉 . (33)

Note that for a particle in |b〉 the scattering probability (i.e., the probability of inter-

acting with the external bath) within the time interval ∆t is given by 1 − [N(∆t)]2.
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Calculating the density matrix

ρ(∆t){|a〉,|b〉} =

 |α|2 αβ∗N(∆t)

α∗βN(∆t) |β|2

 (34)

we see that the off-diagonal elements are reduced indicating a loss of coherence, i.e.,

Eq. (34) no longer represents a pure but a mixed state. In the absence of external

forces the system approaches the fully incoherent limit

ρ(t→∞){|a〉,|b〉} =

 |α|2 0

0 |β|2

 . (35)

We now generalize the wave function (29) to an electronic N level system {|a1〉, . . . ,

|aNa〉, |b1〉, . . . , |bNb
〉} with Na valence band states and Nb conduction band states,

Na + Nb = N . Again, states |bi〉 couple to the external bath whereas states |ai〉 do

not. Starting from the initial state

|ψ0〉 =
Na∑
i=1

αi|ai, 0〉+

Nb∑
i=1

βi|bi, 0〉 (36)

or, equivalently, the density matrix

ρ
{|ai〉,|bi〉}
0 =



|α1|2 α1α
∗
2 · · · α1α

∗
Na

α∗1α2 |α2|2 · · · α2α
∗
Na

...
...

. . .
...

α∗1αNa α∗2αNa · · · |αNa|2

α∗1β1 α∗2β1 · · · α∗Na
β1

...
...

...

α∗1βNb
α∗2βNb

· · · α∗Na
βNb

α1β
∗
1 · · · α1β

∗
Nb

α2β
∗
1 · · · α2β

∗
Nb

...
...

αNaβ
∗
1 · · · αNaβ

∗
Nb

|β1|2 · · · β1β
∗
Nb

...
. . .

...

β∗1βNb
· · · |βNb

|2



(37)
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with
Na∑
i=1

|αi|2 +
Nb∑
i=1

|βi|2 = 1 and using the scattering probability 1 − [Nbi(∆t)]
2 for a

particle in |bi〉, we find that within the time interval ∆t coherences (i.e., off-diagonal

elements in the density matrix) between valence and conduction band states |ai〉 and

|bj〉 (blue regions in Eq. (37)) are reduced by a factor Nbj(∆t). Coherences between

|bi〉 and |bj〉 within the conduction band (red regions in Eq. (37)) are reduced by a

factor Nbi(∆t)Nbj(∆t) and, therefore, damped more strongly than coherences between

valence and conduction band states. Due to the vanishing scattering probability of |ai〉,

coherences between |ai〉 and |aj〉 within the valence band (green regions in Eq. (37))

are not affected.

3.3.2 Numerical implementation in TDDFT

For the time being we only treat scattering processes that do not change the elec-

tronic part of the wavefunction, i.e., k-changing processes are neglected. Therefore,

the algorithm presented in this section is performed individually at each k-point (to

simplify the notation, k-indices are omitted). For simplicity, all conduction band states

have the same scattering probability in the following indicating an energy/momentum

independent scattering probability for all conduction band states.

In order to include decoherence in the TDDFT code, it is necessary to propagate

Nb > Nvb orbitals where Nvb denotes the number of the initially occupied valence

bands. We start from the GS orbitals

|ψn(t = 0)〉 = |ψGS
n 〉 n = 1, . . . , Nb (38)

with the GS occupation numbers

Nn =

 const. n = 1, . . . , Nvb

0 n = Nvb + 1, . . . , Nb .
(39)

In addition to the conventional time propagation (4) we expand the time dependent
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KS orbitals at every few time steps

√
Nn|ψn〉 =

Nb∑
m=1

cmn|ψH
m〉+ |hn〉 (40)

into Houston basis functions |ψH
n 〉 by computing the coefficients

cmn =
√
Nn〈ψH

m|ψn〉 . (41)

Since our Houston basis {|ψH
1 〉, . . . , |ψH

Nb〉} is not complete, we collect the remainder

(which, for a sufficiently large number of bands Nb, is a tiny contribution to the KS

orbitals 〈hn|hn〉≪ 1 as shown in convergence studies involving an increasing number

of CB states) in helper wavefunctions defined by

|hn〉 =
√
Nn|ψn〉 −

Nb∑
m=1

cmn|ψH
m〉 . (42)

With this we get the sum of all one-particle density matrices weighted with their

occupation numbers ρtot =
Nb∑
n=1

Nn|ψn〉〈ψn| (in the Houston basis and without helper

contributions)

ρ
{H}
tot =



ρ11 ρ12 · · · ρ1Nb

ρ21 ρ22 · · · ρ2Nb

...
...

. . .
...

ρNb1 ρNb2 · · · ρNbNb


=

Nb∑
n=1



|c1n|2 c1nc
∗
2n · · · c1nc

∗
Nbn

c2nc
∗
1n |c2n|2 · · · c2nc

∗
Nbn

...
...

. . .
...

cNbnc
∗
1n cNbnc

∗
2n · · · |cNbn|2


(43)

which allows us to incorporate decoherence by reducing the red and blue marked off-
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diagonal elements

ρ
{H}
tot =



ρ1 1 ρ1 2 · · · ρ1Nvb

ρ2 1 ρ2 2 · · · ρ2Nvb

...
...

. . .
...

ρNvb 1 ρNvb 2 · · · ρNvbNvb

ρNvb+1 1 ρNvb+1 2 · · · ρNvb+1Nvb

...
...

...

ρNb 1 ρNb 2 · · · ρNbNvb

ρ1Nvb+1 · · · ρ1Nb

ρ2Nvb+1 · · · ρ2Nb

...
...

ρNvbNvb+1 · · · ρNvbNb

ρNvb+1Nvb+1 · · · ρNvb+1Nb

...
. . .

...

ρNbNvb+1 · · · ρNbNb


(44)

Applying the rules derived in Sec. 3.3.1, the white and green marked elements remain

the same whereas the blue and red marked elements are multiplied with e−∆t/τdec and

e−2∆t/τdec , respectively, with τdec ' ∆t
1−N(∆t)

[Eq. (34)] being the decoherence time which

depends on the scattering matrix elements. Note that allowing for energy/momentum

dependent scattering probabilities leads to band- and k-dependent decoherence times.

Finally, we determine new KS orbitals from the modified density matrix ρ̃tot ob-

tained after applying decoherence (ρtot
decoherence−−−−−−−→ ρ̃tot). Of course, this decomposition

is not unique. We have adapted the following procedure: we set the first KS state (not

normalized and without helper contribution) to

|Φ̃1〉{H} =
1√
ρ̃11



ρ̃11

ρ̃21

...

ρ̃Nb1


(45)
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such that the remaining density matrix (without helper contributions)

ρ̃
{H}
R1

=



ρ̃11 ρ̃12 · · · ρ̃1Nb

ρ̃21 ρ̃22 · · · ρ̃2Nb

...
...

. . .
...

ρ̃Nb1 ρ̃Nb2 · · · ρ̃NbNb


− 1

ρ̃11



ρ̃11

ρ̃21

...

ρ̃Nb1


(
ρ̃ ∗11 ρ̃ ∗21 · · · ρ̃ ∗

Nb1

)

=



0 0 · · · 0

0 ρ̃22 − ρ̃21ρ̃12
ρ̃11

· · · ρ̃2Nb − ρ̃21ρ̃1Nb

ρ̃11

...
...

. . .
...

0 ρ̃Nb2 −
ρ̃
Nb1

ρ̃12
ρ̃11

· · · ρ̃NbNb − ρ̃
Nb1

ρ̃
1Nb

ρ̃11



(46)

has no contributions of the energetically lowest Houston state |ψH
1 〉. In the next step,

|Φ̃2〉 is chosen in such a way that the remaining part of the density matrix ρ̃
{H}
R2

has

no contributions of the lowest two Houston states |ψH
1 〉 and |ψH

2 〉, and so on. In order

to conserve the number of particles as accurately as possible, we finally add the helper

wavefunctions |h̃n〉8 to get the new KS orbitals

√
Ñn|ψ̃n〉 = |Φ̃n〉+ |h̃n〉 . (47)

3.3.3 First applications

First investigations of decoherence in the test system diamond provide very interesting

results. In contrast to phenomenological damping (Sec. 3.2.1), decoherence increases

the number of excited carriers and, therefore, the excitation energy of the system

(Fig. 14). Both methods show enhanced hole densities in the VB for very similar

reasons: while in the case of phenomenological damping CB electrons are removed

8Note that the helper wavefunctions are added as accurately as possible. E.g., when calculating
|h1〉 according to Eq. (42) we determine the largest Houston contribution of |ψ1〉, i.e. , we find i

such that |ci1| ≥ |cj1| for 1 ≤ j ≤ Nb. Consequently, |h̃i〉 = eiφ1 |h1〉 where φ1 ensures that the

relative phase between ci1|ψH
i 〉 and |h1〉 given in |ψ1〉 is conserved. Therefore, in general |h1〉 6= |h̃1〉.

Furthermore, when repeating this procedure for all other KS orbitals |ψk〉 with k > 1, the coefficients

of the ith Houston state cik are excluded from consideration. This means that each KS state |ψ̃n〉
gets exactly one helper wavefunction |h̃n〉.
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before they return into the VB, decoherence reduces the probability for recombination

of the excited part of the wave function into the hole left in the VB. Since the particle

number is conserved here, decoherence enforces increased VB hole and CB electron

densities.

This explains the observed effect of decoherence on the induced current densities

(Fig. 15): more electrons in the CB increase the CB (i.e., intraband) current (Fig. 15d).

Similarly, more holes in the VB increase the VB current which adds to the interband

signal for our decomposition of currents. Due to its phase shift by π relative to the real

interband current, the increased hole current results in a reduction and phase shift of

Jer(t) in our calculations (Fig. 15c). The increase of conduction band and hole currents

with shorter decoherence times finally leads to a phase-shift of the total current by

almost π (Fig. 15b).

Extensive studies on the optical Bloch equations (OBEs) and the influence of short

dephasing times T2 [1] have shown similar effects on the HHG spectrum as observed in

our simulations accounting for decoherence in TDDFT. Decreasing decoherence times

τdec in TDDFT reproduce the main modifications observed for short T2: while, in

general, the intensities of the lowest harmonics increase9, the intensities of the highest

harmonics are reduced for shorter τdec or T2 indicating that the highest harmonics

mainly originate from interband coherences. In the “middle” part of the spectrum,

frequencies between the odd harmonics are damped out efficiently leading to a more

pronounced harmonic structure (Figs. 16, 17). As different Fourier components of

the scanned dispersion relations uniquely contribute to the intraband spectrum [2],

special features of the band structure also strongly influence the interband spectrum.

Therefore, the relative change of individual harmonics as function of τdec and laser-

pulse intensity sensitively depends on the shape of the band structure opening the

pathway to an all-optical determination of crystal band structures.

9Due to the phase shift of π between inter- and intraband currents the intensity of the first
harmonic at first decreases and finally increases with decreasing τdec.
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Figure 14: (a) Electric field with a cos6-envelope, peak intensity
Imax = 2× 1013 W/cm2, ~ωL = 1.55 eV, and φCE = 0 (blue), and the
corresponding input vector potential A(t)/c (red) (same pulse as in
Sec. 2.2.1). (b-c) Excitation energy within one unit cell (including 4
carbon atoms) (b), and percentage of conduction band electrons (c)
as functions of time. Green, orange, and blue curves correspond to
decoherence times of τdec =∞, τdec = 5 fs, and τdec = 2 fs.
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Figure 15: (a) Same as in Fig. 14a. (b-d) Induced total (b), interband
(c), and intraband (d) current densities along the laser polarization
direction as functions of time. Green, orange, and blue curves corre-
spond to decoherence times of τdec =∞ (green), τdec = 5 fs (orange),
and τdec = 2 fs (blue).
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Figure 16: Total (a), interband (b), and intraband (c) HHG spectra
induced by the laser pulse given in Fig. 15a for decoherence times
of τdec = ∞ (green), τdec = 5 fs (orange), τdec = 2 fs (blue), and
τdec = 1 fs (brown). For the Fourier transform of the current, we
use a Gaussian window function with a width of σt = 2 fs centered
around τ0 = 15 fs.
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Figure 17: Simulated interband (blue) and intraband (red) spectra
from OBE calculations for T2 =∞ (a), 5.4 fs (b), and 2.7 fs (c)
induced by a 10 cycle pulse with carrier frequency ~ωL = 0.38 eV
(3270 nm; figure reproduced from [1]). In this work, the intraband
current consists of both CB and hole currents. Still, interband HHG
above the band-gap energy dominates at high frequencies by orders
of magnitude.
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3.3.4 Numerical details

The major problem of the current implementation is the k-discretization of the Hous-

ton grid. Ideally, the set of basis functions chosen for the expansion (40) of the

KS orbitals is defined by the effective vector potential providing a shift (8) in re-

ciprocal space. For the calculations in Sec. 3.3.3 we use a refined Houston grid of

∆kH ' 0.004 a.u. (∆k ' 0.06 a.u.) including Nb = 28 orbitals (Nvb = 8). Every

5 time steps10 (∆tdec = 0.1 a.u.) a decoherence sequence is applied where the closest

point of the refined grid defines the basis for the projection. To ensure smooth transi-

tions between Houston expansions for neighboring grid points, a rather fine Houston

grid is necessary. Long time intervals between these jumps affect the numerical stabil-

ity (Fig. 18). The required refined k-grid spacing strongly decreases with decreasing

pulse intensity, photon energy, and decoherence time. Especially for numerically more

demanding systems (SiO2, ZnSe, . . . ) the number of available Houston grid points

is limited by the available memory (on VSC3). Therefore, the first step for future

investigations aims at implementing an interpolation procedure between neighboring

Houston basis functions.

10Carefully choosing all the simulation parameters guarantees converged results. Note that constant
time steps ∆tdec between decoherence occurrences are very important for numerical stability.

37



-0.03

 0

 0.03

 0.06

 4  5  6  7  8

cu
rr

en
t d

en
si

ty
[1

0-3
 a

.u
.]

time [fs]

Figure 18: Magnification of Fig. 15b: induced total current densi-
ties as functions of time for τdec = ∞ (green), τdec = 5 fs (orange),
τdec = 2 fs (blue), and τdec = 1 fs (brown). The boundaries between
white and shaded regions indicate jumps between neighboring Hous-
ton grid points.

3.3.5 Conclusions and outlook

We have developed a method to include decoherence in TDDFT showing very promis-

ing preliminary results. In the current implementation all conduction band states

dephase within the time τdec given as an external parameter of the simulation. Still,

the real numerical value and energy- or k-dependence of τdec are to be determined. Fur-

thermore, the identification of the dominantly contributing physical process (electron-

electron vs. electron-phonon scattering) is subject of ongoing investigations. There-

fore, we will determine the corresponding scattering matrix elements.
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4 HHG from α-quartz irradiated by transients

4.1 Motivation

Recently, Luu et al. have reported on HHG from thin films (∼ 125 nm) of polycrys-

talline SiO2 irradiated by strong and short (few-cycle down to sub-cycle) laser pulses

[2]. The pulses were characterized via attosecond streaking, the radiation emitted

from the sample was recorded after transmission through an Al filter cutting frequen-

cies below 15 eV (Fig. 19).

Luu et al. interpret the data based on a solution of the optical Bloch equations

in 1D (along the high symmetry lines ΓK, ΓM , or ΓA (see Fig. 22)) for the lowest

conduction and uppermost valence bands. They conclude that intraband harmon-

ics from the conduction band and induced by laser pulses polarized parallel to ΓM

dominantly contribute to the emitted radiation from the polycrystalline target. The

intensity of individual harmonics would depend on details of the electronic structure

allowing for an all-optical reconstruction of the dispersion relation of the conduction

band. Contributions of interband HHG would be insignificant. In the following we

test this interpretation of the measured HHG spectra using our TDDFT simulations.

Figure 19: Input pulse (a), experimental setup (b), and measured
HHG spectra (c) for various pulse intensities used by Luu et al. (fig-
ure taken from [2]).
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4.2 Simulation results

4.2.1 Simulated crystal

Being restricted to Cartesian grids, we use a cuboid a×b×c = 9.28×16.05×10.21 a.u.3

unit cell (Figs. 20, 21) including 12 oxygen and 6 silicon atoms [16]. O[1s2] and

Si[1s22s22p6] electrons are frozen in norm-conserving pseudopotentials leaving 48 dou-

bly occupied KS orbitals to propagate with a time step of ∆t = 0.02 a.u. The Cartesian

grids in real and reciprocal space parallel (orthogonal) to the polarization direction

have step sizes of ∆x ' 0.3 (0.4) a.u. and ∆k ' 0.04 (0.08) a.u., respectively. Ap-

plying the TBmBJ functional with c = 1 [17], good agreement between measured and

calculated dielectric functions is found [16]. α-quartz shows broken inversion symme-

try along the â-direction leading to, e.g., the generation of odd and even harmonics

for laser polarizations parallel to â. For all directions (ΓK ‖ â, ΓM ‖ b̂, ΓA ‖ ĉ) the

energetically highest valence band is rather flat compared to the lowest conduction

band (Fig. 22).

â

b̂
ĉ

Figure 20: Unit cell of α-quartz containing 12 oxygen (red) and 6 sil-
icon (beige) atoms and their periodic replicas on the unit cell bound-
ary.
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(a) Real space. (b) Reciprocal space.

Figure 21: Cut of the primitive (green) and cuboid (blue) unit cell of α-quartz orthog-
onal to the ĉ-axis in real (a) and reciprocal (b) space.
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4.2.2 Transients on α-quartz

For this simulation we fit the central region of the transients (i.e. very short pulses)

used in the experiment by

E(t) = Emax cos8
(ωL

12
t
)

cos(ωLt+ φCE) (48)

yielding ~ωL = 1.802eV and φCE = −0.3 (Fig. 23a). Starting from the fitted value for

|Emax| = 1.07 V/Å (Imax ' 1.5 × 1013 W/cm2), we gradually increase the peak field

to |Emax| = 2.5 V/Å (Imax ' 8.3 × 1013 W/cm2) in order to reproduce the measured

energy cutoff.

Comparing three calculations for polarizations parallel to ΓK, ΓM , and ΓA using

the latter pulse (Eq. (48) with |Emax| = 2.5 V/Å; see Fig. 23a) we find very similar

results. In each case the induced total current density is dominated by its interband

contribution. Before the pulse maximum the input vector potential and the induced

currents are in phase indicating bound electron motion. Close to the pulse maximum

when the probability for electron excitation to the conduction band is largest, pro-

nounced non-linear contributions emerge. Furthermore, the enhanced excited carrier

contribution leads to a phase shift in the current density after the field maximum

(Fig. 23b).

According to the simple estimate from Sec. 2.2.1 (conduction band electrons be-

have like free particles), the vector potential and the induced intraband current should

be phase-shifted by π. Here, however, the conduction band currents are shifted only

by about π/2 (Fig. 23c). This underlines the strong influence of the shape of the con-

duction band structure of SiO2 (containing regions of rather flat dispersion relations;

see Fig. 22) on the induced intraband current density.

As expected from the relative intensities of total and intraband current densities,

intraband HHG contributes only . 1% to the total spectrum over the whole frequency

range (Fig. 24). While the spectral ranges above the 5th harmonic for all polarization

directions are very noisy their incoherent superposition gives especially for the intra-
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band spectrum (Fig. 24b) a surprisingly clear harmonic structure indicating that a

large fraction of the noise is generated by coherences between valence and conduction

band states. Therefore, imposing decoherence is indispensable for future investiga-

tions.

Comparing the three polarization directions we find very similar spectra below the

5th harmonic (Figs. 24a, 25). The broad spectral range of the short pulse used here

results in broad harmonics with overlapping neighboring odd harmonics. Therefore,

the even harmonics usually observed for polarizations parallel to ΓK and for longer

pulses with their narrow spectral bandwidth are in this calculation reduced to increased

spectral intensities between the odd harmonics compared to the two orthogonal polar-

ization directions (visible between 1st and 3rd, and 3rd and 5th harmonics in Figs. 24a,

25).

As already discussed for the induced current density, the strongest (1st order)

contribution can be related to the motion of bound electrons. For all three polarization

directions the maxima of the emitted radiation coincide with the extrema of the electric

field (Fig. 26), since the induced currents are in phase with the input vector potential.

The emission of radiation at higher frequencies (harmonics 11 to 17) sets in at the pulse

maximum and has its maximum value shortly after the pulse maximum. In this high

energy range the most intense contribution to the overall spectrum (i.e. incoherent

superposition) is found for laser polarizations parallel to ΓA and, to a lesser extend,

for ΓK (Fig. 26).
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Figure 23: (a) Experimental pulse (scaled in amplitude) within the
central region (black crosses, Fig. 19a), the fitted electric field (48)
with a cos8-envelope, peak intensity of Imax ' 8.3 × 1013 W/cm2,
~ωL = 1.802 eV, and φCE = −0.3 (blue line), and the corresponding
input vector potential A(t)/c (red line). (b-d) Induced total (b) and
intraband (c) current densities, and the occupation of conduction
band states (d) for laser polarizations parallel to ΓK (green), ΓM
(orange), and ΓA (blue).
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Figure 24: Total (a) and intraband (b) HHG spectra induced in SiO2

by the laser pulse given in Fig. 23a for laser polarizations parallel to
ΓK (green), ΓM (orange), and ΓA (blue), and the incoherent super-
position of all three (brown). No decoherence is imposed (τdec =∞).
For the Fourier transform of the current, we use a Gaussian window
function with a width of σt = 2 fs centered around τ0 = 7 fs.
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Figure 25: Time-frequency analysis (with high frequency resolution)
of the emitted total intensity induced in SiO2 by the laser pulse given
in Fig. 23a for laser polarizations parallel to ΓK (a), ΓM (b), and
ΓA (c), and the incoherent superposition of all three (d) (τdec =∞).
For the Gabor transform we choose a Gaussian window function with
a width of σt = 2 fs. On the right hand side the time dependence of
the external electric field is shown. The spectral intensities along the
horizontal black lines correspond to the spectra shown in Fig. 24a.
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Figure 26: Time-frequency analysis (with high time resolution) of
the emitted total intensity induced in SiO2 by the laser pulse given
in Fig. 23a for laser polarizations parallel to ΓK (a), ΓM (b), and
ΓA (c), and the incoherent superposition of all three (d) (τdec =∞).
For the Gabor transform of the time derivative of the induced cur-
rent density, we choose a Gaussian window function with a width of
σt = 0.1 fs. The solid lines show the time dependence of the external
electric field.
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4.3 Conclusions and outlook

We have studied the HHG spectra from α-quartz induced by a strong and short laser

pulse for three different polarization directions (parallel to ΓK, ΓM , and ΓA). Accord-

ing to our TDDFT simulation (so far without decoherence11, damping, or propagation)

and in contradiction with Luu et al. [2], polarization parallel to ΓM gives the least

important contribution to the total as well as intraband spectra. Furthermore, the

total spectrum is dominated by interband contributions with the intraband spectrum

weaker by more than 2 orders of magnitude compared to the total spectrum.

With the calculated spectrum at high frequencies dominated by interband coher-

ences, the first step for future investigations will be the implementation of decoherence

in the TDDFT simulation also for SiO2. This will increase the number of excited car-

riers and therefore enhance the intraband currents leading to a modified ratio between

the intensities of inter- and intraband harmonics. We do not expect, however, the

intraband contribution to dominate the total HHG spectra.

11The implementation of decoherence is so far only applicable to numerically cheap systems such
as diamond (see discussion in Sec. 3.3.4).
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5 Pump probe study of HHG

5.1 Motivation

ZnSe

IR pulse

harmonics

UV pulse

Figure 27: Illustration of the experimental setup: counter propagat-
ing UV pump and IR probe pulses irradiate a 0.5 mm thick ZnSe
sample.

Recently, Baudisch et al. investigated the effect of a UV pump pulse on the HHG

spectrum emitted from ZnSe driven by an IR probe pulse [5] (Fig. 27). First, a ref-

erence spectrum generated by the IR pulse alone (~ωL = 0.4 eV photon energy, 80 fs

FWHM pulse duration, and Imax ∼ 1012 W/cm2 peak intensity) was measured. Un-

fortunately, the 7th harmonic and a strong fluorescence peak close to the gap energy

(Egap = 2.71 eV [?]) overlap. Therefore and due to limitations of the detector, well-

defined reference values only for the 5th, 9th, and 11th harmonic intensities are available.

Then, Baudisch et al. varied delay times between UV pump (~ωL = 3.1 eV (> Egap),

150 fs FWHM pulse duration, and Imax = 2.6×109 W/cm2) and IR probe pulses from

Tdelay = 0 (=̂ overlap) to 95 ps and studied the changes of individual harmonics as a

function of Tdelay. Apart from fluorescence and odd harmonic peaks overlapping pulses

generate also sidebands. For temporally clearly separated pump and probe pulses an

enhanced 5th harmonic (+12%) below Egap and decreased 9th (-42%) and 11th (-8%)

harmonics above Egap were observed. Changes of the HHG spectrum decay on the

10 ps scale (Fig. 28). This was interpreted as the excitation of long-lived excitonic

states close to the bottom of the conduction band of ZnSe (lifetime down to a few ps

for small structures [18]) serving as initial state for the IR-HHG shifting the weight
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Figure 28: Normalized enhancement of the 5th (blue) and decreases of
the 9th (red) and 11th (black) harmonic intensities as functions of the
time delays between pump and probe pulses measured by Baudisch
et al. [5].

from interband to intraband generation. The measurements suggest that harmonic

peaks below the gap energy were enhanced whereas harmonics above were decreased

due to the pump pulse in line with the interpretation of an enhanced intraband HHG.

To test this assumption, we investigate the influence of initial conduction band popu-

lation on the intensity of various harmonic peaks in our TDDFT simulation.

5.2 Mid-IR pulse on ZnSe

5.2.1 Simulated crystal

Before starting the simulation pseudopotentials for Zn and Se were created, an ap-

propriate unit cell constructed, and convergence studies were performed. From these

pre-studies the following parameter set emerged: ZnSe has a zincblende structure i.e.

diamond structure with 2 atomic species and lattice constant 10.71 a.u. [11]. It can be
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Figure 29: Simulated valence (red) and conduction (green) band
structure (a) and density of states (b) of the ZnSe crystal.

discretized in a cuboid 7.57×7.57×10.71 a.u.3 unit cell with step size ∆xi ' 0.28 a.u.

in real space and ∆ki ' 0.05 a.u. in reciprocal space (with i = 1, 2, 3). Again, we use

a time step of ∆t = 0.02 a.u.

In the simulation Zn and Se have 12 (Zn[4s23d10]) and 6 (Se[4s24p4]) active elec-

trons leading to 18 doubly occupied orbitals in a unit cell consisting of 2 Zn and 2

Se atoms. The inner shell electrons are frozen and included in the norm-conserving

pseudopotentials. For the XC functional we apply the TBmBJ potential with c = 1.8

[17] resulting in a band gap energy of Egap = 2.3 eV (LDA value: Egap = 1.4 eV).

The resulting band structure, density of states, and dielectric function are shown in
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Figure 30: Real (a) and imaginary (b) parts of the conductivity (red)
and the dielectric function (green) of ZnSe computed in a response
calculation. The vertical lines indicate experimental (dashed black)
and simulated (solid green) band gaps.

Figs. 29 and 30. Excitonic states are not available in our TDDFT system but will be

replaced by an initial occupation of the lowest conduction band state.

5.2.2 Original and modified spectra

First, we need an estimate for the percentage of conduction band electrons after ir-

radiation by the UV pump pulse. Therefore, we send a pulse polarized along the

Γ-X direction and corresponding to the experimental parameters (~ωL = 3.1 eV and

Imax = 2.6 × 109 W/cm2) onto the ZnSe unit cell. We use a shorter pulse than in

experiment (duration of 40 fs with a cos4-envelope) in order to keep the numerical

effort acceptable. After irradiation 0.0036% of the 36 electrons in the unit cell remain

in the conduction band. Taking account of the longer duration of the experimental
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pulse (increase by a factor of about 7.5) and decoherence effects (leading to enhanced

excitation assumed to give rise to a factor of . 2), we estimate at most about 0.05%

conduction band population after conclusion of the blue pulse. This is used as an

upper limit for the initial conduction band population in the subsequent time depen-

dent simulation. As a first rough approximation for excitons being localized states,

we distribute the initial excited population equally within the Brillouin zone into the

lowest conduction band level.

We aim at simulating the effect of the pump pulse for two different delay times

between pump and probe pulses by studying the following 3 cases in detail: ini-

tially no electron in the conduction band (starting from the ground state), 0.01

(=̂ nexc = 0.028% conduction band population), and 0.02 (=̂ nexc = 0.056%) out

of 36 active electrons in the conduction band. For the TDDFT simulation we stick

to the experimental parameters (~ωL = 0.4 eV and Imax = 1012 W/cm2) but choose a

slightly shorter pulse (duration of 103 fs with a cos6-envelope; see Fig. 31a) polarized

along the Γ-X direction. Initial excited carriers ensure enhanced conduction band pop-

ulation also at later times (Fig. 31d) directly leading to enhanced intraband current

densities (Fig. 31c). Therefore, the total current is phase-shifted and, especially before

the field maximum, increased due to initial excited carriers (Fig. 31b). Furthermore,

the enhanced intraband current leads to an enhancement of all harmonics in the in-

traband spectrum (Fig. 32b). Also wide ranges of the total spectrum are increased at

least partially caused by the earlier starting emission of radiation. Rather surprisingly,

we observe destructive interference leading to decreasing intensity of the 3rd harmonic

for increasing initial conduction band population (Figs. 32a and 33). The origin of

this destructive interference will be subject of future investigations.
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Figure 31: (a) Electric field with a cos6-envelope, peak intensity
Imax = 1012 W/cm2, ~ωL = 0.4 eV, and φCE = 0 (blue) and the
corresponding input vector potential A(t)/c (red). (b-d) Induced
total (b) and intraband (c) current densities and percentage of con-
duction band electrons (d) where initially (at t = 0 fs) 0 (green), 0.01
(orange), and 0.02 (blue) out of 36 electrons in the ZnSe unit cell are
excited (τdec =∞).
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Figure 32: Total (a) and intraband (b) HHG spectra induced in ZnSe
by the laser pulse given in Fig. 31a for initially 0 (green), 0.01 (or-
ange), and 0.02 (blue) out of 36 electrons in the conduction band.
No decoherence is imposed (τdec = ∞). For the Fourier transform
of the current, we use a Gaussian window function with a width of
σt = 6 fs centered around τ0 = 45 fs.
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Figure 33: Time-frequency analysis of the emitted total intensity
induced by the laser pulse given in Fig. 31a where initially 0 (a),
0.01 (b), and 0.02 (c) out of 36 electrons in the ZnSe unit cell are
excited (τdec = ∞). For the Gabor transform we choose a Gaussian
window function with a width of σt = 6 fs. On the right hand side the
time dependence of the external electric field is shown. The spectral
intensities along the horizontal black lines correspond to the spectra
shown in Fig. 32a.
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5.3 Near-IR pulse on diamond

In order to better understand how initial carrier densities influence HHG spectra, we

choose diamond (the numerically cheap crystal we are most familiar with), a higher

initial carrier density (up to 1 out of 16 active electrons in the conduction band), and a

higher peak intensity as well as photon energy (Imax = 2×1013 W/cm2, ~ωL = 1.55 eV)

for the input pulse (Fig. 34a) polarized along the Γ-X direction. The test system

diamond also allows to study the influence of decoherence on the results. Furthermore,

even for very high initial conduction band densities (up to 1 out of 16 electrons in the

unit cell) the simulation is still numerically stable.

Here, we present 3 cases in detail: initially 0 (starting from the ground state), 0.2

(=̂ nexc = 1.25% conduction band population), and 1 (=̂ nexc = 6.25%) out of 16

active electrons in the conduction band. As expected, higher initial carrier densities

lead to strongly enhanced intraband currents increasingly controlling the total currents

with and without decoherence. Surprisingly, the induced current density reaches its

maximum before the field maximum (Fig. 34b-d). This finding demands for a more

detailed analysis of the induced current density and all its contributions (from various

bands and/or k-points) which will be subject of future investigations.

As for ZnSe, the enhanced initial CB occupation results in enhanced intraband

HHG at all orders (Figs. 35b, 36b). Still, interband HHG dominates for larger orders

n & 9 leaving the total HHG spectrum (apart from the reduced 11th and enhanced

13th harmonics) almost unchanged at higher energies. For harmonic order n ≤ 7

the total intensities of the harmonics increase with increasing initial CB occupation

with the notable exception of the 1st harmonic. The intensity of the 1st harmonic

decreases up to a critical initial CB population nexc, crit and increases again for further

increasing nexc (Figs. 35a, 37). This can be understood as follows: the induced current

density changes its character from interband-like, i.e., in phase with the external vector

potential (see Sec. 2.2.1) to intraband dominated with a phase shift of π relative to

the vector potential with increasing nexc. The minimum of the 1st harmonic is caused
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by equally strong first-order inter- and intraband-like current density components.

When we account for decoherence which, again, “clears up” the spectrum, the nexc-

dependent reduction of the 1st harmonic is not observed for the simulated values of nexc

but is expected at lower initial CB densities nexc, crit
τdec=2 fs < nexc, crit

τdec=∞ since CB occupation

is enhanced by decoherence. However, apart from the special case of the 1st harmonic

a comparison between the standard calculation (τdec = ∞; Fig. 35) and a calculation

allowing for decoherence (τdec = 2 fs; Fig. 36) gives very similar modifications of

harmonic intensities due to initial excited carriers.

5.4 Conclusions and outlook

For our simulations of pump-probe experiments we could not derive a general rule for

the enhancement or decrease of individual harmonics within or above the band gap.

Special features of the potential landscape resulting in unique dispersion relations

strongly influence the results. Therefore, the modification of individual harmonics due

to initial excited carriers sensitively depends on material properties and polarization

direction. Since the experimental polarization direction is unknown and, therefore,

most likely does not coincide with the polarization direction in the simulation, we

cannot accurately reproduce the measured results.

So far, we have observed but have not fully understood the enhancement or re-

duction of individual harmonics. Therefore, a more detailed splitting of the induced

current into all its contributions will be the first step for future investigations. This will

open the pathway to identifying bands and probably k-points dominantly contributing

to individual harmonics. From studying the phase relation of the corresponding in-

duced currents, we will get a better idea of the occurring constructive and destructive

interference processes.
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Figure 34: (a) Input vector potential A(t)/c (red) and corre-
sponding electric field (blue) with a cos6-envelope, peak intensity
Imax = 2× 1013 W/cm2, ~ωL = 1.55 eV, and φCE = 0. Induced total
current density along the laser polarization direction (b) and intra-
band contribution without decoherence (c) for initial nexc = 0 (green),
0.2 (orange), and 1 (blue) out of 16 electrons in the diamond unit
cell. (d) Same as panel (b) but with decoherence time τdec = 2 fs.
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Figure 35: Total (a) and intraband (b) HHG spectra induced in dia-
mond by the laser pulse of Fig. 34a for initially 0 (green), 0.2 (orange),
and 1 (blue) out of 16 elctrons in the conduction band without de-
coherence (τdec = ∞). For the Fourier transform of the current, we
use a Gaussian window function with a width of σt = 2 fs centered
around τ0 = 15 fs .
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Figure 36: Same as Fig. 35 but for a decoherence time of τdec = 2 fs.
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Figure 37: Time-frequency analysis of the emitted total intensity
induced by the laser pulse given in Fig. 34a for an initial excitation
of 0 (a), 0.2 (b), and 1 (c) out of 36 electrons in the diamond unit cell
(τdec =∞). For the Gabor transform we choose a Gaussian window
function with a width of σt = 2 fs. On the right hand side the
time dependence of the external electric field is shown. The spectral
intensities along the horizontal black lines correspond to the spectra
shown in Fig. 35a.

64



6 Conclusions and outlook

When describing the interaction of strong and short laser pulses with crystalline solids,

one of the most elaborate and reliable methods is TDDFT. Nevertheless, several as-

pects of the true many-body problem are not sufficiently taken into account which

still leaves room for improvements. Within this diploma thesis both methodological

aspects in terms of extending and improving the available TDDFT approach (Secs. 2,

3) and its practical applications inspired by recent experiments (Secs. 4, 5) were stud-

ied. While Yabana et al. [12] have achieved great success in including propagation

effects via treating the coupled dynamics of electrons and electromagnetic fields, we

focused on different approaches introducing dissipative and coherence-loss effects in

the TDDFT simulation. As especially the implementation of decoherence shows very

promising first results, future investigations aim at extending this method and making

it applicable to all systems finally arriving at a combined treatment of decoherence

and propagation effects within one simulation.

One of the observables that can be measured in experiments as well as extracted

from the TDDFT simulation is the high harmonic radiation emitted from crystalline

insulators irradiated by laser pulses. Typically, theoretical investigations of HHG from

solids are based on solving the optical Bloch equations for 1D and two bands [2] which

is numerically much less expensive than TDDFT simulations. However, from studying

the directional dependence of HHG in α-quartz (Sec. 4), we find discrepancies between

both approaches indicating that one line taken from the 3-dimensional band structure

might be an insufficient description of a solid.

While HHG from atoms is already reasonably well understood, a simple model

convincingly describing HHG from solids is still missing. Indeed, there is ongoing

strong debate on the relative roles of inter- and intraband contributions [1, 2]. Having

succeeded in the separation of the conduction band current in our TDDFT simulation

(Sec. 2), we have reason to believe that in most cases interband HHG is much more

intense than intraband HHG. In order to better understand HHG from solids and
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also the modification of individual harmonics due to initial excited carriers which

sensitively depends on material properties (Sec. 5), future investigations will focus on

the separation of the induced current density into contributions from individual bands

(i.e., dispersion relations). We will aim at identifying less and more important regions

of the band structure for the generation of individual harmonics. Furthermore, we will

try to get a better picture for solid HHG not only in reciprocal space but also in real

space by splitting the microscopic current densities and changes in the charge density

into components associated with individual harmonics.
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