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Abstract

The aim of this thesis is the investigation of speech intelligibility in multitalker environ-
ments, where the challenge for the listener is to focus on one speaker in the presence of
simultaneous interfering talkers or background noise in order to follow the conversation.
In general, this is not a difficult task for normal hearing people, but it can be a challenge
for people suffering from hearing impairment. Furthermore, it still remains a problem
for machines to deal with interfering speech signals.

Within this thesis, different speech segregation algorithms and their mathematical and
statistical background are presented. There are different approaches of processing inter-
fering speech signals. Motivated by the powerful ability of the auditory system to analyze
and segregate incoming sounds, Computational Auditory Scene Analysis (CASA) aims
at replicating the different auditory processing stages. Another essential approach in the
context of the separation of interfering speech signals which differs from CASA is Blind
Source Separation (BSS) which uses results from Statistics and Information Theory to
separate a signal mixture into its sources.

In the experimental part of the thesis, a speech intelligibility (SI) test was performed
which was implemented in MATLAB® (R2015b). The aim was the investigation of
factors affecting Speech Intelligibility where the main focus was on analyzing attributes
of the masker signals and their influence on speech perception of the target signal. 12
normal hearing listeners participated in the test and the task was to determine the
target signals in the presence of different masker signals. The target signals consisted
of 14 nonsense-syllables (e.g. ‘affa’ or ‘assa’) from the Oldenburger Logatome Corpus
(OLLO) spoken by four female persons. The masker signals included sentences from the
Oldenburger Satztest (e.g. ‘Britta verleiht elf alte Bilder’), the International Speech Test
Signal (ISTS) and Speech Shaped Noise (SSN). The test was evaluated using a two-way
repeated measures analysis of variance (ANOVA) in SPSS® Statistics (24) including
the two within-subject factors "Signal-to-Noise Ratio" (SNR) and "Masker Type". The
results showed a significant main effect in both factors (p<0.001) and in further research,
ANOVA also demonstrated a significant influence of the factors "Number of Maskers"
(p<0.001) and "Spectral Diversity of the Masker" (p<0.001) on speech intelligibility.



Zusammenfassung

Das Ziel dieser Arbeit ist die Untersuchung von Sprachverstandlichkeit in Situationen,
in denen ein Hoérer vor der Aufgabe steht, ein Sprachsignal aus mehreren Sprechern
und Hintergrundgerduschen zu extrahieren, um einer Unterhaltung folgen zu koénnen.
Im Allgemeinen stellt dies kein Problem fiir den Menschen dar, jedoch sind solche so-
genannten "Cocktail-Party Szenarien" fiir dltere Personen oder jene mit Schwerhorigkeit
meist schwieriger zu bewéltigen. Weiters ist es bis heute in der Signalverarbeitung eine
Herausforderung, iiberlagerte Sprachsignale in ihre urspriinglichen Anteile zu zerlegen.

Im Rahmen dieser Arbeit werden verschiedene Algorithmen zur Trennung von Sprach-
signalen vorgestellt und ihr mathematischer und statistischer Hintergrund wird erléautert.
Basierend auf Segmentierungs- und Gruppierungsprozessen sowie Erkenntnissen aus der
Gestaltspsychologie wird mittels Computational Auditory Scene Analysis (CASA) das
menschliche Gehor simuliert, um eine gewiinschte Quelle aus einem gemischten Sig-
nal herauszufiltern. Eine weitere Mo6glichkeit zur Trennung von Sprachsignalen bietet
Blind Source Separation (BSS), wobei sich dieses Verfahren hinsichtlich seiner Heran-
gehensweise grundlegend vom zuvor genannten unterscheidet. Hier besteht die Aus-
gangslage in mehreren Sensoren mit Aufzeichnungen eines {iberlagerten Sprachsignals
und dieses wird mittels statistischer Verfahren oder Resultaten aus der Informations-
theorie in seine einzelnen Quellen unterteilt.

Im experimentellen Teil der Arbeit wurde ein Sprachverstandlichkeitstest durchgefiihrt
mit dem Ziel, den Einfluss des Signal-Rausch-Verhéltnisses (SNR) und der Eigenschaften
des sogenannen Maskierers auf die Verstandlichkeit des Zielsignals zu untersuchen. Der
Test wurde in MATLAB® (R2015b) implementiert, 12 Personen nahmen daran teil.
Die Aufgabe bestand darin, 14 Nonsens-Silben (beispielsweise ‘affa’ oder ‘assa’) aus dem
Oldenburger Logatomkorpus (OLLO) in verschiedenen Hintergrundszenarien zu bestim-
men, wobei insgesamt Aufnahmen von vier weiblichen Sprechern verwendet wurden. Die
Maskierer beinhalteten Sétze aus dem Oldenburger Satztest (beispielsweise ‘Britta ver-
leiht elf alte Bilder’), das Internationale Sprachtest Signal (ISTS) und Speech Shaped
Noise (SSN), ein bestimmtes Rauschen mit spektralen Eigenschaften der weiblichen
Stimme. Der Test wurde mit einer zweifaktoriellen Varianzanalyse mit Messwieder-
holung (ANOVA) in SPSS® Statistics (24) mit den Innersubjektfaktoren "SNR" und
"Maskierungsart" ausgewertet. Die Resultate der Analyse zeigten signifikante Haupt-
effekte in beiden Faktoren (p<0.001) und im Rahmen weiterer Tests wurde ebenfalls ein
signifikanter Einfluss der Faktoren "Anzahl der Maskierer" (p<0.001) und "Spektrale
Vielfalt des Maskierers" (p<0.001) auf die Sprachverstandlichkeit festgestellt.
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1 Introduction

1 Introduction

1.1 Motivation

During a typical conversation, there are multiple competing sounds at the same time
including different speakers or noise. In general, human beings manage to focus on one
sound source but these so-called "Cocktail-Party Situations" can be very difficult for
people suffering from hearing impairment.

Different kinds of masking effects influence speech intelligibility (SI) in the presence
of multiple talkers and factors like age and hearing impairment play an important role
in masked speech perception. In order to overcome the difficulties for hearing-impaired
people, the goal of hearing aid designs is the improvement of speech intelligibility. Ap-
proaches like Computational Auditory Scene Analysis and Blind Source Separation man-
age to improve speech intelligibility in the presence of multiple talkers significantly and
as a result, the implementation of real-time digital signal processing in hearing aids has
become an essential topic.

Many studies have investigated speech intelligibility in high-context speech scenarios
including words or sentences. However, only few investigation has been made in the fields
of intelligibility of low-context speech segments like Vowel-Consonant-Vowels (VCVs) or
Consonant-Vowel-Consonants (CVCs) in maskers with varying properties. Nevertheless,
the perception of high-context speech segments like words or sentences depends criti-
cally on the error rate of low-context speech segments, which underlines the necessity of
studies on low-context speech segments.

1.2 Research Question

Within this thesis, different approaches for analyzing overlapped speech signals are pre-
sented and the intelligibility of low-context speech segments in the presence of different
maskers is investigated. A speech intelligibility test was performed to test the following
hypothesis:

e Hj; : Signal-to-Noise Ratio (SNR) significantly influences low-context speech in-
telligibility

e o : Masker type significantly influences low-context speech intelligibility
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1.3 Thesis Organization

In the first chapter of this thesis, the theoretical background is presented starting with
the auditory processing stages and perception on a higher cognitive level like auditory
scene analysis (ASA). Furthermore, speech production and perception mechanisms as
well as masking effects are investigated.

The next chapter deals with the mathematical and technical background of speech
separation and processing algorithms. An important result of digital signal processing,
the Nyquist-Shannon Theorem, is presented and proven. Next, the focus is on speech
processing methods like Computational Auditory Scene Analysis (CASA), which mim-
ics the auditory processing stages followed by Blind Source Separation (BSS), that aims
at the separation of speech signals based on statistical independence. Eventually, the
statistical background of Analysis of Variance (ANOVA) is presented, which is used in
the evaluation of the experimental part of the thesis.

The technical part of the thesis deals with the description of the experiment which
included a speech intelligibility test in the presence of different maskers. The preparation
of the material and the different target-masker configurations are described and finally,
the results are presented and statistically evaluated followed by a confusion analysis of
the target signals.
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2 Theoretical Background

In this chapter, the theoretical background of the thesis is presented. The anatomy of
the ear and the different stages of the hearing process are described, followed by a study
of speech production and speech intelligibility. Finally, auditory masking effects and
their contribution to speech intelligibility are investigated.

2.1 Auditory Perception

Auditory perception includes the physiological hearing process starting from the sound
wave reaching the outer ear up to higher-level processing in the fields of cognitive science
and psychoacoustics.

2.1.1 Anatomy of the Ear and Hearing Process

To start with, the anatomic structure of the ear is described in the following picture.

Inner Ear

Ear Canal

Eustachian
Tube

Middle Ear

Eardrum

Figure 2.1: Anatomy of the ear: The pinna and the ear canal define the main parts of
the outer ear and the middle and the outer ear are separated by the tympanic
membrane, which is also called eardrum. In the middle ear, the three ossicles,
the hammer, the anvil and the stirrup are located and the cochlea s situated
in the inner ear.

This image is taken from https://sites.google.com/site/dranhtruong/bellevue-
ruptured-eardrum-perforation

Detailed Structure and Hearing Process:

The pinna collects and channels the sound into the ear canal and the tympanic mem-
brane vibrates in the frequency of the sound. The three ossicles, the hammer, anvil and
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the stirrup conduct the sound to the inner ear. The main part of the inner ear is the
cochlea which amplifies the sound and transduces the vibration into nervous impulses.
Also, frequency and intensity of the sound is analyzed and informations like the sound
level are transformed to the brain by the rate of nerve firing (Alberti, 2001).

Anatomy of the Inner Ear:

Cross section of cochlea

window C‘h!e &

Crter
hair cells

hair cells

Tectorial Basilar

Organ of Corti N Stereocillia membrans

Stereocillia of Sterencillia of
mnner hair cells outer hair cells

hair cells
AXONS

Inner Tunnel
Afferent  membrane  hair cells of Corti
AXONS

Figure 2.2: Anatomy of the Inner Ear: The Organ of Corti is located on the basilar
membrane which contains one row of inner hair cells (IHC) and three rows
of outer hair cells (OHC). The stereocilia are bundles extending from the
hair cells and they perform the transduction of sound into neural impulses
via a shearing action (Alberti, 2001).

The image is taken from hitp://flipper.diff.org/app /items/info/6238.
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Place Theory of Hearing:

The place theory was first stated by Helmholtz in 1863.

According to the theory, each position on the basilar membrane is associated with a cer-
tain frequency, where the highest frequency response is at the basal end and the lowest

frequency is on the apical end. This is called tonotopic mapping of the cochlea.

The place theory was later examined by Bekesy who observed that a traveling pressure
wave reached this resonance point (Von Békésy and Wever, 1960; Rattay and Lutter,

1997).

A 2,000 Hz
1,500 Hz

400 Hz

cochlear duct

20,000 Hz 1,000 Hz

7000 Hz

s 5,000 Hz
1997 Encyclopaedia Britannica, Inc.

Figure 2.3: Tonotopic Mapping of the Cochlea: the highest frequency response is situated

3,000 Hz

basilar
membrane

B baszilar membrane
=\
base ape:x

high-frequency waves
{1,500-20,000 Hz)

C basilar membrane

base apey

medium-frequency waves
(600-1,500 Hz)

D basilar membrane

baze apex

low-frequency waves

(200-600 Hz)

on the basal end and the lowest on the apical end.

This 1image is
labyrinth.

Frequency Theory of Hearing:

taken from  hitps://www.britannica.com/science/bony-

The frequency theory of hearing was founded by Rutherford in 1886.

This theory assumes the signal is entirely described by the firing pattern of the auditory

nerve fibers (Rutherford, 1886).
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2.1.2 Binaural Hearing

Human beings have two ears which work more or less independently from each other.
When the sound enters both ears in the hearing process, the stimulations indicate some
important differences in various aspects such as time of arrival, level as well as the
spectrum of the signal (Sayers and Cherry, 1957).

Binaural hearing includes various advantages in the hearing process as it significantly
improves hearing quality at the sound segregation stage and the localization of sound
sources.

Furthermore, it can be very difficult to understand speech in a multitalker environ-
ment, especially at a low sound intensity. Binaural hearing can be very advantageous in
these scenarios and it may result in a benefit up to 7 dB in comparison with monaural
hearing (Hawley et al., 2004).

Sound Source Localisation:

In general, the human being is able to localize sounds on different levels. The three
most important cues for auditory localization are the following:

e Interaural Time Difference (ITD): The ITD describes the difference between
the times the sound reaches each ear.

sound source
Rough estimate of ITD sound wave
left ear arrival time > < right ear amrival time
listener
perceived azimuth in this case
ITD
< ~
< <
-90° o° +90°
(directly opposite left ear) (directly in front of subject) (directly opposite right ear)

Figure 2.4: Sound source localization: The ITD indicates the sound source location.
This image is taken from http://archive.cnz.org/contents/00e2b539-92b7-
4d86-9407-cca7cb190c6f@2 /background.
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e Interaural Level Difference (ILD): The ILD refers to the difference between
the sound pressure levels that reach each ear.

ound source

sound wave
Rough estimate of 11D

> ﬂ i intensity of the
intensity of the sound wave at

sound wave at the right ear
the right ear

listener
perceived azimuth in this case
log IID /
< 4>
90° 0° +90°
(directly opposite left ear) {directly in front of subject) (directly opposite right ear)

Figure 2.5: The ILD improves sound source location as well.
This image is taken from http://archive.cnz.org/resources/
61818¢24a9a38f919bd2991831f208180b2d447e/Picture.

e Head-Related Transfer Functions (HRTF): The HRTF corresponds to diffrac-
tion and reflection effects due to the size and shape of the head, the torso and the
pinna.

2.1.3 Acoustics and Psychoacoustics

The hearing process is now analyzed on a higher level. To start with, the sound pressure
level and the sound intensity level are defined:

Definition 2.1 (Sound pressure level).
L = 20log;y L dB with py = 20 pPa (2.1)

Do

Definition 2.2 (Sound intensity level).

I
Ly = 10log, - dB with Iy = 1pW /m” (2.2)
0
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Humans are able to hear sound waves with frequencies between about 20 Hz and 20

kHz where sound above 20 kHz is called wltrasound and sound below 20 Hz is called
infrasound.

The human range of hearing is 20 Hz to 20 kHz and the threshold of audibility de-
pends on the frequency of the sound as can be seen in Figure 2.6.

The Range of Human Hearing: Sound Intensity. Sound Intensity Level vs. Frequency:

100 . r
_—+ Threshold of pain
1 | | 120
T 102 PRI, _
= \ ~ | Music T @
£ 104 N o < = 80 =
~ e

z L\ A~ Speech N No >
F_; | {}_E} | T K ) | "||. |
s o ISR d
5 | N T :
@ 10-10 ! - —
7 Threshold of audibility—T~—_ /’

10-12 B S 0

1090 50 100 200 500 1000 2000 5000 10,000 20,000

Frequency (Hz)

Figure 2.6: Range of Hearing: threshold of audibility and threshold of pain dependent on
the frequency.

The image is taken from hitp://www.livecollectiva.com/2015/10/review-of-
Im-peltor-earmuffs. html

2.1.4 Auditory Scene Analysis

The results in this subsection are taken from Bregman (1994).

In a typical listening situation there are many different acoustic sound sources at the
same time. The difficulty is that only a single pressure wave arrives at the ear which
includes interleaved and overlapped components in time and frequency. The auditory
system has to segregate and group the incoming information into separate mental de-
scriptions. This process is called auditory scene analysis (ASA) and the separate sound

patterns are called auditory streams. The term Auditory Scene Analysis was first men-
tioned in Bregman (1994).
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In order to form the streams and to separate the incoming signal into separate seg-
mentations, different grouping cues are used that also occur in vision.

Gestalt’s Principles

il Bl 00 11 e Proximity
Il F+010 %% o Similarity
' ERERELRS: o Symmetry
& - e -"- -"- > e Continuity
(I | ﬁlg N HEME e Common fate

Figure 2.7: Gestalt’s principles.
The image is taken from
Shepard and Levitin (2002)

The auditory streams are formed by two different approaches of grouping processes:
Sequential Grouping and Simultaneous Grouping. Sequential Grouping refers to group-
ing over time and Simultaneous Grouping to grouping over frequency.

Simultaneous Grouping:

Simultaneous grouping describes the division of data arriving at the same time into
different sources. There are different cues that indicate that components are coming
from the same source such as synchrony of onsets and offsets, spatial location and same
patterns of amplitude fluctuation.

Sequential Grouping:
Sequential grouping refers to similarities in the spectrum from one moment to the

next and it connects sense data over time.
As an example, the streaming phenomenon is presented.
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N qq  Slow fast
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Figure 2.8: The streaming phenomenon: There are pure tones of high frequency and of
low frequency. Starting from a low speed, the tones are alternated. At a low
speed, the cycles are considered as one pattern whereas at a high speed, percep-
tual grouping into two distinct streams is performed. The image is taken from
http://webpages.mcgill.ca/staff/Group2/abregm1 /web/images/Fig01. gif

Bottom-up and top-down aspects of ASA:

In Auditory Scene Analysis, bottom-up (primitive) and top-down (knowledge-based)
aspects are distinguished.

Primitive processes are subject of most of ASA research and they are defined by the
acoustic properties of the input. On the other hand, knowledge-based processes include
conscious attention and past experiences with different sounds.

2.2 Speech

The following chapter describes the basic mechanisms of speech production and percep-
tion and the spectral properties of speech as well as factors influencing speech intelligi-
bility are investigated. It is based on Benesty et al. (2007).

2.2.1 Speech Production

Firstly, a brief overview of the speech production process is presented. This is of impor-
tance, because the spectral properties change in relation to different speech production
mechanisms, which, in conclusion, influences speech intelligibility.

10
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In Figure 2.9, the human speech production system is presented.

Mazal and
paranasal
cavities
Articulation
Velum
Tongue ..
Lips Cavities of
Jo vocal tract
Lower jaw &
Phonation
Larynx T
Subglottal
tract
Lungs

Figure 2.9: Speech Production System: The sound propagation takes place at three levels:
the subglottal tract, the vocal tract and nasal and paranasal cavities.
The image is taken from Benesty et al. (2007), p.8.

Phonation refers to the periodic vibration of vocal folds which generates voiced speech
sounds whereas articulation describes the generation of voiceless sounds. All vowels are
voiced whereas consonants can either be voiced or unvoiced.

2.2.2 Consonants

Consonants can be classified in the following way:

1. Voiced (vocal chords) and unvoiced
2. Place of articulation

3. Manner of articulation

The manner of articulation influences the spectrotemporal features of the signal.

11
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Manner of Articulation:
e plosive (stops): ‘b, ‘p’, ‘t’,'d’,'k’,‘g’
e fricative: ‘s’, ‘f’, ‘sh’,'w’

affricate: ‘s’

e nasal: ‘m’; ‘n’

lateral: ‘I’

glide: ‘j’

2.2.3 Vowels

In the classification of vowels, the fundamental frequency fy plays an important role
which describes the lowest harmonic component of a voiced sound and corresponds to
the natural frequency of vocal fold vibration.

A formant is the concentration of acoustic energy around a particular frequency in
the speech wave. The formants f; and f, are of great importance in the fields of vowel
perception. They can be seen in Figure 2.10.

3600 il
| Hz dB
L |3010 -28
3000
- Hr dB|l Wz 4B He dB
L 2550 -27 2480 24 H: dB , r d Hz 4B Hr dB
2400 -1 2290 -2¢ 2410 2120 U410 M fl y, g || 1z am |[2390 27
R P | | 2240 34| 2240 -43
-] - 1990 -23
> — 1840 =17 He R
Elsm 1720 -12 1690 ~20
. 1350 1§
[ - “ . 1190 -10
1200 . 1020 12 :
- B0 -7 0 -19
- 730 -1
o 6 -1 60 -1
600 M40 -1 H 490 -5
= W00 -3
0 -
i ny [E/ i/ fal kel n/ fuf IAJ IR}

Figure 2.10: Average formant locations for vowels in American English.
The image is taken from Peterson and Barney (1952)

12
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Range of Fundamental Frequency in Human Speech:

e male: 80-400 Hz
e female: 120-800 Hz

The term pitch is a perceptual concept which is mostly used to describe the perceived
fundamental frequency, an acoustical term. It should not be confused with tone height
which coincides with pitch only in sinusoids (Benesty et al., 2007).

Different Presentations of a Speech Signal:

In the following, different presentations of the syllable ‘iddi’ spoken by a female speaker
are presented. The syllable is taken from the Oldenburger Logatome Corpus (OLLO)
which was also used in the speech intelligibility test in this thesis.

e Time-domain Presentation (Oscillogram):

iddi

O i
MR o

Amplitude
o

-0.2
-0.4
-0.6

-0.8 ' ' '
0 0.1 02 03 04 05 06

{[s]

Figure 2.11: Oscillogram of the syllable ‘iddi’ by a female speaker: The oscillogram shows
the variations of the amplitude of the signal over time.

13
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e Frequency-domain Presentation (Power Spectral Density):

iddi

N
o

Power/frequency (dB/rad/sample)

-100

0 0.2 0.4 0.6 0.8 1
Normalized Frequency (xm rad/sample)

Figure 2.12: Spectrum of the syllable ‘iddi’ by a female speaker: The power spectral den-
sity describes the distribution of the power over the frequency components
of the signal.

e Time-Frequency Presentation (Spectrogram): The spectrogram of a signal shows
the spectrum of the frequencies of the signal varying in time. In general, it is a
two-dimensional time-frequency presentation of a signal.

iddi
8000 ‘
7000 | v |
6000 | 3 1

5000 -

4000

f[Hz]

3000 | §
2000 F *

1000 |- &

Figure 2.13: Spectrogram of the syllable ‘iddi’ by a female speaker:
The formants of the vowel ‘i’ can be seen very well.

14
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2.2.4 Speech Intelligibility

Speech intelligibility (SI) is an essential topic in various fields of research, for example
in the design of hearing aids, because speech intelligibility still remains a problem for
hearing-impaired people (Benesty et al., 2007).

In the context of speech intelligibility tests, the term "Speech Intelligibility" is defined
as follows:

Definition 2.3 (Speech Intelligibility). Speech Intelligibility is the proportion of speech
items (e.g. syllables, words or sentences) correctly repeated by listener for a given speech
intelligibility test (Benesty et al., 2007).

Several algorithms manage to improve speech quality. However, this does not neces-
sarily imply the improvement of speech intelligibility, which is still an unresolved issue
in research (Loizou and Kim, 2011).

Factors influencing Speech Intelligibility (Bronkhorst, 2015):

e spectral differences between target and interfering sounds

spatial configuration of the sound sources

reverberation

(degree of) hearing impairment

fluctuations in level

masking effects

Subjective Speech Intelligibility Measurements:

Speech intelligibility tests are a common method for diagnosing hearing impairments
or testing the power of hearing aids. Furthermore, they may be used in research for the
investigation of speech processing and perception.

There are different forms of speech intelligibility tests including sentences, words or
nonsense-syllables which are also called logatomes. Logatomes may be categorized
in VCVs (Vowel-Consonant-Vowels), for example ‘adda’, or CVCs (Consonant-Vowel-
Consonants), like ‘sas’ (Fellbaum, 2013).
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e Sentence Tests: e.g. Oldenburger Satztest
e Word Tests: e.g. Freiburger Worttest

e Logatome Tests: e.g. VCV, CVC

Objective Speech Intelligibility Measurements:

There are various methods to measure speech intelligibility. Besides empirical methods
using hearing tests and an afterward statistical evaluation, some objective measurements
have been founded.

Two of the most common methods for the prediction of SI are the Articulation Index
(AI) which was later renamed Speech Intelligibility Index (SII) and the Speech Trans-
mission Index (STI). All of these indices make the assumption that speech is coded by
several speech channels that carry independent information.

AT =" Al (2.3)
In ANSI (1997), the SII is defined as follows:

"The SII measure is based on the idea that the intelligibility of speech depends on
the proportion of spectral information that is audible to the listener and is computed by
dividing the spectrum into 20 bands contributing equally to intelligibility and estimating
the weighted average of the signal-to-noise ratios in each band".

2.3 Masking Effects

Masking effects play an important role in speech perception and speech intelligibility.
In the last decades, many investigations have been made in this area.

2.3.1 Definitions and Classification of Masking Effects

In literature, different definitions and classifications of the term "masking" occur. The
following basic definition is taken from Benesty et al. (2007):

Definition 2.4 (Auditory Masking Effect). Auditory masking effects describe the affec-
tion of sound perception in the presence of another sound, the masker.

Masking effects can be classified in their temporal appearance in relation to the target.
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Temporal Classification of Masking Effects:

Simultaneous
masking

v

Forward (post-
stimulatory)
masking

Backward (pre-
stimulatory)
masking

Figure 2.14: Temporal masker and target configurations: 1) at the same time, 2) masker
before target 3) masker after target signal
The image is taken from hitp://neurobiologyhearing.uchc.edu

Other classifications of masking effects include neural masking and dynamic masking
as well as energetic masking, informational masking and amplitude modulation effects in
speech which will be defined in the next chapter (Benesty et al., 2007; Brungart, 2001).

There are different factors that influence masking effects like number of talkers or the
spatial configuration. Futhermore, age and hearing impairment also influence masked
speech perception (Goossens et al., 2017).

2.3.2 Release from Masking

In some scenarios, release from masking can occur which - as a result - improves audi-
bility and speech intelligibility.

Spatial Release from Masking:

When sources are spatially separated, release from masking occurs (Kidd Jr et al.,
1998; Freyman et al., 2001; Arbogast et al., 2002).

Binaural Unmasking:

Binaural hearing can lead to a considerable amount of release from masking (Levitt
and Rabiner, 1967; Durlach et al., 1986).
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In Figure 2.15, the binaural masking release can be observed. Hearing the pure tone
and the noise in both ears leads to poor tone detection whereas inverting or removing
one of the signals of one ear improves tone detection.

RIGHT EAR LEFT EAR

’\/\/\/\/’\/\/\/\/

I | “ ! h ' .
rii yli fﬂi A ,r;rg"r ?l' j‘ #l#':iil!]il#ﬁlfi'ﬂjrf{{jj*lﬁh';

Same noise and same pure tone to both ears.
Tone detection poor.

(A)

£ RS CATINNERT AT TAT A

(B}'-;ii‘.;‘*.!g. E
Aty © ety

Pure tone inverted in one ear.
Tone detection good.

(C)
7 I‘jiﬂulffﬂi!t lzT'.rlIr?L\r‘ . "‘P' iitiIl iI!-,Jn'n'I* &

Pure tone removed from one ear,
Tone detection good.

Figure 2.15: Binaural masking release: Improvement in tone detection.

The image is taken from
http://acousticslab.org/psychoacoustics/PMFiles/Module07a.html

2.3.3 Masking Effects in Speech

In the following, masking effects which especially occur in interfering speech signals are
presented and analyzed.

In comparison with pure tone masking, higher-level masking effects like informational
masking and modulation masking effects play an important role in speech processing.
The following definitions are taken from Brungart (2001) and Brungart et al. (2001).
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Energetic Masking:

In 1940, H. Fletcher introduced the concept of the critical band. He stated, that the
auditory system contains a bank of overlapping bandpass filters, where a stronger signal
masks a weaker signal within a critical band (Fletcher, 1940).

Energetic masking (EM) during the perception of one or multiple competing talkers
occurs when the utterances of target and masker contain energy in the same critical bands
at the same time or, in other words, the concurrent sounds overlap in time and frequency,

and, as a result, portions of the target speech signals become inaudible (Greenwood,
1961).

Informational Masking:

Informational masking (IM) occurs on a higher cognitive level. Although target and
masker signals are audible, the listener is unable to distinguish elements of the target
from the similar-sounding masker signal.

The term informational underlines the interference of the informational component in
comparison with the energetic masking effect (Evans et al., 2016; Brungart et al., 2001
Srinivasan and Wang, 2008; Goossens et al., 2017).

There are different scenarios leading to IM (Ihlefeld and Shinn-Cunningham, 2008;
Durlach et al., 2003; Cooke et al., 2008):

e similarity between target and masker regarding perceptual or linguistic attributes
e uncertainty about either target or masker

e failures in segregation or attention

Amplitude Modulation Masking:

Amplitude modulation masking (AMM) occurs when there is an interaction between
the temporal modulations in the target signal and the masker (Schubotz et al., 2016;
Dubbelboer and Houtgast, 2008).

2.3.4 Masking Effects in the Presence of Multiple Talkers

The number of competing talkers plays an important role in the analysis of masking
effects. It is not fully understood, how the overall amount of masking relates to the
single masking effects.
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In some multitalker experiments, the performance significantly decreases as the num-
ber of masker decreases.

Investigating additivity of masking effects:

The following results are taken from Durlach (2006). Let T be the target signal, M;
and M, be the maskers and m the amount of masking.

In Durlach (2006), it is stated that there is still uncertainty about the additivity of
masking effects. It is still unclear, how m(M; + Ms,T) is related to m(M;,T) and
m(MQ, T)

Although, in some cases, additivity is satisfied,
m(My + My, T) = m(M;,T) + m(M,, T) (2.4)
so-called excess masking can occur:
m(My + My, T) >> m(My,T) +m(M,, T). (2.5)

If the maskers M; and M, also mask each other in addition to the target T, the
following relation is possible:

m(M1 + MQ, T) << m(Ml,T) + m(Mg, T) (26)

In general, there is not even evidence, that the masking effects satisfy a combination
law in the following form including any function F:

m(M, + My, T) = F(m(M,, T) + m(Ms, T)). (2.7)

Multimasker Penalty:

The term Multimasker Penalty refers to the phenomenon that the extraction of the
target signal becomes significantly more difficult if more than one masking signals are

present. It may be explained by limited attentional resources of the listener (Iyer et al.,
2010).
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3 Mathematical and Technical Background

In this chapter, the mathematical and technical background of different approaches in
speech processing are presented.

As already mentioned, it can be a difficult task for hearing-impaired people to under-
stand a target voice in the background of competing talkers. So there is need of devel-
opping algorithms that improve speech intelligibility and which can be implemented in
digital hearing aids. In general, there are two different approaches in speech processing:

Algorithms for SI Improvement in Multitalker Environments

1. Imitation of the auditory processing stages (e.g. Computational Auditory Scene
Analysis)

2. Separation of target signal and interfering sounds using source separation
algorithms (e.g. Blind Source Separation)

3.1 Basic Definitions of Signal Processing

In signal processing, analog signals refer to time-continuous and digital signals to time-
discrete representations. Analog signals can be converted to digital signals via Analog-
to-Digital Converters (ADC).

The process of sampling is defined as follows:

Definition 3.1 (Sampling:). Let f : R — R be a continuous signal and let (t;);cz be a
sequence in R. Then, the procedure

g f(tg)
1s called Sampling of the continuous signal f into the discrete signal fq.

In the following, the major results of signal processing are presented including the
Nyquist-Shannon Sampling Theorem, which states, that continuous signals that con-
tain frequencies below a certain value f,,., can be exactly reconstructed by a series of
equidistant samples. To start with, some basic mathematical definitions are mentioned.

Definition 3.2 (Exponential Function). For z € C, the exponential function exp(z) is
defined as follows:

o0 n

exp(z) = Z % (3.2)

n=0
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Based on the exponential function, sine and cosine are defined.

Definition 3.3 (Sine and Cosine Function). For z € C, the trigonometric functions
sin(z) and cos(z) are defined as follows:

exp(iz) — exp(—iz)

3.3
sin(z) = 5 (3.3)
cos(z) = exp(iz) —1—Qexp( i2) (3.4)

For 1 < p < oo and Q C R, the space LP(2) can be defined as follows:
r@ ={f:9-Cilsl, = [ Fwprds)” < oc} (35

A 27-periodic function in L?([—m, 7]) can be expanded into its Fourier series in the
following way:

Definition 3.4 (Fourier Series). Let f be a function in L*([—n,7t]) which is periodic with
period 27w. Then, the Fourier series of f is defined as

o0
= Z cpexp(ine) = ag + Z ancos(nx) + ib,sin(nx) (3.6)
nez n=1
with the Fourier coefficients
1

Cn =5 f( Yexp(—int)dt (3.7)

= % /_ " fOcos(nt)dt, b, = - /_ f(t)sin(nt)dt,n € Z. (3.8)

For a periodic function with period T and f € L?*([~T,T]), the Fourier series can be
calculated via a transformation:

Z CnexXp <m—> =ag+ ; @,,COS (n%) -+ b,sin (n%) (3.9)

nez

with the coefficients

c, = L / ' f(t)exp _mm)dt, (3.10)

:_/ F(t)eos( :_/ F(#ysin ) (3.11)

Now, the Fourier transform is presented which is the foundation of various applications
in Time-Frequency Analysis, Digital Signal Processing or Audio Processing and enables
the decomposition of a function of time into frequency components (Sager, 2012).
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Definition 3.5 (Fourier transform). Let f € L'(R). Then, the Fourier transform f
R — C is defined as follows:

fla) = /R F(#)exp(—2miat)dt (3.12)

The following theorem states that under certain conditions it is possible to recover a
function from its Fourier transform.

Theorem 3.1 (Fourier Inversion Theorem). Let fand f € L*(R) and let f be the Fourier
transform of f. Then there holds the inversion formula

Ft) = /R f(a)exp(2mitz)dz. (3.13)

For a proof, see Mattila (2015).

3.2 The Nyquist-Shannon Sampling Theorem

In this subsection, one of the most essential results of signal processing and communi-
cation and information theory, the Nyquist-Shannon Sampling Theorem, is presented.

There are different proofs of the theorem and one of them is presented and adapted
from "The Shannon Sampling Theorem and Its Implications" (Lerman). Prior to that,
some additional terms are presented.

The support of a function f in R or C is defined as follows:

supp(f) :={z : f(x) # 0} (3.14)
Let f € LY(R) and f € LY(R) be the fourier transform of f. f is called bandlimited if

~

dB € R :supp(f) C [-B, BJ. (3.15)

In the following, the Nyquist-Shannon Sampling Theorem is presented. It states, that
a function f with bandlimit B can be exactly reconstructed by sampling at the rate of
1/(2B) without loss of information.

Theorem 3.2 (Nyquist-Shannon Sampling Theorem). Let f € Li(R) and f be the

~

Fourier transform of f with supp(f) C [-B, B]. Then,

fla) = Zf(%)sinc(QB <1: - %)) (3.16)

in the Ly sense meaning that the series converges to fin La(R).
For x # 0, the cardinal sine function is defined as

sin(mx)

sinc(z) = (3.17)

T™r
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Proof. supp(f') C [-B,B] and fe Lyo([—B, B]). As a result, f can be expanded into its
Fourier series:

f(&) = cne™F (3.18)

nez

where the coefficients ¢, can be rewritten as follows according to the bandlimitation
of f and the inversion formula of the Fourier transform in Theorem 3.1:

cn:%/_if( e_wéngd:r;——/ flx —%f<%) (3.19)

In the next step, the reformulation of the coefficients ¢, is inserted in the Fourier series
in 3.18:

f(&) = Z%f(%) F = Z%f(%)e%“. (3.20)
NET, e — ! nez

Cn

Now, f is inverted using Theorem 3.1:

- [ aersice [, St )

f©

Simplification and integration leads to the following result:

n 1 B 25 1 271'1&(9:—%) B
=S i(a)am [ e = (G a5
/() Zf<23>23/ &= Zf 2B/ 2B 2ri(z — %)
ne7 2B/ |e=_B
Zf( n > 1 e27rzB( 2B) _ 6—27rzB( —55)
- &7 \2B/2nB(x — 3p) 2i

Finally, the definitions of sine (3.3) and arcsine are used:

Zf(szmzj;? Zf(w)‘sm(w(x_%))

24



3 Mathematical and Technical Background

3.3 Computational Auditory Scene Analysis

The human auditory system has the powerful ability of analyzing and segregating in-
coming sounds. Therefore, the goal of different computational approaches in speech
processing is to mimic the different auditory processing stages.

This procedure is called Computational Auditory Scene Analysis (CASA) and it is
described as the "study and use of ASA in computers using different algorithms" (Brown
and Wang, 2005).

The implementations are based on the auditory processing stages and principles of
perception and organisation of sound by humans which have already been described in
the first chapter (Brown and Cooke, 1994).

3.3.1 Stages of CASA

In this section, the typical stages of CASA implementations are described. They are
based on Wang and Brown (2006a). In Figure 3.1, an overview of CASA algorithms is
presented.

P —
Grouping Separated
cues sources

I

Peripheral Feature Mid-level _ Scene
analysis extraction representations organization
Acoustic - 1
mixture ,_%
Source/

background
models

e
il

Figure 3.1: Different stages of CASA:
Peripheral analysis: Time-Frequency representation of the signal
Feature extraction: e.q. on- and offsets, periodicity
Mid-level representations: segments are formed using the features

Scene organization: primitive grouping cues produce separate streams
The image is taken from Wang and Brown (2006b).
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1) Cochleagram

The first part of CASA includes models of the outer and middle ear as well as the
frequency selectivity of the cochlea and the transduction by the inner hair cells which
can either be described by a transfer function or by a linear filter (Brown and Cooke,
1994).

A bank of auditory bandpass filters simulates the frequency response at a certain
basilar membrane position. The gammatone filter is a widely-used approach in audi-
tory filter models and describes an analytical approximation of physiologically-recorded
impulse responses of auditory nerve fibres by De Boer and Kuyper (1968).

Definition 3.6 (Gammatone Filter). The impulse response of the gammatone filter is
gi(t) = t" texp(—2mb;it)cos(2n fit + ¢;), 1<i< N (3.21)

where n 1s the filter order, ¢ is the phase, b; is the bandwidth and f; the center frequency.

2) Correlogram

The next stage of CASA includes autocorrelation of the simulated auditory fibres for
the different frequency channels and it is computed over a window shaped by a window
function w.

Definition 3.7 (Correlogram). The Correlogram is computed by autocorrelation of the
simulated auditory nerve firing activity of each cochlear filter channel

N-1
A(t, f,7) th—n Hh(t —n — 71, flHw(n) (3.22)
n=0

where h(t, f) is the cochlear filter response for frequency f at time t, T is the autocorre-
lation delay and w is a window function.

The correlogram is a useful approach for detecting periodicities and therefore estimat-
ing the fundamental frequency fy, which is one of the most important cues in monaural
sound segregation (Brown and Wang, 2005).

Definition 3.8 (Summary Autocorrelation Function).

M
=Y At f,7) (3.23)
f=1

The summary autocorrelation function (SAF) sums up the channels of the correlogram
over frequency. It has a peak at the period of each fy period and is used in multipitch
analysis.
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3) Cross-Correlogram

The Cross-Correlogram is based on Jeffress (1948) and uses ITD between the two ears.
The interaural cross-correlation can be modeled as follows:

Definition 3.9 (Cross-Correlogram). The cross-correlogram is computed by cross-correlating
the delays of left and the right ear.

N-1

Ct, f.7)=> alt—n, fa(t—n—7, flw(n) (3.24)

n=0

where a;(t, f) and a,(t, f) correspond to the cochlear filter response for frequency f at
time t for the left and the right ear, T is the cross-correlation delay and w represents a
window function.

4) Feature Extraction

In the next stage, the signal components are split into groups based on different fea-
tures. Sequential grouping describes grouping across time whereas simultaneous group-
ing means grouping across frequency which have already been described in the second
chapter.

The most common features are
e onset and offset synchrony
e fundamental frequency (f0)
e harmonicity

e amplitude and frequency modulation

5) Time-Frequency Masking

The last stage of a CASA system includes the computation of a time-frequency (T-F)
mask which weights the T-F representation obtained by a cochleagram, as an example.
The main approach of the T-F mask is to to emphasize target-dominated regions and
to suppress regions dominated by other sources.

In general, the masks can be real-valued in which they correspond to a probabilty of
target-dominated sources.

Binary masks aim at keeping T-F regions of the target that are stronger than the

interferer and delete those which are weaker. This concept is motivated by the auditory
masking effect in which one sound is inaudible in the presence of another.
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In Wang (2005), an ideal binary mask (IBM) has been proposed as the goal of CASA:
Definition 3.10 (Ideal Binary Mask). The ideal binary mask (IBM) is defined as fol-

lows:
it f) = {1 if s(t, f) > n(t, f) (3.25)

0 otherwise

where s(t, ) is the target energy in a T-F unit of the speech signal and n(t, f) is the
enerqy of the noise signal.

3.4 Blind Source Separation (BSS)

In the last subsection, the stages of CASA algorithms were described. Now, a second
computational approach of dealing with interfering speech signals is presented which is
not based on the human auditory processing stages but, as an alternative, analyzes the
speech mixture signals in regards of statistical measures.

In this context, Blind Source Separation (BSS) is a powerful method which is defined
as follows:

Definition 3.11 (Blind Source Separation). Blind source separation (BSS) is the re-
covering of a set of source signals from a set of mixed signals without prior information
about the signals or the mizing process (Naik et al., 201/).

A classical example of a BSS problem is a cocktail party scenario where different
people are speaking at the same time. A set of microphones is used to record these
speech signals each of which including a mixture of the signals.

Now, the goal is to separate the mixture without any prior information.

Further applications of BSS problems are teleconferencing scenarios with different
overlapping speech signals but also medical applications like the electroencephalogram
(EEG) where brain waves are recorded by multiple microphones or sensors.

In general, there are different methods for dealing with BSS problems and the most
common is Independent Component Analysis (ICA) which will be explained in this
section. Prior to that, the BSS problem including the mixing as well as the demixing
process will be defined in a mathematical way.

3.4.1 Formulation of the Problem

In a BSS problem, there are N unknown source signals S and M observed signals X
that are a mixture of the sources with the global relation X = A -S. The goal is to
estimate the source signals.
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On the whole, one distinguishes the following cases:

e Determined: N = M: equal number of sensors and signals
e Overdetermined: N < M: more sensors than sources

e Underdetermined: N > M: more sources than sensors

In many real-world scenarios, the BSS problem tends to be underdetermined.

Example of a BSS problem:

Mixing Separation

s(t) A x(t) W y(t)

Figure 3.2: Determined BSS problem (N = M = 3)
The image is taken from hitp://www.huginn.com /knuth/bse.html.

3.4.2 Modeling the Mixing Process

For 1 <i< N and 1 <j < M let x;(n) be the measured sensor or microphone signals,
s;(n) be the unknown source signals and a;; be the coefficients of the mixing matrix. In
the following, different mixture models are described.

Linear Instantaneous (LI) Mixture:

The first proposed model describes the simplest form of a linear mixing process.

zi(n) = Z a;;sj(n) (3.26)

where a;; are the coefficients of the mixing matrix A (Makino et al., 2007).
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Attenuated and delayed (AD) mixtures:

The following extension of the mixture process takes into account attenuation and delay
of the sound propagation (Puigt and Deville, 2005):

z;i(n) = Z a;jsj(n —ni;) (3.27)

where n;; correspond to the time shifts.
Convolutive mixtures:

Convolutive mixing takes into account time delays and multipath propagation due to
reverbation effects:

z;(n) = Z agrs;(n — k) (3.28)

where a;j; correspond to the coefficients of the linear time-invariant mixing system

In the following, only the linear instantaneous mixture process (3.26) is considered.
Its demixing process is modeled as follows:

Demixing process:
The subsequent procedure is the determination of the coefficients wj; of a demizing

matrix W for 1 <¢ < N and 1 < 5 < M to recover an estimation of the source signals
y;(n). The demixing process is modelled as follows:

y;(n) = Z wj;xi(n) (3.29)

3.4.3 Independent Component Analysis

Independent Component Analysis (ICA) is a widely used approach for solving BSS prob-
lems. It describes a statistical method that separates a multidimensional random vector
into independent components, respectively, into maximally independent sources.
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The results in this subsection are taken from Hyvérinen et al. (2004).

In the following, the central limit theorem will be described, which states that a se-
ries of identically distributed random variables converges in distribution to the standard
normal distribution. This is of great importance as it will lead to the result that inde-
pendence can be set equally to non-gaussianity in the fields of ICA as will be described
in this chapter.

In order to formulate the central limit theorem, some further definitions are necessary.
To start with, independence of random variables, which is the major concept in ICA, is

described.

Definition 3.12 (Independence). Let Xy, ..., X,, be random variables. They are called
independent if the joint distribution function equals the product of the marginal distri-
bution functions:

L X (@15 ) = Fxy(@1) -+ - Fx,, (@) (3.30)

Now, let X be a random variable with the distribution function f(z). The expected
value and the variance of X are defined as follows:

Definition 3.13 (Expected value). The expected value of a random variable X is defined
as follows

E[X] = /_00 xf(x)dx. (3.31)

Definition 3.14 (Variance). The variance of X is defined as the expected value of the

squared deviation of :

o0

VIX] =E[X )] = [ (a = pfFla)d (332
The characteristic function will be essential in the proof of the central limit theorem.

Definition 3.15 (Characteristic Function). Let X be a random variable. Then, the
characteristic function is defined as follows:

ox(t) = E(e™h) (3.33)
If Xy, ..., X, are independent random variables, the characteristic function of Y ;| X;
can be calculated as: .
Oxitix, (1) = [ [ ox.- (3.34)
i=1
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In the following, the density function of the normal distribution and the special case
of the standard normal distribution are described.
The parameters of the normal distribution are p € R and ¢ > 0 and its density

function is defined as
1 1/x—p\2
f(z) = Wexp( - 5( . ) ) (3.35)

The standard normal distribution defines the special case of = 0 and o = 1 with the
density function

1
V2T

exp( - lx2> (3.36)

o(a) = >

and the distribution function
1 * 1
O(r) = — [ ex (— —t2>.dt 3.37
@)= 7x /_Oo PL7 3 (3.37)

The central limit theorem states that a series of identically distributed independent
random variables converges in distribution to the standard normal distribution which is
defined as follows:

Definition 3.16 (Convergence in Distribution). Let F,, be a sequence of distribution
functions. F,, converges in distribution to F, F,, — F, if for every bounded continuous
function f:

tim [ fdF, = / fdF. (3.39)

A sequence of random variables X,, converges in distribution to a random variable X, if
the sequence of distribution functions converges to the distribution function of X.

The following result relates convergence in distribution to convergence of the charac-
teristic functions:

Theorem 3.3 (Continuity Theorem). Let F,, be a sequence of distribution functions and
on be the corresponding characteristic functions.

If ¢, converges to a function ¢ which is continuous at 0, then ¢ is the characteristic
function of a distribution function F and F,, — F.

A proof of the Continuity Theorem can be seen in Grill (2017).
Now, one of the most important results in statistics is presented. The proof is taken
and adapted from Grill (2017).

Theorem 3.4 (Central Limit Theorem). Let X,... X, be a sequence of independent
and identically distributed random variables with mean p and variance o*. Then,

T}E&PCZL\/)% — x) — &(z) (3.39)
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Proof. Tt is sufficient to prove the result for 4 = 0 and o2 = 1, because otherwise, the
transformation

Y = 3.40
- (3.0
can be used. Then, E(Y) =0 and V(Y) =1 and
X)) — rY,
o X =me 2 Yo (3.41)
Vno NZD
Now, the taylor expansion at zero is used:
t2
ox(t) =1+ itE(X) — EE(X)Q + o(t?) for t — 0 (3.42)

which results for the characteristic function ¢,, of Y °"" | X;/y/n in

0= o (o)) = (1 o)) o

using E(X) = 0. For fixed t, this implicates

(1 - 0(%»” et (3.44)

which is the characteristic function of the standard normal distribution. The Continuity
Theorem 3.3 implies, that the distribution function of " | X;/y/n converges to ® which
proves the theorem. O

Now, the central limit theorem can be used in ICA to relate independence to gaussian-
ity. In the following, let x be a random vector with elements x4, ..., x, which define the
mixtures of the signals and s be a random vector with elements sy, ..., s, corresponding
to the sources. A denotes to the mixing matrix.

The mixing model is now written as
x = As (3.45)
Assumptions:

1. Linear mixture of source signals s
2. Non-gaussianity of s
3. All source signals s are statistically independent

4. M = N, the number of observed signals must be equal to the number of sources
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Maximization of Non-Gaussianity leads to Independent Components:

Maximization of non-gaussianity can be used to obtain independence of the source
signals which will be derived in the following.

Let x = As. As an assumption, the mixing process can be inverted:

s=A""x (3.46)

The approach of estimating the independent components is to find linear combina-
tions of the mixture variables x, respectively, a linear combination of the independent
components s:

y= Z bixi = Z iSi (3.47)
where q = bTA.

Now, the coefficients of q are varied. The central limit theorem states that the sum of
two independent random variables is usually more gaussian than the original variables.
As a matter of fact, it becomes least gaussian, when it equals one of them. Since the
values of q are unknown, the non-gaussianity of b’x is maximized resulting in one of
the independent components.

Measures of Non-gaussianity:

In order to obtain the independent components, different measures of non-gaussianity
are used which lead to equivalent results.

1) Higher-order statistics:

The first approach is the use of higher-order statistics like the kurtosis.
Definition 3.17 (Kurtosis). The kurtosis of a random variable X is defined as

E(X — B(X)Y)

"= T B

-3 (3.48)

Since the normal distribution has kurtosis 0 by this definition, maximization of non-
gaussianity is measured by the absolute value of the kurtosis.

2) Information-theoretic Approach

Another possibility of determining independent components via non-gaussianity ori-
ginates from information theory, another research area.

34



3 Mathematical and Technical Background

In information theory, the term entropy is defined as follows:

Definition 3.18 (Entropy). Let X be a random variable with density function fx. Then,
the entropy of X is defined as

H(X) = - / Fx(y)log(Fx (1))dy (3.49)

Satz 3.19. The entropy of the gaussian distribution is

H(X gauss) = %(1 + log(2mo?)) (3.50)

Proof. The probability density function of the normal distribution is

1 1 @=w?

e 2 o 3.501
vV 2mo? ( )

¢(x) =

Inserting in definition (3.18), one gets

1 (z—p)? 1 1 (z—p)?
H(X jquss) = o log<—e’5 o )dx
(X RV 27‘(‘0‘2 V2mo?

Now, the logarithm is separated in two parts:

1(zﬂt)2 1 1 _%(1*5) d
W o e G
—%10g(27r02) % (125)2

Finally, the relation fR r)dr = 1 and the definition of 0% are used:

-1 (z—p)?

o (v — p)ide

7

1(1 M)

~
1 o2

= —log (2ma?)

_ %(1 +log(2702)).

]

Now, it can be proven that the gaussian distribution maximizes the entropy (Conrad,
2013; Shannon, 2001).

Satz 3.20. Let f(x) be a continuous probability distribution on R with mean p and
variance o*. Then,

H(f) < %(1 + log(27a?). (3.52)

That means, among random variables with fized variance, the gaussian has the largest
entropy.
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Proof. The goal is to maximize — [, f(z)logf(x)dz under the constraints

L [p f(x)de =1

2. [paf(x)de =p

3. Jolw —p)?f(x)de = o

The problem is maximized using Lagrange multipliers.

H(w,\) = f(2) + Y A Fyla)

Inserting into the function, one gets

H(x, A1, Aoy A3) = —Af(x)logf(x)dx+)\1</Rf(x)d:c—1) +)\2</R£L‘f(l‘)dl’—,u>
+)\3(/R<.T—/L)2f($>dl’—0'2)

— [ (=708 f(a) + M () + Aaf () + ol — ()
R
— /\1 — ,LL)\Q — 0'2/\3
This problem may be solved using variation of calculus and requires

o0H '
o = L loaf(2) + A ot + Ao = p)* =0

for the maximum entropy which results in
f(x) — 6A1—1+)\21‘+/\3(x—u)2

Now, the constraints are inserted into the formula. At first, to ensure the existence of
the integral, the following is required:

/f(x)dx<oo:)\2:0,)\3<0.
R

which leads to
Ja) = Mo e n?,

Using the constraints, the results are

1 1
e qd Ml , 3.53
3=—55 and e oo (3.53)

which finally results in the probability density function of the normal distribution

1 1 (z—p)?
f ) = e 2 o
() V2mo?
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As a result, a measure of non-gaussianity is the so-called negentropy.

Definition 3.21 (Negentropy). Let Y be a random variable with the same variance as
X. Then, the negentropy of X is defined as

J(X) = H(Xgauss) — H(X) (3.54)

Finally, gradient methods and fast fixed-point algorithms are used in ICA to derive
the solutions.

3.5 Statistical Background of Analysis of Variance (ANOVA)

In this chapter, the statistical background of Analysis of variance (ANOVA) is pre-
sented which is a widely spread method of evaluating speech intelligibility and masking
experiments (Brungart et al., 2001; Schubotz et al., 2016).

To start with, some important statistical definitions are explained followed by the pre-
sentation of the basic one-way ANOVA, the two-way ANOVA and the repeated measures
ANOVA which will be used in the next chapter.

This section is based on Fahrmeir et al. (2016); Backhaus et al. (2015); Rasch et al.
(2010).

3.5.1 Notation and Definitions

ANOVA is a statistical method to analyze differences between group means and it de-
scribes an extension of the t-test. In general, the following hypothesis is tested:

Null Hypothesis:
Ho:pn=po=--=pi (3.55)

Alternative Hypothesis:

In the procedure, the variation within and between the groups are calculated.

Now, let z1,...,z, be a sample data of size n. Then, the sample mean, the sample
variance and the sum of squares (SS) are defined as follows:

Definition 3.22 (Sample Mean). The sample mean of a sample data x; .. .x, is defined
as
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Definition 3.23 (Sample Variance). The sample variance of a sample data xy ... x, is
defined as

§? = - i - Z(:c —7)? (3.58)

Definition 3.24 (Sum of Squares). The sum of squares (SS) of a sample data x ... x,
is defined as

SS = Zn:(x —7)? (3.59)

In general, the following assumptions are made in ANOVA:

Assumptions:
e Normal distribution of the dependent variable
e Homogeneity of variance

e Independence of errors

3.5.2 One-way ANOVA

The one-way ANOVA investigates the influence of one variable or factor A, the inde-
pendent variable, on another variable B, the dependent variable. The different levels of
A are also called factor levels.

The one-way ANOVA is based on the following a linear model.

Definition 3.25 (Linear Model of the One-Way ANOVA). The linear model for a one-
way ANOVA is

.Iij =7+ a; + €ij (360)

k
with € ~ N (0,0%) and Zai:()forizl...k,jzl...ni
i=1
where T; =T + ;.
x;; represents the dependent variable, T the mean, T; the mean in condition i, oy the

effect of factor i which describes the systematical variance and €;; denotes to the residual
error, also called error vartance.

In this section, the following notation is used.
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Notation:

e K ... number of the conditions (factors),

e N, ... number of the subjects taking part in condition k
e N ... overall number of measure points

e 7, ... mean in condition k

e 7... overall mean.

In the following, the different SS which are used in ANOVA are presented.

SSiotar describes the overall SS:

K N

SStotal = Z Z(a’:kn - f) (361)

k=1 n=1

S Spetween denotes to the SS caused by the groups/between the groups:

K
SSbetween = Z Nk(jk - j>2 (362)
k

S Swithin refers to the SS caused by random effects/within the groups:

K N

SSuwithin = 3 Y k(T — Tn) (3.63)

k=1 n=1
Partitioning of Variance:

The partitioning of variance describes a major step in ANOVA and is also called the
Fundamental Theorem of ANOVA.
The total sum of squares SS;.:, can be split up as follows:

SStotal = SSwithin + SSbetween (364)

The next step in ANOVA is the calculation of the mean sum of squares (MS) of
SSwithin and SSbetween'

SS etween
MSbetween = ﬁ (365)
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SSwith’in
o = 2l (3.66)
Finally, the test statistic F is calculated as follows:
MSbetween
F=— "1 3.67
MSwithin ( )

3.5.3 Two-way ANOVA

The two-way ANOVA describes an extension to the one-way ANOVA and investigates
the influence of two independent variables A and B on one dependent variable.

In this approach, the main effects of A and B as well as the interaction effects A x B
are analyzed. In general, the procedure is very similar to the 1-way ANOVA.

The two-way ANOVA is based on the following linear model:

Definition 3.26 (Linear Model of the two-way ANOVA). The linear model of the two-
way ANOVA is
Tijk = T+ o; + ﬁj + (Oéﬁ)ij + €ijks (368)

e~ N(0,0%), Zaz‘ = Zﬁj =D (aB)y = (aB)y =0

i J

where T; =T + o; and T; =T + 3;.
The new term (of3);; describes the interaction effect between factor A and factor B and
€k denotes to the residual error.

As before, the partitioning of the variance is used, where the term SSpeseen Splits up
in three parts:

Partitioning of Variance:
The total sum of squares (SSa) can be split up in the following way:

SStotal = SSuwithin + 554 + SSp + SSaxp (3.69)
Ssb;:ueen

Finally, the F-statistics for both factors A and B as well as for the interaction A x B
are calculated.

o MSbetweenA

Fj=—""—"/"""%
4 MSwithinA

(3.70)
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o — MSbet'weenB
B=—
MSwithinB
r o MSbetweenAxB
AxXxB — &
MSwithmAXB

3.5.4 Repeated Measures ANOVA (rANOVA)

The next extension of the ANOVA describes the Repeated Measures ANOVA (rANOVA).
In this approach, the same testing persons take part in the whole procedure including
all scenarios or conditions which leads to dependent measurements or repeated measure-
ments.

In this context, the error variance can be reduced because the subject-specific variance
can be eliminated, which underlines the advantages of rANOVA.

Again, the corresponding linear model is presented:

Definition 3.27 (Linear Model of the Two-Way Repeated Measures ANOVA). The
linear model of the two-way rANOVA is

Tk = T+ a; + B+ + (af)ij + € (3.71)

€ NN(0702)7ZO% = Zﬁj =Y = Z(aﬁ)zj =Y (aB)i; =0

J
i=1...kj=1...n

where T; =T + o;, T, =T+ B; and Ty, = T + .
The error effects of the model are described by €;; = (y)i + (87)k + (aB7)ij which
include the new term of the interaction effects corresponding to the subjects factor.

In the rANOVA, a new term, the subject-specific SS, occurs:
k
SSsubjects = Z k- (fz - E)Q (372)
i=1

Again, the partitioning of the variance is used:
Partitioning of Variance:

The total sum of squares 5SSt may be split up in the following way:

SStotal = SS’within + SSbetween (373)
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where

SSwithin = SSsubjects + SSerror (374)

In this case, the term SS,,,. can be reduced in rANOVA.

As before, the mean sum of squares M Sperweenas M Spetweens aNAd M Sperweenax s as well
as the F-Statistics F)y, Fip and F.p are calculated.

M SbetweenA

Fy= (3.75)

MSwithinA
Fr — MSbetweenB
'y = _cween?
MSwithinB

Fy o MSbetweenAxB

p = ——weenfx?

- MSwithinAxB

A
Jum: as 5SS Total Variability Error (SSy )
SS ;'
y % Independent-Samples
ANQVA
Condltlons Variability Wlthm-Groups Vanablllty
sscandilions
p % Repeated Measures
Subject Variability Error Variability ANOVA
SSsubjects Sserror
Partitioning of Subject variability leading to... Swaller Ervor (SS,,.0)
Y

Figure 3.3: Partitioning of Variance: In this figure, one can see that in the
rANOVA, the error term SS..or can be reduced. The 1image 1s

taken from https://statistics.laerd.com/statistical-guides/repeated-measures-
anova-statistical-guide-2.php
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Mauchly’s Test on Sphericity

In rANOVA, the sphericity assumption states that the variance of the differences of
all combinations of groups have to be equal. Compound symmetry implies sphericity
and states that all response variables have the same variance and each pair of values
share a common correlation. This results in the following covariance matrix >:

1 p ... p
1
s—g | P (3.76)
p p ... 1

The most important test for sphericity is the Mauchly’s test on sphericity (Mauchly,
1940). If the symmetry assumption is not fulfilled, correction factors e can be applied to
adjust the degrees of freedom in order to obtain an F-statistic which is approximately
F-distributed.

In the following, let k be the number of repeated measures and n be the number of
subjects. The three most important correction factors which occur in rANOVA are the
following:

e Greenhouse-Geisser Correction:

€GG = (k<211)12):> v (3.77)

where A\;;2 = 1...k describe the eigenvalues of X.

e Huynh and Feldt Correction:

(3.78)

e Lower bound:
€L = ——. (3.79)

Measures of Effect Size:

In ANOVA, the effect size of a variable can be calculated using n* or 7,,,,,; which are
defined as follows:

SS conditions

772 o SSconditions
partial —
(SSconditions + SS@T"I‘O'I‘)

SSurrer (3.80

and 7* =
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4 Technical Part: Speech Intelligibility Test

In the technical part of the diploma thesis, a study on speech intelligibility in the back-
ground of different maskers was performed.

A speech intelligibility test was implemented in Matlab and intelligibility of VCVs
(Vowel-Consonant-Vowel) was investigated. On the whole, 14 syllables spoken by four
female speakers were used as target signals. They were taken from the Oldenburger
Logatome Corpus (OLLO).

The masker conditions included sentences from the Oldenburger Satztest and varied in
number of speakers, gender, intelligibility and spectral properties. Also, female speech-
shaped noise (SSN) was used, which has a long-term average spectrum similar to that
of female speech.

4.1 Description of the Experiment

Many studies have investigated speech intelligibility in the presence of multiple simul-
taneous talkers (Brungart et al., 2001; Iyer et al., 2010; Srinivasan and Wang, 2008;
Schubotz et al., 2016).

However, only few investigation has been made in the fields of intelligibility of low-
context speech segments like VCVs or CVCs in the presence of multiple simultaneous
talkers. In Boothroyd and Nittrouer (1988), it is stated, that the perception of high-
context speech segments like words depends critically on the error rate of low-context
speech segments, which indicates the necessity of studies on low-context speech segments.

In the study, different masking effects are expected to influence speech intelligibility.

Expected Masking Effects:

e Energetic Masking (EM)
e Amplitude Modulation Masking (AMM)

e Informational Masking (IM)

4.2 Material
4.2.1 Target Signals

For the target signals, parts the Oldenburg Logatome Corpus (OLLO) were used which
consists of female and male recordings of different logatomes (VCVs and CVCs) in va-
rious emotional states.
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In this investigation, only the female recordings of VCVs including the vowel /a/ in
a normal state were used in order to focus on intelligibility depending on the variability
of the consonants. The syllables were recorded by four different female speakers which
led to 56 different target signals.

tms] tims]

Figure 4.1: Spectograms of the 14 target syllables ‘adda’, ‘atta’, ‘agga’, ‘acka’, ‘affa’,
‘assa’, ‘abba’, ‘appa’, ‘awwa’, ‘azza’, ‘amma’, ‘anna’, ‘ascha’, ‘alla’ spoken
by one of the four female speakers

4.2.2 Masker Signals

The masker signals were for the most part taken from recordings of the Oldenburger
Satztest.

45



4 Technical Part: Speech Intelligibility Test

The following three sentences from the Oldenburger Satztest were used in the experi-
ment:

1. ‘Britta verleiht elf alte Bilder.’
2. ‘Ulrich hat funf kleine Dosen.’
3. ‘Tanja kauft acht nasse Messer.’

The sentences were spoken by one female and one male speaker. In some scenarios,
the recordings were edited using the program Audacity® in order to manipulate the
pitch.

Also, a part of the International Speech Test Signal (ISTS) was used, which is an unin-
telligible mixture of six different languages including Arabic, Chinese, French, American
English, German and Spanish. It is an internationally used signal in the evaluation
of hearing aids and corresponds to the long term average speech spectrum standards

(LTASS).

Eventually, one scenario included Speech Shaped Noise which is also a widely-used
masker in speech intelligibility tests. The signal is based on a Fast Fourier Transform
(FFT) of the ISTS, a randomization of the coefficients and a concluding Inverse Fourier
Transform (IFT) which results in an equal long-term spectrum of both signals. It is
taken from Schubotz et al. (2016).

4. International Speech Test Signal (ISTS)
5. Speech Shaped Noise (SSN)

The target signals were mixed with the masker signals at the same point of time in
each scenario in order to obtain reliable results since the length of the target signals were
only about 0.5 s.

4.2.3 Scenarios

The target signals were mixed with eight different masker types at four Signal-to-Noise
ratios (SNRs).

Masker types:

1. 1 female: ‘Britta verleiht elf alte Bilder’

2. 2 female: ‘Britta verleiht elf alte Bilder’
‘Ulrich hat finf kleine Dosen’.
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3. 3 female: ‘Britta verleiht elf alte Bilder’
‘Ulrich hat fiinf kleine Dosen’
‘Tanja kauft acht nasse Messer’.

=~

. 3 male: ‘Britta verleiht elf alte Bilder’
‘Ulrich hat fiinf kleine Dosen’
‘Tanja kauft acht nasse Messer’.

5. 3 female (manipulated pitch):
‘Britta verleiht elf alte Bilder’
‘Ulrich hat finf kleine Dosen’

‘Tanja kauft acht nasse Messer’.

6. 2 female (manipulated pitch) and 1 male:
‘Britta verleiht elf alte Bilder’
‘Ulrich hat funf kleine Dosen’

‘Tanja kauft acht nasse Messer’.

~

1 female ISTS: unintelligibile speech
. Speech Shaped Noise (SSN)

oo

In masker type 5, two of the three recordings were pitch-manipulated in Audacity®.
The program uses the open-source SoundTouch” Audio Processing Library for pitch
modification without changing the duration of the signal. The pitch control combines
time-stretching and sample rate transposing algorithms where the former describes a
change in signal duration without pitch change and the latter refers to a linear interpo-
lation of the signal changing pitch as well as duration.

In order to diversify the spectrum of the female masker signals, the pitch of the speech
signal ‘Ulrich hat fiinf kleine Dosen’ was increased by three half steps and the pitch of
the signal ‘Tanja kauft acht nasse Messer was decreased by three half steps.

Signal-to-noise ratios:

The signal-to-noise ratio (SNR) of the target and the masker signal is also called
target-to-masker ratio (TMR) in the context of masking experiments in speech.

Definition 4.1 (Signal-to-noise ratio). Let x be a signal (the target signal) and y be the
noise or masker signal. Then, the signal-to-noise ratio (SNR) of x and y is defined as
follows:

SNR(z,y)[dB] = 20 - log, (g%—gg;) (4.1)

where

RMS(z) = (4.2)

forx = (z1,...,2,).
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The following four SNRs were used in the experiment: -3,-6,-9,-12 [dB]|

In the following, the spectrograms of the different masker scenarios are presented. The
RMS of each masker signal was set to a fixed value before the mixing process.

0 02 0.4 06 08 1 12 1.4 16 18
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I
N "
T 4000 |- £ i
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Figure 4.4: Masker scenario 3: 3 female speakers
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Figure 4.7: Masker scenario 6: 1 male and 2 female (pm) speakers
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Figure 4.9: Masker scenario 8: SSN

The main part of the research question was to test whether masker type and SNR
significantly influence speech intelligibility. Furthermore, it was investigated whether

the following factors affect SI:

e gender
e number of maskers

mixed genders

differences in pitch

intelligibility

4.2.4 Preparation of Material

Before the test procedure, the signals were prepared using Audacity® and MATLAB®.
The Signal-to-Noise Ratios were calculated using the root-mean-square (RMS) of the
signal. The masker signal y was predefined and set at a certain RMS and the RMS
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of the target x was adjusted in order to obtain the mixture of target and masker at a
defined SNR. The corresponding factor was calculated via reformulation of the formula:

~ RMS(y) * 10"

k= 4.3
RMS(x) (43)

Finally, the signals x and y were linearly mixed:
z=y+k-x (4.4)

4.2.5 Test Procedure

12 subjects took part in the experiment. During the test procedure, the target signals
were randomly selected and mixed with the the masker signals at four different SNRs.

The subject was asked to type the heard syllable in a command-line interface in
MATLAB®. Each Masker-SNR Scenario was tested 20 times and subsequently, the
percentage of correct answers was calculated.

Spectrogram Masker

8000 T T T

ils]
Spectrogram Target

F[Hz]

Figure 4.10: Example of a test signal including the target signal ‘ascha’ during the masker
scenario ‘1 female’.
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4.3 Results

In this section, the results of the study are presented. On the whole, there were 32 mea-
surements for each subject corresponding to eight different maskers and four different
SNR conditions. The proportion of right answers was used in statistical evaluation.

4.3.1 Graphical Representation of the Results

To start with, the overall results are presented in boxplots followed by the results in the
different masker scenarios and SNR values.

Overall Results:
Figure 4.11 presents the boxplots of all 32 scenarios. One can observe that the fourth

scenario has the best performance. On the other hand, Scenario 25, which corresponds
to the mixed gender and pitch-manipulated maskers, has the worst result.

08 %—
0.6 i ’

0.4 | -

Proportion of Correct Answers

o —
1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
7 8 910111213141516 17181920 21 2223 24 25 26 27 28 29 30 31 32
Scenarios including different SNRs and Masker Types

Lo 0 1
12 34568

Figure 4.11: Querall Results:
Fach masker type was tested at four SNRs -12,-9,-6 and -3 dB.
1-4: 1 female
5-8: 2 female
9-12: 3 female
13-16: 3 male
17-20: 1 ISTS female
21-24: 8 female pitch-manipulated
25-28: 2 female and 1 male
29-32: Speech Shaped Noise
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Results of different masker types:

In figure 4.12, the box plots of the different masker types are presented. Masker type
1 shows the best result followed by masker type 5 which corresponds to the unintelligible
ISTS. The values in masker type 3 show the largest variance among all masker types.
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Figure 4.12: Box plots of different masker types:
. 1 female
2 female
3 female
3 male

1 ISTS female

3 female pitch-manipulated
3 different gender

Speech Shaped Noise
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Results at different SNRs:

In Figure 4.13, the box plots of the different SNRs are shown. As SNR increases, the
proportions of right answers is increasing as well.
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Figure 4.13: Box plots of different SNRs

4.3.2 Statistical Evaluation

A two-way TANOVA was performed in SPSS® Statistics (24) using the within-subject
variables "SNR" and "Masker Type" in order to test their influence on Speech Intelligi-
bility.

Independent Variable: Speech intelligibility (Proportion of correct answers)
Dependent Variables: Type of masker and SNR

In the following, the SPSS® outputs of the ANOVA are presented. They include the
p-values of the different factors as well as the effect size ng%artial' The results in the case
of assumed sphericity as well as results including the correction factors are shown.

o4



4 Technical Part: Speech Intelligibility Test

Test Scenario 1: Influence of masker type and SNR on speech intelligibility

Partial Eta
Source Sig. Squared
Masker Sphericity Assumed ,000 ,761
Greenhouse-Geisser ,000 ,761
Huynh-Feldt ,000 ,761
Lower-bound ,000 ,761
Error(Masker) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
SNR Sphericity Assumed ,000 ,931
Greenhouse-Geisser ,000 ,931
Huynh-Feldt ,000 ,931
Lower-bound ,000 ,931
Error(SNR) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Masker * SNR Sphericity Assumed ,161 ,107
Greenhouse-Geisser ,259 ,107
Huynh-Feldt ,198 ,107
Lower-bound ,274 ,107

Error(Masker*SNR)  Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound

Figure 4.14: Results: Repeated measures ANOVA in SPSS®, in the Column Sig. one
can see that the value is < 0.05 which states that masker type and SNR
have a significant influence on speech intelligibility. There are no significant
interaction effects.
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Test Scenario 2: Influence of Number of Maskers and SNR on SI

Partial Eta
Source Sig. Squared
Number Sphericity Assumed ,000 ,658
Greenhouse-Geisser ,000 ,658
Huynh-Feldt ,000 ,658
Lower-bound ,001 ,658
Error(Number) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
SNR Sphericity Assumed ,000 ,776
Greenhouse-Geisser ,000 ,776
Huynh-Feldt ,000 ,776
Lower-bound ,000 ,776
Error(SNR) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Number * SNR Sphericity Assumed ,397 ,088
Greenhouse-Geisser ,391 ,088
Huynh-Feldt ,397 ,088
Lower-bound ,326 ,088

Error(Number*SNR)  Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound

Figure 4.15: Results: In the column Sig. the value s < 0.05 and so the number
of maskers and SNR have a significant influence on speech intelligibility.
Again, there are no significant interaction effects.
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Test Scenario 3: Influence of Gender and SNR on SI

Partial Eta
Source Sig. Squared
Gender Sphericity Assumed ,568 ,030
Greenhouse-Geisser ,568 ,030
Huynh-Feldt ,568 ,030
Lower-bound ,568 ,030
Error(Gender) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
SNR Sphericity Assumed ,000 ,726
Greenhouse-Geisser ,000 ,726
Huynh-Feldt ,000 ,726
Lower-bound ,000 ,726
Error(SNR) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Gender * SNR Sphericity Assumed ,504 ,068
Greenhouse-Geisser ,488 ,068
Huynh-Feldt ,504 ,068
Lower-bound ,391 ,068

Error(Gender*SNR)  Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt

Lower-bound

Figure 4.16: Results: Gender of speaker has no significant influence on speech
intelligibility.
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Test Scenario 4: Influence of Mixed Gender and SNR on SI

Partial Eta
Source Sig. Squared
Mixed Sphericity Assumed ,000 ,790
Greenhouse-Geisser ,000 ,790
Huynh-Feldt ,000 ,790
Lower-bound ,000 ,790
Error(Mixed) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
SNR Sphericity Assumed ,000 ,647
Greenhouse-Geisser ,000 ,647
Huynh-Feldt ,000 ,647
Lower-bound ,001 ,647
Error(SNR) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Mixed * SNR Sphericity Assumed ,688 ,043
Greenhouse-Geisser ,599 ,043
Huynh-Feldt ,629 ,043
Lower-bound ,496 ,043

Error(Mixed*SNR)  Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt

Lower-bound

Figure 4.17: Results: The Factor "Mixed Gender" or "Spectral Diversity" of the speakers
has a significant influence on speech intelligibility. There are no significant
interaction effects with SNR.
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Test Scenario 5: Influence of Intelligibility and SNR on SI

Partial Eta
Source F Sig. Squared
Intelligibility Sphericity Assumed 3,687 ,081 ,251
Greenhouse-Geisser 3,687 ,081 ,251
Huynh-Feldt 3,687 ,081 ,251
Lower-bound 3,687 ,081 ,251
Error(Intelligibility) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
SNR Sphericity Assumed 27,814 ,000 , 717
Greenhouse-Geisser 27,814 ,000 ,717
Huynh-Feldt 27,814 ,000 , 717
Lower-bound 27,814 ,000 , 717
Error(SNR) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Intelligibility * SNR Sphericity Assumed ,069 ,976 ,006
Greenhouse-Geisser ,069 ,937 ,006
Huynh-Feldt ,069 ,962 ,006
Lower-bound ,069 ,797 ,006

Error(Intelligibility*SNR)

Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound

intelligibility.

29

Figure 4.18: Results: Intelligibility of the masker has no significant influence on speech
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Test Scenario 6: Influence of Pitch and SNR on SI

Partial Eta
Source Sig. Squared
Pitch Sphericity Assumed ,087 ,243
Greenhouse-Geisser ,087 ,243
Huynh-Feldt ,087 ,243
Lower-bound ,087 ,243
Error(Pitch) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
SNR Sphericity Assumed ,000 ,704
Greenhouse-Geisser ,000 ,704
Huynh-Feldt ,000 ,704
Lower-bound ,000 ,704
Error(SNR) Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Pitch * SNR Sphericity Assumed ,348 ,094
Greenhouse-Geisser ,343 ,094
Huynh-Feldt ,348 ,094
Lower-bound ,309 ,094

Error(Pitch*SNR)  Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound

Figure 4.19: Results: Pitch has no influence on speech intelligibility.
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Summary of the Statistical Evaluation:

Summary
Independent Variables Results
Test Scenario 1 Masker type SNR [dB] | Masker SNR Masker*SNR
1 female -3 p<0.05 p<0.05 p>0.05
2 female -6
3 female -9
3 male -12
1 female ISTS
3 female pitch manipulated
3 mixed gender
Speech Shaped Noise
Test Scenario 2 Number of Maskers SNR [dB] | Number SNR Number*SNR
1 female -3 p<0.05 p<0.05 p>0.05
2 female -6
3 female -9
-12
Test Scenario 3 Gender SNR [dB] | Gender SNR Gender*SNR
3 female -3 p>0.05 p<0.05 p>0.05
3 male -6
-9
-12
Test Scenario 4 Mixed or Unmixed Gender SNR [dB] | Mixed SNR Mixed*SNR
3 female -3 p<0.05 p<0.05 p>0.05
3 mixed gender -6
-9
-12
Test Scenario 5 Intelligibility SNR [dB] [ Intelligibility = SNR Intelligibility*SNR
1 female -3 p>0.05 p<0.05 p>0.05
1 female ISTS -6
-9
-12
Test Scenario 6 Pitch SNR [dB] | Pitch SNR Pitch*SNR
3 female -3 p>0.05 p<0.05 p>0.05
3 female pitch-manipulated | -6
-9
-12

Figure 4.20: Summary of Results: the red-coloured p-values highlight the scenarios in

which the null hypothesis was rejected.
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4.4 Interpretation

On the whole, the results were in accordance with other publications on the topic. How-
ever, some interesting findings were achieved in the fields of the influence of spectro-
temporal diversity of the masker on SI.

Surprisingly, the results were significantly worse when the maskers had different spec-
trotemporal features like in the scenarios with masker type 7 that included two female
speakers, one of them pitch-manipulated, and one male speaker. One possible expla-
nation for the decrease in performance could be the argument that if the maskers are
spectrotemporally similar, they might mask each other and so the overall masking ef-
fect on the target is smaller which was stated in section 2.3.4. Therefore, the amount
of masking within the masker signal is low in the case of spectrally diverse speech signals.

Furthermore, speech intelligibility decreased with increasing number of maskers and
the multimasker penalty can be observed in these scenarios.

Intelligibility of Masker did not influence speech intelligibility in a significant way
which may be due to the low context of the target signals.

The pitch-manipulated maskers did not significantly change the speech intelligibility
in the case of only female speakers which may be explained by the fact that the spectral
components of the maskers still resembled and as a consequence, they masked each other
to a certain extent.

Finally, there were no main effects of gender which can also be explained by the
masking effects which occur within the masker signals if the maskers themselves are
spectrotemporally similar.

4.5 Ranking of Syllables and Confusion Analysis

In the following, the ranking and the confusion of the target signals are investigated.

In speech perception which underlies masking effects, sounds may be confused with
other related sounds. Confusion analysis investigates clusters of these confused sounds
and analyzes underlying perceptual features (Phatak and Allen, 2007).

A common used tool for analyzing confusion in a closed-set experimental recognition
task is the Confusion Matriz (CM), where each entry corresponds to a certain proba-
bility P,,(SNR) of a spoken sound a which was reported as sound b during the task.

In a consonant recognition task, clusters of sounds which are likely to be confused may

include different manners of articulation like plosives, fricatives, nasals, affricates and
laterals, that are grouped in different ways. In varying SNR, these clusters may change.

62



4 Technical Part: Speech Intelligibility Test

A Confusion Pattern (CP) is a common used method in confusion analysis to graph-
ically present a row of the CM as a function of SNR.

4.5.1 Ranking of the Syllables

To start with, the overall results are presented including a ranking of the 14 syllables.
Ranking and Percentage rate of correctly identified syllables:

In Figure 4.21, it can be seen that the syllable ‘ascha’ had the best recognition rate
followed by ‘anna’. On the other hand, ‘appa’ had the highest error and confusion rate.

Overall Results

vVCVv Proportion of right
answers
‘ascha' 0.8765
‘anna’ 0.7588
'agga’ 0.7413
'atta’ 0.7049
‘acka' 0.6654
'assa’' 0.6458
'alla’ 0.6092
'awwa' 0.6004
‘azza' 0.5760
'affa’ 0.5178
'amma’ 0.4712
'adda’ 0.4311
‘abba’ 0.4216
'appa’ 0.3739

Figure 4.21: Results of VC'Vs
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Proportion of correct answers depending on SNR:

On the whole, the proportion of correct answers increases with increasing SNR except
for a slight decrease in performance of ‘awwa’ and ‘azza’ at the SNR -6 dB to the SNR
-3 dB as one can see in Figure 4.22.

o
©

o

Proportion of Correct Answers

42 11 10 -9 -8 -7 6 5 -4 -3
SNR [dB]

Figure 4.22: Proportion of correct answers depending on different SNRs
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Proportion of correct answers depending on Maskers:

Figure 4.23 demonstrates that the proportion of correct answers of the syllable ‘ascha’
tends to be constantly at a high level with only small changes except for the seventh
scenario in which the performance strongly decreases.

The progress of the proportion of correct answers of the syllable ‘awwa’ seems to be
more random in comparison with that of the other syllables. Furthermore, the variation
of proportion is smaller in the scenarios with only one masker voice (scenario 1 and
scenario ).

—=— acka
0.9 —=— awwa |
azza L,
208 —=—appa
] —=—anna
% 0.7 ascha| i
é : —a— amma
i —+— adda
E 0.6 —«—agga |7
= abba |4
DO 0.5 ~ \? | —e— affa ,;r!
— | —+— assa |
© 04 alla |
& —«—afta
’éo,s .
o
o 0.2 -
01k -
0 1 1 1 | | 1
1 2 3 4 5 6 7 a8

Maskers

Figure 4.23: Proportion of correct answers depending on Masker type:
1 female

2 female

3 female

3 male

1 ISTS female

3 female pitch-manipulated

3 different gender

Speech Shaped Noise

SN D S e e
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4.5.2 Confusion Analysis

4 Technical Part: Speech Intelligibility Test

Confusion Analysis is a widely used task in closed speech intelligibility tests. The Con-
fusion Matrix (CM) and the Confusion Pattern (CP) are possibilities to demonstrate

differences as well as patterns in the confusion rates.

Confusion Matrix:

The Confusion Matrix (CM) is the most common method in confusion analysis. The
rows of the CM correspond to the actual syllable and the columns to the assumed sylla-
ble. In the diagonal entries of the matrix, one can observe the amount of correct answers.

In Figure 4.24, the overall CM is shown.

acka awwa azza appa

Confusion Matrix

anna ascha amma adda

agga assa affa atta abba alla

acka
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Figure 4.24: Overall Confusion Matriz: CM (i, j) denotes to the true syllable i and the

heard syllable j
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In the following, differences in Confusion Matrices of different SNRs are shown and
analyzed.

The CM in Figure 4.25 corresponds to the results of the scenarios including the SNR

-3 dB which had the best results. As one can see, the values apart from the diagonal
are very low and there are many zero entries which underline the low confusion rates.

Confusion Matrix at SNR -3

acka awwa azza appa anna ascha amma adda agga abba affa assa alla atta
acka 121 0 0 0 0 0 1 1 12 0 1 1 1 0
awwa 0 83 0 1 5 0 13 0 1 16 3 0 3 0
azza 3 0 128 6 1 0 1 0 0 0 8 13 1 8
appa 8 5 2 77 2 0 2 3 2 6 24 11 5
anna 0 2 0 1 118 0 7 0 1 2 1 0 4 1
ascha 0 0 0 0 0 118 0 0 1 0 2 0 0 2
amma 0 18 0 0 22 0 106 2 0 2 0 1 6 0
adda 1 0 0 0 1 1 1 64 35 0 1 2 1 1
agga 9 1 0 0 0 0 1 1 125 2 1 1 1 1
abba 0 52 0 1 2 0 0 1 3 77 6 0 1 0
affa 1 10 0 7 3 1 1 4 2 17 112 0 1 1
assa 0 3 2 0 0 0 1 0 0 1 18 1083 1 1
alla 0 7 0 0 12 0 2 3 3 2 1 1 96 2
atta 1 2 2 1 0 1 0 1 0 1 2 1 1 81

Figure 4.25: Confusion Matriz at SNR -3 dB
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The next CM in Figure 4.26 describes the confusion rates of the scenarios including
the SNR -12 dB, which was the lowest in this experiment.

One can clearly recognize that the values apart from the diagonal are larger in com-
parison with the previous CM of the SNR -3 dB which demonstrates the high confusion
rates.

Confusion Matrix at SNR -12

adda atta anna awwa acka azza amma assa abba ascha appa alla affa agga
adda 23 3 3 8 3 2 2 8 3 1 0 6 3 36
atta 7 57 2 3 8 10 1 4 3 2 2 4 4 4
anna 11 0 83 11 1 0 8 0 0 0 0 13 1 6
awwa 8 1 8 89 1 0 9 1 18 0 4 4 13 1
acka 4 4 6 5 57 5 1 6 5 3 4 0 8 19
azza 5 15 2 4 6 61 3 21 2 3 5 3 15 9
amma 7 3 41 39 0 0 50 2 5 0 3 8 1 4
assa 13 5 4 5 5 9 1 71 4 1 2 1 18 6
abba 10 0 5 55 1 0 5 4 43 0 2 3 9 7
ascha 4 6 0 2 1 2 0 0 3 94 0 1 0 3
appa 8 5 3 10 17 6 2 6 10 3 33 2 39 8
alla 19 0 31 9 0 0 6 4 2 1 0 57 0 8
affa 7 5 5 14 5 14 5 7 15 1 11 3 48 7
agga 14 5 6 9 7 2 1 3 2 0 1 5 3 61

Figure 4.26: Confusion Matriz at SNR -12 dB
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Confusion Pattern:

The order of a CM is of big importance in analyzing the behaviour of consonant
confusion and formation of certain clusters.

The concept of Confusion Patterns (CP) overcomes the difficulty of recognizing per-
ceptual clusters among consonants (Allen, 2005). A Confusion Pattern describes the
graphical representation of a CM row as a function of SNR (Phatak and Allen, 2007).

As an example, the CP of the syllable ’affa’ is presented. In Figure 4.27, it can be
seen that the proportion of confusion of the syllables is more likely to decrease with
increasing SNR because the proportion of right answers increases in this case.

It is noteworthy that the proportion of confusion with the most similar sounding
syllable ‘awwa’ increases from the SNR -12 dB to -6 dB and then strongly decreases at
the SNR -3 dB.

affa
0.14 T T T T T T T T
e —o—anna
—o—awwa
0.12 - atta |-
—G—agga
—o—ascha| |
S 01% adda | |
2 —o—amma
= —x—azza
c —x—abba
8 0.08 - assa ||
s —x—appa
o
c —x—acka No
0 0.06 - alla |3
o)
o
a 0.04 - ]
0.02+ T |
D
0 1 wq7%%7%’T’”””*f————wm | | & I | T
-12 -11 -10 -9 -8 -7 -6 -5 -4 -3

SNR [dB]

Figure 4.27: Confusion Pattern (CP) of the syllable ‘affa’
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Another option in Confusion Analysis is the investigation of the CP by clustering
the consonants. As mentioned in Section 2.2.2, there are different articulation manners
of the consonants which lead to similar sounds that can be clustered in groups which
include consonants that are most likely to be confused with each other.

Again, the CP of the syllable ‘affa’ is shown. In order to obtain homogeneous groups,
nasal, affricate and lateral consonants are clustered in this case. In Figure 4.28, the
syllable ‘affa’ is included in the group of fricatives. The proportion of confusion within
this group is increasing as the SNR increases. In general, ‘affa’ tends to be confused
with plosives rather than with the third group including nasals, affricates and laterals.

affa
08 T T T T T T T T
—o— fricative o
071 ° plosive
) nasal + affricate + lateral

o o
o1 (0}

o

Proportion of Confusion
o o
w H

o
\e}
T
©

o
—
T
I

12 11 10 9 -8 -7 -6 5 -4 -3
SNR [dB]

Figure 4.28: CP of the syllable "affa’ including clustering of the consonants:
fricative: ‘assa’, ’affa’, ’ascha’, ‘awwa’
plosive: “appa’, ‘abba’, ’atta’, ‘adda’, ‘acka’, ‘agga’
nasal: ‘amma’, ‘anna’
affricate: ‘azza’
lateral: “alla’
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5 Conclusion

5 Conclusion

In this thesis, different approaches of analyzing speech signals in multitalker environ-
ments were presented and a speech intelligibility test was performed in order to analyze
masking effects in speech perception.

Firstly, Computational Auditory Scene Analysis aims at imitating the different au-
ditory processing stages to separate a mixture of speech signals and CASA algorithms
and ideal binary mask (IBM) approaches manage to improve Speech Intelligibility sig-
nificantly (Kim et al., 2009; Brown and Wang, 2005).

Secondly, Blind Source Separation (BSS) is a powerful technique to separate signal
mixtures by statistical means without any information about the mixing process. The
common-used approach Independent Component Analysis (ICA) manages to improve
speech intelligibility in multitalker environments as well (Brown and Wang, 2005).

The experimental part of the thesis demonstrated a significant main effect of "SNR"
(p<0.001) and "Masker Type" (p<0.001) on low-context speech perception and fur-
thermore, a significant main effect of the factors "Number of Maskers" (p<0.001) and
"Spectral Diversity of the Masker" (p<0.001).

The key finding of the experiment was the strong impact of spectral diversity of the
masker signals on speech intelligibility performance which can be partly explained by a
lack of masking effects within the masker signal due to a low amount of overlapping T-F
regions.

The increasing number of maskers significantly affected SI which is in accordance with
former investigation and indicates the existence of a multimasker penalty in multitalker
environments including low-context target signals.

Confusion analysis demonstrated the importance of spectrotemporal attributes of the
target signal in addition to that of the masker signal.

In further studies, the Speech Reception Threshold (SRT) may be used in statistical
evaluation instead of the proportion factor because the latter may lead to problems in
ANOVA. The SRT is the sound intensity in dB at which 50% of the syllables are correctly
defined by the subject. Another possibility to overcome the problem of proportions in
ANOVA is to perform data transformations like the arcsine transformation which is a

common used method for dealing with proportional or percentage data in advance of
ANOVA.

Also, the target signals can be extended by increasing the number of VCVs because
in this thesis, only the VCVs including the vowel /a/ have been used. Also, recordings
of male speakers of the target signals should be included and the Confusion Patterns
(CPs) can be investigated in more detail.
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Furthermore, some masker types may be added which may include a larger number
of speakers or mixtures of unintelligible speech signals. Moreover, scenarios varying in
the constellation of genders can be added and the number of speakers in the recordings
of the masker signals should be increased for further analysis.

Finally, the impact of spectral diversity of the masker can be investigated in more de-
tail by using different half tone steps at the pitch-manipulation stage and the test may
also be extended in regards of the investigation of speech intelligibility of high-context
speech like words or sentences.
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