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From DFT to DMFT: correlation effects in transition metal oxides
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The physics of transition metal oxides (TMOs) is shaped by the interplay between
strong electronic correlations, spin-orbit interaction, directional anisotropy and dop-
ing, leading to a playground for exotic physical phenomenons. The fast devel-
opment of ab-initio computational methods contributes to our fundamental under-
standing of TMOs and boosts the research aiming at functional materials design.
However, more advanced computational themes, which are beyond the current density-
functional theory (DFT), are needed to describe electrons in strongly correlated ma-
terials where the one-electron description breaks down. This thesis firstly reviews
the state-of-the-art ab-initio computational methods: from DFT to tight-binding (TB)
to dynamical mean field theory (DMFT). To demonstrate the importance of corre-
lation effects in the prototypical correlated metal SrRuOs, we study its electronic,
magnetic and topological properties in the bulk, thin films and heterostructures us-
ing DFT+DMFT method. The advantages of DMFT are illustrated for SrRuQOj3 thin
films where correlation effects play a dominant role: the interplay between correla-
tions and the confinement of the electrons in a heterostructures dramatically modi-
fies the electronic structure. Further more, we apply DFT(+U) and DMFT methods
to a large variety of other strongly correlated materials, including BaXO3:BaTiO3
superlattices (X=0s, Ru, Ir), V203 surfaces, double pervoskite SroCrMoOg and fer-
romagnetic La(;_,)Sr,MnOj3 surface and thin films. Our theoretical results are com-
pared with experimental observations.
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Chapter 1

Introduction

The fast development of computational materials science can be attributed to the
success of density-functional theory (DFT) (Hohenberg and Kohn, 1964). In the
past decades years, the number of applications and articles reporting ab-initio (or
first-principles) material calculations have been increasing astonishingly. Numerous
successful cases indicate that physicists have created a framework capable of cal-
culating/predicting/explaining the electronic structure of materials. The first no-
table milestone in the process is the DFT developed by P. Hohenberg, W. Kohn and
L.J.Sham (Hohenberg and Kohn, 1964; Kohn and Sham, 1965) between 1964 and
1965. The ideas behind DFT are: (i) calculating the one-to-one correspondence be-
tween the ground-state electron density pgs(r) of an interacting system and the
external potential v.,:(r) acting on it; (ii) dividing total energy into four parts: ki-
netic energy To(p) of a non-interacting system, the classical Hartree electrostatic en-
ergy Er(p), the energy of the external potential acting on electrons E.,¢(p), and the
exchange-correlation correction energy E,.(p), which accounts for the differences
between interacting system and the auxiliary non-interacting system; (iii) solving
the Kohn-Sham equations self-consistently, the ground-state density p;s(r) and the
eigenvalues ¢, are obtained.

Although DFT is an exact theory, the exchange-correlation energy E,.(p) is not
known. This term includes the information of Coulomb interaction strengths, in-
cluding Hund’s exchange J and intra-orbital U and inter-orbital U’ Coulomb repul-
sion, therefore it largely determines electronic structure and physical properties of
materials. Two major approximations designed to accounts for this process are: the
local (spin) density approximation (LDA/LSDA) (Kohn and Sham, 1965) and the
generalized gradient approximation (GGA) (Perdew, 1985). The former one (LDA)
is a very successful approximation for many systems of interest, especially for those
materials in which the electronic density is quite uniform such as alkali metals and
alkaline earth metals, also for less uniform systems such as semiconductors and ionic
crystals. The later one (GGA) retains the correct features of L(S)DA and combines
them with the first order in the inhomogeneity which is supposed to be the most
energetically important.

With GGA and LDA approximations, DFT works for materials with weakly cor-
related electrons, due to that for those systems in LSDA /GGA both the correlation
and exchange energy parts are satisfactory because of the classical Hartree electro-
static term and Pauli exclusion principle. But in practical LDA/GGA fails for both
strongly correlated systems and semiconductors because both correlation and ex-
change energy are seriously underestimated. Thus here we come to the second mile-
stone of computational materials science: the U corrections.

To simply describe correlated systems, usually one (also DFT) treats them as un-
correlated systems, i.e. the average of expectation value of a product of quantities is
the same as the product of the averages of the individual quantities: (AB)=(A)(B).
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However in real systems they are obviously different: (AB)#(A)(B). This differ-
ence is attributed to correlations. One typical example in first-principles calculations is
the electronic density in interacting electron systems. In such systems, the electrons,
which locate at position 7, influence the electronic distribution at position #. Thus
the density-density correlation functions of this interacting system is:

(p(p(¥)) # (p(r){p(¥)) = p*. (1.1)

That is, it is not given by the square of the average density p. In short, this is why
electronic correlations are seriously underestimated in standard DFT.

DFT simulations have failed for strongly correlated materials due to this under-
estimation. So which materials can be classified as strongly correlated materials?
Generally these materials contain a wide class of heavy fermion compounds that
host partially filled f-orbitals. Also transition metal oxides such as V203, SrVO3
or SrRuQOs based on partially filled d-orbitals, fall into this category. Their unusual
electronic and magnetic properties are of fundamental interest and range from Mott-
insulator transitions, half-metallic states, spin-charge separations to excitonic peaks.
Correlation effects in these materials are far beyond the classical static Coulomb re-
pulsion [the Hartree term E(p)] and factorization approximations such as Hartree-
Fock (Fock, 1930; Slater, 1930). This calls for more advanced ab-initio calculation
methods that treat electronic correlations appropriately.

Localized d-orbitals

o "
O
dxy d,: dx. dzy d:.r

Regrading electronic correlations, three articles (Hubbard, 1963; Hubbard, 1964(a);
Hubbard, 1964(b)) of J. Hubbard were published between 1963 to 1964 which intro-
duce the Hubbard Hamiltonian for describing d- or f-orbital correlated materials
at the model level. In this Hubbard model the correlations between electrons with
opposite spin are attributed to a local U term: U ), njtn;. Here i indicates orbital,
and 7 is electron occupation, U is the Coulomb interaction. Double occupation in or-
bital ¢ will be suppressed because it increases the total energy by U, thus penalizing
fractional occupations in correlated d- or f-orbitals.

The first merger of DFT with the Hubbard Hamiltonian is the DFT+U method
(also referred to as LDA+U) (Anisimov, Zaanen, and Andersen, 1991), which in-
cludes a Coulomb interaction U between opposite-spin electrons (usually for d- or
f-orbitals) and treats it on the Hartree level. This static mean field theory works well
for magnetically- or orbitally-ordered insulators but cannot account for dynamically
correlation effects, e.g. that underlies the behavior of moderately correlated systems.

This is possible using a more advanced method: DFT+dynamic mean field the-
ory (DFT+DMFT) (Metzner and Vollhardt, 1989; Georges and Kotliar, 1992; Georges
et al., 1996; Kotliar and Vollhardt, 2004; Held et al., 2008; Held, 2007), in which the
lattice Hubbard model is mapped onto a self-consistent quantum impurity model.
DMFT accounts for the Mott-Hubbard metal-insulator transitions and incoherent
peaks in the one-electron spectra appear as the result of the transfer of spectral
weight from the quasiparticle peak to the Hubbard bands.




Chapter 1. Introduction 3

This thesis is aiming to (i) review the framwork of the state-of-the-art ab-initio
computational theme DFT+DMFT, (ii) list my doctoral research focusing on elec-
tronic structure of strongly correlated electron systems. This thesis is includable
following chapters.

In Chapter 1 (this part) we are aiming to give a brief outline of this thesis.

Chapter 2

Ab-initio calculations
Density-functional theory
Tight-binding method
Spin-orbit coupling
Dynamical mean field theory

In Chapter 2 we briefly review the development of ab-initio calculation meth-
ods: from very basic and early many-electrons methods such as Hartree and Hartree-
Fock approximations to the framework of present-day computational method DFT.
Later, we discuss the physics behind the first successful implementation of Hubbard
model into the framwork of DFT: DFT+U. Next, we will derive and explain the
DMFT equations in a schematic way. Then we will discuss the combination of DFT
and dynamical correlations by the state-of-the-art ab-initio computational scheme,
DFT+DMFT, and how the corresponding equations are solved by continuous-time
quantum monte-carlo (CT-QMC) method. In the last section of this chapter, we give
a brief summary about derivation of tight-binding Hamiltonians of ABO3 materials
by means of maximum localized Wannier functions (Marzari et al., 2012).

Chapter 3

SrRuOg
Electronic & magnetic propreties
Magnetic anisotropy energy
SrRuO:s Bulk, thin films, heterostructure
(001)-, (110)- and (111)-orientation
Spectral functions A(k, w)
Mott-insulator transition
Quantum anomalous hall effect

Chapter 3 is devoted to the research of SrRuQOs in its bulk, thin films and het-
erostructures. SrRuOj belongs to a handful stoichiometric 4d oxides with a fer-
romagnetic metallic ground state. Driven by the interplay between spin, orbital,
charge degrees of freedom, in films and heterostructures states new physical phe-
nomenons can emerge, such as exotic ferromagnetic states, metal-to-insulator and
ferroelectric-to-nonferromagnetic transitions. Our work indicates that the proper-
ties of SrRuOs thin films and heterostructures are dramatically different from those
of ordinary bulk states. DFT fails at simulating such states while the DMFT ap-
proach turns out to be effective and suited to capture the physics of such states.
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Specifically, we start from the DFT(+U) and DMFT research for the bulk properties
and demonstrate how to calculate magnetic anisotropy energy in SrRuOjz by tight-
binding method. Then we discuss the electronic properties of SrRuOsz (001)-, (110)-,
(111)-oriented thin films. Different orientations are realized by growing SrRuOs thin
films on various oriented SrTiOs substrates, or capping by SrTiO3 atomic slabs. Our
main findings are:

(1) SrRuOs3 (001)-oriented thin films are experimentally determined to be non-
magnetic insulators. However a detailed theoretical explanation is lacking. In agree-
ment with experiment, we find an intrinsic thickness limitation for metallic ferro-
magnetism in SrRuQOjz (001) thin films. Proposing charge carrier doping as a new
route to manipulate thin films, we predict room temperature ferromagnetism in
electron-doped SrRuQOj3 ultra thin films.

(2) SrRuOs3 (110) thin films exhibit paramagnetic metallic states from monolayer
to trilayer. The expected strong ferromagnetism due to the “flat bands” is absent.
However the metallic state survives even down to a monolayer. This is different
with (001)- and (111)-oriented SrRuQOj thin films.

(3) SrRuO3 (111) trilayer is a ferromagnetic half-metal even at room temperature.
The half-metallic ferromagnetic state with an ordered magnetic moment of 2 1z /Ru
survives the ultimate dimensional confinement down to bilayer even at elevated
temperatures of 500 K. In the minority channel, the spin-orbit coupling opens a gap
at the linear band crossing corresponding to 2 filling of the ¢, shell. We demonstrate
that the respective state is Haldane’s quantum anomalous Hall state with Chern
number C=1 that can be realized, without an external magnetic field or magnetic
impurities.

Finally, to solve the experimental puzzle about the existence of the high-spin
states in STRuQOs3, we carry out DFT+U calculations for bulk SrRuQOs in the presence
of oxygen vacancies. By creating a single oxygen vacancy in a STRuQOs supercell, we
show that the two Ru atoms next to the vacancy host high-spin states.

Chapter 4

At bulk At interfacelsurface BaOsOs3:BaTiOj3 superlattice
Rashba splitting
V1,03 surfaces
Mott-insulator transition
Sr,CrMoOg
\/ Double perovskite
Spin degeneracy k Separation of spin k Lal_ISI‘anO;g
d-p hybridization

E E

The focus of Chapter 4 is to extend DFT+U and DFT+DMFT methods to other
transition metal oxides: BaXOj3:BaTiO3 superlattice (X=Ru, Os, Ir), differently ter-
minated V203 surfaces, the double perovskite SroCrMoOg and the 3d ferromag-
netic La(;_,)Sr,MnO3 thin films. The research of BaXO3:BaTiO3 superlattice and
La(j_4)SrzMnQOj thin films are carried out by tight-binding and DFT(+U) methods.
Firstly, DMFT calculations in the presence of spin-orbit interaction is still a chal-
lenging issue. However the spin-orbit interaction is essential for certain physics
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such as Rashba splitting (in BaXO3:BaTiO3 superlattices), magnetic anisotropy en-
ergy (in bulk SrRuQs3), topological insulating states [in SrRuO3 (111) bilayer]. Sec-
ondly, for large system DMFT is usually time consuming, e.g.for cubic SrRuOs
(one Ru site) a standard self-consistent spin-polarized DFT/DFT+U calculation nor-
mally costs minutes at most, however a spin-polarized DMFT can cost up to 3072
(128 cores x 24 hours) CPU hours. Our main findings are:

(1) By heterostructuring the ferroelectric material BaTiO3 and the paramagnetic
metal BaOsO3, we obtain a giant switchable Rashba effect system. The spin-splitting
of the Rashba effect emerges when the crystal inversion symmetry breaking couples
with strong spin-orbit coupling effect. This conclusion can be generally extended
to 4d and 5d transition metal elements such as Ru, Ir. Another advantage of our
conclusion is that in such heterostructures the Rashba splitting can be easily tuned
through thickness and external electric field.

(2) In ajoint experimental and theoretical study, we explore surface effects that af-
fect the metal-insulator transition in the model Mott-Hubbard compound: Cr-doped
V203. We find a microscopic domain formation that is clearly affected by the crys-
tallographic orientation of the surface. DFT+DMFT study of different surface ter-
minations shows that the surface reconstruction with excess vanadyl cations leads
to doped, and hence more metallic, surface states, which explains the experimental
observations.

(3) We study the electronic structure of the double perovskite compound SroCrMoOg.
Its ferrimagnetic half-metallic nature is successfully captured after considering both
dynamic and static local correlations. We reveal that the change in charge transfer
energy is due to a shift of Cr-d states in SroCrMoQOg compared to Fe-d in SroFeMoOg
that suppresses the hybridization between Cr-t3, and Mo-ty,. This strongly weak-
ens the hybridization-driven mechanism of magnetism discussed for SroFeMoOs.
Nonetheless, the magnetic transition temperature of SroCrMoOg remains high since
an additional superexchange contribution to magnetism arises with a finite intrinsic
moment at the Mo site.

(4) Sr-doped LaMnOs (3d?) is a strong ferromagnetic correlated metal with high-
Tc of 378 K and a moment of 3.7 up/Mn. Experiments confirm that the rotation and
tilting of MnOg octahedra in La(; _;)Sr,MnQOj thin films depend on the sample thick-
ness, thus one would expect that the electronic structure of La(; _,)Sr,MnQOj3 systems
is sensitive to the thickness and the degree of octahedron rotation and tilting. We ar-
tificially change the degree of octahedron rotation and tilting and find that the Mn-d
bandwidth is affected by two factors: (i) the Mn-O bond length, and (ii) rotation and
tilting of the octahedra. We also discuss the magnetic properties of La(;_;)SrMnO3
thin films.

In Chapter 5 we summary the results discussed in Chapter 2-4 and outline di-
rections for further research in a short outlook.

Throughout this thesis the reader will find some “Calculation Details” blocks.
These discussions contain technical information and computational parameters and
are not necessary for understanding the content of this thesis.






Chapter 2

Review on the DFT+DMFT
Merhod for Strongly Correlated
Electrons

2.1 Many-Body Hamiltonian

In the field of classical physics, the position and motion of a object can be described
by the velocity formula: 7= %f, and the Newton’s second law of motion: ﬁzm%? . By
the help of these motion equations, with knowing the initial position of the object,
the positions and velocity at any time ¢ can be obtained. In principle, the complex
objects systems can contain a large number of single constituents (atoms, electrons
etc), and also they can be extended from a single electron to the whole universe.
The explaining/predicting solutions are what theoretical physicists are aiming at, in
order to describe the motion of everything. In the field of classical physics this looks
not impossible, from using law of universal gravitation to explain why apples fall
down onto earth, to using Maxwell’s equations to unify electricity and magnetism.
However even a three-body problem is very complicated, as it allows for the chaotic
solutions. Despite the success that classical physics has achieved, this theory fails
when describing black-body radiation and the movement of microscopic particles.

The development of quantum physics paved a new way to understand the move-
ment of microscopic particles. For any many-body systems if we use wave functions
to describe their ground states and include certain boundary conditions, quantization
eigenvalues would be obtained if we use the Schrodinger equation to describe the
evolution of particle wave:

H|Y) = E|T) (2.1)

where E is the energy and V is the respective wave function, H is the Hamiltonian
operator of a many-body system. The largest problem we face is actually: the so-
lution of Eq. 2.1 is a difficult computational task on its own because of the many
particles contained in |¥). Anyway, despite the difficulties of solving a many-body
Schrodinger equation, even containing all physics in a mathematical formula some-
times is a hard task. The related elementary particles when describing realistic con-
densed matter system at the energy scale in daily life are the atomic nuclei, which
are usually considered as point-charges, and the electrons that gives rise to the elec-
tronic structure. If we are aiming at the daily life physics from meV to KeV, we can
restrict ourselves to nuclei and electrons. In this case, to describe any realistic multi-
atoms/particles systems, a specific Hamiltonian can be given (in atomic units):
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(2.2)
where the atoms are labeled by atomic nuclei {a}; {Z,} and {M,} indicate nuclear
charges and masses, respectively; electrons are labeled by subscript {i}. This Hamil-
tonian includes the information of kinetic energy of electrons and nuclei, the elec-
tronic interaction energy, and the spin which does not appear explicitly in Eq. 2.2
because to the lowest order in the relativistic correction, the energy is spin indepen-
dent. Nevertheless, the Hamiltonian Eq. 2.2 can give rise to magnetism, it constructs
the many-body theory.

If this equation (Eq. 2.2) can be exactly solved for all macroscopic systems (even
tiny microscopic systems!), it will terminate further development in theoretical physics
and chemistry, calculating molecules and solids would be an exercise in applied
mathematics, merely a technical problem. However, because of the quantum many-
body nature of the problem in Eq. 2.2, finding the solution, though possible in prin-
ciple, is impossible in practice. To understand why, we consider a canonical exam-
ple, a single atom of oxygen, which has 8 electrons, its ground state wave-function
U(ry, 1o, ..., ¥g) is a function of 24 coordinates. What does it take to store such a wave
function? If we compute V¥ at only 10 values for each coordinate [i.e., to measure 10
values for each directions (z,y, z), thus for each electron we measure 1000 values],
we would have to record 10?* values. And this is only a O atom on a crude mesh! For
any crystals with more than several atoms, storing such an amount of data is hardly
possible, let alone to self-consistently calculate their wave functions. However, such
wave functions are the essential quantity to describe the ground state of condensed
matter systems. Simplifications/approximations have to be taken.

For a realistic condensed matter system the first simplification we can introduce
is reducing the number of the degrees of freedom. Experimental observation indi-
cates that the timescale associated to the motion of nuclei is usually much slower
than that of electrons. In fact, the mass ratio of the electrons to that of the protons is
about 1 in 1836, so that their velocity is larger than that of protons. At 1927, M. Born
and R. Oppenheimer proposed that the motion of atomic nuclei and electrons in a
molecule can be separated, i.e.,the Born-Oppenheimer approximation (Born and
Oppenheimer, 1927). By this theory, it was generally believed that when the distri-
bution of nuclei changes sightly, electrons are able to change their motion states to
adapt the motion of nuclei, staying always in the same stationary state of the many-
body Hamiltonian Eq. 2.2. The wave functions ¥ will vary in time but if the electrons
were, for example, in the ground state, they will remain there forever. This means
that as the nuclei follow their dynamical motions, the electrons instantaneously ad-
just their wave functions according to the nuclear wave functions.

When we fix the positions of nuclei, such an approximation ignores the possibil-
ity of transitions between different electronic eigenstates. Transitions can only arise
through coupling with an external electromagnetic field and involve the solution of
the time-dependent Schrodinger equation, and, of course, with changing the posi-
tions of the nuclei. This has been achieved, especially in the linear response regime,
but also in a non-perturbative framework. One has to note that the standard DFT
can not deal with electronic excited states because it is a static theory. In this thesis
the excited states will be discussed through DFT+DMFT method. Under the above
conditions, the full wave function factorizes in the following way:
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U(R,1,t) = O(R, £)B(r, 1) (2.3)

where O(R, t) and ®(r, t) are the wave functions of nuclei and electrons, respectively.
Then under the condition of frozen nuclei the problem reduces to solving the time-
independent (static) wave functions of all electrons. This reduces the number of
values to store, the difficulties of solving and recording realistic systems reduced to
only the electrons remain however unfeasible.

The first attempt to simplify the wave function was proposed by D.R. Hartree
in 1928 (Hartree, 1928). His main idea was to approximate the many-electron wave
function as a product of one-electron wave functions:

=[] wix:) (2.4)
and the Schrodinger equation is expressed as:
1
(—§V2+ eff(Rr)) i(r) = €ipi(r) (2.5)
where
Z] 7&7/ ¢j ( ) /
Veff(R r / |r—r’| dr (2.6)

and V' (R,r) means external potential. The second term in the right side of equation
Eq 2.6 is the classical electrostatic potential generated by the charge distribution
SN i ()7 ('), N is the number of total electrons.

This is a set of 7 one-particle Schrodinger equations in an effective potential that
takes into account the interaction with the other electrons in a mean-field way (
labels electrons). This so-called self-consistent Hartree approximation is a very rough
treatment, because it considers all electrons as distinguishable particles, even the
(anti-symmetry) fermionic nature of wave functions is not taken into account. To
eliminate this short-coming, V. Fock and ]. C. Slater (Fock, 1930; Slater, 1930) restored
the anti-symmetry of fermions wave functions by using Slater determinants:

<P1Er1§ Splng; Qplgrn;

1 p2(r1) @2(r2 w2 Iy

o) = VNI : : - : 7 27)
on(r1) @n(r2) ... @n(rs)

introducing particle exchange in an exact manner. This approximation is called
Hartree-Fock (HF) or self-consistent field (SCF) approximation and has been for a
long time the method of choice to calculate the electronic structure of molecules
in real space. Even though the two-body level Coulomb interactions are consid-
ered by the Coulomb term [Ex(p) in Eq. 2.8], genuine many-body correlations are
however absent. In fact, the total wave function cannot simply be written as an
anti-symmetric product of single-particle wave functions. Nevertheless, it provides
a very reasonable picture for atomic systems, it also provides a reasonably good
description of inter-atomic bonding. HF equation is more advanced than Hartree
equation because it considers about particle exchange effect. The ground state wave
functions and eigenenergies can be consistently obtained, these wave functions can
be used for solving Eq. 2.5.
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2.2 Density-Functional Theory and Its Approximations

Parallel to the development of real space methods, L. Thomas and E. Fermi proposed
(Thomas, 1927; Fermi, 1928; Lang, Lundqvist, and March, 1983) a theory for the
ground state which was based on electronic density |¥|? instead of the wave function
¥, at about the same time (1927-1928) as D.R. Hartree. The main idea is that the
full electronic density is the fundamental variable of the many-body problems and a
differential equation for the density can be derived without resorting to one-electron
orbitals. However the Thomas-Fermi (TF) approximation is too crude: it does not
account for electron exchange and correlation effects and it is also unable to sustain
bound states. From this point of view, the HF approximation is more elaborate than
the TF approximation. However, the TF approximation puts a foundation for the
later development of density functional theory (DFT).

DFT is based on two pillars: the first one is the Hohenberg-Kohn (HK) theorem,
which was proved by P. Hohenberg and W.Kohn in 1964 (Hohenberg and Kohn,
1964). The HK theorem established the foundation of DFT. It contains two lemmas:
(1) if two systems of electrons, one trapped in a potential v;(r) and the other in va(r),
have the same ground-state density p(r) then necessarily v1(r)—v2(r) = constant; (2)
for any positive integer N and the potential v(r), a density functional F[p] exists
such that E, ny[p] = F[p]+ [ v(r)p(r)d®r obtains its minimal value at the ground-
state density of IV electrons in the potential v(r). The minimal value of E(, ny[p] is
then the ground state energy of this system.

The first HK theorem demonstrates that p(r), which is product of one-particle
wave functions 1, (r), uniquely determines v(r). Thus all the ground state properties
of this many-electrons system, including the ground state energy, are uniquely deter-
mined by the electron density p(r) that depends on only 3 spatial variables (x, y, 2).
In this way a many-body problem of IV electrons with 3V spatial coordinates and an
exponentially large Hilbert space is reduced to a problem of 3 spatial coordinates,
through a functional of the electron density. The second HK theorem defines an
energy functional for the system and proves that the correct ground state electron
density minimizes this energy functional.

Up to this step the total energy of many-body system can be separated into ki-
netic, electrostatic (classical Coulomb energy, in which the two-body Coulomb in-
teraction can be included), external potential energy, exchange and (many-body)
correlation contributions. The biggest difficulty is to deal with exchange-correlation
effects. It seems that excluding many-body correlation-exchange effects does matter
but in fact for most materials e.g. insulators it is quite under control. For semicon-
ductors some corrections regrading the exchange part e.g. modified Becke-Johnson
potential (MB]) (Tran and Blaha, 2009) or some methods like GW approximation
(GWA) (Hedin, 1965) are needed. On the contrary, there is a problem with the Hamil-
tonian expression in terms of the kinetic energy (¥|7'| V) electronic density. The only
kinetic energy expression that have obtained up to now was the one proposed by
Thomas-Fermi model, which is a functional of electronic density. However this is
quite a big approximation because the TF model does not support bound states.
This problem comes from the fact that the kinetic energy operator is inherently non-
local, though short-ranged. In 1965, W.Kohn and L.].Sham proposed the idea of
replacing the kinetic energy of the interacting electrons with that of an equivalent
non-interacting system (the second pillars of DFT), in which the single-particle wave
functions and kinetic energy can be easily obtained. Then the total energy becomes
a function of the electron density distribution and can be divided into four parts:
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/ /dﬂp /veztdr(r)p(r) + Eyelp) (2.8)

where the Tj(p) is the non-interacting kinetic energy, Er(p) is the classical (Hartree)
interaction energy, Ey (p) is the external potential from the contribution of nuclei,
and E,.(p) is the so-called exchange-correlation energy that describes the Coulomb
interactions between electrons. The meaning of E,.(p) can be understood as below:

Eye(p) = Eee(p) — En(p) + Te(p) — To(p) (2.9)

where the E..(p) is the full electron-electron interaction energy, 7. (p) and Ty(p) are
the kinetic energies of the real interacting system and a non-interacting auxiliary
system.

Because the kinetic energy Ty and external potential term Ey (p) account for a
single electron moving in a non-interacting environment, and the Hartree Coulomb
energy Ey only includes classical electrostatic energy, the last term E. should ac-
counts for all interaction effects beyond that. All the information about exchange-
correlation beyond classical Coulomb interaction can be attributed to the E,. term.
The major contribution to exchange energy E, originates from the Pauli exclusion
principle, hence even a local approximation (GGA/LDA) is well justified. However,
the correlation effects are always underestimated due to that the realistic electronic
correlation effects are far beyond the static density-density interaction Er (p).

By minimizing the total energy (Eq. 2.8) of systems with respect to {1, \ }, with
the constraint (4, k|1 x) = Opn.n/, One arrives at the single-particle Kohn-Sham equa-
tion reads:

2

}Ale(r)wn,k,cr(r) = {_% + Ueff(r)}q/)n,k,o(r) = 671,k,c71/}11,k,¢7(7‘) (210)

where o is the spin index, n labels all states, r is the real space vector and k is the
reciprocal wave vector. Summarily, v.ys is the effective potential acting on single-
electron, and it is the sum of external field (ion-electrons), classic Coulomb interac-
tion and exchange-correlation energy:

Ueff<r) _ Z Za /dr/ p(rl) + 5E:cc(p) ) (211)

r—R, lr—7| dp

The total electron density distribution p(r) is obtained by summing all the occu-
pied state electrons (V is the number of states of the system):

Q N
=2 2D luko (0P (2.12)

c k n=l1

Provided the E,.(p) term is known, the Kohn-Sham equations Eq. 2.10 can be
exactly solved by following steps, as shown in Fig. 2.1:

(1) Guess an initial density distribution p(r), e.g. usually one constructs this by
summing atomic electron densities up.

(2) Construct the single particle potential V. ¢(r) using this initial electron den-
sity distribution and Eq. 2.11.

(3) Solve the single particle Kohn-Sham equation Eq. 2.10, obtaining the single
particle wave functions 1, x , and eigen energy €, i .
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(4) Calculate the new electron density using Eq. 2.12.

(5) Calculate the difference between the old iteration p,;4(#) and the new iteration
electron density pe. (7). If convergence is reached, then this self-consistent loop is
terminated. If not, go back to (2) and use the p,..(r) to construct a new Vz¢(r),
continuing the calculation.

DFT self-consistent loop

If not converged,

construct a new

potential

If converged

FIGURE 2.1: Self-consistency in density functional theory.

The main difficulty of DFT is finding an appropriate approximation for E,.(p).
Two commonly used approximations are the local-density approximation (LDA)
(Kohn and Sham, 1965) and the generalized gradient approximation (GGA) (Perdew,
1985; Perdew, Burke, and Ernzerhof, 1996). In the LDA, E,. is approximated using
a homogeneous interacting electron gas with the density p(r) as a reference system:

Bl = [ plr)esclr)dr (2.13)

where p(r) is electronic density and ¢, is the exchange-correlation energy per par-
ticle of a homogeneous electron gas of charge density p. The exchange-correlation
energy is decomposed into exchange and correlation terms: EXP4 = E, + E.. For
the homogeneous electron gas the exchange term F, takes a simple analytic form:

1/3
Bl = - (ﬁ) [ otryPar. (2.1

™

For the correlation, one of the most used version is the parametrization from
Perdew and Zunger (Perdew and Zunger, 1981), who reproduced the exact quan-
tum Monte Carlo results for homogeneous electron gas from D.M. Ceperley and
B.]. Alder (Ceperley and Alder, 1980):
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EfDA[p] _ /p(r)ec(r)dr _ {fp(r)[Alnrs + B+ Crslnrs + Drgldr (rs <1)
v/ (1 + Biy/Fs + fors) (rs > 1)
(2.15)
where r; is the radius of the sphere that, on average, contains one electron, and
rsz(ﬁ?’p)é. A, B,C, D, B and vy are empirical constants.

The extension of density functionals to spin-polarized systems is straightforward
for the exchange, where the exact spin-scaling is known, but for correlations further
approximations must be employed. A spin polarized system in DFT employs two
spin-densities, p+ and p; with p = py + p;, and the form of the local-spin-density
approximation (LSDA) is:

BEPAp) = [ plr)cactr. )ar. (2.16)

LDA is basis for the construction of more sophisticated approximations to the
exchange-correlation energy, such as GGA or hybrid functionals (Heyd, Scuseria,
and Ernzerhof, 2003), as a desirable property of any approximate .. is that it should
reproduce the exact results for homogeneous electron gas with non-varying den-
sities. As such, the LDA contribution is often an explicit component of different
exchange-correlation functionals. Above all, the LDA is particularly justified in sys-
tems with slowly varying spatial electron density p(r), such as alkali metals and alka-
line earth metals. For such materials, we could approximate most parts of the crys-
tal space as a region in which the electron density p is basically constant and other
small regions as perturbation therefore the whole system can indeed be studied as
a homogeneous electron gas. Because LDA approximates the exchange-correlation
energy of the true system’s electron density by replacing it with an energy of a lo-
cal constant density, it fails in situations where the electron density undergoes rapid
changes such as in molecules in vacuum or surface states, or, as we will discuss in
Chapter 3-4, TMOs that contain correlated orbitals e.g. d- or f-orbitals.

LDA can be improved by considering the gradient of the electron density, lead-
ing to the so-called generalized-gradient approximation (GGA) (Perdew, 1985). The
basic idea of GGA is to express the exchange-correlation energy in the following
form:

ECCA) — / p()ene(r)dr + / Fou[p(r), Vp(r)]dr (2.17)

where the function F. is chosen to satisfy a number of formal conditions for the
exchange-correlation hole, such as the sum rules, the long-range decay and so on.
For the detailed discussion of F. please see Ref. (Perdew, Burke, and Ernzerhof,
1996). A thorough comparison of different GGAs can be found in Ref. (Filippi, Um-
rigar, and Taut, 1994). The most widely used GGA is the PBE of Perdew, Burke
and Ernzerhof (Perdew, Burke, and Ernzerhof, 1996). This is very satisfactory from
the theoretical point of view, because it verifies many of the exact conditions for the
exchange-correlation holes and it does not contain any fitting parameters.

GGAs are typically based either on theoretical developments that reproduce a
number of exact results in some known limits, for example, zero and infinite electron
density, or the correlation potential in He atom, or are generated by fitting a number
of parameters using database of molecular structures. Using the GGA, very good
results for molecular geometries, predictions of crystal lattice constants, and ground-
state energies have been achieved. Normally, these improvements overcome some
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drawbacks of LDAs. Even through some achievements have been made by GGA, it
is still inadequate in considering the many-body correlation effects.

The great success of DFT is that, via the Kohn-Sham equation Eq. 2.10, the prob-
lem of finding the electron density of the original many-electron system is reduced
to that of an auxiliary single particle problem, whose Hamiltonian Eq. 2.10 has to be
determined self-consistently. All the electrons in the auxiliary problem feel a one-
electron potential whose strength and shape are determined not only by the fixed
nuclei but also by all the other electrons, hence self-consistency is needed. However,
because of the single-electron nature the Kohn-Sham equations Eq. 2.10 to 2.12, prac-
tical DFT calculations work well for materials with an electronic structure that can
be understood in terms of the energy levels of individual electrons. In these cases
DFT calculations not only provide accurate results, but also contribute to our under-
standing, e.g., of bonding in materials in terms of molecular orbitals, and Wannier
functions in solids. The approach has proven so successful that its main creator,
W. Kohn, was recognized with the 1998 Nobel Prize in Chemistry. The successes of
the DFT with GGA/LDA make it easy to forget the the crude approximation of E,..
The simple LDA and GGA work surprisingly well for some materials, even when de-
scribing their magnetic properties by spin-polarized electron densities. In this case,
expressing the functional in terms of spin-polarized electron densities greatly simpli-
fies the task of writing down a universal functional, only treating the spin-densities
as separate variables gives a simple way, e.g. the local-spin-density approximation
(LSDA), of ensuring that states with large spin tend to have lower energy.

We need to identify which properties and which systems DFT is able to describe.
If DFT manages to identify the relevant physics, finding a good approximation is sig-
nificantly simplified. If DFT fails to identify them, finding a good approximation is
virtually impossible. By the nature of the Kohn-Sham equation Eq. 2.10, DFT calcu-
lations are largely confined to materials, where the picture of single particle physics
is adequate, and Fermi-liquid (FL) theory (Baym and Pethick, 2008), which models
weakly interacting quasi-particles applies. There is, however, a remarkable variety
of strongly correlated materials for which this standard model of electronic structure
theory breaks down. The hallmark of these materials is that some of their electrons
are neither perfectly localized, nor fully itinerant. In such systems, Coulomb interac-
tions between certain electrons are so strong that the single-electron approximation
of DFT breaks down. These electrons can no longer be considered as individual, but
correlated.

At this point, the functionality of DFT does not fit the need of an approximation
for describing correlated electrons. Interest in strongly correlated materials is in-
creasing as the developments of their technological applications and crystal growth
techniques. Prominent examples are TMOs, e.g., high-temperature superconductors
(Pickett, 1989) and molecular crystals (Silins and Capek, 1994). All of these lead to
the most remarkable failure of the DFT: failing at describing the Mott metal-insulator
transition (MIT): within DFT calculations, TMOs, which are of partially filled (usu-
ally d or f) bands, always yield a metallic solution. However experimentally many
of them exhibit an insulating behavior with a band gap. This discrepancy between
theory and experiment is due to the localization of d- or f-orbitals: localized spin-
up (down) electrons would forbid spin-down (up) electrons to occupy the same or-
bital, due to the on-site Coulomb repulsion U. These correlation effects are not well
treated in the DFT framework. Anyway, both LDA and GGA exchange-correlation
functionals tend to be suitable to describe over-delocalized electrons, i.e. s or p orbitals.
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2.3 Towards Correlations (1): Hubbard Model and DFT+U

The main shortcoming of DFT is its inability to reproduce the experimental ground
state of strongly correlated materials with partially filled d or f bands. Hence al-
ternative, more advanced theoretical models have to be employed. Such methods
however pose a serious computational challenge. Initially, the only available strat-
egy was to use minimal models designed to describe a specific phenomenon.

Towards describing electronic correlations, a milestone is the Hubbard model,
which was invented by J. Hubbard (Hubbard, 1963; Hubbard, 1964(a); Hubbard,
1964(b)). The single-band Hubbard model is the simplest model of interacting par-
ticles in a lattice, with only two terms in the Hamiltonian:

H=Hy+ Hp=—Y tijclcjo+ U nignio. (2.18)
1],0 7

Where cjg (cir) are creation (annihilation) operators with spin o at the lattice site
i, the amplitudes ¢;; describes the electron hopping energy between orbitals i and
j, and U is the added Coulomb interaction between opposite-spin electrons in one
orbital. In short, the H; term includes the information which is well accounted for
by the standard DFT: a kinetic term allowing for tunneling (or defined as hopping)
of particles between sites of the lattice, H;,,; introduces the correlations in localized
d- or f-orbitals by means of a potential term consisting of an on-site interaction U.
The Hubbard model is indeed based on the tight-binding approximation, in which
electrons are viewed as hopping between orbitals and atoms. For the multi-orbitals
case, this hopping process is represented by the hopping integral t;,, i,y (¢ and m
label sites and orbitals) which depends on the distance and angles between the over-
lapping orbitals. The bandwidth in turn depends on the magnitude of the overlap.

The DFT band theory does not consider interactions between electrons explicitly.
It considers the interaction of a single electron with the potential of nuclei and other
electrons in an average way only. In contrast the Hubbard model includes the on-site
repulsion U explicitly, which stems from the Coulomb repulsion between electrons.
This sets up a competition between the hopping integral and the on-site Coulomb
interaction. The Hubbard model can therefore explain the transition from metal to
insulator in certain metal oxides as an increase in nearest neighbor spacing, which
reduces the hopping integral to the point where the on-site potential is dominant.
Thus the Hubbard model can add additional Coulomb interactions to the correlated
d- and f-orbitals on the top of DFT and tight-binding methods.

The 1-dimensional Hubbard model was solved by Lieb and Wu using the Bethe
ansatz (Lieb and Wu, 2003). However solving the Hubbard model in 2- and 3-
dimension is still a hard task and cannot be achieved analytically. Some approxi-
mations have to be taken to solve it, e.g. the limit of infinite dimensions (Metzner
and Vollhardt, 1989), the limit of unconstrained hopping (Patterson, 1972; van Don-
gen, P. G. J. and Vollhardt, D., 1989), and the static limit (Kennedy and Lieb, 1986),
which is more often referred to as the Falicov-Kimball model (Falicov and Kimball,
1969), or directly as the modified (simplified) version of Hubbard model (Lieb, 2004;
van Dongen, P. G. J. and Vollhardt, D., 1990). Among these approximations, the infi-
nite dimensions approximation is the basis of the DMFT method and will be detailed
discussed later.

The difficulties of solving the 3-dimensional Hubbard model motivated indepen-
dent developments at the DFT level, such as the LDA+U method (Anisimov, Zaanen,
and Andersen, 1991; Anisimov, Aryasetiawan, and Lichtenstein, 1997; Liechtenstein,
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Anisimov, and Zaanen, 1995) (this “+U"” correction is usually applied to a generic ap-
proximate DFT functionals, not necessarily LDA). In LDA+U correlation effects are
added into DFT calculations in terms of the orbital dependence. It should be kept
in mind that such correlations correspond to the Hartree-Fock mean field level treat-
ment and true many-body effects are still absent. The general energy functional of
DFT+U method reads:

Eprriulp(r)] = Eprrlp(r)] + Edusbard[Mmm o] — Ede[Nio) (2.19)

where the n,,,, i, is the density matrix comprises projections of occupied Kohn-
Sham orbitals v, (k and n are the k-space vector and band indexes) on the states
of a localized atomic-like m orbital and site 7, y,, ;:

Nmm! i,0 = Z frno <¢kna | Spm,i> <90m’,i |¢kna> (220)

k,n

where f;,, are the Fermi-Dirac occupations of the Kohn-Sham states. In Eq. 2.19
the Hpyupbara 1 the term that describes on-site electron-electron interactions as in
the Hubbard model. Because of the additive nature of this correction it is neces-
sary to eliminate from Hppr the part of the interaction energy that is already con-
tained in Hpypbarqd- This task is accomplished by the subtraction of the so-called
“double-counting” (dc) term Hj. that measures the contribution to the DFT energy
from correlated electrons in a Hartree-Fock mean-field approximation. Due to the
lack of a precise diagrammatic expansion of the DFT total energy, the H,. term is
not uniquely defined, and different formulations and implementations are possible.
It is important to stress that the Hubbard correction is usually only applied to the
localized states of the system for which the correlation effects are strongest. Here we
only discuss the most common implementations of this corrective approach starting
from the simplest and most general one:

U L U A
Hprr+v = Hprr + 5 Z Z RimoTim'e’ = = Z fi(f; — 1) (2.21)
(2

i mo#m'o

where Mime= >, o Mimm/oOmm, and f; = Zmﬂ Nime- The competition between
electron hopping ¢ and orbital potential U underlies the classifications of half-filling
correlated systems: (1) U, the total energy is minimized by making the kinetic
term as small as possible through delocalization of the wave functions (Bloch states).
At this point electrons trend to be delocalized and form more extended state, leading
to double-occupancy. Thus it is possible to define a Fermi energy which divide oc-
cupied and unoccupied states. (2) t<U, the total energy is minimized by making the
Coulomb term as small as possible by avoiding double occupancy of each site. Local-
ized state are preferable as in any case a local occupation n;,,, needs to be calculated.
This might be the Wannier functions, which are made by a linear combination of all
k-states [for review about Wannier functions see Ref. (Marzari et al., 2012)]. At this
point the system becomes insulator (even for partially filled d- or f-orbitals, when
DFT predicts metallic solutions) when electrons fail at hopping around due to that
the kinetic energy is too small to overcome the repulsion from other electrons on
neighbor sites. The region dominated by weak correlations (¢>U) is well described
by DFT, the strongly correlated region (t<U) is more difficult. After the establish of
DFT+U method huge success has been achieved in predicting/explaining the insu-
lating ground states, e.g. the charge-transfer type insulating states in late-transition
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metal monoxides (Anisimov, Zaanen, and Andersen, 1991) and the antiferromag-
netic insulating states in parents compounds of high-T- superconductors (Pickett,
1989) (e.g. copper-based compounds).

Comparing with standard DFT, DFT+U improves the quality of theoretical pre-
diction regrading physical properties of TMOs such as the band gap and magnetic
moments. For TMOs such as NiO, its DFT resulted band gap and magnetic moment
is seriously underestimated. NiO is an antiferromagnetic insulator with a sizable
gap of 4.0-4.3eV (Hiifner et al., 1984; Sawatzky and Allen, 1984) and the experi-
mental magnetic moment is 1.64 to 1.90 g /Ni (Alperin, 1962; Cheetham and Hope,
1983). DFT yields 0.2 eV and 1.0 5 /Ni (Anisimov, Zaanen, and Andersen, 1991), re-
spectively, these values are remarkable smaller than the experimental observations
and this divergence indicates the importance of including correlations effect. By
adding a orbital potential U, the calculated band gap and magnetic moments be-
come 3.1eV and 1.59 ;15 /Ni, being quite close to the experimental measurements.

The second achievement of the DFT+U method is that it can accurately predict
structural parameters for some TMOs, leading to an accurate prediction of electronic
structures of ground states. This is due to the fact that for some materials’ band gaps
appear only when possible degeneracies of orbitals around the Fermi level are lifted.
To achieve this it is sometimes necessary to impose realistic crystal symmetry break-
ing. One textbook example is LaMnQOs3, an A-type antiferromagnetic insulator of the
ABOg family of strongly correlated TMO with perovskites structure, generally ex-
hibits complex phase diagrams, as a result of the coupling between charge, orbital
and spin degrees of freedom (Mitchell et al., 1996; Maezono, Ishihara, and Nagaosa,
1998; Franchini et al., 2012). The ground state electronic structure of LaMnOs is
characterized by the structure-driven breaking of the degeneracy of Mn3* 3d* man-
ifold in the high-spin configuration ¢3 , T e; 1, with the ¢, orbitals lying lower
in energy than the twofold-degenerate e, ones. Due to the strong Hund’s rule cou-
pling, the spins of the fully occupied majority t5, orbitals are aligned parallel with
the spin of the singly occupied majority e, states on the same site. The orbital degen-
eracy in the e, orbitals is further lifted via cooperative Jahn-Teller distortions (Qiu
et al., 2005; Sanchez et al., 2003). Standard DFT calculations (Sawada et al., 1997; Tri-
marchi and Binggeli, 2005) showed that when the internal atomic coordinations are
fully relaxed, both LDA and GGA incorrectly predict the Pnma phase to be metal-
lic, and significantly underestimate the Jahn-Teller distortion. Theoretically calcula-
tions (Sawada et al., 1997) based on DFT+U have addressed the electronic structure
of bulk LaMnO3 using the experimental equilibrium structural parameters. Such
calculations were able to reproduce the insulating band structure of LaMnO3 at am-
bient (experimental) conditions. In short, DFT+U was found to correct structural
details and orbital-splitting and provides a good general description of the complex
structural changes observed in the LaMnOs Pnma phase under pressure. Mangan-
ites have also been studies intensively by DFT+DMFT, which we introduce in the
next sections. For the research about manganites (LaMnOs) with both static and dy-
namical correlations, see Ref. (Yamasaki et al., 2006; Yang and Held, 2007; Held et al.,
2008).

The third advancement of DFT+U method is that it remedies the DFT (especially
within LDA) failure in predicting the ground state of magnetic correlated insulators
(Pickett, 1989), such as the parent compounds of high-7" superconductors La;CuO4
and YBayCu3Og. Both materials were concluded as metallic by DFT-LDA calcula-
tions, however experiments predicted that they are antiferromagnetic insulators. In
contrast to LDA, the LDA+U method successfully reproduces the antiferromagnetic
insulating ground states of both materials (Wei and Qing Qi, 1994). The energy gap
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for these compounds is of a charge-transfer character, and the values of the energy
gap and Cu magnetic moment is in good agreement with experiments (Tranquada,
1988; Thio et al., 1990; Tranquada et al., 1988; Heyen, Kircher, and Cardona, 1992).
This situation is quite similar to that of Mott insulating 3d monoxides MnO, FeO,
Co0, and NiO, for which there is an experimental evidence that they are wide-gap
insulators (Eastman and Freeouf, 1975; Roth, 1958) but L(S)DA yields a metal (FeO,
Co0) or semiconductor (MnO, NiO) (Andersen et al., 1980; Anisimov, Korotin, and
Kurmaev, 1990). However LDA+U gives accurate results about band gap and mag-
netic moments (Anisimov, Zaanen, and Andersen, 1991).

However, the static nature of DFT+U impedes the simulation of dynamical cor-
relations that give rise to e.g. three peak structure in the photoemission, and the
weight transfer between quasi-particle peaks and Hubbard bands. One has to note
that a fully spin-splitting induced by U may results in a similar three peak structure
in spectra at Hartree-level, however this fails at explaining the non-ferromagnetic
Mott-Hubbard insulators, e.g. VoO3 (Held et al., 2001). This shortcoming of DFT+U
called for the more advanced computational method regrading dynamical correla-
tions.
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2.4 Towards Correlations (2): DFT+DMFT

2.4.1 Anderson Impurity Model and d = oo Limit

In recent years, a significant progress has been achieved on the field of dynamical
mean-field theory (DMFT) (Georges et al., 1996; Kotliar and Vollhardt, 2004; Met-
zner and Vollhardt, 1989; Georges and Kotliar, 1992; Held et al., 2008; Held, 2007),
in which the Hubbard model (Eq. 2.18) is dynamically solved. The key observation
was that in the limit of infinite dimensions the self energy >(k,w) becomes local:
Y (w). Even for finite dimensions, the restricting to a local ¥(w) is a good approxi-
mation. In this way, an infinite lattice is mapped approximately onto an impurity
problem, which has to be solved self-consistently. From the computational point
of view, the techniques developed for impurity models can hence be used for the
Hubbard model. From the materials” point of view, the success of DFT+U hinted
at the possibility of soling many-body models with parameters calculated ab-initio.
These two lines of research culminated in the development of the DFT+DMFT, the
present day state-of-the-art approach for strongly correlated electron systems. In
DFT+DMFT, a more general multi-band Hubbard model is constructed from DFT:

H=Hy+ Hint = Z tim,i’m’cz‘fmgci’m’a + Z Umm’ll’C;‘rmgcjm/o-/cila’cil’a
i’ ;mm/ o i,mm/ll’ oo’

(2.22)
where Csza (cimo) are creation (annihilation) operators with spin o at the lattice site
i and the orbital m, the t;,, ;' describe the electron hopping energy between lattice
sites 7 and 4’ and the orbitals m and m’. The U term is Coulomb interaction between
opposite-spin electrons. One of the most used Hamiltonian is the Kanamori inter-
action, in which intra-orbital interaction U, inter-orbital interaction U’ and Hund’s

exchange J (U’ = U — 2.J) are included:

Hipe = Uznmonma’ + Z [U/nm,anm’,o’ + (U/ - J)nm,onm’,a’]
m

m>m/ oo’

(2.23)
o Z J(dinﬂdjn’ J’dm/ﬂdmﬁ/ + d;rn,adin,g/dm’,odm’,a’)-

m#m/ oo’

Here, the third term in the right side represents a spin-flip and paring hopping
between orbital m and m/. If the third term at right side was ignored, the above for-
mula reduces to a simpler version, a density-density interaction Hamiltonian. The
difference between Kanamori and density-density interactions can be examplified
by varying the J parameter from a finite value to 0, when the third term of Eq. 2.23
disappears. The third term of Eq. 2.23 also plays a big role in some materials that are
referred to as Hund’s metal (Georges, Medici, and Mravlje, 2012). In Eq. 2.22-2.23,
the metal-insulator transition at half-filling is a consequence of the large U/t ratio,
i.e., an on-site Coulomb repulsion which is large compared to the band-width W,
determined by the hopping integral ¢. The DMFT solution of the Hubbard model
shows that with increasing U/t the quasi-particle mass increases and eventually di-
verges; the Mott transition is associated with the corresponding divergence of the
real part of the self energy ReX(w). Following this idea, for some materials, the en-
hancement of local Coulomb interaction U could induce a metal-insulator transition,
if the bandwidth W (i.e. hopping ?) is kept unchanged. Although the mechanism be-
hind the paramagnetic insulating phase had been proposed about 60 years ago by
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N. Mott (Mott and Friedman, 1974), DMFT is the first computational technique that
can indeed describe this physics quantitatively [e.g.see the Mott-insulating states
in Cr-doped V203 by DMFT (Held et al., 2001)]. DMFT yields an approximate so-
lution of the Hubbard model in which spatial correlations are neglected and only
dynamical effects are taken into account. Basically for all current techniques the lo-
cal Anderson impurity problem (Anderson, 1961) in DMFT is solved using Green’s
functions, and the solutions are frequency dependence (dynamical nature). It is re-
markable that a model as simple as the DFI-derived multi-orbital Hubbard model
can account for complex real systems such as V,O3 (Held et al., 2001) and SrVOs;
(Nekrasov et al., 2006) and so on.

Generally, DFT+DMFT could be considered as a natural extension of the DFT+U
method by obtaining the w-dependent self-energy ¥ (w). With this way dynamic
correlation effects are included.

i

FIGURE 2.2: In the limit of d = oo, the self-energy X (k,w) is reduced
to a local one without k-dependence: 3(w).

Historically there have been two important steps for arriving at the DMFT method.
The first one was proposed by W.Metzner and D. Vollhardt in 1989 (Metzner and
Vollhardt, 1989). They considered the limit of an infinite lattice coordination: each
lattice site has infinitely many neighbors. This approach retained the competition
between kinetic energy ¢t and Coulomb interaction U between electrons. With in-

creasing the number of neighbors, the hopping amplitude is scales as \% therefore

the self-energy becomes totally local: ¥(k,w) — ¥X(w). When frequencies w are far
away from the Fermi level, ¥ follows the Hartree-Fock behavior. Also the non-
local Coulomb interaction is reduced to the non-w-dependence Hartree-Fock level in
DMEFT. The physical picture of infinite dimensions limit is briefly shown in Fig. 2.2.

The second step was done by A. Georges and G. Kotliar, they mapped the Hub-
bard model (a lattice model) onto a single impurity Anderson model (SIAM) in the
limit of d=00, leading to a set of local quantum mechanical degrees of freedom that
interacts with a bath or continuum of non-interacting sites (Georges and Kotliar,
1992). That construction provides the basis of the DMFT for correlated electrons.
It allowed many-body theorists to formulate and solve a variety of model Hamil-
tonians on the lattice using numerical techniques such as continues-time quantum
Monte Carlo (Gull et al., 2011) (CT-QMC) and exact diagonalization (Caffarel and
Krauth, 1994) methods (see Chapter 2.4.3). The physical picture of this conclusion is
shown in Fig. 2.3.

The problem we are facing now is how to solve this effective Anderson impurity
model (AIM), the Hamiltonian reads as below:
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DMFT

~ A

FIGURE 2.3: DMFT maps the lattice many-body problem with inter-
actions U on every site (left side) onto a single site problem where the
interaction has been replaced by the self energy ¥ except for a single
site (right side). The DMFT mapping becomes exact for d = oo and
is an approximation in finite dimensions. The self-energy (in figure
labeled as ¥) is defined as the difference between the inverse non-
interacting bath Green function G, and the inverse local Green func-
tion G at the U site.

Harg =Y €miimio + D Vi (K)a) 1m0 + hec]
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where the number operators are n,, , = &In,k,a
interacting sites and m, m/, [ and !’ label all orbitals, k is the k-space vector, h.c.
is the Hermitian conjugate; V,,,, (k) is the hybridization function between itinerant
and localized electrons.

The advanced version of SIAM is the periodic Anderson model (PAM) (Hewson,
1997). The PAM is a two-band model with the two orbitals per lattice site coupled
by a local one-electron hybridization. One band is localized but correlated with in-
teraction U, the other one is uncorrelated but itinerant. With this setting the PAM is
able to examine what happens when two species of electrons, one delocalized “con-
duction” band (often d), and another localized band (often f) are present. For the
developments and applications of PAM see Ref. (Rice and Ueda, 1985; Jarrell, 1995;
Jarrell, Akhlaghpour, and Pruschke, 1993; Tahvildar-Zadeh, A. N. and Jarrell, M.
and Freericks, J. K., 1997; Tahvildar-Zadeh, A. N. and Jarrell, M. and Freericks, J. K.,
1998; Ueda, Tsunetsugu, and Sigrist, 1992; Blankenbecler et al., 1987; Robaszkiewicz,
Micnas, and Ranninger, 1987).

Gm k0, the index 7 labels all the

2.4.2 DMFT Equations

DMFT calculations are carried out in the language of Green’s functions hence it is
possible to measure the equilibrium properties of a correlated electron system (Fet-
ter and Walecka, 2003). Expectation value of operators A and B taken at different
(real or imaginary) times in a thermal state can define the Green’s function G 4 5. The
thermal state can be stated by a density matrix o« exp[—f(H — pB)] corresponding
to temperature 7" = 1/3. Hence it measures the probability amplitude for a particle
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propagator or hole excitation in an many-electrons system if we make A = ¢, (an-
nihilation operator), and B = cE (creation operator), leading to a imaginary-time (7)
fermionic single particle Green’s function G,3(7) reads as:

—(ca(T)c! T
Gap(r) = —(Tea(r)ch(0)) = _{ (calT)e5(0)) 7>0

+Hch(0)ea(r)) 70 (2.25)
= —Gop(T+ B) for — <7 <0,

with imaginary-time Heisenberg operators A(7) = e#™Ae=H". A Fourier transfor-
mation yields the Matsubara Green’s function G (iwy):

5 .
Goplicn) = / dTG op(T)e™n™

oo (2.26)
Gap(r) =T Y Gogliwn)e ™7,

n=—oo

with fermionic Matsubara frequencies iw, = 27T(n + 3). These Fourier transfor-
mations are essential for numerical solutions of DMFT. In our discussion, the bath
Green’s function (Weiss field) (for multi-orbitals case it corresponds to a matrix) is
defined as Gj,q.im/o’ (W), i labels the interacting sites and m labels orbital; the impu-
rity Green’s function are defined as Gjy,0,im/o’ (w). With these definition, the local
impurity Green’s function matrix Gip,s,im/o’ is @ k-summation of the lattice Green’s
function matrix G, ime,irm/o':

1 1 _
Gima,z”m’a’ = ﬁk Z Gk,imo,i’m’o’ (w) ~ Z[w + MI - Hgﬁ’T(k) - Eima,im’o’ (w)} !
k

Ny, .
(2.27)
where i1 is the chemical potential times unit matrix, then the non-interacting bath
Green’s function can be obtained by Dyson equation:

gi_'rr}U,i’m’a’ (w) - Gi_7;0—7i’m/g/ (O.)) + Ei'mo‘,i"m’a" (W) (228)

Since H gﬁ?(k) can be non-diagonal, the matrix element G, i’/ also can be
non-zero. However the impurity Green’s function Gj,qi/m/o(w) can be often ap-
proximated as a local Green’s function: G, , ,(w)=Gimo(w), at this point the bath
Green’s function (Weiss field) and self-energy also can be approximated as local ones:
Gimo (UJ) and Y, (w)

The next step is obtaining the new-iteration local Green’s function matrix G; o,
with the help of the AIM. The thermal average of propagator (interacting Green’s
functions) can be defined as a functional integral over Grassmann variables 1), 1
(with differentials denoted as D), this provides us with a way to obtain interacting
local Green’s function from non-interacting bath functions (Weiss field). The local
Green’s function G,y o (iwn) (m, m/,  and I’ are orbital indexes, n decides Matsub-
ara frequency iw,=m(2n + 1)/f) is obtained by a functional integral as:

. 1 |
Gt o (in) = —— / DYDY (Y 1,005 e 109 (2.29)

with the partition function:
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7 = / Dip Dyt eAl’d] (2.30)
and on-site action:

Al 9T (9) = Y UhnlGieiwn)] Yo

n,ml,o

B
=Y [ 0l (W ()l (o

mm/ll’ oo’

(2.31)

where the new variables, Matsubara frequency iw, and imaginary time 7 are needed.
The Matsubara frequency is defined as iw,=7(2n + 1) /3, where the 3 is inverse tem-
perature § = 1/kpT (kp is Boltzmann constant). In the process of solving DMFT
equations two Fourier transformations have to be carried out by Eq. 2.26.

2.4.3 Methods of Solutions

As we discussed above, the Hubbard model (Eq. 2.22) is solvable by mapping lat-
tice model onto a a multi-orbital AIM with the same Coulomb interaction U at the
impurity site, as shown in Fig. 2.3. With the help of Eq. 2.27 to 2.31 a complete self-
consistent DMFT loop can be constructed. That is, a convergent self-energy (iw,,)
and Green’s function G(7) can be obtained by self-iterations, see Fig. 2.4. In fact, all
current DMFT solution methods deal with this self-consistent loop, but with various
techniques to solve the AIM model (Eq. 2.24). This is also the most difficulty step
of the DMFT self-consistency: the solution of impurity model (Eq. 2.29-2.31) in each
iteration step for a new dynamical Weiss field G(iw,). Technically, various meth-
ods of solutions are classified as analytical and numerical ones. Analytical solvers
are the iterated perturbation scheme (IPT) (Georges and Kotliar, 1992) and the non-
crossing approximation method (Jarrell and Pruschke, 1994; Pruschke, Cox, and Jar-
rell, 1993). Numerical techniques include numerical renormalization group (NRG)
(Wilson, 1975), exact diagonalisation (ED) (Caffarel and Krauth, 1994; Moeller et
al., 1995), quantum Monte Carlo (QMC), functional renormalization group (FRG)
(Taranto et al., 2014), fluctuation-exchange (FLEX) (Bickers, Scalapino, and White,
1989; Gukelberger, Huang, and Werner, 2015) and density matrix renormalization
group (DMRG) (Schollwock, 2005) methods. Here we briefly introduce the ED and
QMC methods which has been employed in this thesis.

In ED, the interacting impurity site in AIM model is mapped onto an effective
bath that is approximated by a few orbitals only. One degree of freedom in the pa-
rameterization is how to parameterize the effective bath. The parameters include the
information about the site energies and hopping amplitudes of fictitious electrons
and an appropriate choice of the geometry of their connections. For a particle cal-
culations many different geometries of electronic baths are possible. However, more
orbitals are parameterize, the Hilbert basis grows exponentially, leading to a severe
limitation of the size of bath. The ED method proved to be a very successful solver
of the AIM, for the applications of ED see Ref. (Ishida and Liebsch, 2010).

The QMC methods include two algorithms: Hirsch-Fye Monte Carlo method
(HF-QMC) (Hirsch and Fye, 1986) and continuous-time Monte Carlo method (CT-
OMCQ) (Gull et al., 2011; Rubtsov, Savkin, and Lichtenstein, 2005). The HF-QMC
algorithm considers the single-impurity problem in discretized imaginary time. The
effective bath only enters through bath Green’s function G, and there is no need
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to discretize the conduction band. The first numerical solutions of the local impu-
rity equations using HF-QMC method were obtained independently by M. Jarrell
(Jarrell, 1992), M.]. Rozenberg et al. (Rozenberg, Zhang, and Kotliar, 1992), and A.
Georges et al. (Georges and Krauth, 1992).

The CT-QMC algorithm includes two recently developed complementary meth-
ods: (1) the weak-coupling approach, which scales favorably with system size and
allows the efficient simulation of large impurity clusters. The weak-coupling ap-
proach is based on an expansion of partition function Z in powers of the interaction
U, and on the interaction representation in which the time evolution is determined
by the quadratic part Ho+Hpqtp+Hpmiz of the Hamiltonian; (2) the strong-coupling ap-
proach, which can handle impurity models with strong interactions. This is based
on expansion of Z in powers of the impurity-bath hybridization V, and an inter-
action representation in which the time evolution is determined by the local part
Ho+Hy+Hpgyp, of the Hamiltonian.

2.4.4 DMEFT Self-Consistent Loop.

In this thesis, we carried out DFT+DMFT calculations by using strong-coupling CT-
QMC code W2Dynamic (Parragh et al., 2012). With the DMFT equations Eq. 2.27-
2.31, the DFT+DMFT self-consistent procedure works as follows (see Fig. 2.4):

(1) Calculate the lattice Green’s function matrix Gy ime,i'm/o’ fOr a initial self-
energy X% (iwy) by the lattice Dyson equation Eq. 2.27.

(2) Carry out a k-summation to obtain local Green’s functions Gjs im0 (iwn)
(Eq. 2.27).

(3) Calculate the bath Green’s function (Weiss field) matrix Gy itm/o’ (iwn) by
AIM Dyson equation Eq. 2.28.

(4) Fourier transform Gipo i'mo’ (iwn) t0 Gime.irm’o’ (T), by Eq. 2.26.

(5) Obtain the impurity Green’s function matrix Gy, i/m/e’(7) by solving the
quantum-impurity AIM problem given by Giyo i'm/o’ (T), the intra-orbital Coulomb
interaction U, the Hund’s exchange J and the inter-orbital Coulomb interaction
U'=U - 2J, by Eq. 2.29-2.31.

(6) Fourier transform G itm/o’ (T) t0 Gime.itmr o (iwn), by Eq. 2.26.

(7) Calculate the new self-energy matrix % (iwy, )=G ! (iw, ) —G~ ! (iwy ), by Eq. 2.28.

(8) Check if the self-consistency is reached. If not, recalculate Gjp,i'm/0’ (iwy) and
start over again with skip (1).

2.4.5 Self-Energy ¥(w) Modified DFT Results

The CT-QMC method provides local Green’s functions G ,,, »(7) (i, m and o are site,
orbital and spin index) at imaginary time 7 = it (i in 7 is imaginary unit), and self-
energies at Matsubara frequency ; ,, ,(iw,). However experiments, e.g.spectral
functions A, ,,, »(w) or the optical conductivity o(w), are always given at real fre-
quency w. Thus a necessary post-processing has to be done to extract real frequency/time
results.

The first quantity we can obtain from the imaginary-time Green’s function G(7)
is the real-frequency spectral functions A; ,, ,(w). The relation between G(7) and
Aimo = —2(Gimo(w)) is given by Eq. 2.32, and this equation is invented to get

™

A(w) from G(7) by the maximum entropy method (Gubernatis et al., 1991):

Gim,o(T) :/dw €

1+ e Bw

—TWw

Ajino (). (232)
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FIGURE 2.4: DMFT self-consistent loop.

From this the real-frequency Green’s functions are obtained by:

> Az m,o
Gimo(w) = / dw’ﬁ. (2.33)
o w—w
This local Green’s function is obtained on the other hand from integrating the
lattice Dyson equation:

Gimo(w) = Gi( w+ Hi — i mo(W)] L 2.34
, NkZ ;[ # = Hi = i, ()] (234)

This way the real-frequency self-energy ¥; ,, »(w) is obtained from the local Green’s
function G(w) and the DFT Hamiltonian Hy. Finally, the spectral functions A; ,, »(w)
and k-dependence spectral functions A; ,, ,(k,w) are obtained from local Green’s
functions and lattice Green’s functions, respectively:

1 1 1
Aim o (@) = = -Imom ; Sl (2.35)
1 1
Aimokw)=——Im ) (2.36)

2.4.6 Beyond Local Correlations: Extension of DMFT

The huge success of DMFT regrading the understanding of dynamical correlations
and the Mott-Hubbard metal-to-insulator transitions in simple model systems shows
that the main correlation effects in fermionic systems have a local character. How-
ever many interesting physical phenomenons indicate the importance of non-local
correlations, e.g.d-wave superconductors and antiferromagnetic spin-fluctuation.
Going beyond local correlations in DMFT is a challenging topic. There are not only
difficulties regrading the development of algorithms, but also the computational ef-
fortis large. Here we briefly introduce two ways to go beyond DMFT approximation
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and include non-local correlations: cluster DMFT and DI'A approximation, without
deducing detailed formulas.

C-DMFT

FIGURE 2.5: In cluster DMFT the lattice many-body problem (left
side) is mapped onto a DMFT cluster (right hand side) which con-
sists of several (e.g. four) interacting sites. Non-local correlations be-
tween the cluster sites are taken into account by including non-zero
off-diagonal matrix elements in the self-energy 3; ;(w) (i#j).

Cluster DMFT includes two devisions of algorithms: the first one is extended
in real space, named cellular DMFT (C-DMFT); the second one is formulated in re-
ciprocal space and called dynamical cluster approximation (DCA). The idea beyond
C-DMEFT extensions is to treat a whole cluster that contains several interacting sites,
instead of a single site in DMFT, as shown in Fig. 2.5. The multi-sites systems are
usually taken out from real space crystal systems, e.g. all the sites contain d- or f-
orbitals. Non-local correlations between these interacting sites are considered while
the interactions between each multi-sites systems are neglected. Compare with sin-
gle site DMFT, it brings larger DMFT basis, additionally, off-diagonal matrix ele-
ments 3; j(w) (i#7) are there in the self-energy matrix. With increasing number of
sites, the computational task grows considerably. For calculations of real materi-
als, the degrees of freedom from multi-orbitals environment also contribute to the
computational efforts. For the applications of C-DMFT see Ref. (Lichtenstein and
Katsnelson, 2000; Maier et al., 2000; Poteryaev, Lichtenstein, and Kotliar, 2004; Bier-
mann et al., 2005).

The reciprocal space cluster approximation of DMFT: dynamical cluster approx-
imation (DCA), was proposed by M. H. Hettler et al. (Hettler et al., 1998). The idea
beyond DCA is to relate k-independent self-energy ¥ (w) by a finite number of ba-
sis functions ¥ (k): ¥(k,w) =~ Zf\il 1i(k)X;(w). The first Brillouin zone is divided
into N¢ patches. In each patch, DCA self-energy is similar to DMFT self-energy:
they are both k-independent. However from patch to patch, the DCA self-energy
is k-dependent and varying: X(K,,w), as shown in Fig. 2.6. Because of this k-
dependence, the DCA method obeys periodic boundary conditions while C-DMFT
has open boundary conditions (similar to DMFT). If the cluster’s size is increased
infinitely (i.e. No — o0), both approximations become exact. Compared with C-
DMEFT, the DCA method is more suitable for describing long-range correlations than
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FIGURE 2.6: In Dynamical Cluster Approximation (DCA), the first
BZ is divided into several patches, in each patches X(k,w) is k-
independent, whereas from patch to patch ¥(k,w) varies. Here is a
example of 6x6 interacting sites, first BZ is split into 6 regions, the
k-dependence of ¥(k,w) is appropriated as X (K7, w) to X(Kg,w).

C-DMFT, and DCA is more suitable for preserving translational symmetry. For the
applications of the DCA method see Ref. (Maier, Pruschke, and Jarrell, 2002).

In the above extensions of DMFT, both in C-DMFT and DCA, correlations are
only taken into account in the region of the clusters, the long-range correlations are
hence neglected. However the research of e.g. magnons demonstrated the impor-
tance of long-range correlations. To include/describe such long-range correlations,
more advanced extensions of DMFT are necessary. The dynamical vertex approxi-
mation (DI'A), proposed by K. Held et al. (Toschi, Katanin, and Held, 2007; Held,
2014), is able to include both short- and long-range non-local correlations. The basic
idea is to extend DMFT diagrammatically: one takes the local, fully irreducible two-
particle vertex as a starting point and constructs from this vertex all possible (local
and non-local) self energy diagrams. For non-local correlations in SrVOj3 obtained
by DI'A see Ref. (Galler et al., 2016).
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2.5 Merging DFT and DMFT: Wannier Functions and Tight-
Binding Method

A prerequisite for a DMFT calculation is the Hy Hamiltonian. Taking the full HP*7
is impractical: strong correlation effects are usually present only for d- and f-states
spanning a narrow energy window around the Fermi-level E. To carry out DFT+DMFT
calculations usually for correlated systems the energy region for HP¥'7 (k) is chosen
as the d states around Ey because DMDT treats the local interactions we also need
to define locality.

In the framework of DFT, the electronic state of a solid is determined by a set of
one-particle orbitals v, (r) and their occupations. The periodicity of crystals leads to
the k-dependence wave functions v, (1) = e Ty (1), satisfying the Bloch theorem.
These one-particle wave functions are indexed by three dimensional momentum
vector k (kz, ky, k) which lives in the first Brillouin zone (BZ) and the band index n.

One of the most mature ways to identify local orbitals is the Wannier representa-
tion (Wannier, 1937), which is implemented by carrying out Fourier transformation
from the Bloch functions 1), 1c(r) to a set of localized "Wannier functions" W, (R, r) la-
beled by a cell index R and a band-like index n. In a crystal the Wannier functions at
different R are translational images of one another. Unlike Bloch functions, Wannier
functions W, (R, r) are not eigenstates of Hamiltonian: the real space localization is
obtained at the expenses of energy localization.

The Wannier functions W,,(R, r) are constructed as:

14 / —ikR
Wn(R)) = —= dke™ " by, k) - (2.37)
WalR) = s [ Y
A more complex case is the multi-band case, where a "gauge transformation" J

: . . (k)
dimension unitary matrix U is needed:

14 / _ikR
W,(R)) = dke™" Ynx)- (2.38)
WalR) = o | Z )

In Eq. 2.37-2.38, V is the real-space primitive cell volume and the integral is car-
ried over the BZ. Eq. 2.37 takes the form of a Fourier transform, and its inverse
transform is:

[Yna) = Y e RW,(R)). (2.39)
R

The transformation form Bloch functions 1, i (r) into Wannier functions W, (R, r)
is illustrated in Fig. 2.7.

The above theory of Wannier functions is made more complex by the presence of
a “gauge freedom” that exists in the definition of the ¥,,. Because we can replace
Bloch functions |1ﬂnk> = eten ()1 or, equivalently, |t,x) = e |y, without
changing the physical description of the system, with ¢, (k) being any real function
that is periodic in reciprocal space. This replacement can lead to ambiguous defined
Wannier functions |IV,,(R)), one solution is to introduce a localization criterion: 2 =
> lonje?|on) — ()2 = 3, [(r*), — r2]. Minimizing this local function leads to
unique definition of Maximum Localized Wannier Functions (Marzari et al., 2012).

Wannier functions allow us to plot quantities like |IW,,(R, r)|? in real space. Here
we plot the Wannier functions of Ru d-orbitals of SrRuO3, as shown in Fig. 2.8.
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FIGURE 2.7: Transformation from Bloch functions to Wannier func-
tions. Left: Real-space representation of three of the Bloch functions
Ypk(x) = e Xy, (x), for three different wave vector ky, ko and ks.
Filled circles indicate lattice vectors, and thin lines indicate the e**
envelopes of each Bloch function. Right: Wannier functions associ-
ated with the same band, forming periodic images of one another.
The two sets of Bloch functions at every k in the Brillouin zone and
Wannier functions at every lattice vector span the same Hilbert space.
Figure from Ref. (Marzari et al., 2012).

Calculation details. For the Wannier functions plotting in Fig. 2.8, DFT part calcu-
lation was carried out by Wien2k code (Blaha et al., 2001) with the GGA correlation-
exchange functional. The k-mesh was set to 15 x 15 x 15. To simplify the calculations,
a cubic structure of SrRuQj; with lattice 3.93 A was adopted. That is, the RuOg octa-
hedra are not tilted with respect to each other.

In the Wannier representation, we can directly evaluate orbital overlaps, ¢,,, ,(R) =
(Wi (0)|H|Wy(R)), that is the electron hopping energy. After obtaining the electron
hopping energy, a k-dependent Hamiltonian matrix can be constructed as follows:

Hpn(K) =Y tin(R)e™ R, (2.40)
R

Here the m and n label different orbital states, R sums over all the neighboring
sites included (usually for d- or f-orbitals restriction to first- and second- neighbors
is enough), k is the wave vector. The diagonalization of the n x n matrix at every
k-point yields band energies €.
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FIGURE 2.8: Localized Wannier orbitals plotting |W,, (R, 1)|? of Ru 4d-
orbitals of SrRuQOs.

Here we consider a simple example: the functions of the cubic phase of STRuOs.
For this system, the bands around E; are from the d-to, orbitals. Since the d,,, d,.
and d,, are orthogonal to each other, there is not off-diagonal matrix element in the
Hamiltonian, all the eignstates are orbital states. From Fig. 3.2 (Chapter 3) one can
see that the tight-binding band structure fits the DFT bands very well, this is because
the 4d-orbitals are quite localized and the orbital overlap between Ru-4d t,, orbitals
separated by long distance is negligible. However in Fig. 3.2 the coexistence of Ru-
4d and O-2p orbital characters around E; can indicate the hybridization between
Ru-4d and O-2p orbitals (i.e. the p-shape orbitals centered at O atoms, as shown in
Fig. 2.8 the Wannier orbitals). In next chapter we are going to show that the large
density-of-states peak of Ru-4d which ranges from -2 to 1 eV not only includes Ru-
4d-to, character but also that of O-2p (~10%). Both of these conclusions strongly
indicate the hybridization between 4d and O-2p orbitals. To demonstrate the ampli-
tude of these electronic hopping terms and compare them to a 3d material with more
localized d-electrons, we list the major hopping terms of cubic SrRuO3 and SrVOs3 in
Table. 2.1.

As one can see from Table. 2.1, there are two main differences between the hop-
ping terms of SrRuO3 and SrVOs. Firstly, the on-site hoppings t,3(0) are —0.428 and
0.557 eV for SrRuO3 and SrVOs, respectively. This difference originates from the dif-
ferent electron filling number of SrRuO3 and SrVOs: in SrRuO3 4 electrons make the
energy of I' point lower than that in SrVO3 with the t3 , configuration. Secondly, all
other hopping terms of SrRuQOj3 are larger than those of SrVO3, because in 3d SrVO3
the electronic cloud is more localized than that in 4d SrRuO3. The band width of
tag in STRUO;3 is ~3.2 eV, which is comparable with the local Coulomb interaction
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TABLE 2.1: Hopping integrals ¢,3(R) (in eV) in the Wannier basis for
fictions cubic bulk SrRuO3; and SrVOs. « and 3 are orbital indexes
and R denotes the inter-atomic vector in the unit of the lattice constant
a. R=(0,0,0) indicates the local energy term, R=(0,0,1) and R=(0,0,2)
are the nearest and second nearest neighbor along the z-direction, re-
spectively. A figural illustration of definition of hopping terms is in

Fig. 2.9.
SI‘RUOg

tag(R) | R=(0,0,0) | R=(0,0,1) | R=(0,0,2) | R=(0,1,1)
Ty Y —0.428 —0.025 0.001 0.012

Yz Yz —0.428 —0.337 0.007 —0.121
Tz T2 —0.428 —0.337 0.007 0.012

TY T2 0.000 0.000 0.000 0.015
SI‘VOg

tag(R) | R=(0,0,0) | R=(0,0,1) | R=(0,0,2) | R=(0,1,1)
Ty TY 0.557 —0.024 0.000 0.005

Yz yz 0.557 —0.247 0.006 —0.079
Tz xZ 0.557 —0.247 0.006 0.005

Ty T2 0.000 0.000 0.000 0.009

U=3eV that we adopt later.

In fact, constructing the Hamiltonian matrix H,,, (k) from the DFT output and
plotting Wannier orbital densities |[W,,(R,1)|? are not the only advantages of Wan-
nier functions and tight-binding Hamiltonian methods. Wannier functions allow to
extract a material specific microscopic Hamiltonian (the input for DMFT) from DFT
band structure calculations. This Hamiltonian can be further supplemented with
additional terms, such as: (1) a Zeeman magnetic field splitting between spin-up
and spin-down channels can be employed to simulate ferromagnetic states; (2) the
nonmagnetic Hamiltonian plus surface asymmetry term plus atomic SOC results
in the Rashba effect; (3) by combining Zeeman magnetic field splitting term plus
rotated SOC term, we can simulate magnetic anisotropy energy (MAE). The imple-
mentations of Wannier functions and tight-binding Hamiltonian methods will be
detailedly discussed in the next section.
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Z(001) o o—0 O o0 00

FIGURE 2.9: Definitions of hoppings for the Ru 4d-orbitals in SrRuQOs.
In the d;, panel, a large hopping t¢; is between nearest sites along
R(1,0,0) or R(0,1,0) vectors, and a smaller hopping along R(1,1,0) is
ts. In d,, panel, along R(0,1,0) the hopping is t5, and the hopping
along R(1,1,0) is t4. In the left up panel, the hopping along R(1,1,1) is
ts. Throughout this thesis we quote electronic hoppings between near
sites as below: e.g. for d,,-orbital, t;=R(1,0,0), t2=R(0,0,1), t3=R(1,1,0),
t4=R(0,1,1) and t5=R(1,1,1).
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2.6 Full Tight-Binding Hamiltonian in ABO3; Materials

In this section we address how to derive the tight-binding ¢,, Hamiltonians of ABO3
perovskite materials. Such Hamiltonians depend on the momentum k (k,, £y, k.)
and are parameterized by electronic hopping terms ¢, ¢5.... In essentially the same
fashion we can construct the tight-binding Hamiltonian of any ABO3 material, in-
cluding SrRuO3 and BaOsO3 that will be studied in this thesis.

The tight-binding Hamiltonian for Bulk ABO3 without SOC. We choose the
three ¢y, orbitals d, ., d,. and d, as a basis. Without SOC the non-magnetic Hamil-
tonian of ABOs reads as (all equations in this Chapter 2.6 are in SI unit):

h¥% 0 0
Ho(kg, by k) =| 0 %2 0 |, (2.41)
0 0 hv
Hop(B) = 3 tag(R)e™ R, (2.42)
i

for ty, there are (the definitions of ¢; to ¢5 see Fig. 2.9):

hY%(ky, ky, k2) = to + 2tacos(kya) + 2ticos(kya) + 2t1cos(k.a) + 4tzcos(kya)cos(k.a)

h**(ky, ky, k2) = to + 2t1cos(kza) + 2tacos(kya) + 2ticos(k,a) + 4tzcos(kya)cos(k a)

WY (ky, ky, k2) = to + 2ticos(kya) + 2ticos(kya) + 2tacos(k,a) + 4tzcos(kya)cos(kya).
(2.43)

In Chapter 2.5 we already discussed the meaning of ¢y, ¢, t2 and ¢3: in the case of
the SrRuOs: d,, orbital, the hopping terms are list in Table. 2.1: t5=t(0,0,0)=—0.428 eV,
t1=t(0,0,1)=—0.337 eV, t2=t(1,0,0=—0.025eV and ¢3=t(0, 1, 1)=—0.121 eV. With all of
these major hopping terms the DFT bands of (cubic) SrRuOs can be well repro-
duced. Please note that for the hopping between first nearest neighbors, besides the
inter-orbital hopping ¢; and ¢9, there are not intra-orbital hopping and off-diagonal
matrix elements because of the orthogonal of ¢5, orbitals in cubic perovskite struc-
tures, whereas for the hopping between second and third nearest neighbors, there
are intra-orbital hopping between e.g. d,. and d,. orbital along R(1,1,0) vector, and
ta4 orbitals along R(1,1,1) vector. We neglect these hopping due to the fact that they
are merely up to 15 meV between second nearest neighbors and 4 meV between third
nearest neighbors, respectively. This setup implies that in ¢5, orbitals the three types
of carriers are not coupled. Let us note that this model is a simplified version tight-
binding Hamiltonian that only contains the hoppings up to t3. We will discuss later
some properties of ABOs systems that are sensitive to the long-range hoppings such
as ts.

Effective mass. In solid state physics, an electron’s effective mass (usually de-
noted m*) is the mass that it seems to have when responding to forces. One of the
results from the DFT band theory is that the movement of particles in a periodic po-
tential, over long distances larger than the lattice spacing, can be very different from
their motion in a vacuum (nearly freed electrons). Usually, with the approximation
of nearly free electrons we also can express the Hamiltonian with effective mass:

K2 k2 h2 k2 B2k2
hyz(k'x, ky, kz) _ x Yy z

_ (2.44)
theavy leight 2mlight
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where mj,cquy1ight) Means the effective mass of heavier (lighter) electrons. Near the I
point (kz, ky, k. = 0) we can estimate the DFT effective mass (heavy) for d, . orbitals
along the x direction:

h2k?
— 2tycos(kpa) ~ taa’k: = —% (2.45)
2mheavy
h2
Mheavy = m (246)
Similarly, the lighter mass of d,. electrons along the y/z direction is:
h2k2
—2t1cos(kya) — 4tgcos(k.a) ~ (t1 + 2t3)a2k§ = 2ml‘yh , (2.47)
1ght
h? 9
ight = ————————a". 2.48
If we take t1=—0.337 eV, t5=—0.025eV and t3=—0.121 eV from Table. 2.1,
Myight/Mheavy = t2/(t1 + 2t3) = 0.043, (2.49)
and thus:
h2
i e — =04 5 2.
Miight /M 2t T 2t3)atm 0.467 (2.50)
Mheavy/Me = 10.860. (2.51)

Bulk ABO3 with SOC. We choose six spinful to, orbitals d. 1, dy. |, dz> T, dz2 |,
dgy T, dgy | as a basis. The Hamiltonian without SOC is:

hv* 0 0 0 0 0
0 h¥" 0 0 0 0
0 0 A 0 0 0
0 0 0 0 Y 0

0 0 0 0 0 h"

These six spinful o, orbitals are degenerate at I' point. Generally, SOC is ex-
pressed in terms of (h/4mc?)(VV x p) - o. If we focus on properties around the T
point (kz, ky, k. = 0) then we can use the atomic SOC approximation oL - S and
carry out a group analyses. Taking into account the transformation properties of the
spin degrees of freedom under O}, point group operations, we obtain the spinful 75,
electron wave functions that transform according to the irreducible representations:

Ty @Tf =T7 @Tf =Tf oIy (2.53)

F? basis functions:
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1 1 . .
‘F;— -5 = —=(—idy:| 1) — dez| 1) + Zdwy’ 1)
2" V3
1 (2.54)
75 = ﬁ(ﬂdyz! ) 4 doz| 1) —idgy| 1))
'y basis functions:
3 1 7 1
F+ ——)=—F—=(——F+=d z + 7da:z +\/§dac
08 = 3) = T 1 el iy 1)
1 1
v L B
g 2> ﬂ(Zdyz| 1) —dez| 1))
1 (2.55)
‘Fg §> - ﬁ(_Zdyz‘ \L) - d:cz’ i/>>
TE2) = (el 1) + =y 1) + V2 | 1)
8 2 - \/g \/§ Yyz \/§ Tz Ty .
With J = L- S, wehave aL - § = £(J? — L? — §?) so that in the 'Y & Ty basis:
1 0 O 0 0 0
01 0 0 0 0
_ oo - 0o o o
Hsoo=oL-S=| o o 5 o g | (2.56)
00 0 0 -% o0

o0 0o o0 o -1
at the I' point, the atomic SOC will split six degenerate spinful ¢y, orbitals into the
doublet [I'} — 1 >, [['F3 >, and quartet [T§ — 2 >, |[I'f — 1 >, I3 >and [T{3 >.
We express Hsoc in the original to, basis, Hsoc = U(aL - S)UT,

%00 50
s ow Ym0
oo I 2s)
- s /2
i ;2
00 0 0 2
10 0 0 0 0 0 0 i 0 0 -1
01 0 0 0 0 00 0 —i 1 0
00 -3 0 0 0 +_al -i0 0 0 0 i
Yl oo o -2 o o |V =2l 0 i o0 0 i o0 (2.58)
00 0 0 -1 o0 01 0 —i 0 0
00 0 0 0 —3 -1 0 =i 0 0 0

For the tight-binding Hamiltonian including SOC, we have H = Hy + Hsoc. H
accounts for basic SOC effects in ABO3 bands: (i) band splitting between I'f and
Fg at the I' point (Zhong, Té6th, and Held, 2013), and the SOC parameter « can be
obtained from this splitting, e.g.in SrRuO3 (BaOsOs3) this splitting is about 0.210 eV
(0.666 V), thus a=0.210 (0.666) x %=0.140 (0.444) eV; (ii) the effective mass will be
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significantly changed. This is due to the mixture of ¢y, bands under the effect of
SOC.

Hy of thin films ABO3. Compared with the band structure of bulk ABOs, the
thin films bands have a key feature: lifting of orbital degeneracy; the d,, orbital
is separated from d,. and d,. orbitals. The splitting is a result of the dimensional
reduction along z-direction by surfacing. When we describe this feature of ABO3
films or surface/interface systems, Hy is modified as follows: basically, Hy of thin
films has the same structure as its bulk counterpart:

h¥% 0 0 0 0 0
0 hA¥Y* 0 0 0 0
0 0 A*™ O 0 0
HO(kwakyakz) = 0 0 0 Bz 0 0 (259)
0 0 0 0 A" 0
0 0 0 0 0 h"

Eliminating the hoppings along k., hy., h,. and hg,:

hY*(ky, ky) = to + 2tacos(kga) + 2ticos(kya)
h** (ky, ky) = t + 2t1cos(kzya) + 2tacos(kya) (2.60)
h*Y (ky, ky) = to + 2ticos(kya) + 2t1cos(kya) + 4tgcos(kya)cos(kya).

The on-site terms of d,,, and d,, will change because of the surface, e.g. for STRuO3
ty is —0.122 eV, which is quite different with its bulk value —0.428 eV, the change of
on-site energy of the d,, orbital is however quite small because the d,, orbital is
mainly spread out in the zy plane. Clearly, we can see that at the I" point the d,
orbital has the eigenvalue A=ty+2t;+2t;+4t3=—2.260eV, and for the d,./d,. orbital
has the eigenvalue A=t(+2ty+ 2t;=—0.846€V.

Zeeman splitting in ABO3. To simulate the ferromagnetic splitting we need a
matrix which can split the spin-up eigenvalues with the spin-down eigenvalues by
a constant B. In the basis of |dy. 1), |dy. 1), |dzz 1), |dzz 1), |dzy T) and |dyy ) this
matrix can be:

1 0 0 0 0 O
0 -1.0 0 0 O
B|1o0o o 1 0 0 0
Hzeeman = 5 0 0 0 -1 0 0 (261)
0 0 0 0 1 O
06 0 0 0 0 -1

where B is the energetic splitting between (1, k) and ¢({, k). It can be estimated
from spin-polarized DFT band calculations or fixed to reproduce a given magnetism.
For ferromagnetic systems H = Hy + H zeeman-

Rashba spin splitting. The Rashba effect (Winkler et al., 2003) is a momentum-
dependence splitting of spin bands in two-dimensional condensed matter systems
(heterostructures and surfaces). The splitting is a combined effect of atomic spin-
orbit coupling and asymmetry of the potential in the direction perpendicular to the
two-dimensional plane. Rashba spin-splitting was observed by magneto-resistance
measurement of an LaAlO3/SrTiO3 interface: a Rashba spin-splitting on order of
meV was reported (Nitta et al., 1997; LaShell, McDougall, and Jensen, 1996). This
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Rashba splitting can be tuned by an external electric field. The first theoretical ex-
planation focuses on the free electron model and believes that the interface potential
gradient VV, which can be tuned by external field, can explain the spin-splitting by
(h/4mc*)(VV x p) - 0. However, the key point is that this term (h/4mc?)(VV x p) - o
only can directly induce a splitting by order of 10~ eV, which is significantly lower
than the observed values.

In the TB approximation, numerical solutions of Hy+ Hsoc always show twofold
degenerate (Kramers degeneracy). This degeneracy can be broken by (i) adding a
Zeeman term (breaking time-reversal symmetry) or (ii) adding a Rashba SOC term
(breaking crystal inversion symmetry). The nature of Rashba splitting had been at-
tributed to the modification of surface potential (LaShell, McDougall, and Jensen,
1996; Petersen and Hedegéard, 2000). However, in our previous research we demon-
strated that such a Rashba splitting is mainly from the surface orbital deformation
(Zhong, Toth, and Held, 2013). At the interface between two different ABO3 mate-
rials or surface that faces to vacuum, the key hopping terms are:

Y= <dwy(R0)’H|dyZ(R0 + Rx))
Y = (day(Ro)|H|dz-(Ro + Re))

—(duy(Ro)|H|dy=(Ro — Rz))

—({dyy(Ro)|H|dz>(Ro — Ry)) (2.62)

where R, is the nearest neighbor along z-direction, thus v is the hopping term
of d,, and d,,, along z-direction. It is anti-symmetric and it should be zero at peri-
odic bulk state because the ¢y, orbitals are orthogonal. The Rashba hopping term
(Eq. 2.62) arises from the breaking of crystal space inversion symmetry of z < —=z
at interface/surface. The physics picture of this can be understood by plotting the
Wannier functions |W,, (R, r)|? of d;, and d,. orbitals at interface/surface (Fig. 2.10).

-y Y

dyz D — dxy r—- dyz

FIGURE 2.10: Schematic figure of the orbital deformation at the per-
ovskite ABOjs surface/interface resulting in an anti-symmetric hop-
ping term 1.

In the previous literatures this  term is usually treated as a parameter in a model
and its value is obtained from by fitting the experiments. However we found an-
other way to calculate v; using Wannier projections. We can obtain the exact value
of v by projecting Wannier orbitals of d,,(0) and d,.(0 + R,) and calculate their
overlap (dy,(Ro)|H|dy.(Ro + Ry)).
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For the interface between 5d BaOsO3 and BaTiO3 (with BaTiOs, the details of
calculations will be detailed discussed in Chapter 4.1), our calculations indicate v of
0.016 eV, and it shows anti-symmetric behavior with respect to bulk BaOsOs.

Including the hopping terms v, we express the Hamiltonian Hy + Hsoc + H:

yz
h o0 00 00 i 0 0 —1
0 h¥* 0 0 0 0 .
0 0 0 — 1 O
0 0O A”* 0 0 0 . :
- 0 0 0 0 =«
0 0 0 A* O 0 + = .
2 0 « 0 0 ¢ O
0 0O 0 0 A" 0 .
01 0 —i 0 O
0 0 0 0 0 hA™W 10 — 0 0 0
(Eq.23)
0 0 0 0 2isin(kza) 0
0 0 0 0 0 2isin(kza)
. 0 0 0 0 2isin(kya) 0
" 0 0 0 0 0 2isin(kya)
—2isin(k,a) 0 —2isin(kya) 0 0 0
0 —2isin(kga) 0 —2isin(kya) 0 0
(2.63)

Rotation of the atomic SOC matrix: magnetic anisotropy energy. Magnetic
anisotropy energy (MAE) is a very important physical quantity in ferromagnetic ma-
terials. There are two sources of MAE: (i) the interaction between magnetic dipoles,
(i) the SOC interaction. Even through its energy scale is small as peV/atom com-
pared to the total energy eV /atom, it is important because it governs the microscop-
ical quantization axis, and a macroscopically ferromagnetic easy-axis or easy-plane
(i.e. magnetic direction). The small scale of MAE (neV) is beyond the ability of DFT,
thus we need to use tight-binding method.

To calculate the MAE, we need at least three terms in the Hamiltonian: Hy +
Hzeeman + Hsoc (8, ¢). The first term Hy (Eq. 2.43 and Eq. 2.52) describes the non-
magnetic Hamiltonian of ¢y, orbitals, the second term Hzceman (Eq. 2.61) introduces
a spin-splitting between spin-up and -down channels. The third term Hsoc (6, ¢) is
different from the traditional atomic SOC matrix Eq. 2.58, where a unitary transfor-
mation is applied to the expression Eq. 2.58, thus we can rotate the direction of the
quantization axis (Eq. 2.64):
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where 0, ¢ are Euler angles. For 0=¢=0, this matrix is equal to the original atomic
SOC matrix Eq. 2.58.

Summary. So far, we discussed the formalism of full TB Hamiltonian of ¢5, or-
bitals of ABO3 perovskite materials. The formalism of atomic SOC matrix, Zeeman
spin-splitting, interface/surface asymmetry (Rashba) splitting terms are reviewed.
And we define a way to rotate the atomic SOC matrix, with which the total energy
of a ferromagnetic system with various quantization axes can be calculated. The
applications of these implementations will be shown in Chapter 3-4.
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Chapter 3

DFT+DMFT Research of Strontium
Ruthenate: SrRuO;

In the previous chapter the combination of ab-initio DFT calculations with the many-
body approach DMFT was discussed. We demonstrated that DMFT is an effective
method for describing dynamic correlation effects of strongly correlated electron
systems and explaining their electronic structure. In DMFT, the real and imaginary
parts of self-energy Re¥(w) and ImX(w) can be calculated and result in modifica-
tions of the k-integrated and k-resolved spectral functions A(w) and A(k,w). These
quantities can be directly compared with experimental measured quantities, such as
angle resolved photoemission spectroscopy (ARPES), X-ray absorption spectroscopy
(XAS) and photoemission spectroscopy (PES). However, DMFT calculations in the
presence of SOC are challenging. To solve this problem, we derived a full TB model
which explicitly includes the spin-orbit coupling for ¢y, orbitals in perovskite ABO3
systems. In this way we can further calculate (i) surface/interface Rashba splitting,
(ii) magnetic anisotropy energy.

In this chapter we focus on the electronic and magnetic properties of SrRuOs
(SRO) in its bulk as well as in thin films. By using DFT, DFT+U and DFT+DFMT
we firstly start with the discussion of bulk SRO. Secondly, we show TB results of
the magnetic anisotropy energy for bulk SRO. Thirdly, we demonstrate that the elec-
tronic properties of SRO thin films are dominated by two factors: film thickness
and the crystallographic orientation. Three different orientations: (001), (110) and
(111) will be discussed. The DMFT spectra will be compared with the experimental
observations to reveal that DMFT is the only successful method for describing the
electronic structure in the presence of dynamical correlations, both DFT and DFT+U
methods fail in obtaining the exact ground states of SRO thin films. Reader will see
how the geometrical confinement and the crystallographic orientation give rise to
new phases emerge in SRO thin films, e.g., the (001)-oriented growth turns SRO from
its correlated and conductive metallic state in the bulk to an antiferromagnetic insu-
lator, growth along the (110)-orientation entirely suppresses the critical thickness be-
havior regrading the metal-to-insulator transition, stabilizing the metallic state even
down to a monolayer, (111)-oriented SRO thin films exhibit half-metallic ferromag-
netic states with topological properties [i.e. a quantum anomalous hall (QAH) state].
Lastly, we present DFT+U results of SRO supercells with an oxygen vacancy, eluci-
dating the relationship between the high-spin state and oxygen vacancies in SRO.
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3.1 SrRuQOj; Bulk

Parts of the results of this section have been published: Liang Si, Zhicheng Zhong, Jan M. Tomczak, and
Karsten Held: Route to room-temperature ferromagnetic ultrathin SrRuO3 filns. Phys. Rev. B 92, 041108(R) 2015.

The complex oxide perovskite SrRuO3 (SRO) has fascinated researchers for over
half a century because of its excellent chemical stability and electrical conductiv-
ity. Experimentally, SRO can be heterostructured with or grown on other variety
perovskite materials, making it an excellent candidate for materials design. The
interplay between different degrees of freedom of spin, orbital, charge, and the ge-
ometrical confinement in SRO-based systems provides a fascinating playground to
explore new physics and exotic phenomenas. The crystal structure of single-crystal
SRO performances as cubic, tetragonal and orthorhombic in the temperature ranges
of T>950K, 950 K>T">820K and T'<820K, respectively. The cubic, tetragonal and
orthorhombic phase crystal structures are shown in Fig. 3.1(a)-(f). At low-T', SRO
has an orthorhombic structure with bulk lattice parameters a=5.57 A, b=5.53 A and
¢=7.84 A (Jones et al., 1989); moreover, it can be well represented as a pseudo-cubic
perovskite with a=3.93 A. The T and the local magnetic moment of SRO were de-
termined to be 160K and 0.8-1.6 1z /Ru (Kiyama et al., 1996; Cao et al., 1997; Allen
et al.,, 1996; Felner, Nomura, and Nowik, 2006). So the ground state of SRO is a
ferromagnetic metal in the orthorhombic phase (space group Pbnm, No.62). For the
d* configuration of the Ru** t,, orbitals the maximal spin-only moment amounts
to 2 up/Ru. The lower experimental moment has received three explanations: (i)
the electron delocalization associated with itinerancy (Longo, Raccah, and Goode-
nough, 1968; Klein et al., 1996), (ii) spin canting (Gibb et al., 1974), (iii) a combination
of larger magnetocrystalline anisotropy and the difficulty in making single-domain
crystals and films (Kanbayasi, 1978).

\’
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ATH }
\//\\/

FIGURE 3.1: Cubic (a,d), tetragonal (b,e) and orthorhombic (c,f) struc-
tures of SrRuOs.

We start with a nonmagnetic DFT calculation, for simplification and a better un-
derstanding of band characters we replace the orthorhombic phase with a fictions
cubic perovskites structure. The DFT bands, the density-of-states (DOS) and Wan-
nier projections are shown in Fig. 3.2. In the band structure (left panel), the nice
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bands from —8eV to —2eV are from O-2p orbitals (red). The three (blue) bands,
which are located around Ey¢, are from the Ru-4d ¢y, orbitals. The two e, bands
(green) are from 1eV to 6eV. At energies higher than 5eV, the five (pink) bands are
from Sr-3d orbitals. The bands from Wannier projections are labeled by solids black
circles, and they agree with DFT bands very well, indicating the localization of Ru-
4d orbitals. Along the X-I" path, one of the three ¢, band has a rather flat dispersion
(heavy band). This band orientates from the the yz orbital, the corresponding hop-
ping (denoted as t3 according to Chapter 2) along the = direction is much smaller
than those (¢1) of xy and zz orbitals (lighter bands). However along the I'-M path
all three bands are dispersive and exhibit as light bands, and yet one of them (zy) is
still lighter than others (yz, xz bands), because along the (110)ci. lattice vector the
hopping for zy orbital (t3) is larger than for the yz and zz orbitals (t4). Finally, along
the I'-R k-path, all three t5, bands have larger energetic dispersions, reading the top
of conduction bands at R point (0.72eV). All the three t5, bands are nearly degener-
ate, because along (111) s direction, all three ¢, orbitals have same hopping terms
(t5). The bottom of conduction (t24) bands is located at I' point, with energy equals
to —2.48 eV, leading to a bandwidth of 3.20eV for cubic SRO. The bandwidth of or-
thorhombic SRO is reduced to 3.08 eV, this reduction is mainly due to the rotation
and tilting of RuOg octahedron, leading to the reduction of hybridization between
Ru-4d and O-2p orbitals.

=N
T T

— 0-2p
— Ru-4d-e, —— Sr-4d

[ S
T T T

Energy (eV)
w

DOS (1/eV)

=N
T

| [=}
T

Energy (eV)

FIGURE 3.2: DFT band structure and tight-binding fitting (left panel)
and the density of states (DOS, right panel) of cubic SRO.

As shown in the DOS (Fig. 3.2 right panel), the states near Fermi level (Ef) have
predominantly Ru-4d and O-2p characters. This strong hybridization leads to a high
DOS peak at Ey, favoring ferromagentism in accord with the Stoner criterion. Ex-
periments confirmed that SRO is a good ferromagnetic/correlated metal at low tem-
perature (T<160 K). Thus to realistically investigate the electronic structure of it, we
have to use spin-polarized DFT and DMFT calculations. We firstly focus on the
simplified cubic phase. In Fig. 3.3 we show the DFT-GGA spin-polarized DOS (a),
DMEFT spectral functions A(w) at 100K (b) and 200 K (c), respectively. Spin-polarized
DFT concludes a magnetic moment of 1.76 1p/Ru with GGA, and 1.25 ;1 /Ru with
LDA. The DFT DOS results also indicate the exchange splitting of nearly 1eV be-
tween the majority (spin-up) and minority (spin-down) bands together with a DOS
reduction at E¢, leading to lower total electronic energy and better chemical stability.

In DFT DOS the to, bands cross E¢ and partly filled while there are no electrons
the in e, bands. This indicates that the e, orbitals are unlikely to be the main source
of ferromagnetism, therefore we exclude them from DMFT calculations. The mag-
netic moment of cubic SRO is determined as 1.20 u/Ru at 100K in DMFT, this is
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FIGURE 3.3: Spin-polarized DFI-GGA DOS (a) and DMFT spectral
functions at 100K (b) and 200K (c) of cubic SRO.

in reasonable agreement with the experimentally measured 0.8-1.6 113 /Ru. At lower
temperatures, we expect the moment to increase further, but doing DMFT at lower
temperatures is computationally very demanding: it leads to heavy computational
tasks in CT-QMC iterations. The orbital occupations of all ¢, bands are 0.866 and
0.466 for spin-majority and minority channels. Because of the orbital degeneracy of
Oy, point group in cubic SRO, only the d,, band spectral function is shown. Ferro-
magnetism in SRO is suppressed at 200K [Fig. 3.3(b)]. The T¢> from DMFT and CT-
QMC is therefore determined to be between 100 K and 200 K. In our previous DMFT
study, for orthorhombic phase SRO we obtained a T¢ close to 160K (Si et al., 2015),
however a residual moment could be observed, in this thesis to show the degener-
acy of spin channels in paramagnetic metallic states we choose computational-T as
100K and 200 K.

Calculation details. For the DFT-GGA and DMFT calculations in Fig. 3.2 to Fig. 3.7,
experimentally measured structural parameters are adopted thus no atomic relax-
ation is carried out. In DFT+DMFT calculations, nonmagnetic DFT self-consistent
calculations are finished first, then we project the corresponding DFT bands struc-
ture [from Wien2k (Blaha et al., 2001)] onto Wannier functions (Marzari et al., 2012)
using Wien2Wannier interface (Kunes$ et al., 2010) and supplement it by a local
density-density interaction with intra-orbital U=3.0 eV, inter-orbital U'=U-2J=2.4eV
and Hund’s exchange J=0.3 eV. We crosscheck all results of this thesis against the
choice of the interacting Hamiltonian (both density-density and also Kanamori in-
teraction). With two different interactions, we can observe the same transition be-
haviors. The different choice of interaction formula only results in a tiny shift of
Hund’s exchange J in the overall phase diagram, this part argument is beyond the
content of this thesis. The resulting tight-binding Hamiltonian of ¢y, orbitals are then
solved by DMFT at different temperatures, using continuous-time quantum Monte
Carlo (CT-QMC) simulations in the hybridization expansion using the W2dynamic
code (Parragh et al., 2012) and the maximum entropy method (Gubernatis et al.,
1991; Sandvik, 1998) for an analytic continuation of the spectra.

The results of the orthorhombic phase of SRO are shown in Fig. 3.4. Compared
with results of cubic SRO, no qualitative differences are found. The DFT magnetic
moment is 1.95 up/Ru and 1.53up5/Ru for GGA and LDA which are significantly
larger than those of cubic SRO. This indicates that the RuOg octahedron distortion
and tilting are crucial quantities for the ferromagnetism of SRO on a quantitative
level. Both the GGA and LDA magnetic moments are beyond and at odds with the
experimental values. This suggests that the formation of magnetic domains, which
is beyond the capability of current DFT, plays a role in reducing ferromagnetism in
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FIGURE 3.4: Spin-polarized DFT-GGA DOS (a) and DMFT spectral
functions at 100K (b) and 200K (c) of orthorhombic SRO.

SRO. DMFT calculations yield the magnetic moments of orthorhombic SRO to be
1.31 up/Ru at 100K, we conclude orthorhombic bulk SRO to be a FM metal with
orbital occupations of 0.908 (0.447), 0.866 (0.449), and 0.881 (0.449) for the majority
(minority) spin of zy, yz and xz orbitals at 7=100 K. Similar to the cubic case, T~ of
the orthorhombic phase is below 200 K [beyond the results of Ref. (Si et al., 2015), we
here also discuss the cubic phase]. Besides the excellent agreement of T, another
advancement of DMFT is that we restore the correlated features: Hubbard bands. As
shown in both cubic and orthorhombic phase, Fig. 3.3 and Fig. 3.4, respectively, dis-
tinct lower Hubbard bands can be observed in both spin-majority and spin-minority
channels at —1.5eV to —0.5eV for the ferromagnetic case (100 K). For the paramag-
netic phase at 200K, both lower and higher bands can be observed at —2.0eV and
1eV, so are the quasi-particle peaks at E;. Due to the fact that such Hubbard bands
features are crucial and can be accessed experimentally by using e.g. X-ray absorp-
tion spectra and optic conductivity (Shai et al., 2013), while the quasi-particle peaks
can be used to explain the Fermi-liquid behavior of SRO (Vollhardt, 1984). Thus our
results indicate DMFT is a sensible method to describe dynamical correlation effects
in SRO.

The discussed spectral functions are evaluated from Eq. 2.35, which is already af-
ter the k-vector integration. Another important physical quantities of correlated sys-
tems are the k-resolved spectral functions A(k,w), which are both momentum £ and
frequency w dependent, as demonstrated by Eq. 2.36. We calculate the k-resolved
spectral functions A(k,w) for both cubic and orthorhombic phases SRO to analyze
the modifications from the viewpoint of dynamic correlations. For simplification,
we also take the cubic phase of SRO as a starting case. The k-resolved spectral func-
tions A(k,w) of the cubic phase SRO at 100K and 200K are shown in Fig. 3.5. At
100K, a clear spin splitting can be observed. For the spin-down channel the band-
width changes from 3.2 eV to 2.5eV (decreased by ~21%). The spin-down channel
spectra mainly spreads along E/, the flat yz band along X-I" path is basically broad-
ened due to the imaginary part of self-energy Im>(w). Close to E the band broad-
ening effect is tiny, this indicates a local minimum of I'm3(w) around E;. Compared
with original DFT bands [Fig. 3.5(a)], the spin-up channel spectra shrinks from the
DFT bandwidth ~3.20eV to DMFT ~2.75 eV (decreased by ~14%). To better under-
stand the features in k-resolved spectral functions A(k,w), we plot the real-frequency
self-energy ¥ (w) for cubic SRO at 100K and 200K, as shown in Fig. 3.6.

We first focus on the 100 K results [Fig. 3.6(a)-(b)]: the spin-up channel (majority)
real part self-energy ReX(w) is always ~0.5eV lower than the spin-down channel
(minority) at any w, this explains the spin-splitting and ferromagnetism in SRO at
100K. For the imaginary part Im3(w), both spin-up and spin-down channels basi-
cally show the same Fermi liquid behavior: the ImX(w) has local minimum at E¢,
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FIGURE 3.5: Spin-polarized DMFT spectral functions A(k,w) at 100K

(a,b) and 200K (c,d) for cubic SRO. For different A(k,w) the maximum
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FIGURE 3.6: Spin-polarized DMFT real-frequency self-energy ¥(w) at
100K (a,b) and 200K (c,d) for cubic SRO.

contributing to the quasi-particle peak around —0.5eV to 0.5eV. In Fig. 3.5 the spec-
tra A(k,w) around E; only reduce the DFT bandwidth (enhance its effective mass):
the broadening effect around E; is tiny, however high-energy part (from —3eV to
—1eV) is seriously broadened. Please note that our DMFT resulted ReX(w) con-
verges to a constant only beyond the interval of Fig. 3.6. For a clear observation of
the Fermi liquid behavior we show a small frequency region around Ej.

Cubic SRO exhibits a paramagnetic metallic state at 200K [Fig. 3.6(c)-(d)]. Thus
we expect both the ReX(w) and Im¥(w) to behave similarly. ReX(w) is symmetric
around Ey, it is positive when w decreases from 0eV and becomes negative when
w increases from 0 eV, this behavior shrinks the DFT bands near E; and results in
the quasi-particle peak. This bands shrink/reduction is shown in Fig. 3.5(c)-(d): the
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A(k,w) at 200K from —0.5eV to 0.5eV shows a clear DFT band character, together
with a bandwidth reduction (effective mass renormalization). From -3.0eV to-0.5¢eV,
A(k,w) is seriously broadened due to the large negative Im>(w) from -1.0eV and
lower, it also indicates that the electronic correlation effects at higher temperature
are stronger. At 200K ReX(w) converges faster than at 100K, approaching —0.4eV
when w >4.0eV and < —4.0eV. This demonstrates that the modifications of dynam-
ical correlation effects at high temperature contribute to a rather smaller energetic
region than those at lower temperature cases. To estimate the degree of correlation
in cubic SRO, we calculate the Z factor for different spin channels at both 100K and
200K. The Z factor is 0.69 and 0.50 (0.51 and 0.51) from spin-up and spin-down
channels at 100K (200K). The renormalized factor Z are obtained from such for-
mula: m*/m, = 1/Z =1 — %Reﬁ(w + i0")|w=0 (me is DFT band effective mass
and m* is the quasi-particle effective mass). This value is in good agreement with
the literature data (Granas et al., 2014) indicates that m* /m. ~ 2, demonstrating that
electronic correlations in SRO are strong.

(b) Spin-Down 100K

(c) Spin-Up 200K . (d) Spin Down 200K
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FIGURE 3.7: Spin-polarized DMFT spectral functions A(k,w) at 100K

(a,b) and 200K (c,d) for orthorhombic SRO. For different A(k,w) the

maximal spectra corresponds to different values, for (a), (b), (c) and
(d) they are 35, 80, 25 and 25.

The A(k,w) of the orthorhombic SRO is shown in Fig. 3.7(a)-(d). Compared with
the cubic one, there are four Ru sites in the orthorhombic cell. Thus the number of
bands are fourfold: altogether twelve ¢2, bands are obtained. Rotation and tilting of
RuOg octahedra suppress Ru-d and O-p hybridization, leading to a reduced band-
width of the orthorhombic phase, from 3.20 eV to 3.08 eV. Because the rotation and
tilting of RuOg octahedra reduces the Ru-O-Ru bond angle, it reduces the orbital
overlap and d-p hybridization.

Calculation details. Compared with cubic phase SRO, the DFT calculations of or-
thorhombic SRO has to be carried out with a v/2 x v/2 x 2 unit cell because of the RuOg
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rotation/tilting. This increases the number of 5, bands and changes the definition of
Brillouin zone. For simplification, we do not change the k-path for band plotting in
Fig. 3.7. However, the reader has to note in Fig. 3.7 that the high-symmetry % points
X(0.5,0,0) and M(0.5,0.5,0) are already different k-points compared to Fig. 3.2 and
Fig. 3.5.

The general behavior of A(k,w) of orthorhombic SRO is comparable with the cu-
bic ones. For example, at 100K the spin-up (majority) channel A(k,w) is quite broad-
ened in the whole energy region from —3.0eV to 0.0eV, and A(k,w) as a whole is
shifted downside by a Hartree-like constant ~0.5eV. The coherent spectra around
E; induces a quasi-particle peak around —0.3eV, as shown in Fig. 3.4(b). For the
spin-down (minority) channel the band broadening effect is quite tiny, as related
to the local minimum of Im3(w) at w=0eV. Because both Re¥(w) and ImX(w) of
orthorhombic SRO have basically the same behavior as in the cubic phase, we do
not show them here. The different between ReX,(w) and Re3,(w) splits spin-up
and spin-down channels at 100K. At 200K, the orthorhombic SRO behaviors as a
paramagnetic metal (Fig. 3.4 and Fig. 3.7).
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3.2 Magnetic Anisotropy Energy in SrRuQO;

This section is based on an article (under preparation) with a focus on the magnetic anisotropy energy in
SrRuO3: Dai Kubota, Liang Si, Karsten Held and Masatoshi Imada.

In Chapter 2.6 we introduced the method to derive the full TB Hamiltonian for
tag orbitals of ABO3 perovskites. In this section we employ the TB Hamiltonian
method to derive the band structures of the cubic SRO; then we calculate the mag-
netic anisotropy energy.

Here, to simplify our TB model, we only include electron hopping terms ¢,
(m and n label orbitals) up to second nearest neighbors [e.g. for d,. orbital it up to
R(0,1,1)]. The TB bands of SRO are shown in Fig. 3.8. Without ferromagnetism and
SOC effect [Fig. 3.8(a)], three to, are observed: d,., d,. and d, (for the detailed
analysis of bands see Chapter 3.1). The band behavior of DFT [Fig. 3.2(a)] are suc-
cessfully reproduced by only three hopping terms. One can note that the bandwidth
now is ~2.8eV, seriously smaller than in DFT: 3.2eV. This is because most long-
range hoppings are cut-off, leading to the bandwidth reduction. After turning on
SOC [Fig. 3.8(b)] (SOC parameter a=140 meV), the bands split at the I' point: one
band [mostly from d,, with quantization axis (001)] shifts up. However at this point
no spin-splitting happens because the spin-up and spin-down channels are still en-
ergetically degenerate.

The spin-splitting is turned on by setting a nonzero Zeeman splitting which cor-
responds to a ferromagentic magnetism on the Hatree level (as discussed in Chapter
2.6). In [Fig. 3.8(c)] six t24 bands are there due to the spin-splitting. The amplitude of
Zeeman splitting is set as 0.6 eV. In the presence of both ferromagnetism and SOC, a
further splitting happens and no orbital degeneracy is present [Fig. 3.8(d)].
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FIGURE 3.8: Tight-binding band structures of cubic SRO: (a) param-
agnetic without SOC, (b) paramagnetic with SOC, (c) ferromagnetic
without SOC and (d) ferromagnetic with SOC.
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To calculate the magnetic anisotropy energy of SRO, we need to determine two
parameters: the SOC strength o and the Zeeman splitting B. Here « is chosen as
140 meV as discussed in Chapter 2.6, by calculating the SOC splitting at the I" point.
However this approximation does not work for B, because it is a k-dependent quan-
tity. At the I' point the splitting between spin-up and spin-down channels is about
0.50 eV while at the M point it can be 0.96 eV. Here, to demonstrate that the magnetic
properties of SRO are rather complicated, we change B from 0.1 eV (corresponding
to weak ferromagnetism with a tiny ferromagnetic moment) to 1.0eV (correspond-
ing to a half-metallic ferromagnet with a moment of 2 ug/Ru). In the process we
find an intrinsic transition of the quantization axis (easy-axis) from (111) to (001), as
shown in Fig. 3.9.
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FIGURE 3.9: Middle and right panels: magnetic anisotropy energy

results for cubic SRO for different Zeeman splittings (B=0.5eV and

0.6eV). The definition of the Euler-angle ¢ and 6 is shown in the left
panel.

As shown in the left panel of Fig. 3.9, in our TB method, we define Euler-angle 0
and ¢ as functional variables. In the middle and right panels of Fig. 3.9 we change
¢ from 0° to 180° and keep ¢=0° and 45°. When the Zeeman splitting is 0.5eV, the
overall minimum of total energy is located at ¢p=45° and 6=54°, this corresponds
to the (111)-quantization axis. However when the Zeenman splitting is 0.6 eV, the
minimum of total energy is located at $=0° and 6#=0°, corresponding to the (001)-
quantization axis. This conclusion is consistent with the experiments (Klein et al.,
1996) in which at low temperatures the out-of-plane magnetism dominates, whereas
the in-plane magnetism prevails at high temperatures.

The energy scale of the MAE of a single cell is of the order of peV/cell. An-
other possible way to investigate the MAE is adopting a supercell to carry out spin-
polarized DFT calculations. In the presence of SOC, however, this is very time
consuming. To achieve the energy difference that safely exceeds the DFT accuracy
(~1meV), one need 1 meV /(30 eV per cell)=333 unit cells. That is approximately
corresponding to 7x7x7 supercell (1715 atoms), which is absolutely beyond the ca-
pability of DFT and current computers. The TB method we employed, is a very sim-
plified/effective method. For systems with localized orbitals, it can be simplified by
including only a few major electron hoppings, whereas long-range hoppings are not
included. Only the atomic SOC effect is adopted and most importantly, no genuine
correlations effects are included. Thus it is a very big approximation. The most ad-
vanced and promising method regrading the calculation of MAE in ferromagnetic
systems will be DMFT+SOC. However this project is still under construction by a
joint project between our group (CMS, IFP, TU Wien) and the group leaded by Prof.
Masatoshi Imada at the University of Tokyo. In this project we will combine the
advantages of TB and DMFT methods in the presence of atomic SOC to investigate
MAE in bulk SRO.
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3.3 SrRuO; (001)-oriented Thin Films

This section is based on (quotes are marked with the sidebar shown here): Liang Si, Zhicheng Zhong, Jan M.
Tomczak, and Karsten Held: Route to room-temperature ferromagnetic ultrathin SrRuO3 films. Phys. Rev. B 92,
041108(R) 2015.

In this part we will investigate the electronic and magnetic properties of
SrRuOs3 (001)-oriented thin films and we propose a way to realize room-T¢ fer-
romagnetic states in SRO (001) thin films. Experimental efforts to stabilize ferro-
magnetism in ultrathin films of transition metal oxides have so far failed, despite
expectations based on density functional theory (DFT) and DFT+U. We inves-
tigate one of the most promising materials, SRO, and include correlation effects
beyond DFT by means of dynamical mean field theory. In agreement with experi-
ment we find an intrinsic thickness limitation for metallic ferromagnetism in SRO
thin films. Indeed, we demonstrate that the realization of ultrathin ferromagnetic
films is out of reach of standard thin-film techniques. Proposing charge carrier
doping as a new route to manipulate thin films, we predict room temperature
ferromagnetism in electron-doped SRO ultra thin films.

Story so far. Thin films and heterostructures of the 4d perovskite SrRuQOs
(SRO) are intensively studied and used, in particular, as gate electrodes for novel
oxide-based electronic devices (Junquera and Ghosez, 2003; Stengel and Spaldin,
2006). The reason for this is that SRO is a conductor with good thermal properties
(Lee et al., 2004) and high chemical stability, allowing for epitaxial growth on var-
ious substrates, as well as the combining with other perovskite-based materials to
form complex heterostructures (Eom et al., 1992; Koster et al., 2012). In the bulk,
SRO is a ferromagnetic (FM) metal with a, for a 4d oxide, remarkably high Curie
temperature, T =160K, and an experimental magnetic moment in the range of
0.8 to 1.6 up (Kiyama et al., 1996; Cao et al., 1997; Allen et al., 1996; Felner, No-
mura, and Nowik, 2006). SRO further attracted fundamental research interests
regarding, among others, magnetic monopoles (Fang et al., 2003), non-Fermi lig-
uid (Laad and Miiller-Hartmann, 2001), spin freezing (Werner et al., 2008), and
the debate of itinerant (Jeong et al., 2013) versus localized magnetism (Shai et al.,
2013).

However, the FM moment and Curie temperature get dramatically sup-
pressed below a sample thickness of 4 unit cells (Toyota et al., 2005; Toyota et
al., 2006; Xia et al., 2009; Chang et al., 2009), and eventually single unit cell SRO
films turn antiferromagnetic (AF) and insulating (Xia et al., 2009; Chang et al.,
2009). This led to the pertinent question whether there is a fundamental thickness
limit for ferromagnetism (Chang et al., 2009), and concerted efforts to stabilize fer-
romagnetism in ultrathin SRO films by compressive and tensile strain or capping
layers (Verissimo-Alves, M. et al., 2012; Gupta, Mandal, and Mahadevan, 2014).
However, hitherto ferromagnetism in single unit cell thick films remains unattain-
able for SRO or any other oxide material, even in a heterostructured setup.

On the theoretical side, previous attempts to understand the electronic struc-
ture and the transition to an AF insulator resorted to density functional theory
(DFT) and the static mean-field DFT+U approach. The former failed to reproduce
the transition (Rondinelli et al., 2008), while the latter found a transition to an
AF insulating state below four layers when assuming an artificial RuO, termi-
nated surface (Mahadevan et al., 2009), while experimentally samples are found
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to have a SrO termination (Koster et al., 2012). DFT+U further predicted a spin-
polarized highly confined half-metallic state for an SRO mono-layer when either
sandwiched with SrTiO3 (STO) (Verissimo-Alves, M. et al., 2012) or grown on a
strained STO substrate (Gupta, Mandal, and Mahadevan, 2014). However, such a
state could not be confirmed in experiment (Bern et al., 2013). The apparent dis-
crepancy between experiments and results from standard band-structure meth-
ods calls for a more sophisticated treatment of electronic correlation effects. In-
deed already in the bulk, SRO displays signatures of electronic correlations, such
as many-body satellites in photoemission or the violation of the Ioffe-Regel limit
in the resistivity (Allen et al., 1996; Emery and Kivelson, 1995). Hence, SRO is
to be considered an —at least— moderately correlated system. Note that a dimen-
sional reduction/geometric constraints in thin films can be expected to further
enhance electronic correlations.

For a better and unbiased treatment of these correlations effects in various
SRO films and heterostructure setups, we employ realistic DFT + dynamical
mean-field theory (DMFT) (Georges et al., 1996; Kotliar and Vollhardt, 2004; Held,
2007; Anisimov, Aryasetiawan, and Lichtenstein, 1997; Kotliar et al., 2006) calcu-
lations. Our main findings are: (1) Both the SRO mono-layer and bi-layer are AF
insulators. (2) We demonstrate that standard thin film manipulation techniques
such as strain and surface capping can neither restore ferromagnetism nor metal-
licity to a SRO mono-layer; interestingly, we find that surface capping pushes
the AF insulator towards a paramagnetic (PM) insulator. (3) With new insight re-
garding the microscopic origin for the transition, we identify carrier doping as the
best option to generate FM properties that are on a par with those of the bulk. We
find the FM moments of doped SRO films to be stable even at room temperature,
heralding a great potential for technological applications.
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Calculation details We use the experimental orthorhombic crystal structure of
SRO (Jones et al., 1989) for the various setups of bulk, films and heterostruc-
tures. In the films and heterostructure both the internal positions and lattice
constant are relaxed; the in-plane lattice constants in films are fixed to an DFT
optimized value, 3.95 A, of STO. Fig. 3.10 exemplary shows the SRO mono-layer
grown on 4 layers of STO substrate. The atomic relaxations are carried out with
the VASP program package (Kresse and Hafner, 1993; Kresse and Furthmiiller,
1996) using the PBE functional (Perdew, Burke, and Ernzerhof, 1996). For the op-
timized atomic positions, we subsequently perform WIEN2K (Blaha et al., 2001)
electronic structure calculations with the mBJ exchange (Tran and Blaha, 2009)
and PBE correlation functional [as detailed in the Supplemental Material (Si et
al., 2015), the exchange included in mB] does not notably affect the o, band-
width, but it improves on the inter-orbital separation for states not included in
the DMFT. It is in this sense a poor man’s version of QSGW+DMFT (Tomczak,
2015)], and a Wannier function projection onto maximally localized (Marzari et
al., 2012) to, Wannier orbitals (Mostofi et al., 2008) using the Wien2Wannier pro-
gram package (Kunes et al., 2010). This ¢, Hamiltonian is supplemented by a
local Kanamori interaction and solved within DMFT using W2Dynamics (Par-
ragh et al., 2012), employing a hybridization expansion continuous-time quan-
tum Monte Carlo (CTQMC) algorithm (Gull et al., 2011). For the Coulomb in-
teraction strengths, we adopt a Hund’s exchange (J/=0.3eV), intra- (U=3.0eV)
and inter-orbital Coulomb repulsion (U’'=2.4eV). These values consistently yield
a FM metallic state for orthorhombic bulk SRO. Performing constrained random
phase approximation (cRPA) calculations (Aryasetiawan et al., 2004; Miyake and
Aryasetiawan, 2008), for a free-standing cubic SRO mono-layer, we find the only
sightly enhanced value U=3.5€V, while J=0.3eV and U’'=2.9 eV, compared with
SRO bulk values U=2.3 eV, while J=0.3 eV and U'=1.7 eV.

Bulk SrRuOs. The moderately correlated electronic structure of bulk SRO
was successfully captured in both many-body perturbation theory (Hadipour and
Akhavan, 2011) and realistic DMFT calculations (Jakobi et al., 2011; Granas et al.,
2014; Kim and Min, 2015; Dang et al., 2015; Deng, Haule, and Kotliar, 2016). Also,
DEFT calculations correctly predict that SRO is an itinerant ferromagnet with a mo-
ment ranging from 1.5 to 1.6 up (Allen et al., 1996; Singh, 1996); similar moments
have also been obtained within DFT+DMFT (Granis et al., 2014; Kim and Min,
2015).

Using DFT+DMFT, we indeed find orthorhombic bulk SRO to be a FM metal
with orbital occupations of 0.908 (0.447), 0.866 (0.449), 0.881 (0.449) for the major-
ity (minority) spin of zy, yz, xz orbitals at T=100K. This corresponds to a total
FM magnetic moment of 1.31p5. A GdFeOs-type distortion in which the corner-
sharing octahedral tilt around the y-axis and rotate around the z-axis lifts, in prin-
ciple, the t5, degeneracy. The effect on the crystal field and orbital occupations of
orthorhombic SRO is however minute. Our DFT+DMFT finds SRO to be a PM
metal above T ~160K which is in excellent agreement with the experimental
Curie temperature of 160 K (cf. Fig. 3.14 below).
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FIGURE 3.10: Right: Structure of a SRO mono-layer grown on 4-
layers of STO. Upper left: Top view of the same structure. The in-
dicated /2 x /2 supercell was adopted for allowing AF-ordering in
each RuO; layer. Lower left: atomic labels and coordinate system
[Figures drawn with the Vesta code (Momma and Izumi, 2011)].
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FIGURE 3.11: Tight-binding band structure of cubic bulk SRO (a), a
SRO monolayer (b) and 5-layers of SRO (c).

Thin films. We now consider SRO grown on STO, and study the evolution of
the electronic structure when reducing the number of SRO layers. Before starting
to analyze the DFT+DMFT results, we firstly focus on a very fundamental ques-
tion: how the heterostructuring/filming modifies the electronic structures of SRO
thin films compared to the bulk SRO? In general one can expect that this type
of heterostructuring/filming will induce similar modifications to the electronic
structures of general ABO3; bulk materials and this fundamental question will
absolutely deep our understanding about SRO (001)-oriented films. To answer
this question we perform nonmagnetic DFT calculations to obtain band struc-
tures of bulk SRO, monolayer and 5-layer SRO films (here for simplification we
take free-standing thin films instead of films with STO substrates), then we project
DFT orbitals onto Wannier orbitals and obtain tight-binding bands as shown in
Fig. 3.11.
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By comparing the bands of cubic bulk SRO Fig. 3.11(a) and SRO monolayer
Fig. 3.11(b), we conclude that the zy band dispersion basically does not change
and keep its bulk behavior. This is because surfacial cutting-off of SRO will cut
off all the electronic hopping along z-axis while the zy orbital is mainly hopping
along z-y plane (see Table. 2.1), thus the zy band dispersion is basically same as
the bulk one. However the yz and zy bands have two main differences compar-
ing with their bulk states: the first difference is that these two bands dramatically
shrink (comparing with their bulk bandwidth 3.2eV now their bandwidth are
only 1.0eV), the second difference is that their band center now is shifted higher
in energy, e.g.the energy of I' point is shifted from —2.5eV to —0.5eV. Two ef-
fects govern this behavior. Firstly, compared with their bulk values the on-site
electronic hopping terms (yz(0)|H|yz(0)) and (zz(0)|H|zz(0)) increase, because
the surface orbital potential is always higher than that of the bulk part. Secondly,
cutting-off the hopping along z-direction also pushes the energy of I' point to
higher values.

Another question is that: what will happen if we increase the thickness of
SRO thin films? How does the electronic structure gradually recover its bulk
state by increasing its film thickness? To answer this question one can see the
Fig. 3.11(c), which shows the tight-binding bands of 5-layers SRO films. As one
can see that as increasing the thickness of SRO layers, the xy bands basically keep
their bulk behaviors, the bandwidth of all five zy bands are ~3.0eV and between
each zy bands there is only a constant shift (e.g. at I' point), this is the “quantum
well state” phenomena (Yoshimatsu et al., 2010; Meevasana et al., 2011; Yoshi-
matsu et al., 2011; Kobayashi et al., 2015) which has been experimentally observed
in e.g.SrTiO3 and SrVO3; (001)-oriented films. For yz/zz bands, the “quantum
well” states phenomenon is much more clear: 5 groups of yz/xz bands are sep-
arated with each others by a constant shift which appropriately equals to 0.5eV.
These conclusions indicate that with increasing the thickness of films, the yz/xzz
bands will gradually recover their bulk band dispersions and bandwidth while
the change of xy bands are quite tiny.

After this qualitative understanding of the electronic structures of thin films of
SRO, we start analyzing DMFT results. We find that FM is suppressed: the mono-
and bi-layer SRO on STO are AF insulators, in agreement with experiments (Bern
et al.,, 2013; Chang et al., 2009) that show a dramatic drop in the FM moment
and an insulating behavior for 4-layers or lower (Toyota et al., 2005; Toyota et
al., 2006; Xia et al., 2009; Bern et al., 2013; Chang et al., 2009). Recent experi-
ments (Ishigami et al., 2015) confirm the non-ferromagnetic and insulating state
in bi-layer SRO, and yield photoemission spectra in good agreement with our
theoretical results [see supplementary materials of Ref. (Si et al., 2015)]. Indica-
tive of an itinerant origin of ferromagnetism, the critical thickness of the magnetic
and electronic transition coincide. Trilayer SRO films exhibit as ferromagnetic
metal with weaker FM moment of 0.41 ;15 /Ru (compared with bulk 1.31 g /Ru)
[Fig. 3.13(a)]. Fig. 3.12(a)-(b) shows the spectral function of the mono-layer and
bi-layers SRO at 150 K. Both systems are gapped by ~1.0eV and displays a large
orbital polarization: the zy orbital is fully filled, and the xzy and zz orbitals are
half-filled and fully spin-polarized, resulting in an AF moment of ~2 up. This
finding is supported by recent exchange bias measurements (Xia et al., 2009), for
a summary see Table. 3.1.
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FIGURE 3.12: DFT+DMFT spectral functions of (a) the AF SRO mono-
layer on a STO substrate and (b) the AFM bi-layers at 150 K. The labels
give the electronic occupations of the three t54 orbitals.

Note the reduction of bandwidth in Fig. 3.12(a)-(b) due to the antiferromag-
netic ordering: as discussed in (Sangiovanni et al., 2006) for the one-band case, a
hole moving in an antiferromagnetic background breaks antiferromagnetic bonds
so that the hopping is suppressed and the so-called spin-polaron bands have a
reduced bandwidth. For the almost fully filled d,, band the situation is slightly
more complicated and spin-dependent: if we add a hole to the majority spin band
it can move freely, we even gain Hund’s exchange energy if this hole moves to the
next site with opposite spin polarization (since on the next site the hole removes
an electron in the minority band with opposite spin to the d,./d,. spin). There-
fore the majority-spin d,, band in Fig. 3.12 has a large bandwidth. If we have
the hole in the minority band on the other hand, it instead costs the Hund’s ex-
change energy to move it to the next site. It gets localized; the minority d,, band
in Fig. 3.12 has a small bandwidth.
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FIGURE 3.13: DFT+DMFT spectral functions of (a) the FM SRO tri-

layer on a STO substrate at 150K and (b) the AF mono-layers at

1000 K. The labels give the electronic occupations of the three ¢y, or-
bitals.

We note that for the particular case of the SRO mono-layer, also LDA+U
(Gupta, Mandal, and Mahadevan, 2014) can seemingly give a qualitatively cor-
rect picture, as the system is orbitally and spin-polarized. However, the underly-
ing physics is very different: When heating the mono-layer above its Néel tem-
perature within DMFT, the system remains insulating at non-integer filling [0.88
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(0.88), 0.56 (0.56), and 0.56 (0.56) for the spin up (down) zy, yz and xz orbitals at
1000K, Fig. 3.13(b)]. This complex Mott physics (Poteryaev et al., 2008) reveals
that the AF insulating phase is beyond a simple Slater description, and thus not
describable by LDA+U.

Physical origin of transition. Let us now investigate the microscopic origin
of the FM-metal to AF-insulator transition. Whereas the crystal field splitting is
minute for the bulk, in the SRO mono-layer the xy-orbital is energetically lower
than the yz and xz orbitals, because the surface breaks the crystal symmetry in
the z-direction (besides the bulk-like orthorhombic distortion in SRO layer, the
surface relaxation causes surface-O to move away from the topmost RuO; layer,
while surface-Sr move toward it). This is already the case for the DFT Wannier
Hamiltonian, but correlation effects boost the crystal field splitting (Keller et al.,
2004; Poteryaev et al., 2007; Poteryaev et al., 2008) of the SRO mono-layer (see
Table. 3.2). Therewith, the xy-orbital become essentially fully occupied, and the
two remaining electrons occupy the yz and zz orbitals: The single-layer SRO is
an effective half-filled two-band system, being favorable to AF order.

Tuning the properties of the SRO mono-layer. The prime motivation for SRO-
based thin films are the advantageous properties of the FM metallic bulk. How-
ever, the desired features, such as the magnetic moment strongly decrease for
thinner films and eventually ultrathin films become non-FM, in agreement with
our calculations. A natural question is whether the bulk properties can be re-
stored, at least partially, by tuning the geometry of the films.

First we discuss the influence of straining/tensioning the mono-layer. This
can be realized experimentally by choosing an appropriate substrate. Indeed,
previous DFT+U calculations (Gupta, Mandal, and Mahadevan, 2014) predicted
a strain-induced FM half-metallic state for the SRO mono-layer. DFT+DMFT,
however, does not show any such tendency, at least for realistic U values, see
Table. 3.3. Also, the effective crystal-field splitting A, (Table. 3.2), can only be
tuned slightly through straining/tensioning.

Another way to influence the crystal-field splitting is through the deployment
of capping layers. Here, we study the effect of capping the SRO mono-layer with
additional layers of STO. Specifically, we consider a (STO)5:(SRO); superlattice
(Verissimo-Alves, M. et al., 2012) consisting of 5 layers of STO alternating with
a mono-layer of SRO. This restores, at least partially, the hopping amplitudes in
the out-of-plane direction. Compared to the SRO mono-layer, the DFT crystal
field splitting, shown in Table. 3.2, is now much smaller (—0.05eV) approaching
the negligible value of the bulk. As a result, the t5, orbital occupations are more
balanced. However, this causes only a slight reduction of the AF magnetic mo-
ment [1.92 up at 150K and 1.48 up at 300K, cf. Fig. 3.14(b)] with respect to the
un-capped mono-layer [for DMFT spectral functions of (5TO)5:(SRO); superlat-
tice at 150 K see Fig. 3.16(a)]. Our finding of a non-FM insulating state with a gap
of ~1.0eV for the capped mono-layer is consistent with experiments (Tian et al.,
2007; Bern et al., 2013), where it was concluded that SRO capped by STO leads to
an insulator without a net moment. We note that previous DFT+U calculations
(Verissimo-Alves, M. et al., 2012) instead predicted a FM half-metal, at variance
with experiment.

Recently, C.R.Hughes et al. (Hughes et al., 2016) proposed that (STO)5:(SRO),
superlattice is of conductivity down to 50 mK, and behaviors as a ferromagnetic state
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TABLE 3.1: Magnetic and conductive states of bulk SRO, SRO mono-layer (also under 0.5% compression and 0.5% tension), SRO

bi-layers, SRO tri-layer and (STO)5:(SRO); superlattice (capped mono-layer), as obtained from spin-polarized DFT and DFT+DMFT

calculations in comparison with experiment. FM-M: ferromagnetic metal, AF-I: antiferromagnetic insulator; NM-I: non-ferromagnetic

insulator [the magnetic nature of the experimental non-ferromagnetic state has not been fully determined yet; the exchange bias behav-
ior hints at antiferromagnetism (Xia et al., 2009)].

System DFT DMEFT | EXP

bulk FM-M | FM-M | FM-M (Kiyama et al., 1996)

mono-layer 100.5% FM-M | AF-1 —

mono-layer 100% FM-M | AF-I NM-I (Xia et al., 2009)

mono-layer 99.5% FM-M | AF-1 —

bi-layer FM-M | AF-1 NM-I (Toyota et al., 2005; Ishigami et al., 2015)
tri-layer FM-M | FM-M | EM-M (Chang et al., 2009)

superlattice FM-M | AF-1 NM-I (Bern et al., 2013)

hole doped superlattice FM-M | FM-M | —

electrons doped superlattice | FM-M | FM-M | —
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TABLE 3.3: Magnetic and conductive states of bulk SRO, SRO mono-layer (also under 0.5% compression and 0.5% tension), SRO
bi-layers and (STO)5:(SRO); superlattice (capped mono-layer), as obtained from spin-polarized DFT (SP-DFT) and DFT+DMFT calcu-
lations at different U values around the expected valuer of U ~3eV. The last column shows the experimental results for comparison

(NM: non ferromagnetic).

System 7 SP-DFT 7 U=2.0eV 25eV 3.0eV 4.0eV Exp

bulk FM metal FM metal FM metal FM metal PM insulator FM metal Ref.[1]
mono-layer 100.5% | FM metal AF insulator AF insulator AF insulator AF insulator -

mono-layer 100% FM metal | FM metal AF insulator AF insulator AF insulator AF insulator Ref.[2]
mono-layer 99.5% | FM metal | FM metal AF insulator AF insulator AF insulator -

bi-layer FM metal | FM metal AF insulator AF insulator AF insulator NM insulator Ref.[3,4]
capped mono-layer | FM metal | FM metal FM metal AF insulator AF insulator NM insulator Ref.[5]

Ref.[1]: (Kiyama et al., 1996)
Ref. [2]: (Xia et al., 2009)

Ref. [3]: (Toyota et al., 2005)
Ref. [4]: (Ishigami et al., 2015)
Ref. [5]: (Bern et al., 2013)
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with a Curie temperature of at least 30 K. However, the average ferromagnetic mo-
ment is only up to 0.1 xp/Ru. Their conclusions are not agreement with all other
experimental observations. Possible intrinsic doping (Bern et al., 2013) at the inter-
face between STO and SRO can explain such ferromagentic metal state.

The above calculations reveal that the non-FM insulating state is a robust fea-
ture of the SRO mono-layer (with/without STO capping). Only for an unrealis-
tically small U-to-bandwidth ratio a FM phase can be stabilized (Table. 3.3). In
consequence, none of the standard manipulation strategies available to the pro-
duction of thin films can tune this ratio sufficiently to induce ferromagnetism in
the SRO mono-layer. This stability explains why all experimental efforts to create
ultrathin ferromagnetic films have so far been unsuccessful.
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FIGURE 3.14: (a) Magnetic moment of SRO mono-layer (ML) and

(STO)5:(SRO); superlattice (SL) vs. doping at 150K and 300K (pos-

itive [negative] moments denote FM [AF] ordering). (b) Magnetic

moments vs. temperature for orthorhombic bulk SRO, mono-layer,
undoped and doped (STO)5:(SRO); superlattice.

Doping. Here we propose an alternative route to achieve ultrathin FM films:
doping. This strategy may seem counter-intuitive at first glance, as carrier dop-
ing causes a deterioration of the desired properties in the bulk. As we shall see,
the situation for ultra thin films is different: Using the virtual crystal approx-
imation to simulate carrier doping within DFT+DMFT, we obtain for the SRO
mono-layer and the (STO)5:(SRO); superlattice the magnetic moments shown in
Fig. 3.14. For the SRO mono-layer a significant doping corresponding to 3.5 and
4.5 electrons/site is needed to turn the AF state into a PM at both low (150 K) and
high temperature (300K) [Fig. 3.14(a)]. The AF magnetic moment is essentially
symmetric around the filling with four electrons. The reason for this is the pre-
viously mentioned crystal field effect that results in an almost fully occupied zy
orbital and a half-filled (particle-hole symmetric) yz/xz orbital doublet. We note
that in all cases, the doping away from four electrons induces a metallic state.

Let us now turn to the more important case, the (STO)5:(SRO); superlattice:
at low temperatures, e.g. at 150K as shown in Fig. 3.15(a)-(b), both electron and
hole doping can induce strong FM states. In the case of electron doping (filling
> 4&/Ru) the FM state is accompanied by an alternating orbital ordering of the
xz/yz minority spin. The spectral function corresponding to 4.3 electrons/site is
shown in Fig. 3.15(a). There, one Ru site has the orbital occupations for up (down)
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FIGURE 3.15: DFT+DMFT spectral functions of doped

(SrRuO3)1:(SrTiO3)5 superlattice at 150K, with 4.5 (a) and 3.7

(b) electrons per Ru site, respectively. The labels give the electronic
occupations of the three 5, orbitals.

spin: zy 1.00 (0.34), yz 0.97 (0.83), zz 0.97 (0.19); while for the second Ru site: zy
1.00 (0.34), yz 0.97 (0.19), xz 0.97 (0.83). For hole doping, e.g. at 3.7 electrons,
our DMFT results indicate that the system is a FM half-metal with a moment
of 2.20 up/Ru at 150K, see Fig. 3.14 for magnetic moments and Fig. 3.15 for the
corresponding spectral functions. The half-metallic behavior makes this setup a
prospective candidate for spintronics applications. To put this finding into per-
spective, we recall that bulk SRO has an FM moment of 2 5 /Ru or less, and an
experimental (theoretical) Curie temperature of “only” 160 K (~150 K). One might
thus wonder whether the ferromagnetism of the doped supercell is actually supe-
rior to the hailed properties of stoichiometric bulk SRO, which we were striving to
restore. To investigate this, we perform calculations as a function of temperature
[Fig. 3.14(b)]. We find that for both hole and electron doping, magnetic moments
and Curie temperatures of the supercell are remarkably higher than for bulk SRO.
In particular, for 4.2 electrons/Ru case, a sizable magnetic moments survives up
to room temperature 300K [Fig. 3.14(b)]. The magnetization curve has a similar
shape as for the bulk (Kim and Min, 2015), despite the much higher 7, and the
orbital-ordering. In Fig. 3.16(b) we also go beyond the virtual crystal approxima-
tion and show that a (STO)s:(Lag.255rg.75sRuQOs3); superlattice is indeed FM. Our
findings pave the road for realizing FM oxide devices that can be operated at
room temperature.

Summary. Including many-body effects by means of DFT+DMFT, we show
that the SRO mono-layer is an AF Mott insulator owing to a correlation enhanced
crystal-field splitting at the surface/interface. While the bare (one-particle)
crystal-field splitting can be tuned to almost zero by STO capping layers, elec-
tronic correlations are still strong enough to boost the orbital separation so that
also the capped SRO layer remains an AF insulator. A FM metallic state is only
realized for an interaction-to-bandwidth ratio that cannot be realized by experi-
ment. This explains why no ultrathin FM films could be stabilized in experiment
to date. Given the robustness of the AF state of SRO mono-layer setups to stan-
dard thin film manipulation techniques, we propose an alternative route to real-
ize a FM state: Our study suggests that carrier doping drives ultrathin SRO films
capped with STO into a strong FM state, whose ordered moment and Curie tem-
perature even exceed the values realized in stoichiometric bulk SRO. To achieve
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FIGURE 3.16: DFT+DMFT spectral functions of (a) an undoped

(SrRu0O3);:(SrTiO3)5 superlattice and (b) a (STO)s:(Lag 25510 75RuO3)q

superlattice (e=4.25/Ru) at 150 K. The labels give the electronic occu-
pations of the three ¢5, orbitals.

the long-standing quest for a FM ultrathin film in practice, we consider inducing
oxygen or Sr vacancies (Kim, Chung, and Oh, 2005) or doping potassium into
STO:SRO superlattices (Bern et al., 2013) as the most promising means.

Our study also opens a new, general, perspective: producing heterostructures
based on materials with optimized bulk properties (e.g. stoichiometric SrRuQOs) is
actually not always the optimal way for achieving those properties in a film ge-
ometry. Indeed the electronic structure of the thin film is so different from the
bulk that it can be viewed as a completely different material. A manipulation (in
our case doping) that decreases the quality of the bulk, can in fact enhance the
sought-after property (FM magnetic moment) for the film setup. This suggests
in turn that rather inconspicuous bulk materials might actually be good candi-
dates for specific functionalities when deployed in a film or heterostructure. With
this observation the repertoire of materials to be evaluated for oxide-electronics
applications is significantly enlarged.
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3.4 SrRuO; (110)-oriented Thin Films

This section is based on an article (under preparation) with a focus on (110)-oriented SrRuOs3 thin films.

In this section we review our research about SRO (110)-oriented mono-, bi- and tri-
layers. To the best of our knowledge, quite few papers on SRO (110) thin films have
been published so far, because it is generally believed that the differences between
(110)- and (111)-oriented SRO films is not dramatic.

v (110) . v
l , l—> (-110) \eB/
Z(000) X Z(001) Z(001)

Out-of-plane

In-plane

FIGURE 3.17: Differences between (001)- and SRO (110)-oriented
films, in left and right panels, respectively. The d-orbital depicted
is the d,,, orbital.

We firstly focus on the differences of structural details between (001)- and (110)-
oriented SRO films. In Fig. 3.17 we show a schematic picture. As shown in Fig. 3.17(a),
for (001)-oriented films we take the d,. orbital as an example, along z-direction d,,.
orbital has a smaller electronic hopping term ¢9, while along y- and z-direction has
a larger hopping term ¢;. This is due to the fact that the d,. orbital mainly spreads
in the yz-plane. Note that in Fig. 3.17 for the (001)-orientation films, the y-direction
corresponds to the (010) direction of pseudo-cubic SRO, i.e. out-of-plane direction,
and the z/z-direction corresponds to (100)/(001) of pseudo-cubic SRO, i.e.in-plane
directions. Thus when the electrons in the d,. orbital hop along the in-plane z-
direction they behave like heavy charge carriers, and when along the in-plane z-
and the out-of-plane y-direction they behave like lighter carriers.

However when SRO films grow along (110) direction, the in-plane direction cor-
responds to the (-110)- and (001)-direction of pseudo-cubic SRO while the out-of-
plane direction corresponds to the (110)-direction of pseudo-cubic SRO. When d,,.
orbital electrons hop along the in-plane (001)-direction they become lighter carriers,
however when they hop along in-plane (-110)- or (1-10)-direction, the electrons hop
alternatively with two hopping terms: ¢; and t».

To understand what exotic physical phenomenas was result by such a way of
electronic hopping, we derive a TB Hamiltonian by taking the ¢; and ¢, hopping
terms; the N=2 (bilayer) and 3 (trilayer) cases are analyzed.
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Calculation details. Initial structures of (110)-oriented thin films are pseudo-
cubic, being sandwiched by band insulator STO, leading to 2:4 and 3:5 SRO:STO
superlattice. Both atomic positions and out-of-plane c-direction lattice constant are
relaxed while the in-plane lattice constant is set as the experimental STO value:
3.905 A. In DFT calculations, the k-mesh is 14x10x2. In DFT+DMFT calculations
we adopt the Hund'’s exchange (J=0.3 eV), intra-orbital (U=3.0eV) and inter-orbital
Coulomb repulsion (U’'=2.4¢eV), the temperature is 100 K. For the TB Hamiltonian
the electronic hopping parameters are taken from Table. 2.1. For band plotting of
(110) thin films, the high-symmetric BZ point k7(0,0,%) and ky(%,%,0) host same
definition as in cubic SRO.

In the basis of dy, dy. and d,., the Hamiltonian of SRO (110)-oriented films can
be written as a 3N x3N matrix (V is thickness), after diagonalization, analytical so-
lutions read as below:

Hay (K2, kar) = =4ty — 2ty + 2tacos(kza) — 2(h + t1005(kM\f2a))%COS(N7TZ 7
Hy. (k. ka) = =4t — 2ty + 2ticos(kza) — 2(t1 + tgcos(kM\an))%COS(NwJ?: 1) 31)
Hy. (k. kar) = =4ty — 2ty + 2tycos(k.a) — 2(t) + t2cos(kM\@a))%COs(N7T:—L 1)

where the capital N indicates the film thickness, the n is quantum number which
changes from n=0,1, ..., N — 1, and a is the lattice constant of cubic SRO.
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FIGURE 3.18: Simplified TB bands of SRO (110)-oriented bi- (left) and
trilayer (right). Only the major hoppings ¢; and ¢2 of Table. 2.1 in
Chapter 2 are included.

The resulting TB bands of SRO (110)-oriented bi- and trilayer films are shown
in Fig. 3.18. The left panel shows the result of bilayers, where the d,. and d,, bands
are degenerate because we exclude long-range hopping terms (with long-range hop-
pings all the degeneracies are left, see DFT bands in Fig. 3.19). Along the Z-I" path,
the d,, bands flatly disperse whereas the d,./d,. bands have much larger energetic
dispersion of ~1.25eV. This is due to the fact that along the Z-I" direction the dis-
persion of d,, bands is quantified by the smaller hopping ¢, that equals —0.025eV
while the dispersions of d,. /d,, bands are quantified by the larger hopping ¢; which
is —0.337 eV. Along the I'-M path, the d,./d,. bands have a quite small energetic
dispersion, while the d,, bands have a larger energetic dispersion. This is because
between I' to M, the d,./d,. bands are quantified by ¢, while the d,, bands are
quantified by ¢y, as listed in Eq. 3.1. For the trilayer case in Fig. 3.18 right panel,
no dramatic differences happen but we obtain more quantum well states, e.g., for
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dy./d,. bands three quantum well states can be observed, and between the three
groups of dy. /d,. bands the bands at —1.0 eV are entirely flat. For d,, bands a purely
flat band appears at —0.3 eV along the I'-M path. These purely flat bands are an in-
trinsic property of (110)-oriented trilayer. In Eq. 3.1 we can see that for all states
along the I'-M (kjs) path have a quantum well factor cos(7}7). For thickness N=3
(Fig. 3.18 right panel) the quantum number is n =0,1,2; and when n=2, this quantum
well factor is zero. This indicates there must be a flat band, which is independent
of vector kjs. Thus we can observe two groups of flat bands, one is from the d,
orbital while the others are from d,./d,. orbitals. More than these two flat bands,
all the d,,./d,. bands are also quite flat, because they are dependent on the smaller
hopping term ¢,.

In fact the flat band phenomena can be extended to all odd numbers of thickness
N, however one would expect that increasing thickness of SRO (110)-oriented films
will eventually recover their bulk electronic and magnetic properties. Thus we sug-
gest to observe these flat bands experimentally, e.g. in angle-resolved photoemission
(ARPES) spectroscopy, measurements should be carried out with thiner samples,
i.e. trilayer. These “flat bands” in bilayer and trilayer are very promising for realiz-
ing a high-temperature ferromagnet, because they can induce high DOS at a certain
energy. If E; is located at such high DOS, the system may be prone to a Stoner
instability, leading to spin-splitting, i.e. the ferromagnetic state. This mechanism is
similar to the origin of ferromagnetism in bulk SRO, in which the ferromagnetism is
also from Stoner mechanism (Chang et al., 2009).

Above TB bands are obtained without the contributions from long-range hop-
pings, like second neighbor 3 and ¢4 in Table. 2.1. Only the first neighbor hopping
t1 and t, are included. The effects of long-range hopping terms may eventually de-
stroy these flat bands. To test this scenario we carried out nonmagnetic DFT bands
and DOS calculations (Fig. 3.19).
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FIGURE 3.19: Nonmagnetic DFT bands of SRO (110)-oriented trilayer
and its DOS.

Compared with simplified TB bands, the DFT bands are seriously distorted in
the present of long-range hoppings. Three groups of flat bands are visible along the
I'-M path at —1.7eV, —1.0eV and —0.25¢eV, respectively. Three peaks are visible in
the DOS at corresponding energies (Fig. 3.19 right panel). E; is located between two
DOS peaks (—0.25eV and 0.2eV), with a local DOS minimum. Hence any degree
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of hole/electron doping can increases the DOS at E;. This DOS behavior has been
observed in some high-temperature superconductors (Dagotto, 1994), indicating the
possibility of SRO (110)-oriented trilayer as candidate for superconducting states.
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FIGURE 3.20: Spin-polarized DMFT spectral functions A(k,w) of SRO
(110)-oriented monolayer (a), bilayer (b) and trilayer (c) at 100 K.

In Chapter 3.3, with the discussion of SRO (001)-oriented monolayer, we demon-
strated the standard DFT(+U) methods fail in predicting/explaining the ground
states of SRO films, i.e. dynamical correlation effects paly an important role. Hence
we directly carry out DFT+DMFT calculations for SRO (110) films , as shown in
Fig. 3.20(a)-(b).

In Fig. 3.20(a), the (110)-oriented SRO monolayer is predicted to be a param-
agnetic metal, without ferromagnetism in DMFT. This non-ferromagnetic state is
consistent with the (001)-oriented monolayer, which is antiferromagnetic insulator
(see Chapter 3.3). However, the metallic state of (110)-oriented monolayer is in con-
tract with (001)-oriented monolayer. This indicates the metal-insulator critical thick-
ness behavior is suppressed at (110)-oriented monolayer, and the metallic state can
survive even down to monolayer. After increasing the thickness to bilayer and tri-
layer, the system is still a paramagnetic/correlated metal [Fig. 3.20(b)-(c)], without
net magnetic moments. One can image that if we continuously increase the thick-
ness of (110)-oriented SRO films we can finally recover the ferromagnetic metal state
of bulk SRO. However since the calculation is highly expansive, the critical thickness
number of this transition could not be calculated. By comparing the DMFT calcu-
lated spectral functions of (110)-oriented monolayer and trilayer we can see that
for thicker films, there is clear spectra transformation from the (lower- and higher-
) Hubbard peaks to the quasi-particle peak at E;, increasing the spectral weight at
E;. This indicates that the thick film approaches ferromagentism due to the Stoner
mechanism. In DMFT calculations, we found that the SRO (110)-oriented trilayer
is on the verge of paramagnetism to ferromagnetism transition, if we decrease the
intra-orbital U from 3.00eV to 2.95eV then trilayer exhibits as ferrimagnetic metal.
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3.5 SrRuO; (111)-oriented Thin Films

3.5.1 Magnetic Properties

After analyzing the electronic structures of SRO (001)- and (110)-oriented thin films,
we now turn to (111)-oriented thin films, that are of current experimental and theo-
retical interest due to both the enhanced ferromagnetism and topological properties.

Calculation details. Initial pseudo-cubic SRO units sandwiched by the band insu-
lator STO, leading to 1:8, 2:7, 3:6 SRO:STO superlattices. The systems are constructed
by alternatively growing Ru®*/Ti**, SrO3~* layers along the (111),scudo—cupic direc-
tion, leading to a polar system. In fact because the surface reconstruction of Ru-
terminated (111) SRO thin films is dramatic (Kim and Min, 2014). Also in (111) polar
layers the occurrence of atomic defects such as oxygen vacancies is inevitable. Hence
we adopt STO to sandwich SRO and construct superlattices, rather than leaving SRO
to face the vacuum.

Atomic relaxation are carried out using the Vasp code (Kresse and Hafner, 1993;
Kresse and Furthmiiller, 1996), and the electronic structures are calculated using
Wien2k code (Blaha et al., 2001). Regrading the atomic relaxation, two conditions
of setups are considered: (1) the in-plane lattice constant is fixed to be that of ex-
perimental lattice constant of STO: 3.905 A, and only the out-of-plane lattice and all
atomic positions are relaxed; (2) fully relaxations for all degree of freedom. Both
methods yield nearly indistinguishable electronic structure. In this thesis we show
the results of the first setup. In DFT calculations the k-mesh is 12x12x3. For DMFT
calculation the input H (k) is obtained by carrying out a Wannier projection from
Bloch waves onto Wannier orbitals, then carry out Fourier-transformation from real-
space Hamiltonian H(r) to k-space H (k). In DFT+DMFT calculations we adopt
a Hund’s exchange (J=0.3eV), intra- (U=3.0eV) and inter-orbital Coulomb repul-
sion (U'=U-2J=2.4¢eV), the CT-QMC code W2dynamic (Parragh et al., 2012) is em-
ployed. For simplified tight-binding calculations the electronic hopping parameters
are taken from Table. 2.1.

The crystal structure of (SRO)2:(STO); superlattice is shown in Fig. 3.21: the
structure is constructed by alternative growing Ru**/Ti*™ and SrO;31~ layers.

The DFT+DMEFT calculated spectral functions of monolayer, bilayer and trilayer
of (111)-oriented SRO films are shown in Fig. 3.22(a)-(c). The (111)-oriented mono-
layer is a paramagnetic Mott-insulator [Fig. 3.22(a)]. This naturally follows from the
fact that in our nonmagnetic DFT calculations (it is the pre-requirement of carrying
out Wannier projection to get the input H (k) for following DMFT calculations) the
bandwidth W of the (111)-oriented monolayer is merely ~0.98 eV, 30.6% of that of
bulk SRO (3.2 eV). Considering about the enhancement of U because of the surface
screening effect, a larger U/W is obtained, leading to a Mott-insulating state. For the
magnetic properties of the (111)-oriented monolayer, the origin of the the paramag-
netic phase can be understood by considering short-range interactions between the
localized moments, and accounting its nearest neighboring of Ru sites. In bulk SRO,
each Ru site has 6 nearest neighbors [(£100), (0£10) and (00+1)], 12 second neigh-
bors [(£1+£10), (0+1+1) and (£10+£1)] and 8 third neighbors (+1+1+1). However
for the (111)-oriented monolayer, only 6 of these 24 neighbors are reserved [(-110),
(1-10), (0-11), (01-1), (-101) and (10-1)]. This significantly reduces the magnetic inter-
action between Ru and its neighboring sites, leading to a tiny energetic difference
between various magnetic orderings.
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FIGURE 3.21: Example of SRO:STO 7:2 (111)-oriented superlattice
(left panel), and the corresponding first Brillouin zone (right-up), and
atomic label.
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FIGURE 3.22: DMEFT spectral functions of (111)-oriented SRO for

monolayer (a), bilayer (b) and trilayer (c) at 200K. To demonstrate

the orbital degeneracy for the (111)-oriented SRO:STO superlattice,

besides the total d-orbital spectral functions also the d,, orbital func-

tions are shown. Their contribution is about 1/3 of the total spectral
weight.

Both the bilayer and trilayer exhibit ferromagnetic half-metallic states: the spin-
majority (up) channels are fully occupied while the spin-minority (down) channels
are partially occupied. The trilayer is a Mott-insulating state while the bilayer is
more close to a band insulator. Distinct higher and lower Hubbard bands are there
in both bilayer and trilayer at both spin channels, indicating strong electronic cor-
relations. The net magnetic moments for bilayer and trilayer are 2.0 xp/Ru and
1.45 g /Ru, respectively, indicating a gradual change from half-metallic ferromag-
net to paramagnetic metal that upon increasing thickness. This is understandable
because our calculating temperature is set at 200K, at which temperature bulk SRO
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is already a paramagnetic metal without net moment. Increasing the thickness of
(111)-oriented thin films finally recovers bulk state in SRO (111) films. It is amaz-
ing that reducing the thickness of (111)-oriented thin films dramatically enhance the
ferromagnetism, leading to half-metallic ferromagnetic states at thickness N=2 or 3.
This transition is different with the ferromagnetic suppression in SRO (001)-oriented
monolayer and bilayer, in which the geometric confinement drives the transition
from ferromagnetic metal to antiferromagnetic insulating states upon decreasing
thickness of (001)-oriented thin films.

Please note that the paramagnetic Mott-insulator phase in the (111)-oriented mono-
layer cannot be accounted for by DFT(+U) method, because DFT(+U) fails at pre-
dicting Mott-Hubbard insulating phases. However for the ferromagnetic half-metal
phase of (111)-oriented bilayer, we can test our conclusion by DFT+U method. For
the U term chosen as 2.4eV (same as U'=U-2J=2.4eV in DMFT calculations). We
found the ferromagnetic half-metal state which is by 400 meV /Ru energetically lower
than the nonmagnetic solution, and 279 meV/Ru lower than the antiferromagnetic
solution (net moment 2.0 g /Ru), supporting the robust of the ferromagentic half-
metallic state.
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FIGURE 3.23: Average magnetic moment (1p) vs.temperature (K)

for (111)-oriented SRO bilayer and trilayer cases (a), and the spec-

tral functions of bilayer (b) and trilayer (c) at 600K. At this high-
temperature both systems are paramagnetic correlated metals.

To carry out a systematic investigation of magnetic properties of SRO (111)-
oriented bilayer and trilayer, we calculate their magnetic moments at different tem-
peratures (from 200K to 800K) [Fig. 3.23(a)]. The bilayer exhibits a half-metallic
ferromagnetic state at 200 K and 300 K, with the magnetic moment of 2 g /Ru. The
ferromagnetism is fully suppressed at 600K [Fig. 3.23(a)-(b)], indicating a T¢ which
is higher than 500 K. Both magnetic moments and T are remarkably higher than
those of bulk SRO: it is an excellent ferromagnet. To the best of the author’s knowl-
edge, 500K is one of the highest Curie temperatures in transition metal oxides. We
conclude that the SRO bilayer is a strong ferromagnet and a possible candidate for
spintronics devices (Zutic, Fabian, and Das Sarma, 2004). For trilayer, the T is de-
creased to be between 400 K and 500 K, which is also remarkably higher than that in
the bulk (160 K). The spectral functions of a trilayer at 600 K are shown in Fig. 3.23(c).

3.5.2 Topological Properties

This section is based on (quotes are marked with the sidebar shown here): Liang Si, Oleg Janson, Gang Li,
Zhicheng Zhong, Zhaoliang Liao, Gertjan Koster and Karsten Held: Quantum anomalous Hall state in ferromag-
netic SrRuO3 (111) bilayers. arXiv preprint arXiv:1610.01948.
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Abstract. SrRuOs heterostructures grown in the (111) direction are a rare
example of thin film ferromagnets. By means of density functional theory plus
dynamical mean field theory we show that the half-metallic ferromagnetic state
with an ordered magnetic moment of 2 1/Ru survives the ultimate dimensional
confinement down to a bilayer, even at elevated temperatures of 500K. In the
minority channel, the spin-orbit coupling opens a gap at the linear band crossing
corresponding to 2 filling of the ¢, shell. We demonstrate that the respective state
is Haldane’s quantum anomalous Hall state with Chern number C'=1, without an
external magnetic field or magnetic impurities.

Introduction. The discovery of topological states of matter (Wen, 1990; Hasan
and Kane, 2010; Qi and Zhang, 2011) has significantly broadened and advanced
our understanding of solid state physics. The historically first topological phe-
nomenon is the quantum Hall effect (Klitzing, Dorda, and Pepper, 1980) (QHE)
observed in a two-dimensional electronic system exposed to a strong external
magnetic field. The QHE manifests itself in the quantized transverse conductance
(Hall conductance) stemming from nontrivial Berry curvatures of the filled Lan-
dau levels (Berry, 1984; Thouless et al., 1982; Xiao, Chang, and Niu, 2010) in an
otherwise insulating state with a vanishing longitudinal conductance. As a result,
a dissipationless edge mode appears along the boundary between the quantum
Hall system and the vacuum.

In his Nobel prize winning work, Haldane (Haldane, 1988) realized that nei-
ther magnetic field nor Landau levels are actually required, but only breaking of
time-reversal symmetry (TRS) and a non-trivial topology of the electronic struc-
ture. Arguably the easiest way to break TRS without magnetic field is through
a spontaneous magnetization, inducing a quantized version of the conventional
anomalous Hall effect, which is now known as the quantum anomalous Hall ef-
fect (QAH). Such insulating bulk systems are also called Chern insulators, as their
topological edge states are characterized by the first Chern number, which is de-
fined as an integral of the Berry curvature of the filled bands over the Brillouin
zone.

Recent research on quantum spin-Hall (QSH) insulators (Kane and Mele, 2005;
Konig et al., 2007; Hsieh et al., 2008), which can be viewed as two copies of a QAH
state with equal but opposite magnetic moments, delivered an impressive num-
ber of candidate materials. In contrast, the search of QAH systems is far from be-
ing comprehensive owing to the strict conditions for realizing them, i.e., realizing
the spontaneous magnetization and the nontrivial Berry curvatures. One straight-
forward route is to magnetically dope a QSH insulator, where the presence of the
magnetic impurity breaks the TRS and, thus, lifts the Kramers degeneracy of the
QSH insulators to reach the QAH states (Chang et al., 2013; Checkelsky et al.,
2014). However, experimentally such extrinsic impurities are difficult to control,
and need to generate a sufficiently strong magnetic moment while keeping the
topology of the system unaffected. Thus, it is of more fundamental interest to
have a genuine magnetic system that hosts the QAH state intrinsically.

In this context, heterostructures of transition-metal oxides (TMO) are a most
promising material class. These artificial materials exhibit a plethora of interest-
ing behaviors driven by electronic correlations and the dimensional confinement
(Mannhart and Schlom, 2010; Rondinelli and Spaldin, 2011; Zubko et al., 2011;
Chakhalian et al., 2014). Grown perpendicular to the body diagonal of a per-
ovskite lattice structure, i.e. along the [111] direction, bilayers of perovskite TMO
form a honeycomb lattice. The d-electrons in such bilayers can show a fascinating
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variety of electronic, magnetic as well as topological (Xiao et al., 2011; Okamoto
et al., 2014) phases. Some heterostructures such as LaAuO3-LaCrOs3 heterostruc-
tures were suggested as a realization of the QAH state (Liang, Wu, and Hu, 2013).
However, the fabrication of such heterostructures is at best challenging, because
bulk LaAuOs is not of the perovskite structure (Ralle and Jansen, 1993). Also
freestanding monolayers of e.g.NiCl3 and OsCl3 have also been proposed (He
et al., 2016; Sheng and Nikolic, 2016). Against this background, actual material
realizations of Haldane’s QAH state remain a great challenge.

In this letter, we investigate the electronic structure of (111)-oriented SrRuOs
(SRO) bilayers sandwiched between SrTiO3 (STO). This heterostructure can be
routinely fabricated by advanced pulsed laser (Grutter et al., 2010) or metal-
organic aerosol (Agrestini et al., 2015) deposition, and thin SRO (111) films al-
ready exist and are ferromagentic (Grutter et al., 2010; Grutter et al., 2012; Grut-
ter et al., 2013; Ning, Wang, and Zhang, 2015). Using density functional theory
(DFT) and dynamical mean field theory (DMFT) calculations, we show that SRO
(111) bilayers remain ferromagnetic half-metals with a moment of 2 y5/Ru and
a Curie temperature (T¢) exceeding room temperature. The band structure of
the minority channel features a linear band crossing at 2 filling of the t,, shell,
which becomes gapped due to the spin-orbit coupling (SOC). By simulating the
respective microscopic Hamiltonian, we find a QAH state and the Chern number
C = 1. This result is further corroborated by a direct numerical solution of the full
tight-binding Hamiltonian parameterization of the Wannier functions on a long
cylinder, which shows topological edge modes in the gap.

Before presenting the results of our DFT+DMFT calculations, we briefly ex-
plain how the unit cells are constructed. In the hypothetical cubic perovskite
structure of SRO [Fig. 3.24(a)], we consider layers stacked along the body diag-
onal [111] of the cubic lattice. By cutting out two neighboring SRO monolayers
[Fig. 3.24(b)], we obtain a bilayer whose Ru atoms form a honeycomb lattice. To
comply with the periodic boundary conditions and to ensure a sufficient sepa-
ration of individual SRO bilayer, we interleave them with seven layers of STO.
The resulting 2 SRO: 7 STO superlattice with 45 atoms in the unit cell has a pseu-
docubic structure described within the space group P3m1 (164) with an inversion
center in between the SRO monolayers.
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FIGURE 3.24: (Color online) Crystal and electronic structure of
2SRO:7STO (111) superlattices. (a) Octahedral perovskite cage in
bulk SRO. Gray and red balls denote Sr and O atoms; blue and black
ones Ru atoms in two honeycomb sublattices. (b) (111) bilayers of
SRO form a honeycomb lattice. (c) High-symmetry points of the
first Brillouin zone of the honeycomb lattice: I'(0,0,0), M (£,0,0)
and K (2%, 27 0). (d) Spin-polarized minority currents develop at the
edge of the bilayer, and originate from the topological states between
the valence band (VB) and the conduction band (CB) illustrated on
the left and right, respectively.
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Calculation details. The smaller lattice constant of STO exerts a compressive
strain of ~0.45-0.63% on the SRO bilayers (Koster et al., 2012). To account for
strain effects, we relax the ¢ unit cell parameter and the internal atomic coordi-
nates within the generalized gradient approximation (GGA) (Perdew, Burke, and
Ernzerhof, 1996) as implemented in VASP code (Kresse and Hafner, 1993; Kresse
and Furthmdiller, 1996). All further electronic structure calculations were per-
formed for this optimized structure using the WIEN2K (Blaha et al., 2001) code.

The nonmagnetic GGA band structure of 2SRO:7STO(111) is shown in
Fig. 3.25(a). The manifold crossing the Fermi level comprises six Ru t3, bands.
The higher-lying e, states (not shown) are empty and can be excluded from the
correlated subspace. As a necessary preparatory step for DMFT calculations, we
project the Ru t5, bands onto maximally localized Wannier functions (Marzari et
al., 2012) using the WIEN2WANNIER code (Kunes et al., 2010).

DMFT calculations were performed using the continuous time quantum
Monte Carlo (CT-QMC) solver implemented in the code W2DYNAMICS (Parragh
et al.,, 2012). The interaction parameters, the Coulomb repulsion U =3.0eV and
the Hund’s exchange J=0.3eV are adopted from Ref. (Si et al., 2015). We use
the rotationally invariant form of the Hamiltonian, which implies an inter-orbital
interaction U’'=U-2J. For the analytical continuation of the resulting self-energy
Y (iwy, ) onto the real frequency axis w, the maximum entropy method (Gubernatis
et al., 1991) was used.

DMFT reveals strong similarities between 2SRO:7STO (111) superlattices
and bulk SRO: both are ferromagnetic and conducting in the minority channel.
The ferromagnetic half-metallic behavior is in sharp contrast to (001) SRO thin
films that are insulators and lack ferromagnetism (Xia et al., 2009; Si et al., 2015).
This difference stems from the spatial confinement which acts differently in (001)
and (111) systems: Slicing in the [001] direction lowers the onsite energy of the
xy orbital compared to the xzz and yz orbitals (Si et al., 2015), favoring antiferro-
magnetism within the half-filled zz and yz orbitals. In contrast, the degeneracy
of the ty, manifold is not affected by (111) slicing, and the on-site orbital energies
are similar to bulk SRO. And yet, the spatial confinement is important: DMFT
indicates that the ferromagnetic state of the 2SRO:7STO (111) superlattice sur-
vives up to ~500K [inset of Fig. 3.25(b)], which is remarkably higher than the
Curie temperature of bulk SRO (160 K). This result is in agreement with recent
experimental reports on the enhanced 7~ in SRO (111) films (Grutter et al., 2010;
Grutter et al., 2012; Grutter et al., 2013; Ning, Wang, and Zhang, 2015); and opens
a route to long-sought-after ultrathin layers that are ferromagnetic at room tem-
perature [DMFT overestimates critical temperatures by 20-30% (Rohringer et al.,
2011) in three dimensions. Of course strictly speaking the Mermin-Wagner theo-
rem prevents long-range ferromagnetic order for a two-dimensional plane. How-
ever, because of the exponentially growing correlation length (Schéfer et al., 2013)
even well separated bilayers would eventually order in a 25RO :7STO (111) su-
perstructure at comparable temperatures].

Next, we evaluate the DMFT self-energy ¥ (w) on the real frequency axis and
calculate the k-resolved spectral function A(k,w) [Fig. 3.25(b) and 3.25(c)]. The
effect of the k-independent self-energy is twofold: the real part shifts the bands
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FIGURE 3.25: (Color online) (a) Nonmagnetic scalar relativistic GGA
band structure of 25RO :7STO (solid lines) in comparison with the
Fourier-transformed Wannier projections (circles). The arrow indi-
cates the position of the Dirac point near M point and along the I'-K
line. (b) spin-up and (c) spin-down DMFT spectral functions at 300 K.
(d) Density of states of nonmagnetic and magnetic GGA calculations
in comparison with the DMFT spectral function. Inset in (b): ferro-
magnetic moment of bulk SRO (red) vs. the SRO (111) bilayer (green)
as calculated by DFT+DMFT.

and renormalizes the band widths, while the imaginary part gives rise to broad-
ening. The latter is particularly for the partially filled majority states: there is
a broad incoherent continuum in Fig. 3.25(b) terminated by a nearly flat feature
around 0.2eV below the Fermi level. In contrast, the k-resolved spectral func-
tion for the minority channel [Fig. 3.25(c)] largely resembles the GGA band struc-
ture [Fig. 3.25(a)]. The most prominent effect of electronic correlations here is
the reduction of the band width down to ~0.8 eV, which is much smaller than
that in the GGA (1.5eV) and in the bulk SRO (3.2eV). Altogether the DMFT self
energy essentially corresponds to a bandwidth quasiparticle renormalization of
Z ~ 0.5 and a reduction of the spin-splitting form 0.88eV in GGA to 0.47eV in
DFT+DMFT; otherwise the electronic structure and its topology is not affected.

A remarkable property of A(k,w) in the minority channel is the linear band
crossing (at 2 filling of the ¢y, shell) near the M point and along the I'-K line.
This feature inherited from the band structure [Fig. 3.25(a)] is resilient to elec-
tronic correlations [Fig. 3.25(c)]. But if the SOC is taken into ac count a gap opens
at the band crossing: the full relativistic treatment within the modified Becke-
Johnson (mB]J) potential (Tran and Blaha, 2009) yields a tiny band gap of ~1 meV.
Assuming the chemical potential is placed into the gap, the system becomes in-
sulating at low temperatures. Topological properties of this envisaged insulating
state are characterized by the Chern number C of the occupied bands: zero or
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nonzero for a trivial state and the QAH state, respectively.

To determine C, we employ the full tight-binding Hamiltonian parameteri-
zation of the Wannier functions. The sizable separation between SRO bilayers
allows us to consider only intraplane couplings. The eigenvectors of the respec-
tive tight-binding Hamiltonian are calculated on a fine k-mesh of 120x 120 points
and used to calculate link variables and, in turn, Chern numbers, following the
procedure described in Ref. (Fukui and Hatsugai, 2007). In this way, we find C'=1
for the bands below the SOC-induced gap, hence the QAH state is realized.
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FIGURE 3.26: (Color online) Spectral functions of semi-infinite
zigzag-termination slabs of SrRuQOj3 (111) bilayer projected in the &,
direction as indicated in Fig. 3.24. The spectral functions of left edge
(a,b), central bulk region (c,d) and right edge (e, f) are shown; the
right panels are zoom-ins of the left panels corresponding to the
white-dashed box in (a). All edge states are labeled with L, /R,
(n=1,2,3...) indicating the nth left/right moving state. Two nearly flat
edge states are identified as topological trivial and do not cross the
Fermi energy at ~483 meV (white solid line). The edge states agree
with the Chern number C = 1 since e.g. on the left edge (a) there are

3 — 2 = 1 more right than left “movers”.

The Chern number C'=1 indicates the existence of a topological edge state,
or in general, an imbalance of “right moving” and “left moving” edge states by
one. To visualize this state, we recast our 2D Hamiltonian into mixed boundary
conditions: periodic along one direction and open along the other. The result-
ing 1D model is solved by using the iterative Green’s function approach (San-
cho et al., 1985) to get the spectra on a semi-infinite long cylinder. The band
structure (Fig. 3.26) reveals the presence of edge states of two types: Trivial edge
states originate from the conduction [valence] band and rebound back to the con-
duction [valence] band in Fig. 3.26(b) [Fig. 3.26(f)]. In contrast, the topological
edge states connect the valence band and the conduction band. The difference in
“right moving” (R,) and “left moving” (L,,) states on each edge further corrob-
orates our Chern number analysis. Please note that the Ru honeycomb in SRO
(111) is buckled; Ru atoms at the left and the right edge are at a different height,
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which explains the left/right asymmetry. Let us also note that for the C' =1 state,
the consideration of the full microscopic model is needed: restricting the model
to first-neighbor or first- and second-neighbor couplings only, yields unbalanced
topological states as well but with different Chern numbers.

For an experimental observation of edge states, the size of the SOC-induced
band gap plays a crucial role. Unfortunately, the gap size in 2SRO:7STO (111)
confines the prospective QAH state to low temperatures and impedes its experi-
mental observation. Larger gaps can be obtained by increasing the SOC and/or
the trigonal crystal field (Acr) splitting. The SOC can vary from several meV to
several hundred meV, but requires the substitution of the transition metal. A more
sensible approach is to tune Acr by choosing a different substrate. But in addi-
tion to the change in the gap size, this structural alteration will affect the mutual
orientation of RuOg octahedron and in turn alter the hopping parameters. Which
of the two competing states, the QAH state or the trivial insulator, is eventually
stabilized, needs to be pinpointed by a microscopic analysis. Another promising
way to enlarge the gap size is electronic doping, which shifts the chemical poten-
tial to 2 filling on ¢y, shell. If the chemical potential is within the gap, we expect
an additional enhancement of the gap as e.g. described by the scissor operator in
GW, see Ref. (Held et al., 2011) and references therein.

In summary, we have shown that bilayers of STRuO3 on a SrTiO3 substrate in
[111] direction emerge to be a candidate of long-sought-after room-temperature
ferromagnetic half-metals with an ordered moment of ~2 ;iz per Ru. The spin-
orbit coupling opens a gap in the unoccupied part of the spectrum, which gives
rise to a quantum anomalous Hall (QAH) state with the Chern number C=1.
Accordingly, a direct simulation of the tight-binding Hamiltonian indicates that
the number of left and right movers differs by one. Experimentally, these QAH
states can be observed by angular resolved photoemission spectroscopy after laser
pumping, as e.g. demonstrated in Ref. (Cacho, 2015) for other topological surface
states.
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3.6 High-Spin (5=2) States in SfRuO;

This section is based on an article (under preparation) focus on oxygen vacancy in bulk SrRuOs.

Introduction. Point defects in transition metal oxides give rise to modifications of
electronic structure and physical properties which can induce exotic physics phe-
nomena and novel functionalities. The interplay between the degree of freedom of
spin, orbital, lattice distortion and electronic correlations offers a rich playground for
investigating the effects of point defects. Recently, the fast development in bulk/film
growth and materials deposition enable the possibility of experiments for atomically
precise epitaxial complex oxide thin films and concentration control atomic defects,
e.g. oxygen vacancy (OV). The combination of atomic defects and material growth is
becoming the powerful experimental technique for induce/separate the exotic mi-
crostructural effects of transition metal oxides, being away from their stoichiometric
bulk properties.

Stoichiometric ferromagnetic metal STRuO3 (SRO) is one such oxide that has at-
tracted much attention. SrRuOj3 has an orthorhombic structure with bulk lattice pa-
rameters a=5.57 A, b=5.53 A and ¢=7.84 A: moreover, it can be well represented as a
pseudo-cubic perovskite with a=3.93 A. It is one of the most frequently used oxide
electrode materials, and well/extensively studied because of its high chemical sta-
bility, good thermal properties, and pseudocubic perovskite crystal structure, which
are advantageous for integration with other oxide materials into heterostructures.

Generally concluded SrRuQOs is an itinerant ferromagnetic oxide with a ferro-
magnetic Curie temperature (T¢) of 160K and a magnetic moment between 0.8 to
1.6 g /Ru, pointing to a band rather than atomic magnetism. It is unique as the only
known 4d transition metal oxide ferromagnet. In most 4d systems, the extended or-
bitals increase the bandwidth and decrease the density of states at the Fermi level,
precluding Stoner-type ferromagnetism. The unusual ferromagnetism for 4d system
is original from the strong hybridization between Ru-4d and O-2p, leading to the en-
hancement of density of states (DOS) in Fermi-energy (E). Consequently, bulk SRO
exhibits as one of the handful ferromagnetic/correlated metal in 4d TMOs. Due to
the large crystal field splitting, Ru** ions are usually expected to be in the low-spin
state (S=1) with an electron configuration that corresponds to t54(31, 1]) 2/ Ru*t,
higher than what is experimentally observed. DFT-GGA calculations always over-
estimate its ferromagnetism by predicting the magnetic moment as 1.76 (U=0eV) to
2.00 15 /Ru (U>0eV). The low-spin state (S=1) for d* configuration has also never
been observed experimentally. The discrepancy between theory and experiments are
attributed to: (i) the electron delocalization associated with itinerancy (Longo, Rac-
cah, and Goodenough, 1968; Klein et al., 1996), (ii) spin canting (Gibb et al., 1974),
(iii) a combination of larger magnetocrystalline anisotropy and the difficulty in mak-
ing single-domain crystals and films (Kanbayasi, 1978).

The high-spin (S=2) state, which corresponds to a moment large as 3.4 g and
higher T, recently was observed by several groups (Grutter et al., 2010; Grutter
et al., 2012; Ning, Wang, and Zhang, 2015), in (111)-oriented SRO thin films. And
these enhancement of ferromagnetism had been explained in terms of an anisotropic
reduction in the crystal field resulting from anisotropically reduced orbital overlap
in distorted films. One would wonder whether filming can modify its magnetism,
however the most frequently grown samples, (001)cypi.-oriented thin films, lost both
of the bulk SrRuQOj3 ferromagnetism and metallic conductivity. The ferromagnetic
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moments, conductivity and T decrease as reducing the thickness N of SRO, re-
sulting in a anti-ferromagnetic insulating state. Unexpected, high-spin states are
experimentally obtained by (110)- and (111)-oriented films growth. As far as au-
thors know, the first report about the spin state is from A.]J. Grutter et al. (Grutter et
al., 2010; Grutter et al., 2012), who observed the S=2 high-spin state, with magnetic
moment equals to 3.4 ug/Ru, in (111)-oriented thin films. Later on, the group of
Z.D.Zhang (Ning, Wang, and Zhang, 2015) also obtained such a high-spin states by
analyzing the anisotropic properties of SRO (001)-, (110)- and (111)-oriented films.
In their experiments, ferromagnetic moments, ~3 up/Ru and ~4 ;g /Ru, were ob-
served in (110)- and (111)-oriented films, respectively. However x-ray magnetic cir-
cular dichroism spectroscopy (XMCD) measurements carried out by L.H. Tjeng’s
group (Agrestini et al., 2015) indicate the spin state transition from S=1 to S=2 is too
expensive in energy and unlikely to happen in SRO. Moreover, for (111)-oriented
SRO thin films DFT(+U) also fails in predicting such high-spin state, for both Ru**
and SrO3*~ terminations (Kim and Min, 2014).

Other possibilities that can modify the spin state of SRO are atomic vacancy or
substitution, while later one seems unlikely to happen in the well-synthesized SRO.
The Ru-vacancy was considered as the candidate that changes ferromagnetic metal-
lic state of SRO, however numerous experiments and calculations confirmed the re-
duction of ferromagentism induced by Ru-vacancy (Dabrowski et al., 2004; Lv et al.,
2016). Generally the reductions of T~ and ferromagnetic moments are attributed to
the crystal disorder effect and stronger electronic correlation effects which are due
to the existence of a Ru-vacancy that effectively reduces the bandwidth of Ru-d or-
bitals. Another possibility is the weakening of super-exchange between Ru**, which
however, lacks evidence. The last generally believed reason is the reduction of the
strong hybridization between Ru-4d and O-2p orbitals, this hybridization is also the
major origin of the strong and unique ferromagnetism of SRO among numerous
perovskites d-ABO3 materials. DFT(+U) calculation explained the ferromagnetic re-
duction by obtaining the antiferromagnetic spin cluster around Ru-vacancy in SRO
(Lv et al., 2016), which seems complete the puzzle of Ru-vacancy story. To authors’
knowledge, little is known about Sr vacancies, probably because it is hard to create
controllably, but OV in SRO is extensively researched. M. Hiratani et al. revealed that
the conductivity of SRO samples is dramatically dependent on the oxygen pressures
when samples were synthesized (Hiratani et al., 1996). All of these puzzles lead to
the motivations of experiments about how to modify/enhance the ferromagnetism
of SRO away from its bulk limitation?

In this part, we demonstrate that oxygen vacancy is the origin of high-spin (5=2)
state in SRO, single oxygen vacancy transfers the two surrounding Ru atoms from
low-spin state t54(31, 1]) to high-spin state t2,(31)e4(11), which is impossible in sto-
ichiometric SRO irrespective of the layer thickness and the orientation of films. We
demonstrate that such high-spin state can only be created by the existence of oxygen
vacancy and is independent of structural details. By comparing the total energy of
paramagnetic and ferromagnetic phases we conclude that creating oxygen vacancy
also can increase the T of SRO. By spin-polarized DFT calculations for different
size of SRO supercell, we found the vacancy concentration is a key factor to de-
cide whether the high-spin state can occur. The crucial concentration is SrRuOs_,
(x<0.625). The origin of such high-spin state is that the missing of single oxygen
atom enlarge the overlap the Ru-d,» orbital, leading to bond and anti-bond states
% (d1,2+d2,2), % (d1,2-d2,2) (index 1 and 2 labels the two Ru sites close to oxygen

vacancy, respectively). The bond state % (d1,2+d2,2) is energetically comparable
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with the unaffected ¢y, states, contributing to the occupation in d,» states. Two free
electrons, which are created by the single OV, are trapped by the two Ru atoms next
to OV, leading to larger ferromagnetic moments.
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FIGURE 3.27: Total ferromagnetic moments vs.U values in DFT+U
calculations.

Firstly we focus on the OV concentration, what is the critical value to switch on
the high-spin state in bulk SRO. The corresponding results are shown in Fig. 3.27.
For cubic bulk SRO, DFT-GGA predicts the moment to be 28.72 ;15 per cell contain-
ing 2x2x2=16 Ru atoms, corresponding to 1.79 up/Ru. Then even a tiny U=0.5eV
drives the system into half-metallic state with the magnetic moment ~2.0 up/Ru
(total moment 32 pug). Larger U values fail in continuous increasing the total mag-
netic moments due to the large crystal splitting between t5, and e, bands. For other
different settings of SRO supercell, we create one OV, thus the OV concentration in
1x1x1 (bulk cubic SRO), 1x1x2, 2x2x1, 2x2x2 and 2x2x4 supercells are 33.3%,
16.6%, 8.3% and 4.2% and 2.1%, respectively. In1x1x1, 1x1x2 and 2x2x1 supercell,
no high-spin states can be obtained even increase U to a large value (5eV). However,
when the size of supercell reaches 2x2x2 and above, high-spin states are obtained
under reasonable U values. For the 2x2x2 cubic SRO supercell, the total moment
exceeds ~33 up when U is larger than 3.0 eV, for orthorhombic case, the critical U
value shifts to 4.5eV. For 2x2x4 cubic supercell, the total moment converges on
34 ;1p when U is larger than 1.5 eV, exceeding the low-spin limitation 32 .5. For or-
thorhombic 2 x2 x4 supercell, the critical U is 3.0 eV. Most importantly, we found the
enhancement of magnetic moment is only from the two Ru sites next to OV: i.e.all
other Ru sites stay in low-spin states with magnetic moment 1.79,.5/Ru.

The DFT+U results lead to two conclusions: (i) to obtain high-spin states in
SRO supercell with single OV, the supercell size has to be larger than 2x2x4 of
pseudo-cubic cells, corresponding to a OV concentration 2.1%, the chemical formula
is STRuOs_,, (x<0.625); (ii) in cubic structure it is easier to obtain the high-spin state
than in the orthorhombic case, because the critical U in cubic and orthorhombic cases
are 1.5eV and 3.0 eV, while the later is quite hard to reach in bulk SRO.

To compare the differences between the electronic structures of SRO with /without
OV, we also show the DOS of stoichiometric SRO, obtained from a DFT+U calculation
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FIGURE 3.28: Orbital-resolved DOS of SRO with (a) or without (b)
OV. A schematic physics picture of formation of the bonding and anti-
bonding states is shown in (c).

[Fig. 3.28(a)]. Under the modification/correction of Coulomb U, the SRO is half-
metallic state, Ru-4d-t5, of spin-majority (up) channel is fully occupied, E is located
at spin-minority (down) channel of Ru-4d-t5,, leading to the empty e, states. The
ferromagnetic moment is 2 uz/Ru and it is robust against increasing U, which is
due to the large crystal splitting between e, and ¢, bands. In Fig. 3.28(b) we show
the DOS of Ru atoms that are next to the created OV. The d,._,. state is empty,
consistent with the DOS of SRO without OV [Fig. 3.28(a)]. However clear d,> oc-
cupation can be seen in spin-majority (up) channel. This leads to that the moments
of Ru atoms next to OV are larger than its low-spin (S=1) limitation: 2 1g/Ru. The
ferromagnetic moment of Ru next to OV is determined as 3.0 1z /Ru. The electrons
that occupy d, states are released by the created OV. We use a schematic figure to
demonstrate the physics behind [Fig. 3.28(c)]. After creating an OV in SRO super-
cell, the d,2 orbitals of Ru next to OV are more extend along z-direction [(001)cyupic
orientation], leading to a bonding state % (d1,2+d2,2) and an anti-bonding state %
(dq,2-dg,2). Compared with the original d.: states, the bonding and anti-bonding
states lie energetically lower and higher, respectively.

To have a direct observation of the bonding and anti-bonding states, we plot
their Wannier orbitals and also calculated the band characters of these two bands
(Fig. 3.29). As shown in right panel, for the bonding state the electrons spread be-
tween two Ru atoms, leading to a lower eigenvalue while in the anti-bonding state
electrons spread around two Ru sites, leading to a higher eigenvalue. The band
characters plotting reveals the one-dimensional nature of bonding and anti-bonding
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states: along X(0.5,0,0)-I'(0,0,0)-M(0.5,0.5,0)-X(0.5,0,0)-I'(0,0,0) k-path both the anti-
bonding and bonding state bands are not k-dependent. Only along I'-A(0.5,0.5,0.5)
path the bonding bands disperses slightly.

Summary. In conclusion, by carrying out first-principle DFT+U calculations, we
attribute the experimental confirmed high-spin states in SRO to the formation of
oxygen vacancies. Single oxygen vacancy in bulk SRO transfers the two surround-
ing Ru atoms from low-spin states to high-spin ones. Two one-dimensional bonding
%(dlzz +dz,2) and anti-bonding %(d122—d222) states are obtained, being energetically
higher and lower than the original d.- states, respectively. Among these two states,
the bonding state % (dq,2+d>,2) is electronically occupied, contributing to the en-
hancement of magnetic moment under electronic correlation effects. The density of
oxygen vacancies is a critical quantity to switch on/off such high-spin states, and the
chemical formula is SRO3_,, (x<0.625), i.e. the concentration of oxygen vacancies can
not be artificially high, otherwise the interaction between oxygen vacancies would
suppress such high-spin states. For bulk SRO, the high-spin states are easier to occur
in cubic phase than in orthorhombic phase, because in cubic environment a lower
critical U value (1.5eV) is needed to drive high-spin states than in orthorhombic en-
vironment (3.0 eV). All of these conclusions give hits about how to obtain high-spin
states in SRO in further experiments.

But there are still more questions to answer: (1) whether orbital moments and
spin-orbit interaction play a role in such high-spin states, (2) will we obtain different
results from simulations of thin film cases with different orientations, e.g. (110) and
(111)? (3) Whether strain can modify or stabilize, even further enhance such high-
spin states? We expect to answer these questions in our further research.
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Chapter 4

Tight-binding, DFT and
DFT+DMEFT research of Transition
Metal Oxides

In Chapter 3 we discussed our DFT(+U) and DFT+DMEFT results of SrRuO3 thin
films with (001)-, (110)- and (111)-orientation, and we demonstrated that how elec-
tronic correlation effects modify the DFT results. In this chapter we focus on several
separated researches. These researches are devoted to the applications of DFT+U,
TB and DMFT formalism for realistic materials. TB method is used to focus on the
study of perovskite ABO3 materials (e.g. BaOsO3) in the present of spin-orbit cou-
pling (SOC). DFT(+U) is used to study the electronic structure and magnetic proper-
ties of LaSrMnOs thin films. DMFT method is employed to investigate the electronic
and magnetic properties of 3d- and 4d-orbital materials, including V,O3 surfaces and
double perovskite SroCrMoQOg.

In this chapter the outline is like below: (i) with the understanding of Rashba
effects in d-orbital ABO3 materials interface/surface, we predict that giant Rashba
spin splitting is indeed possible and even controllable by an external electric field
by coupling ferroelectric BaTiO3 and a 5d (or 4d) transition metal oxide with a large
SOC, e.g.Ba(Os, Ir, Ru)Os; (ii) Cooperating with experimental group, we present a
theoretical study exploring surface effects on the evolution of the metal-insulator
transition in the model Mott-Hubbard compound Cr-doped V;,03. We find a mi-
croscopic domain formation that is clearly affected by the surface crystallographic
orientation. A DFT+DMEFT study of different surface terminations shows that the
surface reconstruction with excess vanadyl cations leads to doped, and hence more
metallic, surface states, which explains the experimental observations; (iii) Using
DFT+DMFT method we study the electronic structures of double perovskite com-
pound SroCrMoQOg, which is a sister compound of the much discussed material
SroFeMoOg. Its ferrimagnetic half-metal nature is successfully captured after consid-
ering about both dynamic local or static correlation effects. Comparing our results
with our theoretical cooperator’s DFT results we reveal the robustness of its elec-
tronic structures against correlation effects; (iv) by using DFT(+U) method, we inves-
tigate the electronic and magnetic properties of La;_,Sr,MnO3 thin films, demon-
strating the relationship between structural details (film thickness, surfacing, MnOg
octahedral rotation and tilting) and its ferromagnetism.
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Chapter 4. Tight-binding, DFT and DFT+DMFT research of Transition Metal
Oxides

4.1 Giant Switchable Rashba Effect in Oxide Heterostructures

This section is based on (quotes are marked with the sidebar shown here): Zhicheng Zhong, Liang Si, Qinfang

Zhangand, Wei-Guo Yin, Seiji Yunoki and Karsten Held: Giant switchable Rashba effect in oxide heterostructures.
Advanced Materials Interfaces 2.5 (2015).

One of the most fundamental phenomena and a reminder of the electron’s
relativistic nature is the Rashba spin splitting for broken inversion symmetries
in two-dimensional condensed matter systems. Typically, this splitting is a tiny
relativistic correction. By coupling ferroelectric BaTiO3 and a 5d (or 4d) transi-
tion metal oxide with a large spin-orbit coupling, Ba(Os, Ir, Ru)Os, it is shown
that giant Rashba spin splittings are indeed possible and even controllable by
an external electric field. Based on density functional theory and a microscopic
tight-binding understanding, it is concluded that the electric field is amplified and
stored as a ferroelectric Ti-O distortion which, through the network of oxygen oc-
tahedra, induces a large (Os,Ir, Ru)-O distortion. The BaTiO3/Ba(Os, Ru, Ir)O3
heterostructure is hence the ideal test station for switching and studying the
Rashba effect and allows applications at room temperature.

Introduction. An electric field control of the spin degree of freedom is the
key to spintronics and magnetoelectrics (Zutic, Fabian, and Das Sarma, 2004).
In the prototypical spintronic device, the Datta-Das spin transistor (Datta and
Das, 1990), an electric field tunes the Rashba spin splitting and with that the
spin precession frequency. The precession in turn controls the spin polarized
current between two ferromagnetic leads. Microscopically, the Rashba spin split-
ting originates from the spin orbit coupling (SOC) in a two dimensional electron
gas (2DEG) with broken inversion symmetry perpendicular to the 2DEG plane
(Rashba, 1960; Winkler et al., 2003). It has been observed for metal surfaces
(LaShell, McDougall, and Jensen, 1996; Ast et al., 2007), semiconductor and ox-
ide heterostructures (Nitta et al., 1997; Caviglia et al., 2010; Shalom, 2010; Naka-
mura, Koga, and Kimura, 2012; King et al., 2011; King et al., 2012), and even
in polar bulk materials (Ishizaka et al., 2011). The Rashba effect splits parabolic
bands into two subbands with opposite spin and energy-momentum dispersions
E*(k) = (h*k?/2m*) + ag|k|. Here, m* is the effective mass, k the wave vector in
the 2DEG plane, and ar the Rashba coefficient which depends on the strength of
SOC and inversion asymmetry. An electric field modulates this inversion asym-
metry and consequently the Rashba spin splittings. The electric-field induced
change of agr is however weak: up to 10~2eVA in semiconductor (Nitta et al.,
1997) or 3d transition metal oxide heterostructures (Caviglia et al., 2010; Shalom,
2010; Nakamura, Koga, and Kimura, 2012). A large, electric-field tunable Rashba
effects are also much sought-after in the research area of topological insulators
(Bahramy et al., 2012; Nakosai, Tanaka, and Nagaosa, 2012; Das and Balatsky,
2013).

Giant Rashba effects with ap of the order of 1eVA have been reported for
metal surfaces (Ast et al., 2007), Bi adlayers (Mirhosseini et al., 2010) and bulk
polar materials BiTel (Ishizaka et al., 2011; Zhou, 2014). The large oy here relies
on the surface or interface structural asymmetry, which is hardly changes in an
external electric field. To enhance the tunability by an electric field, Di Sante et
al. (Di Sante, Domenico et al., 2013) hence suggested a ferroelectric semiconduc-
tor GeTe. For GeTe, an external electric field switches between paraelectric and
ferroelectric phase, breaking inversion symmetry and tuning on the Rashba spin
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splitting. At first glance, this perfectly realizes an electric field control of a giant
Rashba effect. However, there is an intrinsic difficulty: A single material cannot
be both, a conductor with large Rashba spin splitting and a ferroelectric which
necessarily is insulating.

In this article, we propose to realize a giant switchable Rashba effect by het-
erostructures sandwiching a thin metallic film of heavy elements in-between fer-
roelectric insulators (Fig. 4.1). The thin film provides a 2DEG with strong SOC,
while the inversion asymmetry is induced by the structural distortion of the fer-
roelectrics and tunable by an electric field. As a prime example, we study a
heterostructure of transition metals oxides, BaOsO3/BaTiO3. BaTiOg3 is a well-
established ferroelectric (Dawber, Rabe, and Scott, 2005). It has a simple high-
temperature perovskite structure, with Ba atoms at the edges, a Ti atom at the cen-
ter and the O atoms at the faces of a cube. Such a structure has an inversion sym-
metry center at the Ti site. At room temperature, inversion symmetry is broken
since a ferroelectric structural distortion occurs with a sizable Ti-O displacement
zT1i—0 along one of the the cubic axes. BaOsOs3 has been recently synthesized; it is
a metallic perovskite with four Os 5d electrons and no sign of magnetism (Shi et
al., 2013). It has a perfect lattice match with BaTiO3. Both materials have the same
cation, Ba, which will substantially reduce disorder during epitaxial growth. For
BaOsO3/BaTiO3 we find an electric-field tunable Rashba spin splitting which is
at least one magnitude larger than the current experimental record (Nitta et al.,
1997; Caviglia et al., 2010; Shalom, 2010; Nakamura, Koga, and Kimura, 2012).
The mechanism behind is nontrivial and summarized in Fig. 4.1. Substituting
BaOsOs3 by BalrO3 and BaRuOs yields a similar effect; the heterostructure can
also be further engineered by varying its thickness and strain.

(b) y=0.016 eV (3) orbital deformation

2DEG with
large SOC

Energy (eV)

1

without SOC ferroelectric
—— soc_ |
3 r M X r M

FIGURE 4.1: Left panel: tight binding bandstructure of the three Os
toq orbitals for (a) the paraelectric case with and without SOC and
(b) the ferroelectric case with SOC and asymmetry parameter v =
0.016 eV taken from the Wannier projection. Right panel: schematics
of the mechanism behind the giant switchable Rashba effect: (1) An
external electric field is amplified and stored as a ferroelectric distor-
tion, in particular Ti-O displacements. (2) These displacements entail,
via the oxygen octahedron network of the perovskite heterostructure,
Os-O displacements. (3) As a consequence of the Os-O displacements
the Os orbitals deform, which reflects the broken inversion symme-
try. This orbital deformation and the strong SOC of Os finally lead to
a giant Rashba spin splittings that is controllable by an electric-field.
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FIGURE 4.2: DFT calculated band structures of (BaOsOz3);/(BaTiO3)s multilayers for the paraelectric (c) and ferroelectric structure

(d). The paraelectric heterostructure breaks cubic but not inversion symmetry so that the Os zy orbital splits off from two degenerate

yz/xz orbitals without SOC (a); including SOC further lifts the yz/xz degeneracy (b). The ferroelectric state further breaks inversion

symmetry, which essentially does not change the bandstructure in the absence of SOC (e) but leads to substantial spin splittings in the

presence of SOC (f). The spin splitting E” at the 2y — yz crossing region is magnified in (g), while the standard Rashba spin splitting
Eg with momentum offset kg around I of the upper yz/xz mixed orbital is magnified in (h).
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Calculation details. We mainly focus on a BaOsOs3;/BaTiO3 heterostructure
which has two structural phases: a paraelectric perovskite phase [Fig. 4.2(a)-(c)]
and a distorted ferroelectric phase [Fig. 4.2(d)-(h)], respectively. We use density-
functional theory (DFT) with generalized gradient approximation (GGA) poten-
tial (Perdew, 1985) in the Vienna Ab-initio Simulation Package (VASP) (Kresse and
Hafner, 1993; Kresse and Furthmidiller, 1996) and fully relax all the atomic posi-
tions, only fixing the paraelectric or ferroelectric symmetries. At zero tempera-
ture, the ferroelectric distorted perovskite has the lower GGA energy, but -as in
the bulk- the undistorted paraelectric phase will prevail at elevated temperatures.
Based on the fully relaxed atomic structures, electronic band structures are calcu-
lated with modified Becke-Johnson (mBJ) (Tran and Blaha, 2009) exchange poten-
tial as implemented in the Wien2k code (Blaha et al., 2001), which improves the
calculated band gap of BaTiO3. The SOC is included as a perturbation using the
scalar-relativistic eigenfunctions of the valence states. Employing Wien2wannier
interface (Kunes et al., 2010), we project the DFT band structure onto maximally
localized (Mostofi et al., 2008) Wannier orbitals, from which the orbital deforma-
tion is analyzed and a realistic tight-binding model is derived (Zhong, Zhang, and
Held, 2013). We also vary the thickness of the thin films, replace the BaOsO3 by
BaRuOs or BalrOs, and simulate the strain effect by fixing the in plane lattice con-
stant to the value of a SrTiO3 substrate. Correlation effects from local Coulomb
interaction are studied in the Supplementary Material.

Paraelectric phase. We mainly focus on a BaOsO3/BaTiO3 heterostructure,
(BaOsOs3)1 /(BaTiO3)4, which consists of one BaOsO3 layer alternating with four
BaTiOs layers. Bulk BaTiOs is a d° insulator: the empty Ti 3d states lie about
3eV above occupied O 2p states. Bulk BaOsOs is a d* metal: four electrons in
the Os-5d orbitals of ¢y, character are 0.8eV above the filled O 2p states. Since
BaOsO3 and BaTiOs share oxygen atoms at the interface, the O 2p states align;
and the Os 5d states will stay in the energy gap of BaTiOs. Hence, the density
functional theory (DFT) calculated band structures of BaOsO3/BaTiOs in Fig. 4.2
shows three Os ta, (7Y, y2, v2) bands near the Fermi level; they are dispersionless
along the z direction (not shown). That is, the low energy electronic degrees of
freedom are confined by the insulating BaTiOj3 layers to the OsO- plane, forming
a 2DEG. Already in the high temperature paraelectric phase, this heterostructure
confinement reduces the initial cubic symmetry of the Os t5, orbitals in the bulk
perovskite: at I' the xy band in Fig. 4.2(a) is 1.2eV lower in energy than the de-
generate yz/xz bands. Including the SOC, the yz/xz doublet splits into two sub-
bands with mixed yz/xz orbital character [Fig. 4.2(b)]. For the paraelectric phase
[Fig. 4.2(a)-(c)], the spin degeneracy is however still preserved.

To better understand the DFT results, we construct an interface hopping
Hamiltonian Hé (Zhong, Téth, and Held, 2013) for the 2DEG confined Os ty4
electrons by a Wannier projection. The energy-momentum dispersion for the zy
orbital is e(k)™ = —2t; cos k, — 2t; cos k,, — 4t3 cos k; cos k,, while that of the yz
is €(k)¥* = —2tycosk, — 2t1 cosky (e(k)** is symmetrically related by x < ).
The largest hopping ¢ = 0.392eV is along the direction(s) of the orbital lobes,
to = 0.033eV and t3 = 0.094eV indicate a much smaller hopping perpendicular
to the lobes and along (1, 1,0), respectively. The zy—yz/xz orbital splitting at I" is
2t1 — 2ty + 4t3 = 1.1eV and arises from the anisotropy of the orbitals. Overall,
the three parameter tight binding model in Fig. 4.1(a) (dashed line) is consistent
with DFT in Fig. 4.2(a). Next, we include the atomic SOC Hamiltonian H¢ = §f - S,
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expressed in the ty, basis with £ = 0.44eV for Os. It lifts the yz/zz degeneracy
and yields good agreement with DFT, cf. Fig. 4.1(a) (solid line) and Fig. 4.2(b).

Ferroelectric phase. In sharp contrast to the paraelectric case, ferroelectrically
distorted BaOsO3/BaTiO3 exhibits evident spin splittings in the presence of SOC,
see Fig. 4.2(f). Note, in the absence of SOC the DFT band structure in Fig. 4.2(e)
is still very similar to the paraelectric case in Fig. 4.2(a). The spin splitting E” of
the 2y band is small around I, but strongly enhanced up to 50 meV around the
xy/yz crossing region as shown in Fig. 4.2(g), cf. Table 4.1. The other two sub-
bands of yz/xz character also show a strong splitting around I'. In this respect,
the upper yz/xz subband exhibits a standard Rashba behavior, see the magnifica-
tion in Fig. 4.2(h), where the momentum offset k(,=0.043 A1, the Rashba energy
Er = 4meV, and hence ag=2FR /k(=0.186 eVA. The behavior of the lower yz/xz
subband is more complex (distorted) due to the proximity of the crossing region.
A similar structure of the spin orbit splitting as well as a k-cubic splitting has been
reported for other to, systems before (Zhong, Téth, and Held, 2013; Nakamura,
Koga, and Kimura, 2012).

These spin splittings arise from ferroelectric distortions which break the inver-
sion symmetry. Bulk BaOsO3 has no such ferroelectric distortions and is inver-
sion symmetric with Os and O atom in the same plane. Also for the paraelectric
heterostructure, the OsO; layer is still an inversion plane. The ferroelectric het-
erostructure breaks inversion symmetry. As listed in Table. 4.1, the averaged fer-
roelectric Ti-O displacement in BaTiOj3 layers is around 0.14 A, which efficiently
induces a sizable Os-O displacement of 0.05A via the oxygen octahedron net-
work of the perovskite structure. This structural distortion modifies the crystal
environment of Os ty, orbitals and deforms the orbital lobes (Fig. 4.1).

In order to quantify the orbital deformation, we project the DFT results above
onto maximally localized Wannier orbitals and directly extract the key parameter:
a directional, spin-independent inter-orbital hopping v = (zy|H|yz(R)), were R
is the nearest neighbor in = direction. In k-space one gets as a matrix for the
yz,xz,xy orbitals (independent of spin) (Zhong, Téth, and Held, 2013):

0 0 2isinky
H, =~ 0 0 2isink, | . 4.1)
—2isink, —2isink, 0

We obtain v = 0.016 eV for the ferroelectric heterostructure, while for the para-
electric case v = 0 due to inversion symmetry. Let us emphasize that v is the
relevant measure for the orbital deformation and inversion symmetry breaking.
In combination with the strong SOC of OS 5d electrons, H,, results in the present
giant Rashba spin splitting.

The Hamiltonian H{ + H¢ + H, already well describes the spin splittings of
the xy orbital in good agreement with DFT results, but underestimates the spin
splittings of the yz/xz subbands near I'. The reason for this is that the atomic
SOC is not an accurate description anymore because the SOC of Os is too strong
and the deviation from the inversion symmetry too large. Hence, we need to go
beyond the purely atomic SOC and include an inversion asymmetry correction to
the SOC matrix so that H¢ in the to4 basis (yz| 1), yz|1), zz|1), zz|]), zy| 1), zy|l))
reads
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For the band structure of Fig. 4.1(b) we have taken +'=0.022 eV from the Wan-
nier projection, yielding good agreement with the DFT results Fig. 4.2(f).

Electric-field tunability. The Rashba spin splittings can be tuned by an electric
field because of the ferroelectricity of BaTiOs3. It is a nature of ferroelectrics that
an external electric field can tune and even reverse the polarization and structural
distortion (Mathews, S. et al., 1997; Dawber, Rabe, and Scott, 2005; Duan, Jaswal,
and Tsymbal, 2006; Mirhosseini et al., 2010; Tazaki, 2009), including that of the
BaOsOs layer. Because of the BaOsOs layer, the ferroelectricity of the heterostruc-
ture is not as strong as in bulk BaTiO3. Hence a smaller electric field change than
in the bulk [E=10% V/cm (Tazaki, 2009)] is be needed for going through the fer-
roelectric hysteresis loop. Such an electric field can tune the Rashba coefficient
listed in Table. 4.1, which are at least one order of magnitude more larger than
in semiconductors (Nitta et al., 1997) or 3d oxide heterostructures (Caviglia et al.,
2010; Shalom, 2010; Nakamura, Koga, and Kimura, 2012). For applications it is
of particular importance that Er now clearly exceeds 0.025 eV, the thermal en-
ergy at room temperature. Furthermore, we propose to take advantage of the
ferroelectric hysteresis and the remnant ferroelectric polarization, using our het-
erostructure as a spintronics memory device.

By changing temperature and inducing strain one can tune the amplitude of
the ferroelectric distortion and hence the Rashba splitting. At elevated tempera-
tures, the system is close to a second order ferroelectric transition. In this situa-
tion, we have a paraelectric with huge dielectric constant so that an electric field
can continuously change the amplitude of SOC splitting.

Heterostructure engineering. Besides applying an electric field, heterostruc-
ture engineering such as varying its thickness, strain, and the material combi-
nation is a powerful way to tune the Rashba spin splittings. First, we vary the
thickness of BaOsOs and BaTiOs. It is well known experimentally and theoret-
ically (Junquera and Ghosez, 2003; Dawber, Rabe, and Scott, 2005) that below a
few nanometer thickness of the BaTiOs film, the Ti-O displacement is reduced
and eventually ferroelectricity vanishes. As shown in Table. 4.1, when decreasing
the thickness of BaTiO3 and increasing that of BaOsOs3, the Rashba spin split-
tings is indeed substantially reduced. Second, ferroelectricity of BaTiOj is sensi-
tive to strain (Choi, 2004). Taking SrTiOj3 as a substrate provides a 2.5% in-plane
compressive strain. This enhances the ferroelectric distortion as well as Rashba
spin splitting, ag=0.417 eVA in Table. 4.1. Given the giant Rashba splitting, pho-
toemission and transport measurements should be able to validate this effect by
comparing thin films with different thickness and substrate. Third, we replace
Os by other 5d elements for shifting the Fermi energy; and also since some Os
oxides are toxic. Indeed, similar physics can be found in BalrO3/BaTiO3 with
ar = 0.731eV A, see Table. 4.1, and in BaRuOs5/BaTiOs. The latter also offers a
platform to study the interplay of Rashba physics and electronic correlations; for
instance, novel phenomena is expected in mixed 3d-5d transition-metal materials
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TABLE 4.1: Polar distortions and Rashba spin splittings of (BaOsOs),,/(BaTiOs),, multilayers, alternating » layers of BaOsO3 and m
layers of BaTiO3. Second and third column: averaged displacement of Os-O and Ti-O along z as calculated by DFT. Forth column:
strength of the interface asymmetry term - obtained from the Wannier projection. Fifth to seventh column: DFT calculated parameters
characterizing Rashba effects: momentum offset ko, Rashba energy Er, and Rashba coefficient ar of the upper yz/xz subband around
I' as defined in Fig. 4.2(h). Eighth column: spin splitting ER” around the crossing region of zy and yz orbitals as in Fig. 4.2(g). To
demonstrate the effects of heterostructure engineering, we also list the results of BaOsO3/BaTiOj3 strained by a SrTiO3 substrate, as
well as BaRuOj3/BaTiO3 and BalrO3/BaTiOs. Band structures are given in Supplementary Material of Ref. (Zhong et al., 2015).

n:m 0s-O(A) Ti-O(A) ~(eV) ko(A™Y) Eg(eV) agr(eVA) Eg’(eV)
1:3 BaOsO3/BaTiO;  0.038 0.065 0.011 0.025 0.001 0.08 0.031
1:4 0.049 0.103 0.016  0.043 0.004 0.186 0.053
2:3 <0.010  <0.010 0.003 0 0 - 0.004
2:4 0.024 0.071 0.010 0.035 0.002 0.114 0.018
1:3 strained 0.095 0.223 0.030  0.105 0.021 0.396 0.102
1:4 strained 0.099 0.229 0.031 0.115 0.024 0.417 0.106
1:4 BalrO3/BaTiO3  0.115 0.119 0.021 0.145 0.053 0.731 0.051
1:4 BaRuOs3/BaTiO3  0.082 0.119 0.015 0.128 0.016 0.250 0.007
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(Yin et al., 2013). Let us also note that a strong temperature dependence of ar in
SrIrOs was recently reported (Zhang et al., 2014). While in this paper we focus on
ta4 electrons in oxide heterostructures along the (001)-orientation, a topological
behaviour was reported in (111) oxide heterostructures (Xiao et al., 2011). Hence,
another idea and extension of the present paper is to incorporate a ferroelectric
material such as BaTiO3 in a (111) heterostructure for studying the interplay of
Rashba SOC and topology.

Conclusion. We propose to combine a heavy 5d compound such as BaOsO3
and a ferroelectric such as BaTiO3 in a heterostructure for realizing giant Rashba
spin splittings that are switchable by an electric field. The physics behind is that
ferroelectric BaTiO3 amplifies the electric field through a distortion (polarization)
of its TiOg octahedra. This distortion very efficiently propagates to the OsOg octa-
hedron via the shared oxygens, breaking inversion symmetry and deforming the
Os orbital lobes. Together with the strong SOC it leads to a giant tunable Rashba
effect with, e.g., ag=0.731 eVA for BalrO;3/BaTiOj3. This is at least one magnitude
larger than state-of-the-art. Moreover, the ferroelectric hysteresis and remnant po-
larization leads to a memory effect which can be exploited for spintronics memory
devices.
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4.2 Mott-Insulator Transition at V,0O3; Surfaces

This section is based on (quotes are marked with the sidebar shown here): G.Lantz, M.Hajlaoui,
E.Papalazarou, V.L.R.]Jacques, A.Mazzotti, M. Marsi, S.Lupi, M. Amati, L.Gregoratti, L.Si, Z.Zhong, and
K. Held: Surface Effects on the Mott-Hubbard Transition in Archetypal VoO3. Phys. Rev. Lett. 115, 236802 (2015).

In this section we will introduce our DFT+DMFT applications about surface states of
V303. With DMFT calculations on finite surface models with different terminations,
we demonstrate that the conductivity of V203 surfaces are controlled by surface
terminations.

Cr-doped V;0s3 is the prototype Mott-Hubbard material, presenting a
correlation-induced MIT without symmetry breaking. Strong electronic correla-
tion splits the noninteracting bands into interacting upper and lower Hubbard
bands. In the metallic phase a strongly renormalized quasi-particle peak remains
at the Fermi level, which is reminiscent of the uncorrelated band structure. The
phase diagram of V203 consists of three phases: the paramagnetic insulator (PI),
paramagnetic metal (PM), and antiferromagnetic insulator (AFI) phases. The
Mott transition takes place between the PI and PM phases; it can be induced by
increasing pressure starting from the PI phase, as well as by decreasing tempera-
ture for doping levels with a concentration of around 1.1%Cr. The orbital degrees
of freedom in V503 have to be taken into account in order to understand the MIT:
the low-lying orbitals are the t5, orbitals made up of singly degenerate a;, and
doubly degenerate e, orbitals in the crystal field of the corundum the Hund’s
exchange leading to a local spin alignment throughout the transition. Although
the surface of VO3 has been well studied for the pure compound, and extensive
experimental/theoretical investigations have been carried out on the surface ter-
mination of VO3, very little is known about the effects of the surface on the Mott
transition. In this part of thesis, by using DFT+DMFT we explore how the surface
terminations modify the bulk states under correlation effects.

One might envisage the cleavage steps as an extra surface, and that surface ef-
fects should, thus, be enhanced. However, the usual suspects of electronic corre-
lations at (enhanced) surfaces, i.e., an enhanced U because of the reduced screen-
ing and the removed hopping perpendicular to the surface, suggest the surface
and cleavage steps to be more insulating. We find the contrary: they are more
metallic. As these simple explanations fail, we need to inspect the surface more
thoroughly, including the proper surface reconstruction. DFT calculations (Kresse
et al., 2004) indicate, depending on the oxygen partial pressure, a VO surface ter-
mination with various excesses of vanadyl or a O3 termination. The former has
also been identified in some experiments (Feiten et al., 2015; Surnev, Ramsey, and
Netzer, 2003; Kolczewski et al., 2007; Dupuis et al., 2003; Schoiswohl et al., 2004).
Fig. 4.3 shows the actual supercells with VO and O3 terminations that we consider
in our calculation. One can envisage the surface as consisting of several layers of
the stoichiometric (V-O3-V) unit cell, i.e., (V-O3-V)-(V-O3-V)...(V-O3-V) plus an
extra V or (O3-V) layer for the VO and O3 termination, respectively; see Fig. 4.3
(left and right panels).
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FIGURE 4.3: Top: VO termination (left) and O3 termination (right) su-
percell. Above the figures, we indicate how the supercell is made up
from the stoichiometric (V-O3-V) supercell plus the surface termina-
tion. For the O3 termination, one V moves from the second to the first
layer because of the surface reconstruction (Kresse et al., 2004). Bot-
tom: Layer- and orbital-resolved spectral function A(w) for the VO
termination [(a)—(b)] and for the (O3) termination [(c)—(d)]. The more
excess oxygen at the surface, the more metallic are the surface layers.

Calculation details. We perform a full relaxation of the VO- and Os-terminated
V03 surfaces in the corundum structure, including a 12 A-thick vacuum layer,
using the Vienna ab initio simulation package (VASP) (Kresse and Hafner, 1993;
Kresse and Furthmiiller, 1996), with a GGA-PBE functional (Perdew, Burke, and
Ernzerhof, 1996). In the case of the O3 termination, the large polarity of the sur-
face is compensated by a surface reconstruction where one subsurface V atom
moves from the second layer to the first (surface) layer, so that O3-V-V-Os-V-
V-O3-V... actually becomes O3-V3-O3-V-O3-V.... The surface reconstruction for
the VO termination is less dramatic. After atomic relaxation, we project the cor-
responding Wien2K (Blaha et al., 2001) band structure onto Wannier functions
using Wien2Wannier (Kune$ et al., 2010) and supplement it by a local density-
density interaction with intra-orbital U=5.5 eV, inter-orbital U’=4.1 eV and Hund’s
exchange J=0.7 eV. The interaction parameters are taken a bit larger than in the
literature (Held et al., 2001); this is done because of the reduced screening at the
surface and also to account for the more insulating nature at the experimental
1.1%Cr doping, which is too small to take into account in the supercell of our
calculations. The resulting Hamiltonian is then solved by DMFT at room tem-
perature, 300K, using continuous-time quantum Monte Carlo simulations in the
hybridization expansions Gull et al., 2011 [W2dynamic code (Parragh et al., 2012)]
and the maximum entropy method (Gubernatis et al., 1991) for an analytic con-
tinuation of the spectra.

DFT+DMFT results. Fig. 4.3 (middle panels) shows the DFT+DMFT spectra
for VO (left) and O3 termination (right), resolved for the a;, and ey orbitals and
the different layers. The VO-terminated surface is insulating at this interaction
strength and temperature. Compared to a 3d? electronic configuration for all V
atoms, the vanadyl termination adds 1 extra O to each (V-O3-V) unit cell in the
layer, i.e., 1 hole per V in the layers. According to our DFT+DMEFT results, this
hole is, however, bound to the surface layer (where the single V in the surface
layer is in a V4t or 3d! configuration) and to the second layer (where one of the
two V atoms is V4T). The other V atom in the second layer and all other V in the
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further subsurface layers are in a V3* or 3d? configuration. This charge dispro-
portionation explains why, despite the doping, the surface may remain insulating.
Note that Fig. 4.3 shows the layer-averaged spectrum; the Supplemental Material
of our publication (Lantz et al., 2015) it is resolved for the two inequivalent sites
of the second layer. If we reduce the interaction strength, the VO-terminated sur-
face becomes metallic. Indeed, the VO terminated surface is more metallic than
bulk V;03; i.e., it stays metallic up to larger values of the Coulomb interaction
[see Supplemental Material of Ref. (Lantz et al., 2015)].

On the other hand, the O3 termination (Fig. 4.3 right panel) is already metal-
lic at the same Coulomb interaction and temperature. The most metallic layer
is the surface/sub-surface layer, and the width of the central quasi-particle peak
shrinks from layer to layer. The fourth, central layer is already close to the bulk
result. The reason why the surface layer is more metallic, despite the reduced
hopping, is the even larger hole doping due to the O3 termination. In the case of
the O3 termination, the (O3-V3) slab adds to the stoichiometric (V-O3-V) layers 3
holes per (V-Os3-V) unit cell in the layers (or 1.5 holes per V atom). These 1.5 holes
are now, however, distributed to 3 surface layers in the DFT+DMFT charge dis-
tribution: 1.2 electrons per V for the first layer, 1.5 per V for the second layer, 1.9
per V for the third layer, and 2.00 (i.e., the bulk value) for the fourth layer. That is,
for the O3 termination, vanadium is neither V44 nor V3+ but in between. Con-
sequently, the system is more itinerant, and the (001) surface layers of V,O3 are
metallic. Let us emphasize that the extra oxygen stabilizes the polar (001) surface.
This is not the case for the (102) layer, which is thus more stable stoichiometrically
and more insulating [see Supplemental Material of (Lantz et al., 2015)].

We can, hence, conclude that excess oxygen makes the (reconstructed) surface
more metallic due to hole doping. The additional surface at the steps indicates
an extra surface doping such that VoO3 will be even more metallic at such edges.
This is akin to our description of the O3 termination versus the VO termination.
As we have seen, this larger amount of doping does not have a very big effect, but
it shifts the critical Coulomb interaction for the Mott-Hubbard transition some-
where to the left of the phase diagram [inset of Fig. 1 of Ref. (Lantz et al., 2015)].
That means the transition temperature increases, as we found experimentally. It
also explains our experiment in Fig. 3 of Ref. (Lantz et al., 2015); the cleave step is
more metallic because of an accumulation of excess oxygen at the corner.

Conclusions. By using DFT+DMFT, we explained the experimentally ob-
served PI-PM Mott transition in (V;_;Cr,;)2O3, metallic domains appear at higher
temperatures than at the bulk transition. Their evolution is determined by the
surface crystallographic direction and along the cleaving steps. Our DFT+DMFT
theoretical calculations show that a surface reconstruction with an excess of oxy-
gen favors the formation of a metallic phase. Against common wisdom, surfaces
can hence be more metallic than the bulk, and surface steps even more so. This
effect observed here for (V;_,Cr;)20O3 can be of general interest for surfaces of
strongly correlated oxides, oxide heterostructures, and nanostructure.
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4.3 DFT+DMFT Study of Double Perovskite SroCrMoOg

This section is based on (quotes are marked with the sidebar shown here): Prabuddha Sanyal, Anita Halder,
Liang Si, Markus Wallerberger, Karsten Held, Tanusri Saha-Dasgupta: Magnetism in SroCrMoOg: A combined ab
initio and model study. Phys. Rev. B 94, 035132 (2016).

Introduction. In recent years, double perovskites with general formula
AQBB/OG (A: rare-earth/alkaline-earth cation, B: 3d transition metal, B': 4d/5d
transition metal) have been in the limelight because of their half-metallic behav-
ior, which is of importance for spintronics and related technological applications
(Saitoh et al., 2002; Saitoh et al., 2005(a); Tomioka et al., 2000; Sarma et al., 2000).
Some of them, such as SraFeMoOg (SFMO), also exhibit high magnetic transition
temperatures (T¢y) opening up the possibility of room temperature application
(Kobayashi et al., 1998; Sarma, 2001). Furthermore, these compounds, especially
in powdered form, exhibit substantial tunneling magnetoresistance at low tem-
peratures, making them valuable for the manufacture of magnetic tunnel junc-
tion devices (Garcia-Landa, B. et al., 1999; Saitoh et al., 2005(b)). The report
(Kobayashi et al., 1998) of room temperature magnetoresistivity of SFMO was met
with excitement and followed by a surge of activity exploring the dependence of
3d transition metal (TM) ion on the properties of these compounds.

In this context, Cr-based double perovskites have been synthesized and stud-
ied (Philipp et al., 2003), in particular, the sister compound of SFMO, SroCrMoOg
(SCMO) (Patterson, Moeller, and Ward, 1963). Unlike in SFMO, there can be no
valence compensation between Cr and the Mo in SCMO: Cr can only be in the
3+ state making Cr3*/Mo°" only possible combination, while for SFEMO, both
Fe3*/Mo°" and Fe?t /Mo®" combinations are possible. Thus, SCMO was ex-
pected to be an even better candidate for room temperature spintronics. How-
ever, although the measured transition temperature of SCMO is high (Arulraj et
al., 2000; Patterson, Moeller, and Ward, 1963) the observed moment (Moritomo
et al., 2000) and the magnitude of the tunneling magnetoresistance turned to be
disappointingly low. The presence of large antisite disorder, together with oxygen
vacancy was held responsible for this (Arulraj et al., 2000). The antisite disorder
present in the samples was estimated to be as high as 43-50 % (Patterson, Moeller,
and Ward, 1963). To appreciate the role of 3d TM in the properties of double
perovskites, it is thus highly desirable to understand the electronic and magnetic
properties of pure SCMO.

Theoretical studies on SCMO have been carried out within the framework of
DFT (Wu, 2001). However no microscopic analysis has been carried out, neither
has the transition temperature been calculated, except for a recent mean field anal-
ysis (Ngantso et al., 2015) based on a classical Ising model. The latter neglects the
itinerant electronic character of Mo 4d electrons, a crucial component in under-
standing the behavior of these 3d-4d double perovskites.

In the present study, we aim to fill this gap by combining state-of-art DFT
and DFT+DMFT calculations [for few-band model Hamiltonian and exact diag-
onalization of the DFT derived model Hamiltonian please see Ref. (Sanyal et al.,
2016)]. Our microscopic study shows a considerable suppression of the Cr o, -
Mo to4 hybridization in SCMO compared to that in SFMO, driven by the change in
charge transfer energy between B and B’ sites in two compounds. The suppressed
hybridization in SCMO makes the Mo 5, electrons more localized compared to
SEMO. This, in turn, opens up an additional, super-exchange contribution to
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magnetism. The calculated magnetic transition temperature T without super-
exchange contribution, gives about 79% of the measured 7. The consideration
of additional super-exchange contribution makes the calculated T comparable
to the measured one. Our work highlights the importance of the super-exchange
in SCMO, in addition to the hybridization-driven mechanism operative in SEMO
(Kobayashi et al., 1998). We further study the effect of correlation on the half-
metallic property of SCMO by including local correlations on top of DFT within
the framework of DMFT. The DMFT results confirm the half-metallic ground state
below the magnetic transition temperature, implying that the qualitative descrip-
tion remains unaffected by correlation effects.
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Calculation details. The first-principles DFT calculations have been carried out
using the plane-wave pseudopotential method implemented within the VASP
(Kresse and Hafner, 1993; Kresse and Furthmiiller, 1996) and Wien2K codes
(Blaha et al., 2001). The exchange-correlation functional was considered within
GGA-PBE (Perdew, Burke, and Ernzerhof, 1996). The projector-augmented wave
(PAW) potentials (Kresse and Hafner, 1993; Kresse and Furthmiiller, 1996) were
used and the wave functions were expanded in the plane-wave basis with a
kinetic-energy cutoff of 500eV. Reciprocal-space integrations were carried out
with a k-space mesh of 8 x8x8.

In order to extract a few-band tight-binding (TB) Hamiltonian out of the full
DEFT calculation which can be used as input to following DMFT calculations. Our
wannier projections calculations were carried out using Wien2wannier (Kunes et
al., 2010). This generates maximally localized Wannier functions (Marzari et al.,
2012; Mostofi et al., 2008) from Wien2K which employs a full potential linear aug-
mented plane wave (FLAPW) basis. For self-consistent DFT calculation in the
FLAPW basis the number of k-points in the irreducible Brillouin zone was cho-
sen to be 64. The commonly used criterion relating the plane wave and angular
momentum cutoff, l,,..=Ryr X Kee Was chosen to be 7.0, where Ryr is the
smallest MT sphere radius and K, is the plane wave cutoff for the basis. The
chosen atomic radii for Sr, Cr, Mo and O were 1.43 A, 1.01 A, 1.01 A, and 0.87 A,
respectively.

The DFT+DMEFT calculations have been carried out using the Wien2wannier
(Kunes et al., 2010)-derived maximally localized Wannier functions of Wien2K
as a starting point. We restricted the DMFT to the low energy degrees of free-
dom, i.e. to the ¢y, orbitals of Mo and the t5, and e, orbitals of Cr (these low
energy orbitals are actually a mixture between predominately transition metal ¢5,
(eg) character with some admixture of oxygen p character). We supplemented the
DFT low-energy Hamiltonian in the Wannier basis by a local Coulomb interac-
tion in Kanamori parametrization [for details see Ref. (Parragh et al., 2012)]. For
the interaction values we chose the typical values for 3d and 4d transition metal
oxides. The choices were: inter-orbital Coulomb repulsion of U'=4 eV (2.4eV)
and a Hund’s coupling Jr=0.7 eV (0.3 eV) for Cr (Mo) as estimated for neighbor-
ing vanadium (Taranto et al., 2013) [ruthenium (Si et al., 2015)] perovskites. The
intra-orbital (Hubbard) repulsion follows from orbital symmetry as U=U"+2Jy;
and the pair hopping term is of equal strength as Jy. As a DMFT impurity
solver, continuous-time quantum Monte-Carlo simulations (Gull et al., 2011) in
the W2dynamics (Parragh et al., 2012) implementation was used hich includes the
full SU(2) symmetry. The effect of electronic correlations beyond GGA, within the
framework of static theory was also checked by performing GGA+U calculations
with choice of same U parameters, as in DMFT calculation.

DFT Electronic Structure. We first revisit the basic DFT electronic structure
of SCMO, which has been calculated before using variety of basis sets, includ-
ing plane wave (Li, Zhu, and Chen, 2008), LAPW (Bonilla et al., 2007) and
LMTO (Wu, 2001). SCMO crystallizes in the cubic No.225 Fm3m space group,
with lattice parameter of 7.84 A (Arulraj et al., 2000). The crystal structure, non-
magnetic DFT-GGA band structure (Wannier projection) and DOS of SCMO is
shown in Fig. 4.4(a). Combining of the band structure [Fig. 4.4(b)] and DOS re-
sults [Fig. 4.4(c)] demonstrates that Cr d-orbitals and Mo ty4-orbitals contribute
to the active bands around Ey. The Mo e4-orbitals are far away from E; due to
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the large crystal-field splitting of 4d transition-metal oxides, thus we exclude Mo
eg-orbitals in following DMFT calculations.

The left panel of Fig. 4.5(a) shows the spin-polarized DOS calculated in a plane
wave basis. The basic features of the DOS, which agree very well with previous
studies (Li, Zhu, and Chen, 2008; Bonilla et al., 2007; Wu, 2001) are the following;:
the states close to Fermi level, E; (set as zero in the figures), are dominated by Cr
and Mo d states hybridized with O p states (O-2p is not shown here). The states
of dominant O p character are positioned further down in energy, separated by a
small gap from Cr and Mo d states in spin-up (majority) channel. Empty Sr states,
not shown in the energy scale of the figure, remain far above E;. Due to the large
octahedral crystal field at Mo sites, the empty Mo e, states lie far above E¢. The
Cr to4 states are occupied in the majority spin channel and empty in the minority
spin channel. The Cr e, states are empty in both spin channels, in agreement
with the nominal Cr3* (d%) valence. The empty and highly peaked Mo t», states
in the majority spin channel appear in between the crystal field split Cr ¢5, and
Cr e, states for the same spin. In contrast for the minority spin channel, the Mo
tag states hybridize more strongly with Cr ¢y, states, which explains their much
larger bandwidth.

The above described basic features for B and B’ states, are rather similar for
SCMO and SEMO (Sanyal, Das, and Saha-Dasgupta, 2009), and in that respect
also for SroCrWWOg (SCWO) (Das et al., 2011) which is another double perovskite
from the Cr family but with 5d W instead of 4d Mo. Nevertheless, the spin-
polarized DOS of SCMO differs from both SFMO and SCWO in important details.
The hybridization between B t5, and B’ ta4 in the minority spin channel, is found
to be significantly lower compared to that of SFMO or SCWO (Sanyal, Das, and
Saha-Dasgupta, 2009; Das et al., 2011). A measure of this is the Cr contribution in
the minority spin bands crossing E; of predominant Mo character. We estimate
this contribution or admixture to be 35% for SCMO, while the corresponding es-
timates for SCWO and SFMO are much larger, 66% and 72%, respectively.
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FIGURE 4.4: (a): Crystal structure of SroCrMoQOg, Sr, Cr, Mo and O

atoms are labeled by gray, blue, black and red balls, respectively. (b):

GGA-PBE non-ferromagnetic band structures (blakck dots) and wan-

nierop projections (bulk lines) onto Cr t3,, Cr e, and Mo 15, states. (c):

GGA-PBE non-ferromagnetic density of states (DOS) of Cr 3d and Mo
4d orbitals.

The top row in Table. 4.2, shows the calculated magnetic moments at Cr and
Mo sites, as well as the total moment in DFT-GGA calculations. The total mag-
netic moment is found to be 2.0 i, with finite moments residing at O sites, in
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FIGURE 4.5: (a): Spin-polarized DFT+U density of states (DOS) and
(b): DMFT spectral functions at 200 K of SroCrMoQOg.

TABLE 4.2: Calculated magnetic moments (in pp) within GGA,

GGA+U and DMFT. Note that within GGA there is also a moment

on the oxygen sites which is accounted for in the Cr and Mo moment

in DMFT as the predominately metal d Wannier functions also have
some oxygen admixture.

Sr Cr Mo | total
GGA | 0.00 | —2.29 | 043 | —2.00
GGA+U | 0.00 | —2.54 | 0.58 | —2.00
DMEFT | 0.00 | —2.84 | 0.84 | —2.00

accordance with the half-metallic behavior of SCMO. Our calculated magnetic
moments at Cr and Mo sites are in good agreement with that reported by Li et
al (Li, Zhu, and Chen, 2008). The calculated moment reported by Wu (Wu, 2001)
is however much smaller than that of our results as well as that from Li et al (Li,
Zhu, and Chen, 2008). This is presumably due to different choices of the muffin-
tin radii as well as the exchange-correlation functional. The latter was chosen to
be LDA in Ref. (Li, Zhu, and Chen, 2008), rather than GGA.

The measured magnetic moments are significantly smaller than the theoretical
values. Experimentally, the total moment is only 0.5 up (Moritomo et al., 2000)
and the moment on the Cr sites is 0.8 up (Blasco et al., 2002). This discrepancy
was hitherto argued to be due to the large disorder present in the samples (Arulraj
et al., 2000). It is interesting to note that the value of the calculated magnetic
moment at the Mo sites (0.43 1g) is larger than the calculated B’ site moment for
SEMO (0.23 up) and SCWO (0.30 1g). This indicates a weaker itinerancy of the
Mo electrons in SCMO, compared to SFMO or to that of W in SCWO. This in turn
suggests that a small, but finite intrinsic moment develops at the Mo site as a
consequence of the weaker hybridization between Cr and Mo. The suppression
of the hybridization and the reduced itinerancy of the Mo t5, electrons in SCMO
has been also pointed out in the study by Wu (Wu, 2001), though no detailed
understanding of the mechanism of magnetism was provided.

For the following DMFT calculations, all TB parameters of the model Hamil-
tonian, i.e., A, tcr— Mo, tMo—Mo, tor—cr, are extracted from a non-spin-polarized
DFT calculations through two independent means as listed in Table. 4.3: (i)
through the NMTO downfolding technique, and (ii) through the construction of
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TABLE 4.3: Tight-binding parameters (in eV) of the few orbital Hamil-
tonian in Wannier function basis, extracted out of DFT calculations.

A | ter—Mo | tMo—Mo | tor—cr
NMTO -0.35 0.33 0.14 0.08
Wannier90 | -0.42 0.30 0.12 0.06

maximally localized Wannier functions in the basis of the effective Cr and Mo
tog degrees of freedom. The latter scheme has been also employed in the DMFT
study and calculations details were presented before. In both cases we integrate
out all other degrees of freedom except for the Cr and Mo ty, states. The com-
parison of the full DFT non-spin-polarized band structure and the few orbital TB
bands in maximally localized Wannier function basis is shown in Fig. 4.4(b). The
agreement between DFT-GGA and tight-binding bands are found to be as good
as possible, proving the effectiveness of the Wannier function projection.

While the estimated hopping parameters of SCMO are rather similar to that re-
ported for SCWO (Das et al., 2011), we find the charge transfer energy A (~0.4eV)
to be quite different from that estimated for SFMO (~1.0eV) (Sanyal, Das, and
Saha-Dasgupta, 2009) and for SCWO (—0.7 eV) (Das et al., 2011) (the charge trans-
fer energy is defined as the on-site energy difference between Cr t5, and Mo ta
levels is A = ecy-€nr0). This change in the bare, non-spin-polarized charge trans-
fer energy (A), in turn, modifies the renormalized charge transfer energy Ap be-
tween Cr and Mo in the minority spin channel in the spin-polarized phase. It is
much larger in SCMO (0.81 eV) compared to that in SCWO (0.51eV) (Das et al.,
2011), due to the moving down the column of the periodic table from the 4d ele-
ment Mo in SCMO to the 5d element W in SCWO. As a consequence of the larger
charge transfer splitting Ag the effect of the hybridization which is governed by
t2, o/ AR is significantly suppressed in SCMO, by about 63% compared to the
corresponding value for SCWO.

DMEFT spectral functions. In order to study the effect of electronic correla-
tions, specially the dynamical correlation which may be important for SCMO
due to the metallic nature of the ground state, we further carry out DMFT cal-
culations in the Wannier function basis. The right panel in Fig. 4.5(b), shows the
DMEFT spectral density calculated at 200 K. The spectrum shows qualitatively sim-
ilar behavior to that obtained from DFT+U calculations, though the minority spin
spectrum shows the correlation physics with a feature resembling lower and up-
per Hubbard bands and a well defined quasi-particle peak at Fermi energy. This
demonstrates the dual nature of the Mo minority spin with localized electrons
(Hubbard bands) and itinerant electrons (quasi-particle band) at the same time.
The fully spin-polarized conducting electrons are Fermi-liquid-like with a linear
frequency-dependence of the self energy (not shown). Hence the quasi-particle
peak will lead to a Drude peak in the optical conductivity.

The DMFT magnetic moments are shown in the last row of Table. 4.2. We note
the DMFT calculated magnetic moments are in the basis of Cr and Mo t», Wannier
functions, which includes the effect of oxygen sites. This makes a direct compari-
son between DMFT and GGA values somewhat more difficult. However since the
difference between GGA and DMFT magnetic moments is larger than the GGA
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oxygen contribution, we can conclude that electronic correlations somewhat en-
hance the magnetic moments on both, Mo and Cr, sites. This is further supported
by the magnetic moments calculated within the static theory of GGA+U, shown
in the second row of Table. 4.2, which shows an enhancement of the moment both
at Cr and Mo sites, compared to that of GGA.

Summary. Starting from a DFT description we provide a microscopic anal-
ysis of the magnetic behavior of SCMO, a sister compound of SFMO. DFT cal-
culations on pure, defect-free SCMO show that, like SFMO and SCWO, it is a
half-metallic magnet. The calculated DMFT results confirm the robustness of the
half-metallicity of SCMO upon inclusion of dynamical correlation effects. The
DMEFT results show a splitting of the Mo minority spin band into Hubbard bands
and quasi-particle peak. This indicates the dual nature of the Mo electrons having
both, a local spin moment and itinerant behavior.

The origin of magnetism in SCMO turns out to be somewhat different than in
SEMO. The charge transfer energy between Cr and Mo in the minority spin chan-
nel of SCMO is found to be larger than that between Fe and Mo in SFMO. This
suppresses the effect of hybridization between B and B’ sites in SCMO compared
to SFMO and has two consequences: (i) the hybridization-driven mechanism for
magnetism is reduced and (ii) a small but finite intrinsic moment develops at the
Mo sites. The latter gives rise to a partial localized character of the Mo electrons,
which was absent in SEMO. This in turn opens up a super-exchange contribution
to magnetism in SCMO, which was absent for SFMO. We compare our results
on SCMO to another Cr based double perovskite, SCWO. The magnetism in the
latter, like SFMO, is well described by a hybridization-only picture. In the pub-
lication [Ref. (Sanyal et al., 2016)] the computed T~ obtained through exact di-
agonalization of the ab-initio derived model Hamiltonian show the Tz of SCMO
to be similarly high as in SCWO, only upon inclusion of both, super-exchange
and hybridization-driven contribution in case of SCMO. Thus while magnetism
in both, SCWO and SEMO, is governed by hybridization, the story in SCMO ap-
pears with a twist. It needs to be described by a combination of hybridization and
superexchange mechanism.

We conclude that, in general, the magnetism in the double perovskite fam-
ily has to be understood as an interplay between the hybridization and super-
exchange between B and B’ sites. The relative contribution of one mechanism
vs. the other one is dictated by the charge transfer between the 3d transition metal
at the B site and the 4d or 5d transition metal at the B’ site.
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4.4 d-p Hybridization in La(;_,)Sr,MnOj3 Thin Films

This section is based on (quotes are marked with the sidebar shown here): Z. L. Liao, N. Gauquelin, R. ]. Green,
S.Macke, ]. Gonnissen, S. Thomas, Z. Zhong, L. Li, L. Si, S. Van Aert, P. Hansmaan, K. Held, ] Xia, ]. Verbeeck, G. Van
Tendeloo, B. Keimer, G.A. Sawatzky, G.Koster, M. Huijben, G.Rijnders: Thickness dependent properties in oxide
heterostructures driven by structurally induced metal-oxygen hybridization variations. Advanced Functional Ma-
terials accepted.

Introduction. Electronic phase transition driven by the spatial confinement
are quite common for different types of functional perovskite heterostructures.
Whether is it solely a spatial confinement effect, or other mechanisms (such as
e.g. structural changes in thin films) are at work remains an open issue. Here, we
present a direct evidence for the change in hybridization of oxygen 2p and Mn 3d
orbitals (p-d) driven by rotations and tilting of MnOg octahedra at the interface.
The atomically resolved lattice, electronic and magnetic structures together with
thickness dependent X-ray absorption spectroscopy (XAS) demonstrate a central
role of thickness dependent p-d hybridization in widely observed dimensional-
ity effects happening in these correlated oxide heterostructures [for experimental
results see Ref. (Liao et al., 2017)].

A diverse range of phenomena spanning from colossal magnetoresistance,
metal-to-insulator transition (MIT) to superconductivity has been attracting
tremendous interest in transition metal oxides (TMOs) for both fundamental re-
search as well as technological applications (Dagotto, 2005). Of particular interest
are the phase transitions in TMOs, which can be manipulated by tuning either
bandwidth or band-filling (Zaanen, Sawatzky, and Allen, 1985; Imada, Fujimori,
and Tokura, 1998). Various phase transitions (MIT, ferroelectricity to paraelectric-
ity, ferromagnetic to antiferromagnetic) can already be achieved in different types
of TMOs heterostructures by just varying the thickness (Boris et al., 2011; King
et al., 2014; Yoshimatsu et al., 2010; Wang et al., 2015; Koster et al., 2012; Junquera
and Ghosez, 2003; Huijben et al., 2008). In recent literature several physical mod-
els are used as a design principle in order to control the reconfigurable properties
by changing the thickness. For example, very well-known are the reduced di-
mensionality tipping the delicate competition between collective quantum phases
which are proposed to contribute to the MIT in ultrathin LaNiO3 and SrVOs; thin
films (Boris et al., 2011; King et al., 2014; Yoshimatsu et al., 2010), while a polar
catastrophe is proposed to generate a magnetic phase transition in polar LaMnOs3
ultrathin films (Wang et al., 2015).

However, the more obvious structural coupling at interfaces induced by
the modulation of the oxygen coordination across interfaces is mostly ignored,
whereas recently the role of interfacial structural coupling has been directly visu-
alized at the atomic scale (Kan et al., 2016; Liao et al., 2016). High resolution
transmission electron microscopy using the latest scanning and imaging tech-
niques for both SrRuO3 (Kan et al., 2016) and Lay/35r; ;3sMnOj3 (LSMO) (Liao et
al., 2016) clearly show a thickness dependent oxygen coordination. Given the
close similarity of the structures in the previously mentioned examples with the
latter systems, the question arises why in the earlier examples a structural effect
is not present. What is lacking is an exact physical relationship between the ob-
served modified structure and the changes of the underlying physical phenomena
for these thickness-driven phase transitions. Here, we provide ab-initio calcula-
tions and experimental evidence (in the main paper) for the structure-property
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relationship in an epitaxial model system, LSMO on NdGaO3 (NGO), where or-
bital hybridization can be identified as the main driving mechanism for thickness-
dependent property changes. It is very plausible that similar effects play a role in
other heterostructures and can be used as a leading design principle for a further
development of these functional heterostructures into miniaturized oxide elec-
tronic devices.

The half metallic ferromagnet LSMO is of great importance due to 100% spin
polarization nature (Tokura and Tomioka, 1999; Park et al., 1998) and is a promis-
ing material for oxide spintronic applications. For LSMO thin films previous
studies have already shown that the ferromagnetic behavior severely depends
on the film thickness (Huijben et al., 2008; Tebano et al., 2008; Lepetit, 2012; Pes-
quera et al., 2012; Boschker et al., 2012; Dulli et al., 2000; Sandiumenge et al.,
2013; Lee et al., 2010). Tremendous efforts have been taken to unravel this thick-
ness dependency, but its origin is still debated (Huijben et al., 2008; Tebano et al.,
2008; Lepetit, 2012; Pesquera et al., 2012; Boschker et al., 2012; Dulli et al., 2000;
Sandiumenge et al., 2013; Lee et al., 2010; Vailionis et al., 2014; Kourkoutis et al.,
2010). The two main proposed mechanisms responsible for this deterioration of
ferromagnetism are orbital reconstruction and the variation of Mn**/Mn?" ra-
tio (Huijben et al., 2008; Tebano et al., 2008; Lepetit, 2012; Pesquera et al., 2012;
Boschker et al., 2012; Dulli et al., 2000; Sandiumenge et al., 2013; Lee et al., 2010).
The preference for 3d,2_,» occupation is suggested to favor the antiferromagnetic
insulating ground state (Tebano et al., 2008; Lepetit, 2012; Fang, Solovyev, and
Terakura, 2000; Konishi et al., 1999), while the enrichment of Mn3* would also
enhance Jahn-Teller distortions (Sandiumenge et al., 2013; Lee et al., 2010). How-
ever, an interfacial charge transfer limited to ~2 unit cells (uc) cannot explain
the long range thickness dependency in thicker films (Fang, Solovyev, and Ter-
akura, 2000; Bhattacharya et al., 2008). Also the observed ferromagnetic behavior
(with T->250K) over a wide range of 0.15<x<0.5 (Tokura and Tomioka, 1999)
indicates the limited impact of any possible charge transfer. Also here, possible
changes in the overlap of the orbitals due to structural changes were disregarded
in previous thin film studies, although a strong correlation with magnetic behav-
ior had been demonstrated in bulk manganites (Imada, Fujimori, and Tokura,
1998; Radaelli et al., 1997; Garcia-Munoz, J. L. et al., 1996). Recently it has been
shown that the oxygen octahedral rotation (OOR) pattern in LSMO thin films can
be tuned by direct coupling to the OOR pattern of the underlying substrate (Liao
et al., 2016). NGO substrates provide a certain octahedral tilt angle, and the cor-
responding orbital overlap, which can be reduced by increasing the thickness of
the LSMO layer as well as by incorporation of SrTiO3 (STO) buffer layers. In our
study we will unravel the correlation between the orbital overlap and the thick-
ness dependency by systematically investigating the relation between magnetic
behavior, crystal structure, orbital reconstruction and bandwidth in LSMO films
of various thicknesses. Our results demonstrate the dominant role of the local
O-2p and Mn-3d (p-d) orbital hybridization for the ferromagnetic ordering at the
atomic scale in LSMO films. We show, in particular, that spatial variation in p-d
orbital hybridization, due to octahedral relaxation within LSMO, is responsible
for the observed thickness dependency in material properties.

d-p hybridization vs. MnOg octahedra rotation and tilting. The impact of oc-
tahedral rotations and tilting on the electronic structure of LSMO is investigated
using first principles density functional theory calculations. The atomic relax-
ations are carried out with the VASP code (Kresse and Hafner, 1993; Kresse and
Furthmdiller, 1996) by using the projector augmented-wave (PAW) method Blochl,
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1994. Subsequent electronic structure calculations were performed using the
Wien2K code (Blaha et al., 2001) within the full-potential linearized augmented
plane-wave method (Slater, 1937; Singh and Nordstrom, 2006). In both codes
the generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof
(PBE) (Perdew, Burke, and Ernzerhof, 1996) was adopted to treat the exchange-
correlation effects. The Sr doping in LaMnO3 bulk (Lag.75r¢.33MnQO3) system is
realized by using the virtual crystal approximation.

TABLE 4.4: Summary of structural parameters [lattice constants, Mn-

O-Mn angles (¢, 6, and average value (8)) and Mn-O bond length].

We consider three crystal structures (cubic, GFO- and NGO-type) and

either keep the Mn-O distance constant (Group-I) or the Mn-Mn dis-
tance constant (Group-II).

Group-I: Mn-O constant
Structure a(A) bA) ¢(A) Mn-O-Mn 6 (degree) Mn-O bond (A)
Oy 0, (9) x/y z
Cubic 3848 =a =a 180 180 180 1924 1924
GFO-type 3.834 3.793 3.810 1628 1628 1628 1924 1924
NGO-type 3.829 3.633 3.771 151.6 151.2 151.2 1924 1.924
Group-II: Mn-Mn constant
Structure  a(A) bA) ¢(A) Mn-O-Mn 6 (degree) Mn-O bond (A)
Oy 0., (9) x/y z
Cubic 3.848 =a =a 180 180 180 1924 1924
GFO-type 3.848 3.848 3.848 1594 1605 1599 1952  1.953
NGO-type 3.848 3.848 3.848 151.6 151.2 1515 1984  1.987

To study the effect of MnOg octahedral rotation/tilting, three different struc-
tures are considered in our study: cubic, GdFeO3(GFO)-type and NdGaO3(NGO)-
type. For the cubic structure, there is no octahedral tilting, the Mn-O-Mn bond an-
gle is 180°. The GFO- and NGO-type structures are those of LSMO but adopted
to the GFO and NGO orthorhombic distortion, with the NGO-type having larger
octahedral tilting. In order to summarize the effects of the change of the Mn-O-
Mn bond angle and the Mn-O bond length on the LSMO electronic structure, two
groups of calculations have been carried out: In the first group (Group-I) we keep
the Mn-O distance constant. In this way any effect from Mn-O bond length is ex-
cluded, only the bond angle is changed (and subsequently the lattice parameters).
In the second group (Group-II) we keep the Mn-Mn distance constant but other-
wise relax the structure, rotating the MnOg octahedron in the xy plane and tilting
them along the z-direction. This yields the GFO-type as an energy minimum,;
for the NGO-type we enhance the Mn-O-Mn angle according to the experimental
NGO structure. Thus in the process of rotation and tilting the Mn-O bond length
is also increased for Group-II calculations. By this confinement we can investigate
the effect from both Mn-O-Mn bond angle and Mn-O bond length separately. All
the structural parameters are summarized in Table. 4.4.

The half-metal ferromagnetic state of LSMO system is already obtained even
without considering electronic correlations, e.g. by DFT+U or DFT+DMFT meth-
ods. We also test the robustness of our results using a reasonably large Coulomb
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FIGURE 4.6: Octahedral tilt effect on bandwidth. (a) Calculated

orbital- and spin-resolved DOS for both e, and ¢, orbitals for cubic

LSMO. (b) Spin-resolved total-d DOS and (c) majority e, DOS orbital

of LSMO comparing cubic to GFO- and NGO-type of distortion with

constant Mn-O bond length (Group-I). (d) Bandwidth as a function of

the tilting angle for both, constant Mn-O bond length (Group-I) and
constant Mn-Mn distance (Group-II).

interaction U in DFT+U calculations: no remarkable change occurs. To include the
effect of octahedral rotation and tilting, a V2 X V2 x 2 supercell (20 atoms) was
used in our electron structure calculations of the density of states (DOS) and the
bandwidth. Fig. 4.6(a) shows an example of the orbital-resolved density of states
(DOS) for cubic LSMO (6 = 180°) from which we can extract the bandwidth of the
3d majority e, and o, orbitals, which is 4.8 eV and 3.3 eV, respectively. States lying
between —7.5eV and —4.0eV arise from the hybridization between O 2p and Mn
3d-orbitals and are excluded from the bandwidth. By decreasing the bond-angle
without changing the Mn-O bond length from 180° (cubic-type), 162.8° (GFO-
type) to 151.5° (NGO-type) the effect of bond-angle on the electronic structure of
LSMO (Group-I) is shown in Fig. 4.6(b)-(c). There is a valley around —1.0eV for
the total DOS as shown in Fig. 4.6(b), above and below which the DOS mainly
comes from e, and to4, respectively. In cubic LSMO, the bandwidth of both ty,
and e, are so big that the ¢y, and e, bands overlap, but their overlap is getting
smaller with increasing the octahedral tilting (i.e. reducing bond-angle) as shown
in Fig. 4.6(b). In NGO-type LSMO, the bandwidths of both ¢y, and e, become
narrower. As a result a gap opens between 5, and e, orbital [zero DOS at the
valley Fig. 4.6(b)]. Fig. 4.6(c) shows the partial DOS of majority e, orbital, clearly
demonstrating the narrowing of the e, band with decreasing the bond-angle.
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The bandwidth versus the bond-angle is plotted in Fig. 4.6(d). The band-
widths of both #3, and e, decrease with decreasing the bond angle, e.g.,in cubic
LSMO the e, bandwidth is 4.8 eV, while it is 3.5eV for NGO-type LSMO. There-
fore, reducing the bond angle from 180° to 151.5° results in a 28% reduction of
bandwidth. Since the oxygen 2p orbital points towards the e, orbital lobes not to
those of the ¢, orbitals, the e, orbitals have larger bandwidth as well as a larger
bandwidth reduction in Fig. 4.6(d).

Fig. 4.6(d) also shows the calculated bandwidth of three different LSMO struc-
tures from Group-II, where we keep the Mn-Mn distance constant but vary the
bond angle. The bandwidth is again reduced with decreasing bond angle, similar
to our finding in Group-I LSMO. However, differently from Group-I, the band-
width of Group-II LSMO gets to a large extent as the bond angle is reduced
[Fig. 4.6(d)]. The bandwidth of e, is reduced by 32% when the bond angle changes
from 180° to 154° for a constant Mn-Mn distance. That is, both the elongated
Mn-O bond and the increased octahedral tilt reduce the bandwidth cooperatively.
Therefore, the effect of octahedral tilt on bandwidth reduction will be enhanced
somewhat if the Mn-Mn distance instead of the Mn-O bond length is locked.
Taken together, both calculations show that the main driving force behind the
reduced bandwidth is the tilting of the Mn-O-Mn angle in the distorted structure.

Magnetism vs. MnOg octahedra rotation and tilting. Above we investigated
the relationship between d-p hybridization and rotation/tilting of MnOg octahe-
dra. We have shown that rotating/tilting the MnOg octahedra shrinks the band-
width of Mn-3d orbital, reducing the hybridization between Mn-3d and O-2p.
Magnetic properties also depend on the rotation/tilting. The DFT-GGA resulted
magnetic moments are shown in Table. 4.5. In Group-I, the total magnetic mo-
ments My 0of cubic, GFO- and NGO-type are 3.61, 3.59 and 3.28u/us, respec-
tively. Excluding the contribution from O-p, the averaged substantial moments
My, in the Mn sphere, which approximates the 3d contribution, is 3.12, 3,09,
2.81up/Mn (M /Miotar is 86.4%, 86.0% and 85.6%, respectively), all of other
contributions are from O-2p. The first noticeable conclusion is that the ratios
Min/Miotar decreases from ~86.4% to ~85.6%, this indicates the Mn-O-Mn angle
¢ is a key governing the degree of d-p hybridization. The second notable effect is
the suppression of moment from 3.62up to 3.28up as the structure changes from
cubic to NGO-type. This remarkable reduction of the moment is mainly due to
the lattice compression, at a fixed Mn-O distance.

In Group-1], as increasing the MnOg octahedra rotation/tilting the magnetic
moments do not deviate from ~3.61-3.67 up/uc. One thing we have to notice
is that in this group of calculations the Mn-Mn distance is fixed, thus the only
variable is the d-p hybridization (which is quantitatively measured by Mn-O-Mn
angle ¢). Thus we conclude that mere enhancing the Mn-O bond length cannot
effectively reduce d-p hybridization. Lattice compression or Mn-Mn bond com-
pression are the key factors to reduce the ferromagnetism in LSMO, if no other
variables are tuned, e.g.thickness. In our main paper we already demonstrate
thiner samples have weaker ferromagnetism, combined with DFT-GGA magnetic
calculations we can infer that there are only two possible reasons which can ex-
plain the suppression of ferromagnetism in thiner samples are: surface/interface
lattice compression (which also can be considered as shorter Mn-Mn distance),
or the critical thickness behavior. The surface/interface lattice compression gives
rise to the “magnetic dead layer” results which we already discussed in main
paper [for the “magnetic dead layer” phenomenon see e.g. Ref. (Curiale et al.,
2009)].
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In Group-II, even the total magnetic moments per cell site My, Of cubic,
GFO- and NGO-type are unchanged, however the My, /Mot is increased as
increasing the rotation/tilting of MnOg, changing from 86.4% to 87.7%. This con-
clusions means the d-p hybridization gets weaker as the rotation/tilting of MnOg
increases.

Thickness effect vs. d-p hybridization and magnetism. Surfacing of LSMO
should affects the magnetic properties. To answer this question we firstly com-
pare the ferromagnetism of bulk and limitation of thiner films: monolayer LSMO.
For similarity we eliminate the MnOg octahedra rotation/tilting, i.e. cubic cell is
adopted in this analysis.

For bulk cubic case a total magnetic moment (My,t4) of 3.61 1p/Mn is ob-
tained, the contribution from Mn (Mj;,,) is determined to be 3.12 ug/Mn, and
M /Miotar is 86.4%. For LSMO monolayer, My, and My, is 3.48 pp/Mn
and 2.95 up/Mn, Mur,/Miotar is 84.7%. The Myyq, decreased by (0.14 pup) 3.8%
because of filming. This reduction is due to: (1) in LSMO the ferromagnetism
mainly originates from the double exchange mechanism under hole doping
(0.33 hole/Mn), however filming excludes the electron hopping along z-direction,
this will suppress ferromagnetism to some degree. (2) The exchange effect be-
tween Mn sites are also cut-off because of filming. The ratio My, /Mnyoqer is
somehow decreased (86.5% in bulk cubic and 84.7% in monolayer), the tiny re-
duction is due to that filming suppresses the hybridization between Mn ty, or-
bitals and O-p,, along x/y-direction, while it enhances the hybridization along
z-direction, for this view of point we will discuss later.

The above DFT results are obtained without surfacial atomic relaxation. To
investigate the effects of surface reconstruction, we carried out atomic relaxation
for LSMO 1 unit-cell film. We found the total magnetic moment M;,,; and Mn
moment My, continuously decreased to 3.32 ;g and 2.87 pp. These moments are
only 91.7% and 91.6% of the bulk My, and My, indicating the surfacial recon-
struction is the second major origin of the “magnetic dead layer” in LSMO surface
systems, besides filming. As in non-relaxed LSMO film the moments M;;,; and
My, are 3.48 pp and 2.95 up, i.e.significantly larger than in the relaxed LSMO
film, we can conclude that recovering the surface structure can also recover the
ferromagnetism of the surface. This explains why STO capping/buffing layers
can boost the ferromagnetism of interface LSMO layers. However 100% recover-
ing seems impossible because STO capping/buffing anyhow fails in constructing
the electronic hopping along Mn-O-Mn bond (i.e. double exchange mechanism),
which effect is the major origin for the ferromagnetism in LSMO systems.

Even with a simple cubic (unrelaxed) model the magnetic suppression (sur-
face/interface “magnetic dead layer” phenomena) can still be obtained, the sur-
face relaxation only boosts it. That hints at a more intrinsic physical differ-
ence between relaxed and non-relaxed film systems, that can continuously sup-
press the top surface layer ferromagnetism. A detailed analysis shows that
the most noticeable difference are lattice constants. By fixing the in-plane lat-
tice constants of LSMO and relaxing out-of-plane lattice and all atomic posi-
tions, the out-of-plane lattice constant c;ffgf is 3.420 A, only 88.9% of the origi-
nal c?fl:f,:rel“x (3.848 A). This dramatic lattice compression is due to the fact that
the (Lag 66S10.330) 7033 /(MnO2) =27 /(Lag 66Sr0.330) 933 systems are polar, the
intrinsic charge attractive force brings the layers closer together. Thus the in-
terface/surface magnetic suppression is due to the compression of cyy;,. This
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TABLE 4.5: Magnetic moment (1z) of Mtotq; and My, and the ratio between M, and Mot

Group-I: Mn-O-Mn constant

Cubic Azﬁo“&v Z:s 7\:&3 \Zwow& GFO Qx\?@w&v 7\;5@ ZE: \Z“QSN NGO Q/\_weﬁ&v 7\;&3 z:: \ZSSN

3.61 3.12 86.4% 3.59 3.09 86.0% 3.28 2.81 85.6%

Group-II: Mn-Mn constant

Cubic Q/\—g?&v 7\:\?@ ZEZ \ZWQSN GFO Azuoﬁ&v 7\;%3 7\;\?@ \ZSSN NGO Q/\fog&v Zi: 7\_?~§ \zgu&

3.61 3.12 86.4% 3.67 3.19 86.9% 3.67 3.22 87.7%
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conclusion agrees with our observation in Group-I (Table. 4.5): the lattice com-
pression will suppress ferromagnetism in LSMO systems. Besides of the Sr-Sr
compression, the second result is the distance between M and the O in surface
LaSrO layer is 2.07 A, which is larger than the original 1.92 A, this extension will
remarkably reduce the hybridization between O-p,/p, and Mn-d, however for
O-p. orbital its space distribution is largely along z-direction, thus the influence
of Mn-O extension is tiny (which will be further discussed in the DOS analysis
below).

FIGURE 4.7: Crystal structure of LaMnOs.

To investigate the microscopic roots of the alteration of the electronic structure
and ferromagnetism of LSMO, we calculated the spin-polarized DOS of bulk cu-
bic and 1 unit-cell film of LSMO. The lattice constant is adopted as the cubic one
(3.848 A), for film case we both obtain the DOS results by with/without atomic
relaxations, however no dramatic difference occurs, the results without relax-
ation are shown [Fig. 4.8(a-h)]. The DFT-GGA DOS of cubic LSMO is shown in
Fig. 4.8(a-d). In cubic bulk LSMO, all three Mn-t5,/ ¢, orbitals are degenerate and
equivalent, so are all the O sites and O-p orbitals. Here to compare the results
with that of film case, we remove the Pm3m space group symmetry and artifi-
cially consider all three O sites are inequivalent. In Fig. 4.8(a), the states between
—1.0 to —3.0eV in spin majority channel are contributed by Mn-t, orbitals, in
spin-minority channel, these states are located at around 1.5eV because of the
spin-splitting (~3.0eV), the e, states are from —1.0 to 3.0eV (1.0 to 4.0eV) in spin-
majority (minority) channel. The Mn-d orbitals also contribute to the DOS from
—8.0 to —4.0 eV, which are due to the d-p hybridization. Fig. 4.8(b) shows the DOS
of O1 in bulk LSMO (the definition of O1, O2 and O3 is shown in Fig. 4.7), the
p. orbital is largely hybridized with Mn-¢, orbital from —8.0 to —5.7eV (—6.0 to
—5.0eV) in spin-majority (minority) channel, and pz,p, orbitals are hybridized
with ¢, orbitals from —6 to —4 eV in both spin-majority /minority channels. For
the DOS of O2 and O3 Fig. 4.8(c,d), because the crystal symmetry the results can
be analyzed by exchanged p,, p, and p. orbitals with each others.

For film case the DOS results are shown in Fig. 4.8(e-h). In the DOS of Mn-
d [Fig. 4.8(e)], for both spin-up (majority) and down (minority) channels, the
d.y keeps its single peak DOS, same as its bulk state, while for d,. and d,. the
DOS acquires two-peak structures, unlike their DOS of bulk, this is due to the
2-dimensional geometrical confinement. The second conclusion is that the band-
width reduction of d,. and d,. orbitals, due to the cutting-off of electronic hop-
ping terms ¢ (0,0,1) along out-of-plane z-direction. The d,, bandwidth is

yz/rz
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FIGURE 4.8: Density of states (DOS) of Mn-3d orbital (a), O-2p orbital
(b-d) in cubic bulk LSMO, Mn-3d orbital (e) and O-2p (f-h) orbital in
1 unit-cell film LSMO. For film case, the results of two nonequivalent
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basically unchanged, because the electronic hopping t,,(001) along z-direction
is however small. This bandwidth reduction of d,. and d,. orbitals demonstrates
that at least the hybridization between d,,, and d,., orbitals and O-p orbitals should
be reduced. In Fig. 4.8(f) the DOS of O1-p is shown. Altogether, three hybridiza-
tion peaks can be found: the first one is at spin-majority channel around —2eV,
which is composed of p, and p, orbitals, in Fig. 4.8(e) there is a corresponding
DOS peak which is composed of d,. and d,. orbitals. This result indicates the
hybridization between p, /p, and d,./d,. is reserved, however the hybridization
between Mn-d,, and O1-p is totally destroyed. This is a surface/filming effect, be-
cause no surface Mn-O bond extension is considered here. The second and third
hybridization peaks are around —6 eV at both spin-up and down channels and are
from the hybridization between Mn-d > and O1-p, orbitals [Fig. 4.8(e-f)]. Compar-
ing with p, and p, orbitals, p, orbital lost its hybridization with Mn-d,2_,» orbital
but the hybridization with d,2 is boosted because the both d .2 and p, orbitals are
spread along z-direction.

For the DOS of O2 and O3 Fig. 4.8(g)-(h), the largest hybridization peak is
around —2eV, for O2 is mainly from p, and p. and for O3 is from p, and p. or-
bitals. However if one observes the DOS carefully, not only the O2-p, and O3-p,
hybridization with d,, becomes apparent, but also it is not difficult to infer that
O2-p, only hybridize with Mn-d,, and O3-p, hybridize with Mn-d,,..

In summary, for cubic bulk LSMO in O1/02/03, p,. & p,/py & p./p. & p. are
hybridized to Mn-d;sg, p./p./p, are hybridized to Mn-e,. For film LSMO in O1,
D=, Pz and p, are hybridized to d,2, d,, and d,., respectively. In O2, p, and p. are
hybridized to d,, and d,., respectively. For O3, p, and p, are hybridized to d,
and d, ., respectively. All other d-p hybridization in film LSMO are eliminated by
materials” surfacing/filming. Besides of MnOg octahedra rotation/tilting, surfa-
cial bandwidth reduction and surfacical Mn-O bond extension, now we found the
fourth mechanism drives the reduction of d-p hybridization: surface effects.

Finally, we focus on the interplay between thickness and magnetic moments.
To explore their relationship, we perform spin-polarized DFT-GGA calculations
for bulk LSMO free-standing thin films (thickness N=1-3 unit-cell). For thick-
nesses N=1,2,3, the M;oq; (Mpsy,) are 3.48 (2.95), 3.51 (2.98), 3.59 (3.06) 1B, respec-
tively. The averaged moments, no matter from the whole cell or only from Mn
sites, both are enhanced as increasing the thickness N. The My, and My, for
N=3, 3.59 and 3.06 up are already close to the bulk values: 3.61 and 3.12 ;1.
This conclusion demonstrates that the “magnetic dead layer” phenomena in
LSMO probably only happens at the top- and sub-surface layers: i.e.it is a sur-
face/interface phenomenon.
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Chapter 5

Summary & Outlook

This thesis has been aiming at reviewing the ab-initio DFT method and many body
DMFT method as well as their applications of correlated materials. Let us in the
following summarize the three Chapters 2-4 following a pedagogical introduction.

In Chapter 2 we reviewed the development of DFT: from the Hartree, to the
Hartree-Fock approximations to the Hohenberg-Kohn theorem and the Kohn-Sham
equation. We encountered two successful approximations regrading to the correlation-
exchange energy: LDA and GGA. To improve on Coulomb interaction effects in
strongly electronic correlated materials, we discussed DFT+U and DFT+DMFT meth-
ods. To solve the shortcoming of DMFT regrading SOC, we derived a full TB formal-
ism to carry out ab-initio calculations for ABO3 perovskite materials in the presence
of SOC.

In Chapter 3 we encountered one of the most well studied correlated materi-
als, strontium ruthenate SrRuO3;. We systematically investigated SrRuO3 by using
DFT(+U) and DFT+DMFT methods to understand the differences between differ-
ent methods. DFT+DMFT method is functional to explain the Hubbard bands of
SrRuQs. For (001)-oriented thin films we performed DFT+DMFT calculations. In
this way we were able to explain the experimentally confirmed nonmagnetic insu-
lating states. In (110)-oriented thin films we found robust paramagnetic metallic
states, whose property is different with the critical thickness behaviors in normal
ABOg thin films. For (111)-orientation we predicted a strong ferromagnetic half-
metallic state with T of 600 K and moment of 2 15 /Ru. By DFT+U+SOC we found
this strong ferromagnet indeed to host a QAH state, with the possibility of its ex-
perimental observation. Previous experiments were not able to reduce the thickness
of SrRuOs (111) thin films to bilayer, so that our results fill an important piece in
the ground state puzzle of SrRuOs films. Furthermore, by using DFT+U method we
successfully simulated the high-spin states in SrRuOs3 by the help of single oxygen
vacancy.

Chapter 4 was devoted to applying TB, DFT(+U) and DFT+DMFT to various
correlated transition metal oxides. In order to simulate surface/interface Rashba
spin-splitting, we applied the DFT and TB methods to a BaOsO3:BaTiO3 superlat-
tice. As a result we predicted such heterostructures can be candidates for observing
a giant Rashba effect. Bulk (Cr-doped) V,Os is intensively researched because of its
Mott-Hubbard metal-insulator transitions. By using DFT+DMFT we found the sur-
face termination can enhance the metallicity by self-doping. In double perovskite
SroCrMoQOg, we found that both the DFT+U and DFT+DMFT methods can explain
the ferrimagnetic half-metallic state. Our study reveals that the magnetic transition
temperature of SroCrMoOg remains high since an additional superexchange contri-
bution to magnetism arises with a finite intrinsic moment developed at the Mo sites.
Lastly we studied La;_,Sr,MnQOs films by DFT(+U) method, we found the inter-
play between MnOg octahedral rotation and tilting, surfacing, lattice compression:
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all contribute to the magnetic properties of La;_,Sr;MnOs films.

In this thesis we employed TB, DFT(+U) and DFT+DMFT methods and stud-
ied transition metal oxides at bulk, heterostructure, thin films, surface and interface
states. The DFT+DMFT method is functional for dynamical correlations, however
several shortcomings limit its applications: (i) as a DFT/TB self-consistent calcula-
tions is necessary to generate the input Hamiltonian, for large-scale systems both the
DFT and DMFT circles can be very time consuming; (ii) for 4d- and 5d-orbitals ox-
ides, electronic structure can be seriously modified by SOC effect, thus a DFT+DMFT
calculation without SOC is a approximation. When we consider dynamical cor-
relation effects and how to perform it in the present of SOC is the next step; (iii)
most importantly, dynamical correlation effects are included in DMFT only at lo-
cal level, i.e. the self-energy only depends on frequency w but not on momentum k.
How to include non-local correlation effects, which are important in some transition
metal oxides, is still challenging; (iv) additionally, in this thesis we used “one-shot”
DFT+DMFT: the DMFT resulted quantities do not return back to DFT, i.e. we did not
performed charge self-consistent DFT+DMFT calculations. We believe that these
improvements will not qualitatively change our conclusions, however in the future
systematic double checks are essential to be done.
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