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ABSTRACT ix

Abstract

In the last few decades, technological advancements in the �eld of radiation therapy have made it
possible to exploit the higher precision of charged particles (ions) owed to their distinctive Bragg
peak.

A new facility making use of particle beams, MedAustron, the �rst of its kind in Austria will
soon become operational in Wiener Neustadt, Lower Austria. It will rely on a synchrotron to
accelerate protons and carbon ions and the particles will be subsequently extracted and directed
towards the treatment rooms. However, in case of a synchrotron breakdown it is crucial for patients
with fast-growing tumors to be able to receive their usual fraction dose without delay, which is
why a few fractions of photon beam treatment are preferable to no treatment whatsoever. The
treatment planning system at MedAustron, RayStation (RaySearch Laboratories AB, Stockholm,
Sweden), incorporates a so-called Fallback Planning module enabling the creation of �fallback�
(FB) plans which mimic the dose distribution of a given plan with a di�erent modality and/or
treatment technique. In order to be able to create and deliver photon fallback plans with the linear
accelerator (linac) at the General Hospital in Vienna (AKH Wien), the Versa HD (Elekta AB,
Stockholm, Sweden), the TPS must include the beam model(s) of the respective machine.

This thesis was aimed at using MedAustron's TPS, RayStation, to create the beam models of the
Versa HD linac for 6 MV and 10 MV �attened (FF) and un�attened (FFF) beams for all clinically
relevant �eld sizes, adding up to 16 �eld sizes per beam model. Furthermore, once created, the
beam models were independently veri�ed using a MATLAB code and by digitally recreating the
experimental setup for the measurement of basic beam data and comparing the computed and the
measured doses. A treatment-delivery veri�cation was also performed by using the �nished models
to create clinically acceptable plans which were then converted to quality assurance (QA) plans that
were subsequently delivered to a Delta4-phantom, whose software performed a local γ-index analysis
with 3 mm distance-to-agreement (DTA) and 3% local dose di�erence (DD) pass/fail criteria.

In a �nal veri�cation step, the 6 MV FF beam model was compared to the generic model of Varian's
Clinac120 linac (Varian Medical Systems, Palo Alto, California, USA) using the same method
employed in the treatment-delivery veri�cation.

The four beam models created over the course of this master's thesis have generally passed the
independent γ-index analysis, showing mean γ<1-values greater than 90% for all beam models and
curve types except for the inplane (IN) pro�les of the 6 MV FF beam model. Average di�erences
between computed and measured central axis point doses were found to be under 1% for all beam
models. Average di�erences between measured and computed output factors of less than 0.35% were
observed for all beam models as were individual local GPR values higher than the 90% threshold,
in general, during the treatment-delivery veri�cation. The average GPR obtained with 3% local
DD and 3 mm DTA criteria were above 90% for all models and even above 95% for both FFF beam
models.

All FB plans showed higher local GPRs and were therefore more accurate when delivering the
planned dose, however, at the expense of the modulation and therefore the quality of the treatment
plan itself.

The 6 MV FF beam model of both the Versa HD and the Clinac120 performed well for a low
complexity indication such as low risk prostate carcinoma. For an indication of higher complexity
(high risk prostate carcinoma), however, the generic model of the Clinac120 exhibited a low mean
GPR and a high variation among the results.

To conclude, all four Versa HD beam models have thus been proven to be �t for clinical practice,
the Fallback Planning Module should be further optimized before being implemented in clinical
practice in contingency situations at MedAustron and the same is recommended for the generic
model of Varian's Clinac120.
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1 Introduction

1.1 Purpose and Aim

The main objective of this master's thesis has been the generation of beam models using RayStation
for the 6 MV and 10 MV �attened and un�attened beams produced by a Versa HD linear accelerator
(Elekta AB, Stockholm, Sweden). A secondary objective has been the comparison of one of those
models (6 MV FF) with the generic model of the Clinac120 (Varian Medical Systems, Palo Alto,
California, USA), available in RayStation.

The realization of the main objective was achieved through several steps: the proper machine prop-
erties along with important beam parameters were entered for the Versa HD treatment machine and
its measured beam characteristics were imported into the beam modeling application of RayStation,
RayPhysics. The models were then obtained by performing auto-modeling steps and/or manual �ne
tuning for the remainder of the beam parameters, such that in the end a predominant agreement
between measured and calculated curves was attained. Once the models were �nished, they were
veri�ed by inputting measured and calculated curves into an in-house created MATLAB code meant
to perform a γ-index analysis with 2%/2 mm acceptance criteria. A point dose veri�cation and an
output factor veri�cation were also performed by comparing measured point doses and output fac-
tors resulting from measurements with calculated doses and the output factors resulting thereof. In
a next veri�cation step the performance of the models with VMAT planning was tested, by creating
both manual and proton plans-based automatically generated Fallback VMAT plans with the new
models, transforming them to QA plans and delivering them to a Delta4-phantom, thus enabling
a GPR-analysis of the plans (3%/3 mm DD/DTA). This also enabled a direct comparison of the
manually created VMAT plans (henceforth denoted by �mVMAT� plans ) with the Fallback plans.
Finally, the same procedure was applied with the 6 MV FF beam model of the Clinac120, making
it possible to compare GPRs resulting from delivery with the Versa HD linac with those arising
from delivery with the Clinac120.

The thesis starts with an ample introductory section 1, beginning with the relatively short historical
background of radiation therapy, then going over the basic physics relevant for the topic at hand
and slightly elaborating on the subject of external beam photon therapy and �nally closing with
information on the herein widely used γ-index analysis and previously published relevant literature.

The second section (2) details all the beam commissioning, veri�cation and comparison steps and
the equipment used in every stage while the next, third section (3) sums up the results for each of
the stages mentioned in the previous section.

The fourth section (4) discusses the results and any questions raised by them or discoveries made
in the process and the �fth and �nal section (5) provides a conclusion and re�ection/outlook on
possible ways of expansion or improvements of the work done for this thesis.



2 1 INTRODUCTION

1.2 Radiation Therapy

1.2.1 De�nition and Purpose

The speci�c branch of medicine dealing with the use of ionizing radiation in the treatment of
disease is called radiation therapy (or short: radiotherapy), therapeutic radiology and, when dealing
exclusively with malignant diseases, radiation oncology [7].

There are two main forms of radiotherapy: external beam radiotherapy (or teletherapy) which
requires the patient to lie on the treatment couch and receive radiation from a remote source,
and brachytherapy, wherein sealed radioactive sources are implanted interstitially or intracavitarily
[5, 3].

The thesis at hand will only deal with the former, while the latter shall only be mentioned in the
next section for the sake of completeness.

1.2.2 Historical Background

This section is mainly based on [1] for the �rst part and [8] for the second part, concerning radiation
therapy in Austria.

Since the discovery of X-rays by Wilhelm Conrad Röntgen in 1895, natural radioactivity by Henri
Becquerel in 1896 and the new radioactive element radium (Ra) by Pierre and Marie Curie in 1898,
ionizing radiation has become of everincreasing importance in medicine. Soon after the discovery
of their evident usability in diagnostics, the application of X-rays also for therapeutic purposes
became apparent.

While the �rst ailments to be treated with X-rays where benign (eczema and lupus), within the
next year after Röntgen's discovery malignant neoplasia were also successfully treated. In most
cases, only super�cial and shallow-seated tumors were irradiated, given the low energies and hence
low penetration depths which could be attained at the time. However, the �eld rapidly evolved
over the course of the following century.

The enthusiasm over the success with treating malignancies completely overshadowed the potential
risks which were unknown at the time, yet the visible side e�ects and occasional famous cases of
radiation poisoning (such as Marie Curie's) were su�cient to raise awareness on the subjects of
radiation protection and dosimetry.

In the early days of radiation therapy, cancers were treated either by placing radium sources in or
onto the tumor (an ancestor method of today's brachytherapy) or by single exposures to large doses
provided by cathode ray tubes, making it nearly impossible to obtain satisfactory curative results
without severely damaging normal tissue as well. It was soon discovered that fractionation could
solve this problem, by delivering the same cumulative dose to the tumors and yet allowing enough
time in between the individual fractions so as to enable the repair process in the normal tissue.

Henri Coutard introduced the concept of customized treatment intensities assigned according to the
di�erent degrees of radiation-induced skin desquamation and oral mucositis observed in individual
patients. Coutard was also among the �rst to suspect a connection between the histologies and
locations of di�erent cancer types and their probability of being cured by means of radiotherapy.
Some of Coutard's ideas are the basis for today's everyday standard practice in radiotherapy, such
as beam hardening, custom immobilization and beam collimation and shaping.

With fractionation garnering increased popularity, many scientists attempted to �nd a time-dose
relationship which would accurately model the e�ects of external beam radiotherapy (EBRT) on
both cancerous (of di�erent types) and normal tissue.

Much e�ort was also put into investigating the potential damages for normal tissue in the case of
fractionation. As a consequence, several factors were found to play a role in complications incidence:
fraction size, total radiation dose, tissue type as well as portion of irradiated organ(s).
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In an attempt to overcome the challenges posed by sparing enough normal tissue whilst making sure
the tumor receives su�cient dose, the medical and scienti�c community turned to new approaches
to fractionation. These new approaches were hyperfractionation, accelerated fractionation and a
more recent development, stereotactic radiosurgery, which was originally intended for brain tumors
but was later extended to extracranial locations and called stereotactic body radiotherapy (SBRT).
The idea behind hyperfractionation was delivering an increased number of fractions of small doses
at smaller time intervals with the objective of achieving an increased total dose and less normal
tissue complications. Accelerated fractionation, on the other hand, merely relied on reducing the
overall treatment time, giving tumor cells a diminished chance of proliferating.

In stereotactic radiosurgery, a single large fraction of ∼ 15 − 20 Gy is delivered by a few small
�elds to an intracranial location with milimeter accuracy. Stereotactic body radiotherapy was later
performed on other body sites, where 3 fractions of 20 Gy each were found to have satisfactory
results [1, 9, 3].

This re-evaluation of time-dose principles was also applied to brachytherapy (= �radiation treatment
by using implanted radioactive sources�) [3]. The long-standing method of interstitial or intracav-
itary therapy using low dose rate (LDR) sources was to be revised in part due to technological
advancements, making robotical afterloading of high dose rate (HDR) radioactive sources possible
and thus shortening or completely eliminating the need for patient hospitalization. Studies have
shown the LDR and HDR approaches to have similar results.

As far as X-ray production is concerned, there has also been technological progress in that �eld as
well. The shallow penetration depths and high incurred doses by the skin have been a problem from
the beginning of radiotherapy, which is why e�orts have been made to increase the X-ray energies
and thus their penetration depths. Low energy radiotherapy started with about 100 keV ,which
was doubled by 1913 thanks to the collaboration between William Coolidge and General Electric,
whose method of treatment was later termed orthovoltage EBRT. Other methods of decreasing the
skin dose of X-ray beams involved the usage of thin metallic sheets to �lter out lower energies or
�ring multiple beams at di�erent entry points, but adding up at the right depth and location. The
concept of rotating beams around the tumor emerged as early as the 1920s, yet the problem of low
penetration still persisted even with orthovoltage X-rays.

Supervoltage X-rays were the new goal several scienti�c groups were attempting to achieve. It was
the same Coolidge who developed a cascade tube in 1926. Its series con�guration was designed to
boost electron acceleration. A 700 keV version of this invention was installed by General Electric
at Memorial Hospital in New York.

An entirely di�erent approach was being tested in 1929 by Ernest Lawrence at the University of
California at Berkeley. His method involved accelerating particles with high-frequency alternating
potentials. Together with his graduate student, David Sloan, Lawrence developed such a linear
accelerator using 30 electrodes and Sloan continued improving this model. Other groundbreaking
inventions soon followed such as Donald Kerst's electron accelerator (called betatron) and the
synchrotron, developed both in the Soviet Union by Veksler and in the Los Alamos Laboratory in
the US by McMillan.

The period after World War II proved very fruitful for the �eld of radiation therapy. At Stanford
University, Henry Kaplan managed to obtain 6 MV X-rays for the treatment of patients starting in
1956 and the 1960s saw the beginning of the installation of linear accelerators with gantries capable
of 360°-rotation.

Around the same time, a new 60Co teletherapy unit was rapidly gaining popularity. As its name
suggested, it contained a 60Co radioactive source, which produces γ-rays in the low MV range.

More recent improvements in radiotherapy have been in part due to the technological progress
achieved in other (adjacent) �elds: computer science and imaging. A better knowledge of tumor
and neighboring organs at risk (OARs) location as well as su�cient computer ressources that allow
three-dimensional treatment planning have revolutionized the industry. Today's treatment planning
is performed mostly on computed-tomographical images, however, other imaging modalities such as
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magnetic resonance imaging (MRI) or positron emission tomography (PET) may prove even more
advantageous for some particular cases.

Beam shaping has also evolved from the previously used blocks, which were custom-shaped to �t
each individual tumor, to the recently introduced multileaf collimators (MLCs). These are made
up of several small metallic leaves, which are each connected to a computer-controlled motor. This
new equipment combined with advanced computer algorithms and software optimizing the number,
intensity and shape of each individual beam have lead to a new treatment technique called three-
dimensional conformal radiotherapy (3D-CRT).

An even newer idea involved splitting the beam into smaller beamlets with di�erent intensities or
creating a checkerboard-pattern across each beam's length and width using intensity modulation.
This technique called intensity-modulated radiotherapy (IMRT) made use of the aforementioned
MLC and worked under the premise that the leaves could move while the beam was on.

Although the theoretical basis for IMRT was laid in the late 1970s, its physical realisation was
only made possible 20 years later and also lead to a new treatment planning algorithm: inverse
planning. This new algorithm starts with the dose prescribed by a radiation oncologist for the target
volume and the allowed maximally tolerable doses for the surrounding OARs and then optimizes
the di�erent beam intensities and dose distributions during several iterations.

One of the latest advances in radiation therapy has been its expansion from the already well-
established photon and electron therapy to particle beam therapy, especially proton beam therapy.
The distinctive energy absorption pro�le of the proton in tissue has made proton beam therapy one
of the most conformal modalities of radiotherapy. A 40-year long close collaboration between the
Harvard Cyclotron Laboratory and the Massachussetts General Hospital has had a huge contribu-
tion to the existing knowledge on proton therapy.

The end of the 20th century and the beginning of the 21st brought forth the novelty of ion beam
therapy. The �rst patients were treated with ion beams as early as 1977 at the Lawrence Berkeley
Laboratory. Mostly helium ions were used, yet a small minority of patients were treated with ions
heavier than helium such as neon, carbon, argon and even silicon. Carbon ions have since become
the most widely used ion type in ion beam therapy, having been delivered regularly to patients
since 1994 in Chiba, Japan. Other facilities capable of delivering carbon ion beams have since been
opening around the world and are still in planning [3].

The growing success of radiation therapy was, however, not solely owed to advances in computer
science and technology. Treating a growing number of di�erent cancer types has been increasingly
e�ective also due to discoveries in the �eld of biology and the newly formed sub�eld of radiation
biology. Perhaps the most relevant of said discoveries were the stages of cell development and the
fact that radiosensitivity seemed higher in cells showing increased mitotic activity and diminished
di�erentiation, the e�ect of oxygen on radiotherapy e�ectiveness, pinpointing the tumoricidal e�ects
of radiation to the DNA damage and di�erent e�ects of di�erent types of ionizing radiation on tissue,
which ultimately lead to the de�nition of the relative biological e�ectiveness (RBE) [1, 5].

Figure 1.1 shows a timeline of all the discoveries which contributed to the evolution of radiotherapy.

The evolution of radiation therapy in Austria also started soon after the discovery of X-rays, in
November 1896, when Leopold Freund, who is considered the founder of radiotherapy, conducted
the �rst thoroughly documented therapeutic irradiation on a young girl with a hairy naevus.

Freund went on to perfect his method of fractionated radiotherapy and had other substantial contri-
butions to the �eld, through his pertinent observations throughout his experiments. Among other
things, he concluded that the biological e�ects caused by X-rays vary with the tissue type exposed
to them, that there is a change in the pigmentstatus of irradiated skin and that treatments with
X-rays have a cumulative e�ect, which manifested after ∼ 16 − 22 h of treatment. Furthermore,
Freund identi�ed the importance of treatment session durations and that of the treatment as a
whole for the avoidance of negative side e�ects and inferred the potential for the application of
X-rays to treat diseases of internal organs.
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(a) From 1900 to 1950

(b) From 1950 to the present day

Figure 1.1: Timeline of clinical, technological and biological advances in radiotherapy [1]

Though Leopold Freund wrote the �rst extensive textbook on radiation therapy in 1903, his was
not the �rst book on radiotherapy ever written, since his compatriot Eduard Schi� wrote a shorter
book on the therapeutic uses of X-rays as early as 1901.

Other notable contributors to the rise of radiation therapy in Austria were Robert Kienböck, Guido
Holzknecht and Gottwald Schwarz.

Kienböck was the �rst to observe an increased radiosensitivity in cells frequently containing mitotic
�gures, as well as in organs with higher metabolic activity. He also published a textbook on radio-
therapy which contained concepts that strongly impacted the treatment of deeply seated tumors in
particular.

Holzknecht, a diagnostic radiologist at �rst, was motivated by Kienböck to cross over to thera-
peutic radiology as well and in 1902 developed the �rst device capable of measuing X-rays - the
chromoradiometer - paving the way for exact dosimetry.
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Schwarz developed the calomel-radiometer, a new device for measuring X-rays based on a chemical
reaction, discovered the oxygen e�ect by treating with radiation therapy and using compression
anemia simultaneously, combined radiotherapy with hyperthermia, observed that within a tumor
some cells are more radiosensitive than others, depending on its stage in the cell cycle and proposed
that a new factor called �dosage rate� be added to each dose de�nition.

From the inauguration of the �rst Austrian independent radiotherapy center in 1931 and the �rst
university clinic for radiotherapy in 1969, new centers and facilities quickly followed and in March
1994, radiotherapy-radiooncology �nally became a clinical specialization of its own.

1.3 Physics of Radiation Therapy

1.3.1 Basics

Classi�cation
Radiation is usually classi�ed into two categories: non-ionizing and ionizing.

Non-ionizing radiation comprises all types of electromagnetic radiation with insu�cient energy
per quantum as would be required to knock an electron from an atom or molecule of the target
(ionization). Examples of such non-ionizing radiation are radio waves, visible light, near ultraviolet
radiation, infrared photons and microwaves.
Ionizing radiation, on the other hand, does possess a quantum energy greater than the ionization
potential of atoms and molecules and can therefore ionize matter [5].

This thesis deals with the use of ionizing radiation in medicine and shall therefore only focus on
ionizing radiation.
Ionizing radiation can be further classi�ed with respect to either their mode of ionization or to the
density of ionization produced in the absorber [5].

Classi�cation by mode of ionization
This criterion yields two categories of ionizing radiation: directly and indirectly ionizing.

� directly ionizing radtiation: refers to charged particles such as protons, α-particles, heavy ions
but also electrons, which require a one-step process to deposit their energy in the absorber
via Coulomb interactions with the orbital electrons of the individual atoms in the absorber
material.

� indirectly ionizing radiation: refers to neutral particles such as photons (either X-rays or
γ-rays) and neutrons, which require an additional intermediate step to ionize the absorber.
In a �rst step the neutral particle causes a charged particle to be realeased - an electron
or electron/positron-pair for photons and a proton or heavier ion for neutrons - and the
charged particle then ionizes via Coulomb interactions with the orbital electrons, as previously
described [5].

Classi�cation by density of ionization
The concept of linear energy transfer (LET) was introduced to establish the quality of a beam of
ionizing radiation. It quanti�es the linear rate at which the absorber medium takes in the energy
of the charged particle traversing it. The ionization density is correlated with the linear energy
transfer, which also leads to two categories of ionizing radiation:

� low LET (or sparsely ionizing) radiation,

� high LET (or densely ionizing) radiation.

A value of 10 keV/µm is the limit between the two categories. An example of low LET radiation
would be photon radiation while α-particles would typically exemplify high LET radiation. For
other particles (such as e.g. electrons) their energy decides whether they have sparsely or densely
ionizing potential [5].
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Radiation-Related Physical Quantities and Units

Regardless of its application for diagnostic or therapeutic purposes, it is universally agreed upon the
fact that the radiation used in medicine needs to be accurately measured. The goal in radiotherapy
is to maximize the tumor control probability (TCP) while keeping the normal tissue complication
probability (NTCP) at a minimal value, which can only be achieved if the delivery of the prescribed
dose is of both high accuracy and precision. For the purpose of quantifying radiation, the following
physical quantities were de�ned [5]:

Exposure X: refers to the ability of photons to ionize air. The unit for exposure is Roentgen
(R) and is de�ned as a charge of 2.58 · 10−4 C produced per kg of air.

X =
∆Q

∆mair

(1.1)

Kerma K (stands for kinetic energy released in matter): de�ned as the energy transferred from
indirectly ionizing particles to charged particles per unit mass of the absorber.

K =
∆Etr

∆m
(1.2)

Dose D: speci�es the energy absorbed per unit mass of medium. Its unit - Gray (Gy) - is de�ned
as 1 J of energy absorbed per kg of medium.

D =
∆Eabs

∆m
(1.3)

Equivalent dose H: a physical quantity meant to account for the di�erent biological e�ects of
di�erent types of radiation [3]. It is de�ned as the previously introduced dose D multiplied by a
radiation weighting factor wR and has the SI unit Sievert (Sv).

H = D · wR (1.4)

Activity A: used for radioactive elements to quantify their number of nuclear decay per unit of
time. Its respective unit - Becquerel (Bq), amounting to 1 decay per second - was named after the
discoverer of radioactivity Henri Becquerel [5, 3].

A =
dN

dt
= −λ ·N (1.5)

Basic Principle of X-Ray Production

Though nowadays more sophisticated equipment is used to produce X-rays for photon therapy
(which will be dealt with in section 1.4.1), the principle of X-ray production remains the same and
shall be covered here brie�y.

Figure 1.2 shows the schematics of a simple X-ray tube.

Electrons emerge from the tungsten cathode (the negative electrode) through thermionic emission
and, because of the high voltage between the cathode and the anode (the positive electrode),
are accelerated towards the latter. To avoid undesired interactions inbetween, the entire setup is
encapsulated by a glass envelope and under high vacuum. When the electrons reach the anode -
which is essentially a copper rod with a small layer of tungsten at its end, serving as the target -
they trigger the production of X-rays in their two possible forms [5, 2, 3]:

� characteristic radiation (�uorescence) and

� bremsstrahlung (which quite literally means �braking radiation� [2, 3]).
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Figure 1.2: Basic schematical setup of X-ray tube [2].

Characteristic X-rays occur when the incoming electron interacts with an inner shell orbital electron
and causes it to be ejected, thus ionizing the respective atom of the target material. When an
electron from an outer shell occupies the vacancy left by the ejected electron, the energy di�erence
is emitted in the form of electromagnetic radiation - characteristic radiation, since the energy of
the emitted radiation is charateristic of the atom and the shell transition it emerged from [3, 2, 5].

Bremsstrahlung, on the other hand, is a form of X-rays emitted when an incoming electron gets
close enough to the positively charged nucleus of the target atom to be decelerated through inelastic
Coulomb interactions with it [3, 2, 5].

A schematic depiction of both production mechanisms can be observed in Figure 1.3 (from [2]).

(a) Characteristic radiation (b) Bremsstrahlung

Figure 1.3: The two mechanisms of X-ray production [2].

Of the overall output of X-ray photons emitted from an X-ray tube, the majority can be accounted
for as bremsstrahlung and only a small fraction of those photons make up the characteristic radiation
[3, 2].

The X-ray spectrum of energies is by no means homogeneous, given that the discrete enegies of
characteristic radiation are superimopsed to the continuous energy distribution of bremsstrahlung
photons [3, 2].

Provided the beam was not �ltered in any way, the calculated energy spectrum resulting from a
thick target would be given by the following equation:

I(E) = C · Z · (Em − E) , (1.6)



1.3 Physics of Radiation Therapy 9

where I(E) stands to represent the intensity of the bremsstrahlung at energy E, Z is the atomic
number of the target material, C is a constant related to the number of incoming electrons and
therefore proportional to the tube current and Em is the maximum energy of the emitted photons,
which has to be equal to the maximum energy lost by the electrons hitting the target, that is in
turn determined by the applied peak kV (kVp). In standard practice, however, the spectrum is
attenuated both inherently and intentionally, especially to eliminate the lower energies from the
spectrum. An example of spectra from a completely un�ltered beam and a beam �ltered with a
2 mm thick aluminum layer is shown in Figure 1.4 (from [3]).

Figure 1.4: Filtered and un�ltered bremsstrahlung spectra [3].

1.3.2 Interaction of Ionizing Radiation with Matter

This thesis revolves around the beam commissioning of a photon treatment machine and will there-
fore only be covering the interaction of photons with matter (which for medical applications is
tissue). However, the automatically generated Fallback plans are based on clinically acceptable
proton plans, which have entirely di�erent dose deposition characteristics. Su�ce to say that due
to the Bragg peak that protons manifest at the end of their range in matter, more precision and
normal tissue sparing can be achieved with protons, provided the location of the target volume is
known with su�cient accuracy.
Having said that, Figure 1.5 shows the di�erent curves of depth-dose deposition of photons and
charged particles - in this case the previously mentioned protons and the heavier carbon ions, with
their typical fragmentation tail - courtesy of Dr. Hermann Fuchs.

Macroscopic Behaviour: Attenuation

In the case of a narrow monoenergetic photon beam, the number of photons N reaching a detector
after passing through a �lter of thickness x without being attenuated by it is given by [4]:

N = N0 · e−µ·x , (1.7)

where N0 is the number of photons reaching the detector after a �lter of thickness zero and µ is
the linear attenuation coe�cient which is �lter material- and photon beam energy-dependent. For
homogeneous media, the linear attentuation coe�cient is uniform (meaning µ = const) [5]. The
mass attenuation coe�cient µ

ρ was introduced to examine what role the atomic number might play
in the attenuation phenomenon, which was achieved by eliminating the variation with material
density ρ. It is a macroscopic quantity that gives the total probability of interaction of a photon of
a given energy with matter, irrespective of the actual type of interaction [4].



10 1 INTRODUCTION

Figure 1.5: Energy deposition of 6 MV photons, protons and carbon ions.

The �lter thickness reducing the intensity to half its original value, i.e. for which

N

N0
= 0.5 = e−µ·x1/2 (1.8)

holds true, is called the half value layer x1/2 (HVL) or half value thickness [4]. In the case of
monoenergetic photon beams, the intensity of the beam drops to 50% after the �rst HVL, to 25%
after the second and so on. For any �lter material, the half value layer of a photon beam indicates its
power of penetration. For kilovoltage photon beams, the HVL can be used as a means to establish
the quality of the respective beams [4].

As previously stated, however, the beams used in radiation therapy are not monoenergetic. When
�ltering a polyenergetic photon beam, the lower energetic photons - having larger attenuation
coe�cients - will be preferentially eliminated from the beam (beam hardening) and as a consequence,
the average attenuation coe�cient will decrease yet the beam's average energy will increase. With
the attenuation coe�cient no longer constant, the transmission curve also changes since it no longer
is purely exponential. A constancy of the half value layers can no longer be observed, their thickness
now depending on how much the beam has already been �ltered. The ratio of the �rst half value
layer to the second is called homogeneity coe�cient χ and is an indicative of the degree of beam
hardening arising [4, 5]:

χ =
HV L1

HV L2
. (1.9)

Depending on the value of the homogeneity coe�cient, it contains the following information [5]:

� χ = 1: the photon beam is monoenergetic;

� χ 6= 1: the photon beam is polyenergetic (shows a spectral distribution);

� χ < 1: the absorber material has a hardening e�ect on the photon beam;

� χ > 1: the absorber material has a softening e�ect on the photon beam.

Figure 1.6 compares the attentuation of a monoenergetic beam (dashed line) and a 100 kV pho-
ton spectrum, having the same �rst HVL. It depicts the loss of the true exponential form of the
transmission curve for a polyenergetic beam.
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Figure 1.6: Example of non-constant HVLs for a photon beam exhibiting a photon spectrum [4].

Other coe�cients relevant for radiation dosimetry are energy-related. These are used to account
for [5, 4]:

� mean energy transferred from photons to charged particles (electrons and positrons) during
photon-atom interactions - linear energy transfer coe�cient µtr and its respective mass energy
transfer coe�cient µtr/ρ;

� mean energy absorbed in the medium (in radiotherapy: biological tissue) - linear energy
absorption coe�cient µab (often denoted by µen in literature) and its respective mass energy
absorption coe�cient µab/ρ.

In order to determine the absorbed energy, not only the photons that have not been attenuated in the
absorber, but also all non-locally absorbed energies need to be detected, i.e. energies transported
away in the form of characterstic X-ray photons, scattered photons, bremsstrahlung photons or
annihilation photons emerging after pair production. To that end, a broad beam geometry is better
suited since the output signal of the detector will result from both a drop due to the attenuation in
the absorber and an increase due to the additional radiation arising from the scattering caused by
the same absorber. In this case it is only logical for the attenuation coe�cient for a monoenergetic
photon beam and a given absorber material to be greater than the corresponding energy absorption
coe�cient for the same energy and material since attenuation would now additionally account for
absorption and scatter [4, 5].

The signal read by the detector for a broad beam geometry with an absorber of thickness x is given
by:

IB(x) = B · IN(x) , (1.10)

where IN(x) is the signal for narrow beam geometry (discussed earlier) and B is the build-up factor
which takes into account all the additional secondary photons being scattered into the detector. B
can depend on the energy and geometry of the photon beam, on the thickness and atomic number of
the absorber material and the actual quantity that is being measured such as dose, kerma, photon
�uence, beam intensity etc. While for a narrow beam geometry B is obviously 1, for broad beam
geometries, B is positive and can reach values of 10 or more [5]. Figure 1.7 sketches the narrow and
broad beam geometries (from [5]).
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(a) Narrow beam geometry (b) Broad beam geometry

Figure 1.7: Photon attenuation [5].

Photon Interaction Cross Sections

Photons can interact with several di�erent target entities such as atomic electrons, nuclei, atoms
and molecules and their respective probabilities of interaction with those target entities are given
by their cross sections σ for that particular interaction. Although the cross section indicates a
probability, it usually bears the unit of an area (m2 or in this case, because of the very small,
atomic scale, barn=10−28 m2 ) because it can be regarded as the cross sectional area of the target
as it is being �perceived� by the incoming photon, in a plane perpendicular to its direction of
incidence [3].

There are two categories of photon interactions: absorption and scattering processes.

A full absorption process requires the incoming photon to transfer all of its energy to the target
entity, leading to the emission of secondary particles during or after the interaction.

The premise of a full scattering process, on the other hand, is that the interaction of an incoming
photon with the target entity will lead to a change in its direction of motion, energy and momentum
in accordance with the laws of relativistic kinematics [3].

Photoelectric absorption, pair and triplet production make up the main absorption processes,
whereas coherent and incoherent scattering represent the main scattering processes [3].

The sum of the cross sections for all these individual processes is called the total interaction cross
section σ and gives the probability that a process ocurrs, regardless of its type [3]:

σ = σpe + σcoh + σincoh + σpair + σtrip + σphn , (1.11)

where each of the terms in the equation stands to represent the cross section for the aforementioned
processes, except for σphn, which is the cross section for the nuclear photoe�ect, that normally isn't
of major importance but sometimes needs to be considered [3].

In order to account for anisotropic distributions of scattered photons, the di�erential scattering
cross section dσ

dΩ was introduced, which assumed a dependence of the cross section on the solid
angle Ω in the direction of the scattered photon. The probability that the photon is scattered into
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the solid angle dΩ is given by (dσ/dΩ) · dΩ, which means that for the total cross section

σ =

ˆ
4π

dσ(θ, φ)

dΩ
· dΩ (1.12)

holds true, with θ being the scattering angle and φ an azimuthal angle, as can be deduced from
Figure 1.8.

Figure 1.8: Sketch of a scattering process to demonstrate the solid angle and scattering angle [3].

It may sometimes be of use to look at the cross section di�erential in the energy of the scattered
photon, dσ/dE and in the case of more complex (multiple, consecutive) processes, the double-

di�erential cross section d2σ
dΩdE is employed, as it thoroughly describes the respective interaction.

This way, both the scattering angle and the scattering energy are equally considered in a scattering
process [10].

Photon Interaction Processes

There are several criteria for classifying the interactions of photons with absorber atoms, namely
according to:

� the type of target they interact with (either orbital electrons or nuclei);

� the type of interaction with respect to the consequences for the photon (photon disappear-
ance/absorption or photon scattering) and

� the type of particle released as a result (either electrons or positrons) [5].

In medical physics (of which radiation physics is only a branch) and radiation dosimetry a somewhat
di�erent classi�cation can be made, according to their importance in these �elds. This leads to four
distinct categories of photon interactions with absorber atoms (according to [5]):

1. interactions of major importance: photoelectric e�ect, Compton scattering by �free� electron
and pair production (including triplet production);

2. interactions of moderate importance: Rayleigh scattering;

3. interactions of minor importance: Thomson scattering by �free� electrons, photonuclear e�ect
and

4. interactions of negligible importance: Compton scattering by the nucleus, Thomson scattering
by the nucleus, meson production and Delbrück scattering.
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This thesis shall not delve into the latter two categories but will instead focus on the former two
by going through each interaction and elaborating on their respective principles.

The Photoelectric E�ect

This phenomenon comes to pass when an incoming photon interacts with a tightly bound orbital
electron of an absorber atom, i.e. with an electron of the innermost shells (usually K, L, M or
N). The energy of the photon is greater than the binding energy of the electron and is completely
transferred to the latter. The electron is thus ejected from the atom with an energy Eekin equal to
the photon's initial energy h · ν minus the binding energy EeB which had to be spent in order for
the electron to be released in the �rst place [3, 5]:

Eekin = h · ν − EeB . (1.13)

Figure 1.9 illustrates the photoelectric e�ect.

Figure 1.9: Photoelectric e�ect [3].

With the ejection of the photoelectron, the atom is now ionized and in an excited state. The energy
it needs to shed in order to return to a stable (non-excited) state is emitted in the form of either
characteristic X-rays, if the vacancy in the inner shell is �lled by an electron from a shell of higher
energy and the di�erence in energy is released as characteristic photons or Auger electrons, which
are emitted if the X-rays are not emitted outwards, but are instead using their energy to release
another orbital electron. The Auger electron has a kinetic energy equal to the energy released
during the transition minus its binding energy [3].

The atomic number of the absorber material as well as the energy of the incident photon strongly
a�ect the probability of photoe�ect occurence [2, 4]:

P ∼ Z3/E3 . (1.14)

The photoelectric e�ect is the dominating e�ect in water (or tissue) in the energy range below
30 keV and in lead (which is used for shielding purposes) for energies up to 500 keV , which makes
it extremely important in diagnostic radiology [4].

The Compton (Scattering) E�ect

In order to correctly understand the Compton e�ect, a short introduction on scattering processes
may be of use.

The main characteristic of a photon scattering process is that the photon is not absorbed as a result
of the interaction but instead changes its direction of motion. The photon may or may not lose
energy during the interaction, which leads to the two categories of scattering processes: coherent
(no energy loss) and incoherent (with energy loss).
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The relative magnitude of the energy of the incoming photon h ·ν and the orbital electron's binding
energy EB determines whether the electron is tightly bound (EB . h · ν) or loosely bound/�free�
(EB � h · ν) [5].
Therefore, for photon energies considerably higher than the electron binding energies, the electron
is considered free and stationary at the moment of impact, which will lead to the photon losing
energy upon collision, making the scattering process an incoherent one. At low photon energies, both
types of scattering can occur depending on whether the photon was scattered from an individual
bound electron (incoherent scattering) or from all the bound electrons as an entity, because they
all scattered in phase (coherent scattering) [3].

The Compton e�ect is an incoherent scattering process: the incoming photon transfers part of its
energy to an orbital electron of the absorber atom and causes it to be ejected, thereby ionizing the
atom (see Figure 1.10).

Figure 1.10: Kinematics of Compton scattering [3].

The photon emerges from the interaction on a trajectory at an angle θ relative to the the original
trajectory and with a reduced energy h · ν′ given by the Compton equation [3]:

h · ν
′

=
h · ν

1 + α(1− cos θ)
, (1.15)

where α = h·ν
m0c2

, with m0 being the rest mass of the electron. This leaves the ejected electron with

a kinetic energy of Eekin = h · ν − h · ν′ .
From the Compton equation one can easily deduce that there is no energy loss for the photon when
it is being scattered in the forward direction (θ = 0°), whereas for backward scattering (θ = 180°),
it experiences the highest energy loss, which also seems to increase with increasing photon energies,
until reaching the limiting value of m0c

2/2 (256 keV). The limiting value for a scattering angle of
θ = 90° is of course m0c

2 (511 keV) [3].

The angle into which the electron is emitted relative to the direction of the incoming photon is
given by [3]:

cotφ = (1 + α) · tan

(
θ

2

)
, (1.16)

which also implies that φ ≤ π/2 and that a backward emission of the electron is out of the question.

In water, the Compton e�ect dominates between 100 keV and 20 MeV making it the dominant
interaction in tissue for radiotherapy, since that energy range covers the photon energies frequently
used in radiation photon therapy [4].
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The probability of the Compton e�ect coming to pass depends on the electron density of a material,
which is given by Z/A, with Z being the atomic number and A the mass number of an element.
Given that this ratio is almost constant for all elements heavier than hydrogen, it is safe to say the
Compton e�ect is independent of the atomic number and only depends on the physical density of the
traversed material. This is extremely important in radiotherapy applied to soft-tissue malignancies
since a dependence on Z would translate to a higher absorbed dose in bone compared to that
absorbed in soft tissue [4].

The amount of energy transferred to the electron depends on the initial energy of the incident
photon. With the increase of incident photon energy comes an increase in the average percentage
of energy transferred to the electron. In the case of megavoltage photons which are employed in
radiation therapy, this means that the interaction leads to the production of high energy secondary
electrons that will cover a signi�cant distance in tissue and thus contribute to the sparing of skin.
This is in part also due to the dependency of the angular distribution of emitted electrons on the
energy of the incident photon. The higher the photon energy the more pronounced is the electron
distribution in the forward direction (relative to the incident photon's direction) [4].

Pair and Triplet Production

An electron (negatron)-positron pair can only be produced, if the energy of the incident photon
exceeds the threshold value of 2m0c

2 = 1.022 MeV (equivalent to the rest mass of two electrons,
since a positron has the same mass as an electron). According to the laws of physics, energy,
charge and momentum need to be conserved, meaning that this phenomenon can only occur in the
Coulomb �eld of another charged particle (either atomic nucleus or orbital electron), in order to
provide a suitable transfer partner for part of the momentum of the photon [5]. The nucleus thus
experiences a minor recoil, for which a negligible amount of energy is spent [3].

Since the photon is absorbed entirely during the process of pair production, the electron and positron
are left with the kinetic energies:

Ee
−

kin + Ee
+

kin = h · ν − 2m0c
2 , (1.17)

which they share equally, on average [3].

The cross section for pair production is proportional to the square of the atomic number (σpair ∝ Z2)
and is of course zero below the energy threshold. Above the threshold it increases rapidly with
energy [3].

Pair production need not necessarily occur in the Coulomb �eld of the nucleus. It may just as
well occur in the electric �eld of an orbital electron. Having a signi�cantly smaller mass, the
recoil the electron will receive will be enough to lead to its ejection from the atomic shell. Having
produced two electrons and a positron this interaction process is called triplet production. The
energy threshold for triplet production is 4m0c

2 = 2.044 MeV, below which the cross section for
triplet production is zero. Above that threshold energy, however, the cross section varies with the
atomic number of the medium (σtrip ∝ Z), which is why its importance relative to the one of pair
production decreases with increasing atomic number [3].

The electron will undergo several other interactions (collisions with atomic electrons) before losing
its energy, while the positron will annihilate with a local electron, leading to the emission of two
photons, each with an energy of 0.511 MeV, into opposite directions [4].

Rayleigh Scattering

This process ocurrs mainly when photons of low energy and absorbers of high atomic number
interact with each other. The photon interacts with the absorber atom and is scattered by its bound
electrons. The entire atom absorbs the transferred momentum and since it receives very little recoil
energy, it is neither excited nor ionized in the process and its bound electrons subsequently return
to their original states. The photon, however, is scattered into the scattering angle θ (which is
usually very small) and has approximately the same energy it had upon impact.

The Rayleigh cross section exceeds the Compton cross section in the low energy region because of
the collective contribution of all atomic electrons to the atomic Rayleigh cross section [5].
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Rayleigh scattering is not to be confused with Thomson scattering which is also a coherent scattering
process, where an incident photon as a wave induces a dipole oscillation in a loosely bound atomic
electron and causes it to release an electromagnetic wave of the same wavelegth in return [5].

1.4 External Beam Photon Therapy

As previously stated in section 1.2.2, external beam radiotherapy with photons has been the �rst
form of radiotherapy, being introduced soon after the discovery of X-rays. Being the pioneering
method additionally meant that external beam therapy has been under scrutiny longer than any
other modality or technique, which in time has lead to periodical improvements.

In the scope of this subsection, the treatment machines used in external beam radiotherapy will
be approached, as will the mechanisms and components involved in beam formation, shaping and
bending, which are relevant for the beam models. Of similar importance to creation of the beam
models are the characteristics of megavoltage photon beams that are currently being used in clinical
practice, which is why they will also be discussed in this subsection.
Finally, some of the most important treatment techniques used in external beam photon radiother-
apy will be addressed at the end of this subsection.

1.4.1 Linear Accelerators

Medical linear accelerators (linacs) are at present the predominant machines used in radiation
therapy to generate megavoltage beams [3, 5]. The foundation for the linear accelearator was laid
by Ernest Lawrence in 1929 (see section 1.2.2) and saw signi�cant improvements throughout time.
The linac is a cyclic accelerator that accelerates electrons on straight (hence: linear) trajectories
to kinetic energies of 4 − 25 MeV using non-conservative microwave radiofrequency (RF) �elds
operating at frequencies in the 103 − 104 MHz range, mostly at 2856 MHz. For the particle energy
to gradually increase, the wave and the particle need to resonate, meaning they need to move in
synchrony as the RF wave continues to provide forward acceleration [5, 11].
Although the design of modern linear accelerators may vary depending on the manufacturer's
preferences and the maximum kinetic energy that is to be reached by the electron beam, the
components of all medical linacs can be divided into �ve sections:

� gantry;

� gantry stand or support;

� modulator cabinet;

� patient support assembly (treatment couch);

� control console [5].

A typical contemporary linac is depicted schematically in Figure 1.11.
Modern linacs are capable of delivering both photon and electron beams in the energy ranges of
6−25 MV and 4−22 MeV, respectively. A beam of electrons is required in any case for the generation
of X-ray photons, which will be achieved by inserting a thick target of high atomic number into the
beam's path. Yet, if only the electron beam is needed, a scattering foil is introduced to broaden
the beam [3].
The main linac components responsible for forming and shaping the beam of electrons are:

� injection system;

� RF power generation system;

� accelerating waveguide;

� auxiliary system;
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� beam transport system;

� beam collimation and beam monitoring system [5].

Figure 1.11: Schematics of a modern-day linear accelerator [5].

The injection system is responsible for providing the electrons and is merely an electrostatic accel-
erator popularly termed as �electron gun�. There are currently two main types of electron guns on
the market: diode and triode type. They both contain a heated cathode at roughly −25 kV and
a perforated grounded anode, but the triode type gun additionally contains a grid placed between
the cathode and the anode. The gun operates in the following way: electrons are ejected from the
heated cathode by way of thermionic emission, are then focused into a pencil beam and �nally accel-
erated towards the anode, whose perforation allows them to be lead into the accelerating waveguide
[5].

The production of high power microwave radiation needed to accelerate the electrons in the waveg-
uide occurs in the RF power generating system, which is made up of two main components: the RF
power source and the pulsed modulator. Medical accelerators operate in pulses in the power range
of 2− 10 MW which can be provided by one of two possible RF power sources: the magnetron and
the klystron. Magnetrons can provide peak outputs of 3 MW and are generally used in lower energy
machines whereas klystrons are preferred for dual energy machines. The underlying principle of
operation of both devices is accelerating and decelerating electrons in vacuum to produce the high
power RF �eld. The short pulses of high voltage and high current are produced by the pulsed
modulator [3, 5].

Perhaps the most important component of a linac is the accelerating waveguide which can be roughly
envisioned as a copper pipe with disks (irises) having circular apertures in the center that divide the
waveguide into a series of cylindrical cavities. This is the location where electrons are accelerated
by being tranferred energy from the RF �eld.
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The waveguide can be one of two available types, depending on the way the wave behaves inside:
either propagating along the waveguide axis or stationary in which case they would be called
travelling waveguide and standing waveguide, respectively [5, 3].

As the name indicates, the auxiliary system is not directly involved in the process of acceleration,
however, it provides the right conditions to ensure that the clinical operation proceeds without
problems. The subsystems falling into the category of auxiliary system are the water-cooling system,
the vacuum-pumping system, the air pressure system and the system providing shielding against
leakage radiation [5].

The task of the electron beam transport system is to lead the pulsed high-energy electron beam from
the wabeguide onto either the x-ray target (photon therapy mode) or the scattering foil (electron
therapy mode) [5].
There are several di�erent ways of bending the electron beam, in order to ensure that the output
beam, be it photon or electron beam is directed at the patient. Although all methods involve the use
of bending magnets, it is their number and con�guration which make up the di�erence. Unarguably
the simplest of all bending systems is the use of a simple dipole magnet to bend the beam by 90°.
Such a magnet was used with regularity on earlier versions of linacs. Bending the electron beam by
270° is widely used and can be achieved through several con�gurations: with magnets of hyperbolic
pole faces, with locally tilted pole pieces or using three 90° sectors. Another method designed to
reduce the machine's vertical height is the slalom bend (or 112.5◦ double focusing) system, which
uses two 45° sector magnets followed by a third one of 112.5°[3].

As for the beam collimation and beam monitoring system, let it only be said here that it is crucial
in a clinical linac, since its purpose is to ensure that the prescribed dose is delivered to the patient
with high numerical and spatial accuracy [5].
Since this subject is of relevance for the thesis at hand, an entire separate subsection will be devoted
to it. More information can therefore be found in section 1.4.2.

1.4.2 Photon Beam Formation and Shaping

The location where the photon beam is produced or the electron beam is broadened, i.e. where
either beams are prepared for clinical operation is the treatment head of the linear accelerator.
Apart from its task of producing the clinical photon and electron beams, the linac head is also
responsible for shaping, localizing and monitoring said beams. A linac head will usually contain
the following components:

� multiple retractable X-ray targets;

� �attening �lters and electron scattering foils;

� primary and adjustable secondary collimators;

� dual transmission ionization chambers;

� �eld de�ning light and range �nder;

� optional retractable wedges or full dynamic wedges;

� optional multileaf collimator (MLC) [5].

Production of megavoltage clinical photon beams generally originates in a combination of target
and �attening �lter. The high kinetic energy electron beam is lead onto a high atomic number
target, either made entirely of tungsten or a copper-tungsten laminate, thus inducing the release
of bremsstrahlung radiation, whose lateral pro�le at these energies mainly shows a forward peak.
A �attening �lter is therefore used to �atten the beam by creating a pro�le that increases at the
�eld edges instead of decreasing as it would normally do, due to a lacking scatter at the edges (see
Figure 1.12). Flattening �lters are usually circularly symmetric with designs that vary among the
di�erent manufacturers. It is precisely its design that can have a signi�cant impact on the photon
beam. A speci�c target/�attening �lter combination is determined for each given kinetic energy of
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the electron beam, meaning that the linac can hold several interchangeable �attening �lters in its
treatment head [5, 3].
The concept of using �attened beams for clinical applications was originally preferred to the simple
un�attened beams because of the limitations on computer resources and algorithms in earlier times,
but with the rapid technological advances brought on by the last decade, the scienti�c community
seemed intent to scrutinize the capabilities of un�attened beams [12].
Recent studies [12, 13, 14, 15, 16, 17, 18, 19, 6] have revealed some advantages of �attening �lter free
(FFF) photon beams, such as the possibility of achieving a higher dose rate along the central beam
axis along with the immediate consequence of shorter delivery times. Furthermore, a reduction of
treatment head and MLC leakage and occasionally of peripheral dose for some distinct treatment
techniques can be achieved. This is relevant since the object of this thesis was creating beam models
not only for �attened beams but also for un�attened (FFF) beams.

Figure 1.12: Beam as produced with (red) and without �attening �lter (blue) [6].

Three collimation devices jointly collimate the photon beam: the primary collimator, the movable
secondary collimator (de�ning the beam) and the multileaf collimator (MLC).
The circular shape of the primary collimator limits the �eld to a maximum circular size which is
further curtailed by the secondary collimator which consists of two independent upper jaws and
two independent lower jaws whose adjustable positions create either square or rectangular �elds
not larger than 40 × 40 cm2 at the isocenter (100 cm from the X-ray target). Finally, the newest
collimation device, the MLC, enables the achievement of irregular �eld shapes both with e�ciency
and accuracy and is constituted by an array of narrow pairs of collimator leaves, each independently
controlled by a small computer-contolled motor [5]. MLCs can be of three types: providing all the
collimation (type A), providing collimation in conjunction with backup jaws (type B) and providing
collimation together with backup jaws but being mounted externally (type C) [3]. MLC properties
such as transmission, thickness, curved leaf tips and leaf tip widths, and their being connected via
a so-called tongue-and-groove mechanism in�uence the output beam and are therefore considered
during beam commissioning [20]. To make sure the right amount of dose is delivered to the patient,

two separately sealed, powered and read out transmission ionization chambers are permanently
embedded in the photon (and electron) beam. The chambers make up the dose monitoring system,
whose task is not limited to monitoring only the dose, but also the beam's radial and transverse
�atness as well as its symmetry and energy [5].

The �eld light and the range �nder are instruments needed for a correct and reproducible positioning
of the patient. They are, however, irrelevant for the beam models and shall therefore not be further
discussed here [5].
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Wedges are wedge-shaped pieces of aluminum, brass or lead that are inserted in front of the col-
limators in order to obtain a wedge-shaped intensity beam pro�le instead of the normal, uniform
one, which may in some cases be desired [3].

They are, however, only mentioned here for the sake of completeness and will not be covered any
further since the beam models which made the object of this thesis were of open �elds (i.e. with
no beam modi�ers).

1.4.3 Physical Characteristics of Megavoltage Photon Beams

General

Even though all photon beams can be characterized using the same physical parameters, their
origin, means of production and energy distinguishes the di�erent categories they can be classi�ed
into. Depending on where they originate, the photon beams are composed of either γ-rays or
X-rays, having been produced in the nuclei of radioactive elements or in a target of high atomic
number that has been bombarded with high energy electrons, respectively. The production of X-
rays always yields both bremsstrahlung and characteristic radiation and can occur either in X-ray
tubes (for super�cial/othovoltage radiation) or, most importantly for megavoltage X-rays as used
most commonly in radiation therapy, in linacs [7].

A factor of critical importance in radiotherapy is radiation dosimetry, i.e. knowing at all times
what dose is received by the patient. This is achieved by reporting two di�erent entities, one of
which relating to the photon beam itself, accounted for through the number of photons and their
energies and the other referring to the amount of energy deposited by the beam in di�erent media
such as air, water and biological tissue [7].

The quantities used to accurately describe the radiation beam itself are the photon �uence φ, de�ned
as the number of photons dN entering a sphere with a cross sectional area dA, with its respective
photon �uence rate which accounts for the photon �uence per unit time, and the energy �uence Ψ
with its respective energy �uence rate, which are de�ned as the amount of energy dE crossing a
unit area dA and the energy �uence per unit time, respectively [7].

As for the description of the dose deposition in media, it can be undertaken by using the air kerma
in air, the exposure in air and the �dose to small mass of medium in air� which is to be obtained
from the air kerma in air but shall not be discussed here, seeing that it is of rather little importance
to megavoltage radiotherapy, being primarily used in orthovoltage and 60Co teletherapy [7].

Dose to Water Formalism

Since the human body consists mostly of water and the majority of all tissue types have radiological
properties similar to those of water, it is understandable that TPSs throughout history have been
reporting dose distributions as dose-to-water and calculating doses by assuming all materials to
be water of di�erent densities. The dose-to-water (Dw,w) is formally de�ned as the dose in an
in�nitesimally small volume of water inside a heterogeneous medium again assumed to consist of
di�erent density water [21].

Monte Carlo methods, however, report the dose to medium with radiation transport in the medium
(Dm,m). For such cases the dose-to-water concept has a di�erent de�nition: the dose deposited in
a particular point when an in�tesimal volume of tissue is replaced by an in�nitesimal volume of
water. This rationale leads to the dose to water with radiation transport in the medium - Dw,m - a
product of Dm,m and the fraction of restricted electron mass collision stopping power, whose cuto�
energy is determined by the volume size.

The restricted stopping power is obtained by dividing the energy loss per unit distance for local
energy absorbtion by the mass density and does not include the energy carried away by energetic
electrons.

Since over time clinical dose prescriptions were obtained using dose-to-water and since the ra-
diosensitive part of the cell is made up of mostly water, it seems reasonable to continue to report
dose-to-water rather than dose-to-material.
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The newest version of RayStation - the TPS used for this thesis - �rst computes the dose-to-material
(Dmat), i.e. the ratio of energy deposition to material mass density, and then performs a conversion
to dose-to-water (DH2O), using the following formula [21]:

DH2O = Dmat ·
ρe�H2O

ρe�tissue
· ρmtissue
ρmH2O

, (1.18)

where ρe�H2O and ρe�tissue represent the e�ective densities of water and tissue, respectively and
ρmH2O and ρmtissue are the mass densities of water and tissue, respectively.

Percentage Depth Dose

In radiation therapy, one is interested in the absorbed dose incurred at a certain depth along the
central axis (CAX) in tissue. This quantity is given by the percentage depth dose (PDD) as follows:

PDD = 100 · D(d)

D(dmax)
, (1.19)

where D(d) is the dose measured at depth d and dmax is the depth of maximum dose, therefore
assuming a normalization to D(dmax) = 100%. Four parameters in�uence the PDD: the depth in
the patient/phantom, the �eld size, the source to surface distance (SSD) or source to axis distance
(SAD), depending on the type of set-up and the photon beam energy [7, 4, 3]. For an exempli�cation
of the latter dependency, see Figure 1.13.

Figure 1.13: PDD curves in water for several megavoltage photon beams: from 60Co γ-rays to
25 MV X-rays [7].

A PDD graph (depth dose curve) has three important parts: the build-up region, the point of
maximum dose D(dmax) and the fall-o� region [20, 3]. The build-up region was named after the
phenomenon occuring directly beneath the skin and up to the depth of maximum dose: the build-up
e�ect. According to this e�ect, the dose in this small portion of depth is higher than the surface dose,
due to a lack of electronic equilibrium at shallow depths. Secondary electrons resulting from the
interactions of energetic photons with the medium, mostly Compton scattering, are responsible for
the absorbed dose. As stated in section 1.3.2, at these energies characteristic for megavoltage photon
beams, the secondary electrons are primarily directed in the forward direction and deposit their
energy further away from the actual site of interaction. The number of electrons passing through
each layer of the patient/phantom and consequently the deposited dose will increase progressively
until electron equilibrium is reached, which is at a depth approximately equal to the range of the
electrons (see Figure 1.14).
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Since secondary electrons emerging from the treatment head have also been known to in�uence the
depth dose curve at shallow depths, di�erent linacs will show di�erences in the build-up regions
of their depth-dose curves. The surface dose depends on both beam energy and �eld size and is
mainly due to electron contamination from the collimator system and especially the �attening �lter.
Contamination seems to increase with larger �elds and more energetic beams, though collimation
with MLCs can solve this problem [3].

Beyond the point of dose maximum, the primary photons are attenuated by being either absorbed
or scattered out of the primary beam, resulting in the nearly exponential fall-o� region of the depth-
dose curve. The fall-o� is also due to the inverse square law e�ect, according to which the dose of a
beam diverging from a point source decreases in the absence of attenuators with the square of the
distance from the source [4, 3].

Figure 1.14: Build-up e�ect [3].

Beam Lateral Pro�les

An accurate description of the dose inside the patient/phantom requires dose distributions both
along the beam central axis (i.e. the PDDs) and o�-axis, with the latter being supplied by the
beam dose pro�les.

Beam pro�les are measured perpendicularly to the beam CAX at a chosen depth in a phantom. The
typical depths are dmax and 10 cm to which those required by di�erent treatment planning systems
(TPSs) for beam commissioning are added [7]. Figure 1.15 shows examples of beam pro�les, for
both �attened (a) and un�attened (b) beams.

As was the case with PDD curves, beam pro�les are also composed of three distinct regions: the
central, penumbra and umbra regions which shall henceforth be referred to as in-�eld, penumbra
and out-of-�eld, respectively, in accordance to their nomenclature in [20], whose instructions were
followed in the beam commissioning process [7].

The in-�eld region is the central portion of the pro�le and is formed by dose values above 80%
of the maximum dose of the curve. It is in�uenced by a number of aspects: the atomic number
and shape of �attening �lter, the energy of the electrons hitting the X-ray target and the atomic
number of the target itself.
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(a) Crossplane pro�les for a 6 MV �attened beam of �eld size 10× 10 cm2 at various depths.

(b) Beam semi-pro�les for 6 and 10 MV un�attened beams of 3 × 3, 10 × 10, 20 × 20, 40 × 40 cm2

�eld sizes [22].

Figure 1.15: Beam pro�les.

The penumbra is de�ned as the region where the dose falls from a value of 80% to 20% of the
maximum dose of the curve. It is formed by three components: transmission, geometric and scatter
penumbra, caused by collimator transmission, �nite source size and in-patient scatter, respectively.
The factors in�uencing the total (or physical) penumbra are: source size, SSD, beam energy, source
to collimator distance and depth within the phantom.

In the out-of-�eld region the dose is less than 20% of the maximum dose of the respective curve and
stems from the little radiation that has made it past the collimator and the head shielding [20, 7].

The quality of dose pro�les is assessed through three parameters that quantify �eld uniformity.
These are: beam �atness, beam symmetry and penumbra width [20].

Flatness can obviously only be relevant for �attened beams, which only occur for �eld sizes greater
than 4 cm×4 cm. It measures the largest deviation from the maximum dose of the �attened pro�le:
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F =
Dmax

Dmin

, (1.20)

where Dmax and Dmin are the maximum and minimum doses, respectively, occurring within the
�attened region of the pro�le.

The beam symmetry is given by the maximum ratio between two symmetrically spaced dose points
D(x) and D(−x) having the CAX as the symmetry axis:

S = max

(
D(x)

D(−x)
,
D(−x)

D(x)

)
− 1 . (1.21)

The penumbra width is self-explanatory. It is given by:

P = |x80% − x20%| , (1.22)

where x80% and x20% represent the positions of 80% of the maximum dose and 20% of the maximum
dose.

1.4.4 Photon Beam Dose Calculation Algorithms

This section shall brie�y cover the algorithms that were/are used for the calculation of doses in
photon radiotherapy.
The dose calculation algorithms can be categorized into three major groups: dose calculation meth-
ods based on Monte Carlo simulations, methods correcting for inhomogeneities using equivalent
path length (EPL) scaling or equivlent tissue-air ratio (ETAR) and methods based on convolution
techniques. All three categories will be covered in the following paragraphs with a special emphasis
laid on the collapsed cone convolution (CCC) algorithm since it is the dose calculation algorithm
used by the treatment planning system employed for this thesis [23].

Monte Carlo-Based Methods

Methods relying on Monte Carlo simulations for dose calculating purposes are indeed considered to
be the most accurate, albeit at the expense of signi�cantly higher calculation times. The physics
behind photon and electron transport is used to determine trajectories of individual particles from
which the pattern of dose deposition is then inferred. A random number generator establishes the
history of every particle and does so for millions of particles. The �nal dose distribution is reached
by adding up the energy deposition resulting from each particle's history [23].

EPL Scaling or ETAR Methods

EPL correction methods are one-dimensional and consider the electron density information along a
ray's path from the source to a chosen point; changes in electron lateral transport are not modeled.
Two dose calculation methods fall under this category: the ratio of tissue-air ratio method and the
power law (modi�ed Batho) method. Both account for the attenuation change in the primary dose
but fail to do so for the scatter contribution, thus overestimating the dose for electron densities less
than unity and underestimating it for electron densities greater than unity.
ETAR methods are based on three-dimensional electron density information emerging from CT
images and are therefore also three-dimensional. Changes in primary dose are determined through
ray tracing and scatter dose calculations are based on the three-dimensional density information.
The methods of this category are not of high accuracy and are therefore used mainly for quick dose
calculations and independent calculations to provide a rough estimate of absorbed doses or to help
detect major errors [23].

Convolution Technique-Based Methods

Model-based convolution algorithms present Monte Carlo-similar accuracies while performing dose
calculations in considerably less time. They are made up of two major components: the TERMA
(total energy released per unit mass) and the kernel with the former standing to represent the



26 1 INTRODUCTION

energy transmitted to the medium via interactions with primary photons and the latter expressing
the energy deposited around a primary photon interaction site. The kernel in turn is composed of
two parts: the primary kernel, calculating the primary dose, and the scatter kernel, calculating the
dose from �rst and multiple scattering processes. The convolution of the TERMA with the kernel
for any chosen point yields the dose for that particular point [23].
Tissue inhomogeneities are dealt with by scaling the kernel by radiological distances as determined
from material densities given by CT images. In such cases, however, the process is no longer a
convolution but a superposition of various kernels with the TERMA, because the kernel itself is
not space-invariant [23].
Two of the most widely used variations of the convolution/superposition algorithm are the pencil
beam convolution (PBC) and the collapsed cone convolution (CCC) techniques [23].
The pencil beam method calculates the point dose by convolving the TERMA with a pencil-shaped
kernel, obtained from measured beam data. The pencil beam kernel represents the distribution
of dose arising from a narrow beam entering a water phantom along the CAX. Corrections on
account of inhomogeneities are achieved by using equivalent path length corrections for primary
dose contributions and one-dimensional convolution along fan lines for scattered radtiation. An
algorithm based on the PBC is the anisotropic analytical algorithm (AAA), which relies on spatially
variable convolution scatter kernels obtained from Monte Carlo simulations and on separate models
for primary photons, scattered photons and contaminating electrons. A superposition of doses from
the photon and electron convolutions gives the �nal doses [23].

Collapsed Cone Convolution Algorithm

Dose computation in RayStation is achieved through the collapsed cone dose engine, which is based
on the convolution/superposition method covered exhaustively in [24].
The key to the collapsed cone convolution is to handle the primary photon transport and the
secondary transport of photons and electrons orginating from primary photon interactions sepa-
rately. Because it takes lateral energy transport into account, yet still considers inhomogeneities,
the accuracy of the collapsed cone algorithm exceeds that of the pencil beam algorithm.
Two steps are necessary to compute the dose from the energy �uence [21]:

1. determination of a TERMA distribution by tracing a ray of primary radiation through the
patient, including all inhomogeneities;

2. point spread kernels collapsed along radial rays in a spherical coordinate system are then
superimposed, all the while still considering inhomogeneities.

The TERMA is the product of the material- and energy-dependent linear mass attenuation coe�-
cient and the energy �uence [21]:

TERMA(r) =

ˆ
µ(r, E)

ρm
·Ψr(r, E) dE , (1.23)

where r denotes the spatial dependence, meant to also symbolize the material-dependence for the
linear mass attenuation coe�cient µ

ρm
.

A discretization of the spectrum yields

Ψ(r, Ei) = Ψ0(Ei) · exp

(
−
ˆ r

r0

µ(r, Ei) dl

)
(1.24)

for each component of the beam energy �uence, for a parallel beam at position r0, with Ψ0 denoting
the energy �uence incident at r0 and the integration being performed along the �uence ray from
the patient surface to r. This expression can equally describe the �uence per space angle of an
isotropic divergent beam [21].
As already mentioned in section 1.3.2, Compton scattering is the dominant photon interaction in
radiotherapy, from which a long-range low energy photon and a short-range tissue-ionizing electron
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emerge. The point spread kernel contains the statistical distribution of the energy deposit for the
entire process. It is cylindrically symmetric and can be de�ned as �the spatial energy distribution
resulting from one unit of primary energy loss at the origin from a photon energy �uence directed
in the ϑ = 0° direction� [21]. Point spread kernels thus give the dose distribution around a single
photon interaction site in water, taking into consideration primary, �rst, second scatter and multiple
residual dose contributions.
The �nal dose is the sum of all the voxel doses, which are given by the product of TERMA and the
point spread kernels for each voxel.

1.4.5 Planning and Treatment Techniques

Forward Planning vs. Inverse Planning

There are two ways of approaching treatment planning: the forward planning and the inverse
planning methods (see Figure 1.16).
In the former, the planner de�nes or is given a physician-de�ned target volume for which he/she
then has to determine the right number of beams, their weighting, intensities and angles of incidence
in order to achieve conformality, i.e. for the high value isodose volume to perfectly cover the target
volume. The parameters for beam modulation are thus obtained on a trial-and-error basis or
iteratively (using software programs) at best and can therefore be very labour-intensive and time-
consuming, depending on the complexity of the anatomy and the quality of the patient input data
[2, 4].
The latter starts from a prescribed dose for the target volume and addittional constraints concerning
maximum and median/mean doses allowed to the neighboring OARs and combines this information
with an entered beam geometry to reach an optimal plan that best achieves all goals and constraints
in the given frame. Optimization is performed by various computer algorithms, depending on the
treatment planning system used [2, 4].

(a) Forward planning [4]. (b) Inverse planning (adapted from [4]).

Figure 1.16: Flowchart of the two planning methods.

Treatment Plan Evaluation

Two of the most important tools for evaluating planned dose distributions are isodose curves and
dose volume histograms (DVHs).

With the help of isodose curves treatment plans can be evaluated either in a single plane or in
several planes in the patient, nowadays rendered possible by modern 3-D TPSs, which can display
isodose distributions not only in the axial but also in the coronal and sagittal planes [7].
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The information provided by isodose curves or isodose surfaces is nothing more than what lines or
surfaces share the same dose, reported as either relative (normalized) or absolute dose. The former
means the dose is given as a percentage of a reference dose and the latter gives the actual dose in
Gray, provided the treatment plan also includes a prescription dose [4].

It is common practice to normalize isodose curves to a reference point (e.g. the ICRU 62 reference
point), meaning the dose in that particular point would represent 100%. This is done in order to
enable the possibility of simultaneous assessment of both planning target volume (PTV) coverage
and dose uniformity. According to [25, 26], the PTV should be covered by the 95% isodose curve
while at the same time not receiving (in any one point) more than a maximum dose of 107%.

While isodose curves provide essential information on regions of uniform dose, high dose (�hot
spots�) or low dose (�cold spots�), they should ideally be supplemented by dose volume histograms
(DVHs) for the target volume(s) and critical structures [2].

DVHs provide quantitative information on the amount of dose absorbed by a particular percentage
of volume and graphically summarizes the distribution of the entire dose within any speci�cally
de�ned anatomical volume of interest [2, 4].

Two forms are used to represent DVHs: the direct (or di�erential) DVH and the cumulative (or
integral) DVH.
In the former, the volume of a given anatomical structure receiving a dose that is within a speci�ed
dose interval is plotted against the dose, while the latter plots the volume of an anatomical structure
receiving a dose greater than or equal to a certain dose against the dose. The volume itself can be
represented as either a percentage of the total organ volume or the actual volume (in cm3) [2, 27].

Over the course of time, the cumulative DVH has become the preferred form used by planners,
since it facilitates the identi�cation of the total volume a�ected by high or low dose [27].

Figure 1.17 exemplarily shows cumulative DVHs for a PTV (a) and an OAR (b).

(a) Ideal and actual plots for a PTV. (b) Ideal and actual plots for an OAR.

Figure 1.17: Example of DVHs [4].

Three Dimensional Conformal Radiotherapy (3D-CRT)

As can be directly inferred from the name itself, this technique heavily relies on 3D anatomic
information and delivering �elds that are as conformal as possible to the target volume and thus
achieving the best possible compromise between maximum TCP und minimum NTCP [2].
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High accuracy in the delineation process of the various target volumes and other healthy relevant
structures, as well as in localizing the target volumes is of the utmost importance in 3D-CRT,
considering its ultimate goal of conformity. In the end, the �nal treatment plan can only be as good
as the individual components needed to put it together: the input patient data, image segmentation
(delineation of structures in the image data), image registration, �eld aperture(s), dose computation,
plan evaluation, plan optimization. While the advances in diagnostic imaging can vouch for high
quality anatomic images, segmentation is still the most laborious and delicate process of the steps
leading up to a treatment plan, mostly because of the inter-observer di�erences that can arise.
Dose computation uses one of three types of algorithms: correction-based, model-based and direct
Monte Carlo, with the latter two rapidly gaining ground over the former because of their ability to
simulate the trasnport of radiation in three dimensions [2].

Intensity-Modulated Radiotherapy (IMRT)

Although intensity modulation had been employed prior to the actual creation of the technique
named after it, this was done using wedges and compensators whose purpose was to change the
beam intensity pro�les in order to attain the goals of composite plans. The somewhat later emerging
technique of intensity-modulated radiation therapy delivers a nonuniform �uence from any given
position of the treatment beam in order to reach an optimized composite dose distribution [2].
While 3D-CRT plans are generally the result of forward planning, plans intended to be delivered
via the IMRT technique are generated through inverse planning. The planner enters the treatment
criteria necessary for the optimization process and the TPS then determines the optimal �uence
pro�les for a given set of beam directions.
Given that the linac is computer-controlled and that the �uence �les are documents, the transfer
can occur smoothly and the treatment machine is able to deliver the intensity-modulated beams as
calculated [2].
Having said that, there is a minimum of two major systems required for the clinical implementation
of IMRT:

� a TPS capable of calculating a nonuniform �uence distribution for multiple beams delivered
from di�erent angles in order to achieve maximum dose to the target volume and minimum
dose to the critical normal structures;

� a delivery system (the linac) capable of delivering these nonuniform �uences as planned.

Planning involves dividing each beam into multiple beamlets for which optimum intensities/�uences
or weights are determined.
The numerous computerized methods for calculating optimum intensity pro�les can be of an either
analytical or iterative nature, with the latter involving an optimization process called simulated
annealing [2].
A component crucial for the successful delivery of IMRT plans by a linac is the multileaf collimator
(MLC), since it is responsible for shaping the beam pro�le arbitrarily. MLCs allow IMRT delivery
in three possible ways:

� using �xed gantry angles;

� using rotating fan beams (tomotherapy) and

� using rotating cone beams.

IMRT delivery for �xed gantry angles can be done using either the SMLC (segmental MLC) or
the DMLC (dynamic MLC) method. The former, also called step-and-shoot, uses multiple �elds
to treat the patient, which have in turn been divided into sub�elds, delivered with uniform beam
intensity levels and in a stack arragement consecutively without the operator intervening. Its alias
derives from the fact that the beam is o� while the MLC leaves move on to the next sub�eld shape.
The latter, on the other hand, moves the leaves of each leaf pair simultaneously and unidirectionally
while the accelerator beam is on although the leaf velocity also di�ers within each leaf pair. The
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variation of intensity over di�erent points of the �eld is achieved by the movement of a momentarily
open aperture between leaves [2].

The use of rotating fan beams is not limited to diagnostic purposes. The megavoltage version
of these beams is used to treat patients slice by slice, hence the name �tomotherapy�. Intensity
modulated beams (IMBs) are generated by a special collimator while the gantry rotates around
the longitudinal axis of the patient and the couch is moved either one to two slices at a time or
continuously, much like in a helical CT [2].

Two IMRT techniques use rotating cone beams: intensity-modulated arc therapy (IMAT) and
volumetric modulated arc therapy (VMAT). Since the latter has been employed throughout the
course of the work on which this thesis is based, it will be addressed separately later on.

IMAT combines step-and-shoot with DMLC: the intensity modulation sought after is achieved by
superimposing the uniform intensities of the sub�elds which were created by the MLC along the
arc of gantry rotatation; the MLC moves dynamically and the beam is permanently on.

Because of the inability to deliver single treatment �elds in one arc, the IMAT delivery technique
proved ine�cient and since no substantial improvements over other IMRT techniques could be
observed, the use of IMAT remained limited [2].

Volumetric Modulated Arc Therapy (VMAT)

Though IMAT proved to be of little popularity, the idea of using rotating cone beams was not
entirely given up. In IMAT, the linac dose rate stays constant over the entire motion of the gantry
in an arc, even though the treatment �eld changes with the gantry angle. The idea of using beam
intensities that also varied with gantry angles soon emerged and resulted in isododse distributions
superior to those produced by gantry-static IMRT. A new technique was born, involving the delivery
of rotational cone beams of variable shapes and intensities; it was given the name volumetric
modulated arc therapy (VMAT). The name is also used to describe any technique combining arc
therapy and variable dose rates [2].

VMAT uses a continuous motion of the gantry, all the while varying the dose rate and the shape of
the treatment �eld (through the MLC leaves) throughout the arc. The dose is computed by sampling
the delivery at a preferably high number of discrete gantry angles, which makes the velocity of MLC
leaves the limiting factor. The number of samples is restricted by how fast the leaves can move to
the next position within the time required to reach the new gantry angle. A solution developed by
Otto, called progressive sampling is now being used to optimize VMAT delivery. It starts out by
dividing the arc into a limited number of gantry angle samples and the �rst few iterations focus
on varying the intensities and/or shapes of the respective beams. As the number of iterations
continues to increase, new arc samples are added progressively in between already existing samples,
with shapes interpolated between the shapes of the neighboring samples.

The most compelling argument proving VMAT e�ciency is the considerable reduction of delivery
time and monitor units (MUs), when compared to conventional IMRT. This is important in radiation
therapy because a shorter delivery time minimizes patient motion and therefore errors due to patient
motion [2].

Fallback Planning (FB)

The concept of automated fallback planning is relatively new and is still being tested in the scienti�c
community. It is therefore not established as a universal technical term and certainly not a standard
planning tool, as of yet. The work done for the present thesis comprises some use of the automated
fallback planning module, which explains the necessity of its inclusion in the introductive section
of this thesis.

Fallback planning is exclusively available in RayStation (the treatment planning system developed
by RaySearch Laboratories AB, Stockholm, Sweden) and is an automated planning tool with the
purpose of enabling the automatic generation of additional treatment plans that are to be used in
contingency situations.

This means that in the eventuality of e.g. the original treatment machine becoming temporarily
unavailable (due to reasons such as malfunctions, service slots or power outage), the patient would
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be able to not interrupt the prescribed treatment (which is extremely important for fast-growing
tumor cases) but instead be treated on a di�erent machine, possibly even with a di�erent modality
and/or treatment technique [28].

Fallback planning converts plans, even proton or TomoTherapy plans, into photon plans using the
3D-CRT, SMLC and/or VMAT treatment techniques. This is done by a dose mimicking function
that replicates the dose volume histograms (DVHs) of an indicated plan using a di�erent machine or
treatment technique and if the plan evaluation and comparison to the original plan in terms of dose
statistics, dose di�erences, ful�llment of clinical goals and of course DVH curves is satisfactory, it can
be approved for delivery. There is also the option of additional optimization, should the experienced
planner think further improvements can be achieved. Since Fallback plans are intended for use in
contingency situations, it is also possible to convert them back to their original plans, yet taking
into consideration the dose that has been delivered inbetween with a di�erent modality and/or
technique.

The main advantage advertised by the creators of Fallback planning is the drastic reduction of
planning time in emergency situations, where time is of the essence [28].

1.4.6 Gamma-Index Analysis

The concept of γ-index analysis as introduced by Low et al. in [29] will hereby be explained, since
it has been widely used throughout this thesis.

In order to be able to quantitatively assess the di�erences between measured and computed doses
and thus determine the quality of dose distribution calculations, the γ-index analysis proposes to
simultaneously use the concepts of dose di�erence (DD) and distance-to-agreement (DTA), which
have previously been used separately. Dose di�erences are generally used in regions of low dose
gradients, where doses can be compared directly and have to be within a predetermined tolerance
given as a percentage of either a reference dose point or an average over a relevant region. Typical
DD criteria used clinically are 2% and 3%.

For regions of high dose gradients, it is recommended to use the distance-to-agreement, de�ned as
the minimal distance between a measured data point and a point exhibiting the same dose value
in the calculated data. DTA criteria of 2 mm and 3 mm are typically being used to establish the
quality of clinically used dose distributions.
To perform a GPR-analysis, the following formula is required:

Γ(~rm, ~rc) =

√
r2(~rm, ~rc)

∆d2
M

+
δ2(~rm, ~rc)

∆D2
M

, (1.25)

r(~rm, ~rc) =| ~rm, ~rc | δ(~rm, ~rc) = Dc(~rc)−Dm(~rm) , (1.26)

where ~rm and ~rc represent the locations of a measured and a calculation point, respectively, δ(~rm, ~rc)
gives the di�erence between the calculated Dc(~rc) and the measured Dm(~rm) dose, ∆dM and ∆DM

are the DTA criterion and the DD criterion, respectively.
A quality index γ can now be de�ned as:

γ(~rm) = min[Γ(~rm, ~rc)] ∀ ~rc , (1.27)

which also de�nes new pass/fail criteria:{
γ(~rm) ≤ 1, calculation passes

γ(~rm) > 1, calculation fails.
(1.28)

Ultimately, the gamma passing rate (GPR) is nothing more than the percentage of points for which
the calculation passes the acceptance criteria.

The acceptance criteria can also be visualized as spanning the surface of an ellipsoid in which case
the calculated dose passes at ~rm if its surface Dc(~rc) intersects with the ellipsoid's surface.
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A faster version of the γ-index calculation was made possible through an optimized search algorithm
introduced in [30]. The algorithm is an iterative process that starts by de�ning several regions of
interest (ROIs) around each point of interest. ROI 1 in the calculated dose matrix has the exact
same spatial coordinates as the corresponding point in the measured dose matrix, ROI 2 contains
neighboring pixel values to ROI 1, ROI 3 contains pixel values in the vicinity of ROI 2 etc. The
γ-index is �rst calculated for ROI 1, then for a point in ROI 2 at a minimal distance to ROI 1. If
the γ-index for the point in ROI 2 is smaller than the one calculated for ROI 1, γ-values for ROI
2 are further calculated and a minimum for ROI 1 and ROI 2 is sought after. This minimum is
then compared to a γ-value calculated for a point in ROI 3 at a minimal distance to ROI 1 and
so on, until the overall minimum γ-index is found. The γ-value is always calculated based on the
DTA criterion only, i.e. by neglecting the possible dose di�erence. In addition to the advantage
in calculation speed, the algorithm is also capable of calculating and displaying the γ-angle, which
holds information on the parameter that mostly in�uences the γ-value.

1.5 Literature on Beam Commissioning

The purpose of beam commissioning is to virtually/digitally recreate the beam characteristics of the
treatment machine with the software intended for the treatment planning process so as to ultimately
enable dose calculations and therefore planning radiation treatments which will be delivered by the
respective machine.

This translates to the fact that every radiation treatment facility has to undergo beam commis-
sioning at one point, for every combination of treatment machines and treatment planning systems
available in the respective facility. Since there are several treatment machine manufacturers/vendors
and providers of treatment planning software, this leads to multiple possible combinations of ma-
chine and TPS, which in turn amounts to a vast pool of available literature. While it is unlikely
to encounter the exact same combination of treatment unit and treatment planning software in
publications, partly also due to the fact that the Versa HD linac with an Elekta Agility MLC
(Elekta AB, Crawley, West Sussex, UK) is among the newest treatment machines available, a rec-
ommendable approach would be to look at publications dealing with Versa HD beam commissioning
with arbitrary TPSs, at those reporting on beam commissioning performed with RayStation and
those simply focusing on commissioning of �attened and un�attened beams with TPSs whose dose
calculation algorithm is the same as the one used in this thesis, the collapsed cone algorithm.

Not only the same treatment machine model, but the exact same machine, whose beam models
were created for this thesis, was the object of a project thesis performed by a student of the Vienna
University of Technology [31]. Therein only the 6 MV FF and 6 MV FFF beam models were veri�ed
and validated, both created in iPlan (Brainlab, Feldkirchen, Germany) and showing satisfactory
results.

Elekta's Versa HD with the Agility MLC has recently been reported to have been commissioned
with RayStation by [22], albeit only for its FFF beams of 6 MV and 10 MV. The models are
subsequently compared with models obtained with a Monte Carlo-based TPS, Monaco 5.0.

Another case where the beams of a Versa HD linac with an Agility MLC have been commissioned,
but with the Pinnacle3 v9.8 (Philips Radiation Oncology Systems, Fitchburg, WI) TPS can be
found in [32]. In this case the beams modeled were indeed 6 MV FF, 10 MV FF, 6 MV FFF and
10 MV FFF as well as an additional 18 MV FF beam and electron beams for four available energies.
Point dose veri�cation and treatment-delivery veri�cation were also performed, the latter making
use of IMRT QA plans and yielding an average GPR of > 99.5% with the same pass-fail criteria
that were applied for the present thesis.

Pinnacle3 was also used in [33] to model the Agility MLC and was found to accurately do so. The
study also used their beam model to assess the VMAT performance of the Agility MLC.

Beam modeling with RayStation has been reported in [34, 35, 36, 37]. In [34] only the MLC model
for a Varian Trilogy linac equipped with a Millennium 120 MLC was optimized using RayStation
(v.4.5) and its quality then veri�ed with both global and local GPRs staying above 90% for all plan
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types. A comparison of RayStation with other more established TPSs is undertaken in [35, 36, 37].
The �rst two compare RayStation (v3.5) with Pinnacle (v.9.2) in its ability to model Elekta's
Agility MLC and MLCi and the third compares RayStation (v2.4.13) with Pinnacle (v9.0) and
Eclipse (v10.0) (Varian Medical Systems) as they model the 6 MV FF photon beam of a Varian
TrueBeam equipped with the Millennium 120 MLC.

The capabilities of the collapsed cone convolution (CCC) algorithm regarding dose calculations were
weighed against those of a Monte Carlo code, BEAM, in [38]. The study also involved commissioning
the Monte-Carlo code for a 6 MV FF beam and showed no signi�cant discrepancies between the
two for common 3D radiation therapy treatments.

In [39] the collapsed cone convolution algorithm was implemented in a TPS to perform dose calcu-
lations for 6 MV FF and 15 MV FF beam models, whose calculated PDDs and lateral dose pro�les
were compared to measured curves and proven to be acceptable for clinical purposes. The use of
the CCC algorithm for commissioning, veri�cation and clinical use of �attening �lter free beams
was �rst reported in [40] and was compared to Monte Carlo calculations and other reported mea-
surements. The study proved the CCC algorithm to be perfectly capable of adequately modeling
FFF beams.
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2 Materials and Methods

Beam commissioning is not limited to the creation of a beam model. It also consists in the veri-
�cation of its quality and agreement with the actual beam(s) it is intended to model. This entire
process has been the object of this thesis and shall hereby be documented by going through each
of the abovementioned stages separately and giving an account of the materials and methods used
in the respective stage.

2.1 Beam Model Creation

2.1.1 Methods

The instructions in the RayPhysics Manual [20, chapter 6] were followed for the creation of the open
beam models, which will be compactly covered here. The interested reader is therefore referred to
[20] for a detailed look at the steps of the procedure.

RayPhysics contains a list called machine tree view of all treatment machines whose models have
been introduced into the application. These can be either commissioned, uncommissioned, template
machines (generic models provided by the developer of the TPS) or deprecated machines.

The �rst step was to choose a template machine as similar as possible to the machine that was
to be commissioned and copy it so that the copied machine would appear in the section of the
uncommissioned machines, which, unsurprisingly, could be edited. In order to commission beams
of the same beam qualities, i.e. in this case 6 MV and 10 MV, both in �attening �lter and �attening
�lter free mode for the same physical machine, two virtual machines were created, one of which
would later contain the FFF beam models.

Editing is allowed when entering edit mode for the newly copied machine, which allows to �rst
change the machine's name to better distinguish it from the template machine it was duplicated
after or to simplify communication between di�erent pieces of equipment. If need be, the static
machine properties and optimization parameters will be edited to make the virtual machine as
similar as possible to the actual machine. There are ten tabs containing the di�erent machine
properties of the machine, each tab covering properties pertaining to the same category. Since the
open beam model (i.e. without a beam modi�er in the beam path) was commissioned, some of these
tabs are irrelevant, i.e. the blocks tab, the wedges tab and the cone tab. The machine properties
which were entered for the Versa HD linac can be found in the Appendix, sections A.1 and A.2.

Next, the right beam qualities were created and any existing measured curves (part of the basic
beam data) deleted in preparation of the following step: importing the correct basic beam data for
the respective machine.

According to the RayStation Beam Commissioning Data Speci�cation [41], the following data is
required for photon beam commissioning:

� depth dose curves on the CAX (PDDs)

� lateral pro�les (crossplane and/or inplane)

� output factors

� absolute dose calibration point for the reference �eld size (in this case 10 cm× 10 cm).

Lateral pro�les can only be added if there is a corresponding PDD for the respective �eld size.
While it is not required to import both cross- and inplane pro�les, doing so might improve the
quality of the beam models and is therefore recommended. The same applies for the �eld sizes:
theoretically only the reference �eld size is absolutely necessary, with all other �eld sizes con-
sidered optional; however, it is important to import measured curves for all clinically relevant
�eld sizes [41]. The beam model was therefore created for 14 square �elds with a side length
of 1, 2, 3, 4, 5, 6, 7, 8, 10, 14, 15, 20, 30 and 40 cm and 2 rectangular �elds of 5 cm × 30 cm and
30 cm× 5 cm.
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The lateral pro�les at the following depths are recommended [41]: dmax, 5 cm, 10 cm and 20 cm.
Compliance with this recommendation was mostly upheld, although for some �eld sizes only 3
of these depths were available and in other cases measurements at additional depths (1.5 cm and
30 cm) were also provided.

The output factors for every �eld size need to be provided at curve import, with the reference �eld
size having an output factor of 1, measured at a depth where electron contamination is no longer
an issue, i.e. at 10 cm.

The dose per monitor unit (MU) is provided by the absolute dose calibration which is to be measured
at a de�ned reference point for the reference �eld size and should ideally also be a depth point where
electron contamination should no longer prevail (10 cm). It is imperative that the SSD used for
absolute dose calibration (90 cm) be the same as that used in the dose curves and the output
factors. The absolute dose was calibrated so that 0.01 Gy , 1 MU. The entered resolution was
0.2 cm.

The open �eld curves mentioned above can only be imported after having entered the informa-
tion on absolute dose calibration point. During the import process, one is prompted to enter the
measurement conditions for each imported curve: the detector height and width, what type of
collimation was used (both MLC and jaw) and the size of the water phantom (assuming a cubic
form, which means that only the side length is needed). The output factors are also entered at
this point, although not per curve, but per �eld size. The dimensions of the detectors refer strictly
to the active volumes of said instruments and were taken from [42] for the detectors mentioned in
section 2.1.2.

In a consecutive step, the model was normalized and as a consequence the dose in the reference
point for the reference �eld size became equal for both measured and computed curves.

The last step entailed working on the beam model paramters in order to bring all computed curves
in agreement with the measured ones. This was done by using auto-modeling steps and/or manual
tuning. Only part of the beam model parameters were included in the auto-modeling process,
meaning some were only manually tuned, which made every information on the physical machine
extremely valuable.

The beam model parameters for photons can be found under four tabs, since the machine has been
con�gured without cones, which lead to the automatic elimination of the �rth possible tab, the cone
factor corrections. The four major tabs are: energy spectrum, �uence, o� axis and output factor
corrections.

The �uence tab parameters do in�uence the dose computation process. Some of these, i.e. distances
to source and transmissions were manually entered according to the speci�cations given by the
hardware manufacturer. Only two auto-modeling steps exist and were used for parameters in the
�uence tab: the primary source step and the �attening �lter source step. The former a�ects the
widths of the primary source (x and y), which in turn change the penumbra region of lateral pro�les
and the latter a�ects the width and weight of the �attening �lter source, whose e�ect is re�ected
over the entire lateral pro�le [20].

The energy spectrum tab contains two additional sub-tabs: the photons sub-tab and the electron
contamination sub-tab. The two are covered by four auto-modeling steps and in�uence the dose
computation with respect to depth, i.e. the depth-dose curves. As explained in section 1.4.3,
contamination electrons in�uence the build-up region of the PDD, which is why they are at �rst
switched o�; the fall-o� region is in�uenced by the photon energy spectrum on the central axis,
given by mono-energetic contributions which, combined, yield a poly-energetic energy spectrum
[20].

The o�-axis tab deals with o�-axis softening and beam pro�le correction, meaning it a�ects the
lateral pro�les of the beam. O�-axis softening is used to obtain agreement between measured
and computed pro�les over the entire depth range. It models the change caused by the �attening
�lter in the o�-axis energy spectrum, which is correlated with the energy spectrum at radius zero.
Consequently, all entries in the o�-axis softening table of the FFF beam models were set to zero.
Beam pro�le correction can create either a dip or an increase in the �uence intensity at small radii
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in addition to creating fall-o� at the corners [20]. Though there are auto-modeling steps for each
of these parameters, which were made use of, in the end manual �ne tuning was resorted to.

The output factor correction tab contains a table of correction factors that are applied to the
output factors per �eld measure. Output factor corrections are performed in order to account for
backscattering into the monitor chamber and model imperfections. It is recommended to run the
output factor correction auto-modeling step often, however, manual tuning was preferred in the
�nal steps since only minor disagreements between measured and computed model remained [20].

The RayPhysics application has an in-built �t quality calculator in order to assist during the
commissioning process, i.e. to provide a guideline. RayPhysics calculates the symmetry, penumbra
width and �atness for the entered measured pro�les and the �t quality then assesses the agreement
between the measured and computed curves as root mean square (RMS) di�erence. The �t quality is
given for the build-up and fall-o� regions (for the PDDs) and the in-�eld, out-of-�eld and penumbra
regions (for the lateral pro�les), respectively. If the RMS di�erences were within the respective
tolerances (i.e. 10% for the build-up and penumbra regions, 2% for the fall-o� and 3% for the
in-�eld and out-of-�eld regions), or only slightly exceeded these tolerances and for a minority of
cases within the PDDs and pro�les, the beam parameters were no longer altered.

The �nal values for the photon beam model parameters of all four models (6 MV FF, 10 MV FF,
6 MV FFF and 10 MV FFF) can be found in Appendix A.1 and A.2.

2.1.2 Materials

The beams to be commissioned are produced by a Versa HD linear accelerator (Elekta AB, Stock-
holm, Sweden) equipped with an Elekta Agility MLC (Elekta, Crawley, West-Sussex, UK). The
Versa HD linac is able to produce photon beams of 6, 10 and 18 MV and additionally beams of
6 MV and 10 MV in FFF mode. The Agility MLC contains a total of 160 leaves (80 pairs) each of
a nominal width of 5 mm projected at the isocenter, capable of moving at a maximum leaf speed
of 3.5 cm/s in x (crossline)-direction.

The RayStation system (RaySearch Laboratories AB, Stockholm, Sweden) inlcudes a beam com-
missioning application called RayPhysics, enabling additional activities such as CT commissioning
and beam 3D modeling. RayPhysics version 4.99.1.3 was used to create the beam models of the
6 MV and 10 MV �attened (FF) and un�attened (FFF) beams. The algorithm used by RayPhysics
for dose computation is the collapsed cone algorithm version 3.2.

The basic beam data was measured by the sta� of the Division of Medical Radiation Physics,
Department of Radiation Oncology of the General Hospital in Vienna (AKH Wien) prior to the
work related to the present thesis. The measurements were performed on a water-phantom using
the following PTW (Freiburg, Germany) instruments: the MP3 water tank, Semi�ex ionization
chambers of 0.125 cm3 for �eld sizes above 3 cm × 3 cm and DiodeE, DiodeP and microDiamond
detectors for �eld sizes of 3 cm× 3 cm and smaller.

2.2 Independent Veri�cation of the Beam Model

2.2.1 Materials

An in-house developed MATLAB code was used to perform a one-dimensional gamma passing rate
(GPR) analysis with the criteria of 2 mm distance-to-agreement (DTA) and 2% dose deviation
(DD).

The input for the MATLAB program is made up of the same basic beam data used as input for
the beam model creation - in the form of Mephysto (.mcc) �les - and of DICOM (.dcm) �les of
computed dose distributions in virtual versions of a 30 cm× 30 cm× 30 cm water phantom and a
50 cm × 50 cm × 50 cm water phantom at an SSD of 90 cm (or an SAD of 100 cm). The Beam
3D Modeling module within the RayPhysics 4.99.1.3 application was used for this purpose, since it
allows using uncommissioned machine for dose computation.
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Measurements performed with a PTW Farmer 30013 chamber (PTW, Freiburg, Germany) at var-
ious points of depth along the CAX and for all commissioned �eld sizes and SSDs ranging from
80 cm to 100 cm were also used to perform individual point dose comparisons of measured and
computed values. The same application was used to yield the computed point dose values as for the
MATLAB veri�cation step. The point doses for every �eld size at a depth of 10 cm were addition-
ally used to calculate the output factors, which were then compared to their respective measured
values.

2.2.2 Methods

In order to independently verify the newly created model, the setup used for the measurement of
the basic beam data was recreated virtually, allowing for direct comparison between measured and
computed values.

Digital versions of a 30 cm× 30 cm× 30 cm and a 50 cm× 50 cm× 50 cm water phantom were im-
ported into RayPhysics and the commissioned beam models for all beam qualities in both �attened
and un�attened mode were used to compute spatial dose distributions on the phantoms, using a
dose grid resolution of 0.2 cm/voxel. An example of such a computation can be seen in Figure 2.1.

Figure 2.1: Final dose computation in RayPhysics on a 30 cm×30 cm×30 cm water phantom with
a beam of �eld size 15 cm× 15 cm using the 10 MV FFF beam model.

The smaller phantom was used for time-saving reasons, since the �nal dose computation was notably
more time-consuming on the 50 cm × 50 cm × 50 cm digital water phantom. The larger phantom
was therefore used for �eld sizes starting with 10 cm × 10 cm and all other �eld sizes where the
pro�le measurement was performed at higher depths, e.g. 30 cm, which would correspond to the
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distal side of the 30 cm × 30 cm × 30 cm digital water phantom (in beam's eye view). The thus
calculated dose distributions were exported as DICOM �les, a �le format accepted by the MATLAB
program.

The MATLAB code is designed to read both the .mcc measured �les and the DICOM �les and to
plot PDDs and lateral pro�les corresponding to the available measurements from the spatial dose
distribution provided in the DICOM �les. A plot always contains a curve based on measurements
and a curve emerging from calculations using the new beam model. In addition, the code also
provides a plot of the spatial distribution of γ-values alongside a mean γ-value for the entire curve
at hand and the actual GPR. The criteria chosen for the γ-index analysis were 2 mm distance-to-
agreement and 2% dose deviation.

Figure 2.2 serves to demonstrate the output delivered by the MATLAB code.

Figure 2.2: Computed and measured PDD curve for a 10 MV FF beam of �eld size 15 cm× 15 cm
and spatial distribution of γ-values as provided by the MATLAB code.

These computations were not only used as input for the MATLAB code but also to extract point
doses at di�erent points along the CAX in order to compare with measurements for various �eld
sizes. Similar computations but with di�erent SSDs were performed in order to perform the same
comparative task. Finally, the output factors were calculated using the computed dose at a depth
of 10 cm for all �eld sizes with a constant number of 100 MUs; the newly calculated output factors
were compared to the ones resulting from the measurements.
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2.3 Treatment-Delivery Veri�cation

2.3.1 Materials

A patient cohort of ten patients having been diagnozed with low risk (LR) prostate carcinoma and
two su�ering from high risk (HR) prostate carcinoma was used for the second veri�cation method.
To this end the RayStation application within the RayStation system was used for creating clinically
acceptable photon plans and to create quality assurance (QA) plans based on the original plans.

The Versa HD linear accelerator at the General Hospital of Vienna (AKH Wien/Medical University
of Vienna) was then used to deliver the quality assurance plans to a Delta4 phantom (ScandiDos
AB, Uppsala, Sweden), whose software program enabled a local GPR analysis (with acceptance
criteria of 3% DD/3 mm DTA) of planned and measured doses. The measurement setup, showing
the two main components, the Versa HD linear accelerator and the Delta4 phantom, is depicted in
Figure 2.3.

The Delta4 phantom is a two-dimensional detector array commonly used in treatment QA mea-
surements.

Figure 2.3: Setup for QA plan irradiation at the AKH Vienna: the Versa HD linac and the Delta4

phantom.
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2.3.2 Methods

To verify the performance of the new beam models in clinically-similar situations, a treatment-
delivery veri�cation was undergone.

This was achieved by using the models to create treatment plans for actual clinical cases. The
treatment modality was therefore photons, the treatment technique was VMAT. Plans were created
both manually (termed mVMAT plans in the present thesis) and using the Fallback planning module
available in RayStation. Information on the plan creation process can be found in the next section
(2.4). The Fallback plans (hereafter denoted by FB) and the mVMAT plans for the HR and LR
patients with the 10 MV FF beam model were created in cooperation with bachelor student Florine
Enengl from the Vienna University of Technology (TU Wien).

Five plan types were created for all ten LR patients: 10 MV FF mVMAT, 10 MV FF FB, 6 MV
FF mVMAT, 10 MV FFF mVMAT and 6 MV FFF mVMAT. An additional 6 MV FF FB plan was
created for only four LR patients, of which only three were actually delivered. No FB plans were
created for the FFF models, in order to speed up the process, which was delayed as it is due to the
additional phantom calibration and machine settings required for measurements in FFF mode.

Only the 6 MV FF beam model was used for the HR patients, leading to the creation of an mVMAT
and an FB plan per patient.

Overall a total of 53 LR and 4 HR plans (i.e. 57 plans altogether) were created and delivered to
the Delta4 phantom for treatment-delivery veri�cation.

The VMAT plans for the LR patient cohort used a single arc starting at 210° and ending at 150°,
whereas the HR plans consisted of two full arcs, one from 180.1° to 180.0° going clockwise and a
second going counter clockwise between the same angles.

Once created, the clinically acceptable treatment plans were recalculated on a digital Delta4 phan-
tom in the QA Preparation tab of the RayStation photon planning application, thus yielding QA
plans. Figure 2.4 shows an example of isodose distribution calculated for such a QA plan, i.e. on the
digital Delta4 phantom. The plan that was converted to a QA plan was an mVMAT plan created
with the 10 MV FF beam model on patient 10 from the LR PC group. The sub�gures represent
the di�erent possible perspectives in RayStation: transversal, coronal and sagittal.

The digital phantom was set to have a mass density of 1.178 g/cm3 for 6 MV and 1.165 g/cm3

for 10 MV beams. These QA plans were exported along with their respective calculated doses as
DICOM �les and used to deliver photon beams to the actual Delta4 phantom. Having both the
planned and the measured dose, the software of the phantom could perform a local GPR analysis,
using pass/fail criteria of 3 mm DTA and 3% DD (local).

In the end, the best and worst plan for each beam model were selected according to their GPR-
values and recalculated as QA plans on a Delta4-phantom whose mass density was overwritten with
a universal value of 1.19 g/cm3. Adding the new planned dose to the already present measurements
yielded new values for the median dose deviation and local GPR. This was done in order to verify
whether the results were energy-dependent.
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(a) Transversal view.

(b) Coronal view.

(c) Sagittal view.

Figure 2.4: Example of isodose distribution of a 10 MV FF QA plan, calculated for a patient from
the LR contingent.
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2.4 FB vs. mVMAT Plan Comparison

The veri�cation of the new beam models using QA plans was a good opportunity to compare
the VMAT plans generated automatically from clinically acceptable proton plans with the VMAT
plans created manually, following the normal beam geometry creation and subsequent optimization
procedure. After plan delivery, the median dose deviation (in %) and the local GPR (in %) was
noted for every plan, making it possible to create average values and standard deviations not only
per beam quality and indication but also per plan type, thus yielding a direct comparison between
the quality of mVMAT and FB plans.

The indications covered by both plan types were LR and HR prostate carcinoma, for which a median
dose of 63.0 Gy was prescribed. All LR plans used a single 300°-arc, going from 210° to 150° in
a clockwise rotation, whereas HR plans used two full arcs, of which the �rst went clockwise from
180.1° to 180.0° and the second retraced the same arc in counter clockwise rotation.

Both plan types were created in RayStation photon planning version 4.99.1.3, yet the FB plans were
created using the Fallback Planning Module additionally (and exclusively) available in RayStation
and the beam geometry of the �nished mVMAT plans since the two types were still using the same
treatment modality (i.e. photons) and technique (i.e. VMAT). The dose distrbution of proton
plans, however, was mimicked in order to obtain the FB plans. This is only one possibility of dose
mimicking o�ered by the RaySearch's Fallback Planning Module, as previously explained in section
1.4.5. Fallback planning only o�ers limited settings, e.g. the Target vs. OAR Ratio, which was
set at 0.1 and Voxel Dose Priority, whose value was set at 0.0. Maximum delivery time and gantry
spacing were set to the same values entered for mVMAT plans, 90 seconds and 4.0°, respectively
and the options of segment shapes optimization and segment MU optimization were checked.

2.5 Beam Model Comparison

2.5.1 Materials

Part of the results of the treatment-delivery veri�cation were used for the beam model comparison.
The remaining measurements enabling the comparison were performed with a Varian Clinac120
linear accelerator (Varian Medical Systems, Palo Alto, California, USA) at the state hospital (LKH)
in Wiener Neustadt, Lower Austria.

The beam model of this particular Varian treatment machine was used for comparison since it is
at the LKH Wr. Neustadt that patients will be temporarily treated with photons in case of a
synchrotron breakdown at MedAustron. For this purpose, it is important to be assured of the high
quality of the beam model. Given that the beam model itself is not a custom model but a generic
one, i.e. it is a basic model meant to �t treatment machines of one particular machine class, its
quality had to be tested.

The generic model of the Varian Clinac120 available in RayStation was created by N. Zagler,
O. Hentschel and G. Kragl by entering all the machine properties corresponding to the actual
machine(s), the calibration information and importing only the PDD for the reference �eld size of
10 cm×10 cm along with the respective output factor and the measurement conditions. No further
work was done on the model, i.e. the computed PDD corresponding to the imported one was not
auto-modeled or manually tuned to �t the measured curve.

The exact same setup was used for the measurements in Wiener Neustadt (with the exception of the
type of linac, of course), with the local GPR analysis again being executed by the software program
of the Delta4phantom, with the same pass/fail criteria of 3 mm DTA and 3% local DD. Once again
RayStation was used to �rst create clinical plans with the generic Clinac120 beam model available,
which were later used to create their corresponding QA plans. Since the beam model available in
RayStation only contained one beam quality, 6 MV, in FF mode, comparison was only possible for
one of the four created beam models. The treatment modality was again photons, the treatment
technique VMAT of the same two types: mVMAT and FB. Three of the LR patients and the same
two HR patients were used for the model comparison measuremets. Figure 2.5 shows the setup of
the measurements performed with the Clinac120.
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2.5.2 Methods

The same procedure was followed as in the case of the measurements performed in Vienna: clinical
plans were created with the generic model, these were then used to create QA plans on the digital
Delta4 phantom and these plans were then exported along with their respective doses as DICOM
�les. The plans (along with their respective dose distributions) were then sent on to the personnel
of the LKH Wiener Neustadt to import into their own veri�cation and Delta4 software in order to
enable their transfer to the linac for subsequent irradiation and the ensuing GPR-analysis.

Figure 2.5: Setup for QA plan irradiation at the LKH Wiener Neustadt: the Clinac120 and the
Delta4 phantom.

2.6 Statistical Analysis

The RayStation-internal RMS di�erences of the modeled curves relative to the measured curves
were used as a guideline throughout the modeling process, since there are speci�c tolerance values
for each region of the lateral pro�les and PDDs that need not be exceeded. These tolerances are:
10% for the build-up and the penumbra region, 2% for the fall-o� and 3% for the in-�eld and
out-of-�eld regions.

During the MATLAB veri�cation, γ<1-values of ≥ 90% were indicative of good agreement and
during the point dose and output factor ver�cation, di�erences between measured and computed
values that fell within 1% were considered as good, those falling within 2% OK and those falling
within ≥ 3% bad.

For the treatment-delivery veri�cation, GPRs higher than 90% were clinically acceptable, while
plans exhibiting GPRs higher than 95% and 99% were considered very good and excellent, respec-
tively.

A one-way ANOVA (analysis of variance) was performed on the median dose deviations and local
γ-passing rates obtained for the LR indication, to test (F-test) whether the means of each model's
values are the same for all models. This was undertaken for the LR indication, since only LR plans
were delivered with all four beam models. In addition to the ANOVA, double-sided t-tests were
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pairwise performed on both the median dose deviation and the local γ-passing rates obtained for
the LR indication with each of the four models, thus resulting in six t-tests.
Because the γ-passing rates are not normally distributed and therefore do not ful�ll a condition
implied by the t-test, an additional statistical test, the Mann-Whitney-Wilcoxon (U-test), not
assuming any (parametric) distribution of the observations has been performed in the same pairwise
manner as the t-test for both the median dose distribution results (as a means of control) and the
γ-passing rate results.

T-tests were also employed to assess whether the mean median dose deviation and mean local γ-
passing rate obtained with the Versa HD and the Clinac120 for both the LR and the HR indication
di�ered in a statistically signi�cant manner. On the basis of the same argument as above, U-tests
were also performed for the same results.

Table 2.1 contains the simpli�ed null and alternative hypotheses assumed in each of the three
statistical tests.

Table 2.1: Null and alternative hypotheses of the statistical tests performed throughout this thesis.

H0 HA

ANOVA µ1 = µ2 = . . . = µn, n ≥ 3 µ1, µ2, . . . , µn are not all equal

t-test µ1 = µ2 µ1 6= µ2

U-test F1(x) = F2(x), ∀ x F1(x) = F2(x+ a) , a 6= 0, ∀ x

H0: null hypothesis,
HA: alternative hypothesis,
µi: mean of sample set i,
Fi(x): cumulative distribution function for the sample set i.

In all tests (F-test, t-test and U-test), the null hypothesis is rejected if and only if the observed
p-value of the test statistics is lower than a level of statistical signi�cance, hereby chosen at 5%.
When multiple t-tests or U-tests are carried out, the level of statistical signi�cance is corrected to
5/n%, where n denotes the number of tests (Bonferroni correction).

RStudio version 0.99.484, an integrated development environment for R, a programming language
for statistical computing, was used to perform the F-test, the t-test and the U-test.



45

3 Results

3.1 Emergent Beam Models

As previously stated in section 2.1.1, the beam parameters that have been reached as a result of
auto-modeling steps and manual tuning can be found in the Appendix of this thesis (sections A.1
and A.2), along with information on the curve �t quality of the calculated PDDs and lateral pro�les
as compared with the entered measured curves by the RayPhysics application itself.

The curve quality of the 6 MV and 10 MV FF models showed good agreement with the measured
curves, staying mostly within the respective tolerances. The 10% tolerance for the build-up region
was not exceeded (the maximum RMS di�erence there was 8.3% and 7.0% for the 6 MV and the
10 MV beam model, respectively), as was the case with the 2% tolerance for the fall-o� region
(maximum of 0.9% - 6 MV and 0.7% - 10 MV, respectively). The �t quality of the lateral pro�les
revealed a somewhat better agreement for the 10 MV FF model, although the results for both
models were mostly within the 3% tolerance for the in-�eld region. However, some curve values
did exceed the tolerance, mostly for very small �eld sizes and at larger depths or - only for the
6 MV FF model - for �eld sizes bigger than 15 cm×15 cm. The penumbra region of the 10 MV FF
model exhibited RMS di�erences that stayed well within the 10% tolerance. The same holds true
for the 6 MV FF beam model, with the exception that in this case the 10% tolerance for the
penumbra region was exceeded, for the largest �eld size of 40 cm× 40 cm and the rectangular �eld
of 5 cm×30 cm. For both FF models the 3% tolerance of the out-of-�eld region was mostly observed
with the few exceptions occurring for bigger �eld sizes. The 40 cm× 40 cm �eld size in particular
showed a higher disagreement between measured and computed curves, since the computed curves
overestimated the dose in the heel and exhibited a step-like fall into the toe (see �gure 3.1 below).

Figure 3.1: CR pro�le for a 40 cm×40 cm �eld size of the 6 MV FF beam model, where the �steps�
in the out-of-�eld region can be observed.

As far as the FFF models were concerned, the PDDs showed a di�erent behaviour, in that the
build-up tolerance was upheld for the 10 MV FFF model, while the 6 MV FFF exhibited two small
�eld cases where the RMS di�erence was in excess of the 10% tolerance. The 2% tolerance for the
fall-o� region, however, is never exceeded by both FFF models, thus exhibiting the same behaviour
as the FF models. An exceedance of the in-�eld tolerance only occurs for the smallest �eld size of
both models. The penumbra region does di�erentiate between the two FFF models: while for the
10 MV FFF case there is no value exceeding the 10% tolerance, for the 6 MV FFF beam model this
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seems to occur for the two largest �eld sizes and the rectangular �eld size of 5 cm× 30 cm. Finally,
the agreement in the out-of-�eld region for both FFF models seems to fall within the accepted
limits in most cases, with a few isolated exceptions for �eld sizes larger than 15 cm× 15 cm for the
6 MV FFF and 30 cm×30 cm for the 10 MV FFF beam model. The step-like fall in the out-of-�eld
region of the 40 cm× 40 cm pro�les seems to be reoccurring in the FFF models as well, albeit not
as pronounced as in the FF models, as one would expect from FFF beams (see Figure 3.2 below).

Figure 3.2: CR pro�le for a 40 cm× 40 cm �eld size of the 6 MV FFF beam model, demonstrating
the �steps� in the out-of-�eld region.

3.2 Independent Veri�cation

The summarized results of the independent veri�cation can be found in Table 3.1, Table 3.2 and
Table 3.3. Table 3.1 and Table 3.2 contain the results of the γ-index analysis performed with the
MATLAB code, the former for the PDDs and the latter for the lateral pro�les. Table 3.3 presents
the results of the point dose veri�cation.

Figure 3.3 shows examples of good and bad agreement between measured and computed PDD
curves. The same is shown for the lateral pro�les in Figures 3.4 and 3.5, with the former dealing
with crossplane pro�les and the latter with inplane pro�les.

The independent (i.e. outside of RayStation) MATLAB veri�cation showed similar results when
compared to the RayPhysics �t quality calculations, thus con�rming the �ndings.

The average percentage of γ<1 values for the PDDs of all four models was greater than 99%, for
calculations performed both on the 30 cm× 30 cm× 30 cm digital water phantom (DWP) and on
the 50 cm×50 cm×50 cm digital water phantom. Moreover, the average γ<1 percentage values for
the lateral pro�les were all greater than 90%, except for the IN (inplane) pro�les of the 6 MV FF
beam model calculated on the 50 cm × 50 cm × 50 cm phantom and, on occasion, individual γ<1

percentages were even below 50% (the lateral pro�les for two of those cases are shown in Figures
3.4b and 3.5b). This was mostly found for large depths and increasingly so for larger �eld sizes.
Moreover, all models featured a slightly better agreement between measured and computed curves
for CR (crossplane) pro�les.
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Table 3.1: Average γmean and γ<1 for PDD curves.

Beam quality +
mode

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

6 MV FF 0.23±0.16 99.26±0.51 0.19±0.06 99.79±0.31
10 MV FF 0.18±0.12 99.36±0.30 0.19±0.16 99.53±1.08
6 MV FFF 0.16±0.10 99.06±0.25 0.16±0.06 99.66±0.30
10 MV FFF 0.17±0.08 99.28±0.27 0.16±0.04 99.83±0.23

Table 3.2: Average γmean and γ<1 for lateral pro�les.

Beam quality +
mode

Pro�le
type

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

6 MV FF
CR 0.28±0.21 95.66±10.88 0.41±0.25 91.52±26.10
IN 0.40±0.31 91.53±18.33 0.48±0.33 87.21±20.90

10 MV FF
CR 0.25±0.19 97.52±7.27 0.32±0.22 95.62±12.07
IN 0.43±0.29 90.28±18.88 0.46±0.28 90.42±18.66

6 MV FFF
CR 0.30±0.27 94.92±11.84 0.37±0.16 94.25±9.38
IN 0.40±0.29 92.93±13.64 0.39±0.18 92.76±10.86

10 MV FFF
CR 0.27±0.21 95.83±10.99 0.34±0.11 97.20±5.79
IN 0.38±0.22 94.38±13.37 0.35±0.12 96.06±7.49
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Average di�erences between computed and measured central axis point doses stayed under 1%,
while individual values were mostly below ±2%, with the occasional exceedance observed at small
�eld sizes, where measurement uncertainties cannot be ruled out due to the di�culties such mea-
surements raise.

Table 3.3: Average point dose and percental di�erence relative to measurement for various SSDs.

Beam quality + mode SSD [cm]
30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dose [Gy] Di�erence [%] Dose [Gy] Di�erence [%]

6 MV FF

90 0.92±0.30 0.30±1.28 0.96±0.30 0.32±0.98
100 0.76±0.24 0.28±0.81 0.79±0.24 0.53±0.88
85 1.01±0.33 0.55±1.67 1.05±0.34 0.49±1.23
80 1.12±0.41 0.54±2.43 1.16±0.40 0.43±1.88

10 MV FF

90 0.92±0.26 0.63±1.85 0.95±0.27 0.47±1.62
100 0.77±0.21 0.78±1.33 0.79±0.21 0.79±1.11
85 1.02±0.30 0.86±2.23 1.05±0.30 0.60±1.83
80 1.13±0.37 0.55±3.29 1.16±0.36 -0.02±2.61

6 MV FFF

90 0.94±0.30 -0.29±0.57 0.96±0.30 -0.08±0.75
100 0.79±0.24 0.07±0.60 0.80±0.24 0.25±0.83
85 1.04±0.33 -0.02±0.59 1.06±0.34 0.05±0.70
80 1.16±0.42 -0.13±0.70 1.18±0.41 -0.08±0.61

10 MV FFF

90 0.95±0.27 0.38±0.47 0.96±0.27 0.35±0.61
100 0.79±0.22 0.40±0.66 0.80±0.22 0.61±0.53
85 1.05±0.30 0.42±0.58 1.06±0.30 0.45±0.58
80 1.17±0.38 -0.22±0.54 1.18±0.37 -0.14±0.59
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(a) 6 MV FF, �eld size 7 cm× 7 cm. γmean = 0.11 and γ<1 = 100%.

(b) 10 MV FF, �eld size 1 cm× 1 cm. γmean = 0.77 and γ<1 = 95.54%.

Figure 3.3: Examples of good (a) and bad (b) agreement between measured and computed PDDs.
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(a) 6 MV FF, �eld size 5 cm× 5 cm, depth 5 cm. γmean = 0.21 and γ<1 = 100%.

(b) 6 MV FF, �eld size 5 cm× 30 cm, depth 30 cm. γmean = 1.29 and γ<1 = 36.32%.

Figure 3.4: Examples of good (a) and bad (b) agreement between measured and computed cross-
plane (CR) pro�les.
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(a) 10 MV FFF, �eld size 40 cm× 40 cm, depth 5 cm. γmean = 0.22 and γ<1 = 100%.

(b) 6 MV FF, �eld size 30 cm× 5 cm, depth 30 cm. γmean = 1.51 and γ<1 = 23.09%.

Figure 3.5: Examples of good (a) and bad (b) agreement between measured and computed inplane
(IN) pro�les.

Finally, since each of the models was created for 16 �eld sizes the results of the output factor
veri�cation are quite extensive and can therefore be found in the Appendix, section B.3. Tables
B.9 through B.12 have nevertheless been used to plot the di�erences between the measured and the
calculated output factors for each of the four models. The plots are depicted by Figures 3.6 and
3.7. The maximum such di�erence for each of the two FF models has been found to be 1.1% and
a slightly lower value for each of the FFF models, 0.9%. The average di�erences, reported for both
the 30 cm × 30 cm × 30 cm and the 50 cm × 50 cm × 50 cm digital water phantoms (DWPs) are
outlined in Table 3.4.
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The values were obtained by averaging over 15 �eld sizes for each beam model.

Table 3.4: Average di�erence (in %) between measured and computed output factors.

Beam quality +
mode

Average Di�erence [%]±1st SD.
30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

6 MV FF -0.02±0.36 -0.05±0.57
10 MV FF 0.09±0.32 0.23±0.53
6 MV FFF -0.11±0.45 -0.06±0.49
10 MV FFF 0.38±0.32 0.33±0.36
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(a) 6 MV FF. Blue: di�erences based on dose calculation performed on the 50 cm × 50 cm × 50 cm digital water
phantom (DWP) along with the respective mean value. Red: di�erences based on dose calculation performed on the
30 cm× 30 cm× 30 cm digital water phantom (DWP) along with the respective mean value.

(b) 10 MV FF. Yellow: di�erences based on dose calculation performed on the 50 cm × 50 cm × 50 cm digital water
phantom (DWP) along with the respective mean value. Purple: di�erences based on dose calculation performed on the
30 cm× 30 cm× 30 cm digital water phantom (DWP) along with the respective mean value.

Figure 3.6: Di�erences between measured and calculated output factors for the FF linac models.
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(a) 6 MV FFF. Salmon: di�erences based on dose calculation performed on the 50 cm × 50 cm × 50 cm digital water
phantom (DWP) along with the respective mean value. Purple: di�erences based on dose calculation performed on the
30 cm× 30 cm× 30 cm digital water phantom (DWP) along with the respective mean value.

(b) 10 MV FFF. Green: di�erences based on dose calculation performed on the 50 cm × 50 cm × 50 cm digital water
phantom (DWP) along with the respective mean value. Pink: di�erences based on dose calculation performed on the
30 cm× 30 cm× 30 cm digital water phantom (DWP) along with the respective mean value.

Figure 3.7: Di�erences between measured and calculated output factors for the FFF linac models.
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3.3 Treatment-Delivery Veri�cation

The results of the treatment-delivery veri�cation for the LR prostate carcinoma (PC) indication are
summarized by Table 3.5 in the form of average median dose deviations and local GPRs (averaged
over the number of plans/measurements that were delivered/made per beam model). The mean
local GPRs for all but one model (6 MV FF) are >95% and the mean local GPRs of the FFF beam
models are higher than their corresponding FF beam models (i.e. 6 MV: 98.24%±1.43% FFF >
94.49%±1.71% FF and 10 MV: 96.47%±1.87% FFF > 95.13%±2.32% FF).

For the much smaller group of HR patients (2 patients only, each with 2 plans - an FB plan and
an mVMAT plan), the delivery of the QA plans merely with the 6 MV FF beam model produced
an average median dose deviation [%] of -1.38±0.31 and an average local GPR [%] of 97.28±1.34.
The complete (individual) results can be found in the Appendix, section C.

The individual local GPRs resulting from the treatment-delivery veri�cation of the FF beam models
were all but one above the 90% threshold (see Tables C.1, C.2, C.3, C.4 and C.5), in conformity with
the general requirements for clinical implementation. For the FFF models, the treatment-delivery
veri�cation revealed that all but two individual local GPRs were above 95%, with both of those two
exceptions manifesting for the 10 MV FFF beam model and still being above the 90% threshold.
This obviously translates to higher average local GPRs for the FFF models as compared to those
pertaining to the FF models (Table 3.5).

Table 3.5: Average median dose deviation and local GPR for LR patients.

Beam quality +
mode

Med. Dose Dev. [%] local GPR [%] # of
measurements

10 MV FF -1.60±0.64 95.13±2.32 20

6 MV FF -2.02±0.20 94.49±1.71 13

10 MV FFF -0.85±0.29 96.47±1.87 10

6 MV FFF -0.95±0.33 98.24±1.43 10
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Figure 3.8 exempli�es isodose distributions of delivered plans, i.e. for an HR plan (a) and an LR
plan (c), along with their respective QA plans (b and d).

(a) Isodose distribution of an HR 6 MV FF mV-
MAT plan (patient HR12).

(b) Isodose distribution of the QA version of the
plan in sub-�gure a).

(c) Isodose distribution of an LR 10 MV FFF mV-
MAT plan (patient LR09).

(d) Isodose distribution of the QA version of the
plan in sub-�gure c).

Figure 3.8: Example of isodose distributions of plans used in the treatment-delivery ver�cation.

The LR results are statistically analyzed in Table 3.6, by means of an ANOVA performed simulta-
neously on all beam models using a Fischer (F)-test, six t-tests performed pairwise on all models
and six U-tests also performed pairwise on all beam models.

The ANOVA rejected the null hypothesis of equal mean median dose deviation and equal mean local
GPR among the four beam models, with p-values being very close to 0 in both cases. Furthermore,
the beam models from the FFF group have values that are better compared to the FF beam models
on a statistically signi�cant level, yet a further t-test (for the results obtained with each of the two
FFF models) reveals there is no clear indication which of the two beam models is better (median
dose deviation p-value of 48.3%). The U-test comes in support of the previously mentioned and
additionally facilitates the conclusion that there can also be no di�erentiation between the two FF
models (GPR p-value of 29.3% - see Table 3.6).
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Table 3.6: Statistical analysis of LR results.

Beam models used p-value [%] (MDD) p-value [%] (GPR)

all ANOVA: 0.0 ANOVA: 0.0

t-test U-test U-test

6 MV FF & 10 MV FF 1.2 1.3 29.3

6 MV FF & 10 MV FFF 0.0* 0.0* 1.8

6 MV FF & 6 MV FFF 0.0* 0.0* 0.0*

10 MV FF & 6 MV FFF 0.1* 0.0* 0.0*

10 MV FF & 10 MV FFF 0.0* 0.0* 4.5

10 MV FFF & 6 MV FFF 48.3 32.1 3.1

MDD: Median dose deviation
GPR: local γ-passing rate
* : statistical signi�cance (null hypothesis rejected at a 5/6% level of statistical signi�cance)

Finally, Table 3.7 shows individual median dose deviations and local GPRs for the plans that were
re-calculated on the density-overwritten Delta4-phantom, along with the initial value. For the FF
models, it was found that adding doses planned on the phantom overwritten with a mass density
of 1.19 g/cm3 to the Delta4-software yielded local GPRs higher by ∼ 3% for the worst plans per
model, while no signi�cant change was noticed for the best plans per model (which coincidentally
were all FB plans). For the FFF models the same applied for the best plans per model, while an
increase in the local GPRs by 1% (6 MV FFF) and 3% (10 MV FFF) of the worst plans per model
was observed.
For the median dose deviations obtained after adding the dose planned on the density-overwritten
Delta4 phantom a general reduction of the absolute value was observed in all but one plan.

Table 3.7: Median dose deviations and local GPRs for plans calculated on the Delta4 of a mass
density of 1.19 g/cm3.

Beam
model

Plan
Med. Dose Dev. [%] local GPR [%]

Initial density 1.19 g/cm3 Initial density 1.19 g/cm3

10 MV FF
best 0.0 0.0 99.8 99.8

worst -2.2 -1.6 91.8 94.7

6 MV FF
best -1.1 -0.8 98.6 98.7

worst -2.1 -1.9 91.2 94.3

10 MV FFF
best -0.7 -0.2 98.6 98.6

worst -1.2 -0.7 93.4 96.2

6 MV FFF
best -0.8 -0.5 99.6 99.6

worst -1.2 -1.0 95.3 96.4

3.4 Beam Model Comparison

Table 3.8 shows the average median dose deviations and local GPRs (averaged over the number of
plans delivered per indication) obtained after QA plan irradiation with each of the two machines,
Elekta's Versa HD and Varian's Clinac120. The individual values (i.e. for each irradiated plan) can
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be found in Tables D.1 and D.2. The individual local GPRs deriving from irradiation with the Versa
HD are all >90% (for both indications), whereas for the Clinac120 the local GPRs resulting from
irradiations are higher for all individual LR plans (with all values above 97%). For HR plans the
situation appears to be slightly di�erent, with one value being as low as 78.3% for a Clinac120 HR
mVMAT plan, well below the acceptable threshold of 90%, which logically a�ected the mean local
GPR for the Varian machine. All other HR plans, however, stayed well above the 90% threshold.
Delivery with the Clinac120 also produced the only local GPR of 100% for a LR FB plan.

The average local GPR values of LR plans are thus higher for the Clinac120 (99.15%), while the
Versa HD linear accelerator seems to have performed better with HR plans (average local GPR of
97.28%).

As far as the individual median dose deviations are concerned, those corresponding to the Versa HD
are all negative, whereas the opposite applies for the median dose deviations obtained by irradiation
with the Clinac120. This implies that the Versa HD slightly underestimates the dose whereas the
Clinac120 tends to slightly overestimate the dose.

Both models perform very well for plans from the LR group. For the HR indication, however, the
Versa HD plans present high mean GPRs and low variation, whereas the Clinac120 plans exhibit
a low mean GPR and high variation, thus being an indicative of the superiority of the Versa HD
beam model in more complex cases.

Table 3.8: Average median dose deviation and local GPR for Elekta's Versa HD and Varian's
Clinac120

Indication
# of
measurements

Med. Dose Dev. [%] local GPR [%]

Versa HD Clinac120 Versa HD Clinac120

LR PC 6 -1.92±0.16 1.53±0.19 94.60±1.72 99.15±0.88
HR PC 4 -1.38±0.31 1.68±0.57 97.28±1.34 92.80±9.72

A comparison of dose distributions for plans created with the Versa HD and the Clinac120 beam
models can be found in Figure 3.9. The dose distributions of the actual (clinical) plans is depicted
in sub-�gures (a) and (b) and the dose distributions of their corresponding QA plans is shown in
sub-�gures (c) and (d). The plans were created for the same patient of the LR group (LR05),
with beam models of the same beam quality and mode (6 MV FF) and using the same treatment
technique (VMAT).

Figure 3.10 gives a DVH plot for two 6 MV FF HR FB plans performed with the Versa HD beam
model and the Clinac120 generic beam model, respectively. The �gure reveals a slightly steeper
fall-o� of the target volume curves for the plan created with the Clinac120. As far as OARs
are concerned, no clear di�erence can be perceived from the DVH. The possibility of the overall
minor di�erences between the plans created with the two di�erent beam models being attributed
to optimization e�ects cannot be discarded.
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(a) Dose distribution of a 6 MV FF LR mVMAT
plan delivered with the Versa HD (patient LR05).

(b) Dose distribution of a 6 MV FF LR mVMAT
plan delivered with the Clinac120 (patient LR05).

(c) Dose distribution of the QA plan corresponding
to the plan from a).

(d) Dose distribution of the QA plan correspond-
ing to the plan from b).

Figure 3.9: Transversal view of dose distributions of LR plans created with the Versa HD beam
model (a and c) and the Clinac120 generic beam model (b and d).
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Figure 3.10: DVH of Versa HD (VHD) plan vs. Clinac120 (C120) plan for an HR patient (HR12).
Continuous lines represent the plan created with the Versa HD beam model and dashed lines
represent the plan created with the Clinac120 beam model.

The results obtained from irradiation of the QA plans created with the two di�erent beam models
are statistically analyzed in Table 3.9, by means of t-tests and U-tests.

A t-test and a U-test do indeed con�rm the Versa HD and the Clinac120 results to di�er from
one another on a statistically signi�cant level at least for the LR indication (median dose deviation
p-value of 0.0% for the t-test and median dose deviation p-value of 0.5% and GPR p-value of
0.2% for the U-test). Given the fact that the median dose deviations are either above or below
zero, depending on the machine that was used for delivery, a statistically signi�cant di�erence was
indeed expected. When t-testing only the absolute values, however, the same conclusion emerged.

For the results following irradiation of plans from the HR indication a t-test performed on the
median dose deviations and a U-test performed on both the median dose deviations and the local
GPRs revealed contradictory results. Both t-test and U-test on the median dose deviations suggest
the results to di�er on a statistically signi�cant level (p-values of 0.0% and 2.9% for t-test and U-
test, respectively), while the U-test on the local GPRs reveals no statistically signi�cant di�erence
(p-value of 88.5%).

Table 3.9: Statistical analysis of beam model comparison results.

Test performed on
p-value [%] (MDD) p-value [%] (GPR)

t-test U-test U-test

VHD LR & C120 LR 0.0* 0.5* 0.2*

VHD HR & C120 HR 0.0* 2.9* 88.5

MDD: median dose deviation,
GPR: local γ-passing rate,
VHD: Versa HD,
C120: Clinac120,
* : statistical signi�cance.
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3.5 FB vs. mVMAT Plan Comparison

As previously announced, this section contains the results of the QA-plan measurements averaged
over the number of delivered plans and grouped per plan type and beam quality. For the LR patient
cohort this can be found in Table 3.10. A comparison of FB and mVMAT plans for HR patients
can be found in Table 3.11.

While a direct comparison between FB plan and mVMAT plan for each patient unanimously re-
vealed higher local GPRs of the FB plans, no remarkable di�erence could be observed between the
average local GPRs of FB and mVMAT plans.

Table 3.10: Average median dose deviation and local GPR for LR FB and LR mVMAT plans.

Beam
model

# of veri�ed
plans

Med. Dose Dev. [%] local GPR [%]

FB mVMAT FB plans mVMAT plans FB plans mVMAT plans

10 MV FF 10 10 -1.49±0.63 -1.70±0.67 95.90±1.44 94.36±2.83
6 MV FF 3 10 -1.83±0.06 -2.07±0.19 94.77±0.47 94.41±1.95

Table 3.11: Average median dose deviation and local GPR for HR patients, 6 MV FF

Plan type # of veri�ed plans Med. Dose Dev. [%] local GPR [%]

FB 2 -1.15±0.07 98.4±0.28
mVMAT 2 -1.60±0.28 96.15±0.49

Judging from the individual GPRs one would be tempted to think the FB plans to be better,
however, a closer look at the plans (which was the object of Florine Enengl's bachelor's thesis
[43]) and especially at their dose distributions, DVHs and delivery reveals a few interesting facts
and puts this �rst conclusion into perspective. Figure 3.11 shows the dose distributions of a FB

plan compared to that of an mVMAT plan (for the same LR patient, LR01), along with those of
their respective QA plans. When looking only at sub-�gures (a) and (b), the di�erences in target
coverage are indisputable: the FB plan does not fully cover the target volume, even at the �Target
vs. OAR ratio� that puts all emphasis on the target alone.

The DVH for the same plans covered in the dose distribution shows the exact same conclusion (see
Figure 3.12). Therein one can see not only the steeper fall-o� of the dose in the target volume for
the manually created VMAT, but also how the same curve starts to fall o� at ∼ 52 Gy for the FB
plan, as opposed to the ∼ 62 Gy of the mVMAT plan.
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(a) Dose distribution of a delivered LR FB plan
created with the 10 MV FF beam model (patient
LR01).

(b) Dose distribution of a delivered LR mVMAT
plan created with the 10 MV FF beam model (pa-
tient LR01).

(c) Dose distribution of the QA plan corresponding
to the FB plan from a).

(d) Dose distribution of the QA plan correspond-
ing to the mVMAT plan from b).

Figure 3.11: Transversal view of dose distributions of LR FB and mVMAT plans.
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Figure 3.12: DVH of FB plan vs. mVMAT plan for a LR patient (LR01). Continuous lines represent
the mVMAT plan and dashed lines represent the FB plan.

There seem to be clear di�erences in the way the MLC leaves move per segment for each plan
type. The openings/windows created by the movement of the leaves are smaller for the segments
of the FB plans: the maximum opening of FB plans is smaller by 5.6%-15.4% relative to that of
mVMAT plans. This is supported by the fact that the delivery time per segment and the gantry
speed per segment are lower by 16%-20% and higher by 18.5%-25%, respectively, for FB plans.
Such behaviour can be deduced from Tables 3.12 and 3.13.

Table 3.12: Delivery time/segment [s] and gantry speed/segment [deg/s] for LR plans.

Machine Beam
model

Patient
#

Plan
type

Delivery time [s] /segment of
beam

Gantry speed [deg/s]
/segment of beam

VHDb

6 MV FF alld
FB 0.96 4.16

mVMAT 1.2 3.33

10 MV FF alld
FB 0.96 4.16

mVMAT 1.2 3.33

C120c 6 MV FF

5
FB 0.87a 4.53a

mVMAT 0.95a 4.21a

7
FB 0.83a 4.73a

mVMAT 0.97a 4.30a

10
FB 0.82a 4.71a

mVMAT 0.89a 4.45a

a) Average values - averaged over the number of segments.
b) Versa HD
c) Clinac120
d) those exact values were found for all patients (LR05, LR07, LR10).
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Table 3.13: Delivery time/segment [s] and gantry speed/segment [deg/s] for HR plans.

Machine Beam model Patient
#

Plan type Beam
#

Delivery time [s]
/segment of beam

Gantry speed
[deg/s] /segment of

beam

VHDb

10 MV FF

6
FB

1 0.82 4.86

2 0.82 -4.88

mVMAT
1 0.98 4.10

2 0.98 -4.07

12
FB

1 0.81 4.93

2 0.81 -4.93

mVMAT
1 1.00 4.00

2 1.00 -4.00

6 MV FF

6
FB

1 0.81 4.92

2 0.82 -4.88

mVMAT
1 1.00 4.00

2 1.00 -4.00

12
FB

1 0.81 4.94

2 0.81 -4.94

mVMAT
1 1.00 4.00

2 1.00 -4.00

C120c 6 MV FF

6
FB

1 0.82a 4.75a

2 0.82a -4.75a

mVMAT
1 0.84a 4.62a

2 0.87a -4.52a

12
FB

1 0.82a 4.75a

2 0.82a -4.75a

mVMAT
1 0.82a 4.74a

2 0.82a -4.74a

a) Average values - averaged over the number of segments.
b) Versa HD
c) Clinac120

A correlation between the delivery time per segment, the gantry speed per segment and the maxi-
mum delivery time entered at plan creation was hypothesized, so their dependency was studied by
selecting one patient from each contingent and creating both FB and mVMAT plans with higher
maximum delivery time (i.e. 180 s) using one of the models (10 MV FF) - see Table 3.14 - and by
looking at the estimated delivery times per plan reported by the TPS - see Table 3.15.

Setting the maximum delivery time at twice its initial value also doubled the delivery time per
segment and halved the gantry speed for both plan types, as can be seen by comparing the values
from Table 3.14 with the values in the cells of light-gray background from Tables 3.12 and 3.13.
The di�erences between mVMAT and FB plans were thus maintained.
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Table 3.14: Segmentation di�erences with maximum delivery time (MDT) set at 180 s on the Versa
HD for a selected patient from each indication.

Indication + Patient # Beam
model

Plan type Beam
#

Delivery time [s]
/segment of

beam

Gantry speed
[deg/s] /segment

of beam

LR 7 10 MV FF
FB 1 1.92 2.08

mVMAT 1 2.40 1.67

HR 12 10 MV FF
FB

1 1.60 2.50

2 1.60 -2.50

mVMAT
1 2.00 2.00

2 2.00 -2.00

For plans created with the Versa HD beam models and delivered with the respective treatment
machine, Fallback LR plans mostly have estimated delivery times below 75 s per arc, while HR FB
plans take ∼ 150 s to be delivered (since they are composed of two arcs). Delivery of single-arc
mVMAT plans almost unanimously takes 90 s and of double-arc mVMAT plans twice as much. The
estimated delivery time also doubles when double the initial maximum delivery time is entered,
with FB plans still taking less until delivered .

No clear pattern is immediately apparent for plans created with the Clinac120 beam model and
delivered with the respective treatment machine, except for the observation that the di�erence in
estimated delivery time between FB and mVMAT plans appears to be smaller, with mVMAT plans
generally taking slightly longer to be delivered (i.e. maximally 80 s), or on some occasions an equal
amount of time (see Table 3.15).

Table 3.15: Estimated delivery time [s] for plans created with the Versa HD (VHD) and the
Clinac120 (C120).

Patient # Beam #
VHD C120

6 MV FF 10 MV FF 6 MV FF

FB mVMAT FB /FBa mVMAT/mVMATa FB mVMAT

LR05 1 72 90 72 90 66 73

LR07 1 72 90 72/144 90/180 64 73

LR10 1 72 90 72 90 63 68

HR06
1 73 90 74 88 75 77

2 74 90 74 88 75 80

HR12
1 73 90 73/144 90/180 75 75

2 73 90 73/144 90/180 75 75

a) with maximum delivery time (MDT) set at 180 s

This matter is further addressed in section 4.3.
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4 Discussion

4.1 Beam Modeling

During the beam modeling process, several observations regarding the capabilities and limitations
of the RayPhysics beam commissioning module were made, which will be discussed here. Up to
the version used in this thesis (v4.99.1.3) RayPhysics does not support the import of diagonally
scanned curves, so all imported curves (lateral pro�les) had both gantry and collimator angle
set to 0.00 in their respective .mcc-�les, where NOT_DIAGONAL was additionally mentioned.
Furthermore, the majority of the imported curves were both centered and symmetrical. Since all
modeled beams (their respective lateral pro�les) are also centered and symmetrical, this eased the
commissioning process, although the lateral pro�les of the FFF beams (and hence their respective
measured curves) have proven a slight asymmetrical behaviour. This asymmetry is exhibited by
Elekta linacs for beams of energies up to 10 MV (as were all beams modeled throughout this thesis)
and is attributed to such linacs not being equipped with a phase shifter. This behaviour is no longer
found for linacs producing beams with an energy of 18 MV. A 100% agreement between measured
and computed lateral pro�les of both FFF beam models was therefore never expected.

Because of the forward-peaked shape of the FFF lateral pro�les, the usual de�nition of the penumbra
as the distance between the 20% and 80% dose levels, with the dose normalized to 100% on the
central beam axis, can no longer be applied. In order to provide a satisfactory de�nition for the
penumbra the FF and FFF pro�les need to be mutually normalized to make them superimpose at
their �eld edges [44]. Two methods of achieving this have so far been introduced: the in�ection
point normalization proposed by Pönisch in [18] and the renormalization value method proposed
by Fogliata in [44, 45].

In [18] the penumbra is de�ned as the spatial distance between the positions of 20% and 80% of
the normalized dose Dn = Du

Df

· DCAX, where Du and Df are the doses at the in�ection points of
the penumbrae of the un�attened and the �attened pro�le, respectively, and DCAX is the central
axis dose of the �attened beam.

Because the in�ection point normalization comes with an inarguable uncertainty, a new method
was introduced in [44]. Therein the so-called �shoulder point� of FF beam lateral pro�les is used to
renormalize the corresponding FFF beam to the same dose level exhibited by the FF beam at that
point. The shoulder point is located in a region of shallow dose gradient and is a maximum in the
third derivative of the pro�le. Its position in the shallow dose gradient region ultimately results in
the reduction of the uncertainty which was inherent in the in�ection point method. The latter, on
the other hand, can be used without an FF reference beam, which makes it valuable for machines
that can only produce FFF beams (e.g. CyberKnife, TomoTherapy and MR-linac).

It is, however, unknown which of the two methods is used by RayPhysics to de�ne the penumbra
since the only de�nition o�ered in the RayPhysics Manual [20] is the one already given in the
introductory section of this thesis (section 1.4.3) and the only steps that di�ered from the procedure
followed for FF beam commissioning were setting all o�-axis values to zero, ticking the �Flattening
�lter free� checkbox in the �uence tab and setting a reduced yet non-zero value for the weight of
the �attening �lter photon source. The matter was, of course, raised with RaySearch Laboratories
AB, yet up to the time this issue was addressed in this thesis, no reply was received.

Modeling the MLC was undertaken in two separate steps: �rst, values available from the machine
vendor were entered (after having worked on the beam parameters in the energy spectrum, o�-axis
and output factor correction tabs) and the remaining parameters in the �uence tab concerning the
MLC were then entered according to calculations and/or the independent veri�cation process. The
leaf tip width was long dwelled on, seeing as according to the RayPhysics Manual, modeling should
start with the leaf tip width projection at isocenter [20], yet its actual value was calculated at 0.65 cm
and consequently its projection at isocenter at 1.85 cm. The RayPhysics application, however, only
allowed values between 0.00 cm − 1.00 cm. This matter was raised with RaySearch Laboratories
AB (Stockholm, Sweden), who up to the time this issue was addressed in this thesis had not yet
provided an explanatory reply. Three values were tested for the leaf tip width: 0.1 cm, 0.65 cm and
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1.0 cm, the changes in the modeled lateral pro�les were carefully observed and a �nal value was
chosen accordingly. Entering various values for the leaf tip width only a�ected the crossplane (CR)
lateral pro�les, as was expected, since that is the direction of leaf motion. The value of 0.1 cm was
quickly discarded, since it represented only the default value of the copied template machine and
clearly did not re�ect neither actual or projected value. With a value of 1.0 cm the tails in the
out-of-�eld region of the FF CR pro�les were raised and a diminished agreement between measured
and calculated CR pro�les for the small �eld sizes of the FFF beam models was observed. In the
end a leaf tip width of 0.65 cm (corresponding to the actual value of the leaf tip width) was entered
for all four beam models, which as previously stated has only in�uenced the agreement between
measured and computed lateral pro�les in the crossline (CR) direction.

4.2 Beam Model Veri�cation

The RMS di�erences reported by RayPhysics for the PDDs and the lateral pro�le curves and their
occasional exceedance of their respective limits per curve region (given in section 3.1) has also been
documented in [35], with similar exceedances observed for the same type of �eld sizes, i.e. in the
out-of-�eld region for larger �eld sizes (where a maximum RMS di�erence of 5.3% and 7.9% was
found for the FFF and FF beam models, respectively) and the in-�eld region for small �eld sizes
(maximum RMS di�erence of 3.4% and 3.8% for the FFF and FF beam models, respectively). An
exceedance of the 3% in-�eld region tolerance (by as much as 1.4%) was, however, additionally
observed for the largest depth of the larger �eld sizes of the FF beams modeled throughout the
course of this master's thesis. The tolerance for the build-up region was exceeded for small �eld
sizes in the present thesis (by 0.2%-0.6% and only for the 10 MV FFF beam model), as opposed to
the same e�ect occurring for large �eld sizes in [35].

The impossibility of reaching good agreement for the out-of-�eld region of larger �eld sizes, reported
also in [35], can be partially explained by the fact that RayStation uses a no-tilt approximation,
which leads to narrower dose distributions that are additionally more intense along the beam axis
compared to dose distributions resulting from kernel tilt computations [21]. Although RayStation
does apply a correction, the beam's dose distribution still remains narrower than it would have been,
if computed with a kernel tilt. Another possible explanation for out-of-�eld disagreements between
measured and computed curves could be the limits of the collapsed cone convolution algorithm
itself, which is said to lose accuracy when used for either small or large �eld sizes, small SSDs,
high energies and o�-axis �elds, according to [21]. This is supported by the �ndings in [39], where
the CCC algorithm seems to overestimate doses in the build-up regions of small �eld sizes and
underestimate doses for large �eld sizes.

Poor agreement between measured and computed curves for other regions may be caused by model-
ing limitations of RayPhysics, such as the fact that only an average transmission can be entered for
the MLC or the energy spectrum is made up of discrete energy bins (as opposed to e.g. the contin-
uous energy spectrum in Monaco) or the electron contamination can only be modeled by changing
two parameters. Most disagreements were found for large �eld sizes and since at the Department
of Radiation Oncology of the AKH Wien/Medical University of Vienna it is common practice to
focus on optimizing for smaller �eld sizes (in order to increase model accuracy for IMRT, VMAT
and stereotactic applications), while compromising the larger �eld sizes, such disagreements were
tolerated.

In case of the 6 MV FF and the 6 MV FFF beam models, the results obtained during the veri�cation
stage can be compared to the results reported in [31], since the models of the exact same machine yet
created with another TPS were veri�ed therein. The results for both models seem to be comparable
as far as both the independent GPR analysis and the output factor veri�cation are concerned. The
GPR-analysis performed in [31] revealed mean γmean-values (for every �eld size) between 0.22 and
0.63 for the 6 MV FF beam model and between 0.16 and 0.33 for the 6 MV FFF model. In this
thesis the mean γmean-values were obtained di�erently, namely for every model per pro�le type,
i.e. mean γmean-values of 0.19±0.06 and 0.16±0.06 for the PDDs, 0.41±0.25 and 0.37±0.16 for the
CR pro�les, 0.48±0.33 and 0.39±0.18 for the IN pro�les were obtained for the 6 MV FF and the
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6 MV FFF beam models, respectively. There is no real di�erence betwen the models created for
this thesis and the models based on the pencil beam algorithm from [31].

The average deviations of the calculated output factors from the measured ones do seem to be
slightly smaller than those reported in [31], however, this might be due to the larger number of
�eld sizes being considered in the present thesis (15, as opposed to 13 considered for output factor
veri�cation in [31]). For this thesis, the two average output factor deviations were calculated at
-0.05±0.57 and -0.06±0.49 for the 6 MV FF and the 6 MV FFF beam model, respectively, showing
almost no variation between the two models.

The average local GPR of (95.15±2.00)% obtained for the 6 MV FF beam model alone is in fair
agreement with that disclosed by [33], (95.2±2.8)%, where the Agility MLC was modeled with
Pinnacle3 and the model was then veri�ed with 6 MV FF VMAT QA plans.

However, of the four beam models created over the course of this thesis, the 6 MV FF seems to
be the weakest, since �rst the ANOVA revealed the FF models to di�er from the FFF models on
a statistically signi�cant level (p-values of 0.0% for both median dose deviation and local GPR)
and the mean local GPRs of the FF models were shown to be lower compared to the values for
the FFF models in section 3.3. Secondly, a further look at the mean median dose deviation and
the mean local GPR reveals the lowest values for the 6 MV FF beam model (-2.02%±0.20% and
94.49%±1.71%), establishing it as the weakest of the two FF models.

The higher γ<1 percentages of CR pro�les relative to those of the IN pro�les obtained during the
MATLAB veri�cation might be attributed to the additional option of MLC modeling, whose leaf
motion occurs along the x-direction (crossline/CR), indicating that the chosen value for the leaf
tip width was reasonable. Since the same observation was made in [35], where only MLC modeling
was undertaken with RayStation, this explanation is justi�ed.

The average results of the treatment-delivery veri�cation (QA plan delivery) - see Table 3.5 - were
found to be between (99.2±1.5)% and (85.3±7.5)%, disclosed in [35] and (90.1±4.0)%, disclosed in
[34] which seems reasonable since the pass/fail criteria used herein are a combination of those used
in the two abovementioned publications, i.e. (3% G/3 mm) and (2% L/2 mm) in [35] and (2% L/2
mm) in [34].

As far as the FFF models are concerned, they appear to slightly outperform their �attened coun-
terparts during the veri�cation procedures, exhibiting higher GPRs during the QA plan delivery
veri�cation (thus yielding the mean local GPR of 97.36%±1.86%, higher than the 95.14%±2.15%
obtained for the FF models) and lower average point dose di�erences from measured point doses (as
showed in Table 3.3). This can be presumably attributed to the reduction of treatment head scatter
radiation and of scatter radiation variation with �eld size attained by �attening �lter removal [46].

The F- and t-tests assume normally distributed data, therefore the validity of the p-values for the
local GPR is questionable, given that the local GPRs are and cannot be normally distributed, as
they are restricted to the closed interval [0,100]. For instance the t-test performed for the median
dose deviations of the 6 MV FF & 10 MV FF beam models implies statistically relevant di�erences
(p-value=1.2%) whereas the t-test performed for the local GPRs of the same two models states the
opposite (p-value=37.1%). However, given that the local GPRs are not normally distributed (and
a test of normality has indeed been performed on the local GPR-values obtained for the 10 MV FF
beam model, for which the largest data sample was available), the t-test results for the local GPR
values cannot be relied on, thus increasing the signi�cance of the t-test results for the median dose
deviation. This is the reason why a Mann-Whitney-Wilcoxon U-test (which does not assume any
parametric distribution of the observations) was used for both median dose deviation data (as a
means of control) and local GPR data.

The slight superiority of the FFF models is also supported by the ANOVA performed on the results
of the LR treatment-delivery veri�cation. However, an individual FFF model could not be shown
to be better than the other since a t-test on the median dose deviation values resulting from QA
plan delivery showed no statistically signi�cant di�erence (p-value 48.3%). This conclusion was
based on the student's t-test performed on the median dose deviations and the U-test performed
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on both median dose deviation data and local GPR data.

The overall mean local GPR for FFF plans of (97.36±1.86)% is similar to the mean GPR-value of
95.90% from [40], where the FFF beams of Varian TrueBeam linacs were modeled with a TPS also
based on the CCC algorithm, Pinnacle3. The median GPR of 97.0% reported in [22], where both
RayStation and Monaco were used to model the FFF beams of an Elekta Versa HD linac, is equally
similar to the values obtained in this study. The fact that the di�erence to the median GPR from
[22] seems to be negligible is encouraging, given that the linac/TPS combination is the same as the
one employed for the work related to this thesis.

Average point dose di�erences from measured point doses are below 1%, just as those disclosed in
[32], where the beams (including FFF) of a Versa HD linac were commissioned with Pinnacle3.

The output factors of FFF beams are higher than those of their corresponding �attened beams for
�eld sizes below 10 cm× 10 cm and smaller for �eld sizes above 10 cm× 10 cm (a behaviour which
can be observed by comparing Table B.9 with Table B.11 and Table B.10 with Table B.12), which
is in agreement with the observations made in [40]. The best modeling results have indeed been
observed for small �elds, con�rming the �ndings of [22]. Another discovery shared with [22] for
FFF beams involves the out-of-�eld region, where less agreement with measured curves has been
noticed, especially for larger �eld sizes (i.e. > 20 cm × 20 cm) and more so for the 6 MV FFF
beam model. This may be due to the fact that in RayPhysics the o�-axis softening is completely
elminated during the FFF modeling process.

The delivery of FFF plans took place with a time-lag relative to that of FF plans on grounds
of additional Delta4-phantom calibrations and linear accelerator tuning necessary for FFF mode
irradiation. Machine tuning was required because of the di�erences between the two irradiation
modes and the fact that the machine is routinely being used in FF mode, but rather seldomly for
dynamic treatments in FFF mode. FFF beams are mainly characterized by higher dose rates and
hence faster and shorter delivery times, and somewhat modi�ed energy spectra and dose pro�les,
particularly in the out-of-�eld region. This last characteristic feature of FFF beams would explain
the smaller out-of-�eld disagreement hereby observed for the 40 cm × 40 cm �eld size of the FFF
models.

FFF plan delivery was further prolongated by repeated dose rate errors occuring throughout the
irradiation of most plans and for the most part in the quadrant between 180° and 270°, suggesting
that machine/linac readjustments might be required.

Given the improvement observed in the local GPRs of each beam model's worst plans when using
a digital Delta4 phantom of mass density 1.19 g/cm3 and the absence of any signi�cant change in
the GPRs of the best plans, the recommendation would be to continue using the universal value
of 1.19 g/cm3 for both beam qualities. The convolution-superposition step in the CCC algorithm
is e�ective density-dependent and therefore mass density-dependent and since below 10 MV the
dominating interaction process is the Compton e�ect, a mass density of 1.19 g/cm3 shared by both
beam qualities is justi�ed [21].

4.3 FB vs. mVMAT Plan Comparison

Since the windows created per segment by the MLC are smaller for the FB plans and judging
from the information gathered from Tables 3.12 and 3.13, i.e. the lower delivery time/segment and
higher gantry speed/segment of FB plans, a reasonable conclusion would be that the leaves move
less and consequently faster when delivering FB plans. This translates to less dose modulation and
consequently lower plan quality, in agreement with the observations regarding the dose distributions
and DVH curves from section 3.5.

A possible explanation for the lower delivery times per segment and higher gantry speeds per
segment of FB plans involves the maximum delivery time set for each plan type (90 seconds) and
the way it is dealt with by every plan type. This is plausible since the VMAT treatment technique
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is used in both plan types and the VMAT optimization process and therefore the resulting VMAT
plans are in�uenced by the entered maximum delivery time [47].

The mVMAT plans seem to take the maximum delivery time for granted and simply divide it evenly
by the total number of segments, thus giving a constant number for the delivery time per segment
(i.e. 1.2 s for LR plans and on average 0.995 s for HR plans) and the gantry speed per segment
(i.e. 3.33 deg/s for LR plans and on average ±4.05 deg/s for HR plans). The FB plans, on the
other hand, treat the maximum delivery time as a real upper limit that should preferably not be
reached, meaning they strive to deliver the dose faster (i.e. in 0.96 s for LR plans and 0.81 s for
HR plans), with a higher gantry speed (i.e. 4.16 deg/s for LR plans and on average ±4.91 deg/s
for HR plans), giving them less time to make signi�cant leaf movements.

The hypothesis connecting the maximum delivery time with the segmentation di�erences between
manually created VMAT plans and FB plans is supported by the fact that those di�erences were
noted to be smaller for the Clinac120, which did not allow a maximum delivery time setting, for
either plan type. This is also the reason why the delivery time per segment and the gantry speed
per segment were tabularized as average values for the Clinac120 (Tables 3.12 and 3.13), since the
constant values per segment observed for the Versa HD, which did allow a maximum delivery time
setting, no longer occur.

4.4 Beam Model Comparison

The plans created at MedAustron with RayStation were imported into the oncology information
system at the LKH Wiener Neustadt as created. The transfer and import processes were executed
by representatives of the two facilities and were therefore not witnessed by the author of this thesis.
This procedure also proved the possibility of successfully transferring plans from MedAustron to the
LKH Wiener Neustadt in spite of the two treatment locations relying on di�erent TPSs. Since the
ultimate goal of Fallback Planning will be to temporarily and above all rapidly enable treatment
with photons in case of a synchroron breakdown at MedAustron and a plan transfer has been
achieved, the abovementioned procedure could become standard practice in contingency situations,
provided the Fallback Planning Module is approved for clinical use.

The fact that the Versa HD model consistently underestimates the dose and the Clinac120 consis-
tently overestimates the dose is an indicative of systematic errors of dose calculation a�ecting both
the Versa HD beam model and the Clinac120 beam model. The absolute values of either deviations,
however, are within acceptable ranges and may be caused by calibration uncertainties of either the
linac or the detector or both.

Given that LR plans are of low complexity, a very good performance of both beam models was
hereby expected. The quality of both beam models and their possible limitations was therefore
revealed through their respective performances with the more complex HR plans. The somewhat
poorer performance of the Clinac120 revealed in section 3.4 would suggest a need for optimization
in case of the Clinac's generic model.

Though a statistically signi�cant di�erence was found between the LR results of Versa HD and
Clinac120, no immediate statistical conclusion could be drawn for the HR indication since a t-test
and a U-test on the obtained median dose deviations values revealed a di�erence on a statistically
signi�cant level (p-values of 0.0% and 2.9% for the t-test and U-test, respectively), yet a U-test
performed on the local GPRs resulting from HR plan irradiation contradicted the �ndings provided
by the tests on the median dose deviations (p-value of 88.5%). However, this may be attributed
to the very large di�erences between the standard deviations of the two data sets. The U-test
was again required due to the fact that the local GPRs were not normally distributed, as a t-
test automatically assumes. Of course, having such a small sample (at least from a statistical
perspective) for both indications (6 plans and 4 plans, respectively) and even a signi�cant outlier
among those 4 plans, raises the question of whether a conclusion can be drawn at this moment at
all. Therefore any observation made concerning the performance of the two treatment machines
relative to one another should be carefully considered.
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Four beam models - both �attened and un�attened modes of the 6 MV and 10 MV beam qualities
- were created in RayPhysics following the procedure recommended by RayStation. The models
were veri�ed both during the commissioning process - using the RayPhysics in-built �t quality
calculator - and after having reached acceptable beam parameters - using an in-house developed
MATLAB code to perform a γ-index analysis with 2 mm DTA/2% DD acceptance criteria. Testing
the clinical performance of the new beam models as part of the veri�cation process was achieved
by creating a total number of 57 clinical treatment plans with the models and transforming those
plans into QA plans which were later delivered to a Delta4 phantom, whose software performed
a local GPR analysis with 3mm DTA/3% local DD acceptance criteria. One of the four models
(the 6 MV FF beam model) was also subsequently compared to a model of corresponding beam
quality and mode of a Varian machine - the Clinac120. The FF models were also used to assess
the capabilities and limitations of RayStation's Fallback Planning Module (a work performed by
bachelor student Florine Enengl in her bachelor's thesis [43]) and to compare plans obtained using
the Fallback protocol with manually created plans (a task that was shared with the previously
mentioned bachelor student).

The four beam models created over the course of this master's thesis have proven to be accurate
enough for clinical implementation, having generally passed the independent γ-index analysis. Ac-
ceptable deviations from point dose measurements were observed, as well as low di�erences between
measured and computed output factors and local GPR values higher than the 90% threshold, in
general, during the treatment-delivery veri�cation.

The weakest of the models appears to be the 6 MV FF model, which exhibited the lowest γ<1-values
during the MATLAB veri�cation (see Table 3.2) as well as the highest mean median dose deviation
and the only average local GPR slightly lower than 95% during the treatment-delivery veri�cation
(see Table 3.5). Its somewhat weaker performance with the LR indication in direct comparison
with the Clinac120's supports this assessment. In conclusion, a revision and subsequent additional
�ne tuning might be recommendable for the 6 MV FF beam model.

A comparison between the VMAT plans obtained with the Fallback Planning Module and the
manually created VMAT plans revealed clear segmentation di�erences which have been attributed
to the way each plan type interprets the maximum delivery time entered by the planner.

Although the FB plans exhibited higher individual local GPR values and thus more accuracy in
delivering planned doses, due to the lower degree of modulation, after having compared the dose
distributions and DVHs of FB and mVMAT plans the question of whether the FB plans manifested
su�cient target coverage to make them clinically acceptable still stands and was adequately ad-
dressed in the bachelor's thesis of Florine Enengl [43]. A possible outlook, therefore, may involve
testing the performance of FB planning against manual planning for indications of even higher com-
plexity than that of the HR prostate carcinoma indication and/or other treatment techniques and
modalities and placing a special emphasis on treatment plan quality. As far as could be established
throughout the work performed for this master's thesis, the performance of the Fallback Planning
Module as compared with manually created plans leads to the conclusion of additional optimization
of the FB Planning module being required.

An outlook on possible ways of expansion of the models might include adding beam modi�ers,
such as wedges, i.e. creating wedge models, since the object of this thesis has only been to create
the open beam models and given that open models are always the starting point for their wedged
counterparts. The TPS also supports modeling of blocks or cones, giving a further possibility of
extension of this work. The hereby created beam models thus represent the cornerstone for all other
additions.

Furthermore, though the entered leaf tip width seems to have given satisfactory results, it still
repesents the actual, physical value and this is in contradiction of the recommendation made in the
RayPhysics Manual. The author of this thesis therefore recommends deeper enquiries and eventual
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subsequent adjustments to the models.

Finally, as far as the generic model of Clinac120 is concerned, its performance with the more complex
cases of the HR indication led to the conlcusion of its imperative revision and improvement being
required so as to make it acceptable for clinical practice. Measurements with the same detector
for both the Versa HD and the Clinac120 are recommended in the future, in order to dismiss the
possibility of the median dose deviations being attributed to detector calibration uncertainties.
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Machine Report

Machine Properties
General
Name VersaHD_FF (2)
Comment Elekta VersaHD with Agility.
Commission time 15 Apr 2016, 16_05_08 (hr_min_sec)
Commissioned by MEDAUSTRON\GMI
Dose curves computed with dose algorithm Photon energy 6 MV: CCDose v3.2

Photon energy 10 MV: CCDose v3.2
Is machine commissioned Yes
Photon energy definition
Is machine deprecated No
Electron beam capable No
DMLC capable Yes
Static arc capable Yes
Modulated arc capable Yes
Couch coordinate system definition IEC 61217
Gantry and collimator coordinate system definitions IEC 61217
Field coordinate system definition IEC 61217
Jaw labeling standard IEC 61217

Geometric
SAD [cm] 100.00
Allow all collimator angles Yes
Allow all couch angles Yes
Allow all gantry angles No
Supported gantry angles start [deg] 180.1
Supported gantry angles, stop [deg] 180.0
Replace couch rotation by ring rotation No
All angles are specified in the coordinate systems
specified in the general section.
Room view model Schematic linac

Jaws
Maximum Y2 jaw position [cm] 20.00
Maximum jaw speed [cm/s] 8.50
Minimum Y2 jaw position [cm] -12.00
No backup jaw Yes
Reference field size X1/X2 [cm] 10.000
Reference field size Y1/Y2 [cm] 10.000
Jaw movement rule Per segment
Source to Y1/Y2 jaw bottom distance [cm] 50.90
Thickness Y1/Y2 jaw [cm] 7.70

MLC
Has MLC Yes
The machine has carriage No
Allow interdigitation Yes
Maximum leaf speed [cm/s] 3.50
Maximum tip difference [cm] 20.00
Maximum tip position [cm] 20.00
Minimum dynamic tip gap [cm] 0.30
Minimum static tip gap [cm] 0.30
Minimum tip position [cm] -15.00
Source to MLC bottom distance [cm] 39.57
Thickness [cm] 9.28
MLC type X
Use minimum dynamic tip gap for static fields Yes
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Leaf center
position [cm]

Width [cm]

-19.75000 0.5000
-19.25000 0.5000
-18.75000 0.5000
-18.25000 0.5000
-17.75000 0.5000
-17.25000 0.5000
-16.75000 0.5000
-16.25000 0.5000
-15.75000 0.5000
-15.25000 0.5000
-14.75000 0.5000
-14.25000 0.5000
-13.75000 0.5000
-13.25000 0.5000
-12.75000 0.5000
-12.25000 0.5000
-11.75000 0.5000
-11.25000 0.5000
-10.75000 0.5000
-10.25000 0.5000
-9.75000 0.5000
-9.25000 0.5000
-8.75000 0.5000
-8.25000 0.5000
-7.75000 0.5000
-7.25000 0.5000
-6.75000 0.5000
-6.25000 0.5000
-5.75000 0.5000
-5.25000 0.5000
-4.75000 0.5000
-4.25000 0.5000
-3.75000 0.5000
-3.25000 0.5000
-2.75000 0.5000
-2.25000 0.5000
-1.75000 0.5000
-1.25000 0.5000
-0.75000 0.5000
-0.25000 0.5000
0.25000 0.5000
0.75000 0.5000
1.25000 0.5000
1.75000 0.5000
2.25000 0.5000
2.75000 0.5000
3.25000 0.5000
3.75000 0.5000
4.25000 0.5000
4.75000 0.5000
5.25000 0.5000
5.75000 0.5000
6.25000 0.5000
6.75000 0.5000
7.25000 0.5000
7.75000 0.5000
8.25000 0.5000
8.75000 0.5000
9.25000 0.5000
9.75000 0.5000
10.25000 0.5000
10.75000 0.5000
11.25000 0.5000
11.75000 0.5000
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Leaf center
position [cm]

Width [cm]

12.25000 0.5000
12.75000 0.5000
13.25000 0.5000
13.75000 0.5000
14.25000 0.5000
14.75000 0.5000
15.25000 0.5000
15.75000 0.5000
16.25000 0.5000
16.75000 0.5000
17.25000 0.5000
17.75000 0.5000
18.25000 0.5000
18.75000 0.5000
19.25000 0.5000
19.75000 0.5000

Dose rate
Maximum DMLC dose rate [MU/min] 500.00
Maximum static arc dose rate [MU/min] 500.00
Minimum MU per leaf travel distance [MU/cm] 0.30
Minimum static arc dose rate [MU/min] 50.00
Modulated arc dose rate Variable

Beam quality specific dose rate settings
Maximum dose
rate [MU/min]

Minimum dose
rate [MU/min]

Nominal energy
[MV]

500.00 0.00 6
450.00 0.00 10

Arc properties
Constant control point spacing (in arcs) No
Limit MU per gantry degree Yes
Maximum gantry angle speed [deg/s] 6.00
Maximum MU per gantry degree [MU/deg] 10.00
Minimum gantry angle speed [deg/s] 1.00
Minimum MU per arc segment [MU] 1.00
Minimum MU per gantry degree [MU/deg] 0.10
Supported gantry rotation direction (facing gantry) Clockwise and counter clockwise
Supports variable couch angles No
Use Arc burst mode No
Use maximum gantry angle speed or maximum
dose rate for each control point

No

Allowed arc gantry spacing
Arc spacing
[deg]

Allowed

2.0 Yes
3.0 Yes
4.0 Yes

Block
Support blocks No

Wedge
Wedge orientation coordinate system IEC 61217
Elekta Motorized Wedge No
Siemens Virtual Wedge No
Standard Wedge No
Varian Enhanced Dynamic Wedge No
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Cone

Nominal energy
6 MV

Photon Beam Quality, 6 MV
Output factors
Output factor depth [cm] 10.00

Output factors
Field size [cm] Factor
1x1 0.66500
2x2 0.80100
3x3 0.84400
4x4 0.87900
5x5 0.90500
5x30 0.97700
6x6 0.93000
7x7 0.95100
8x8 0.97000
10x10 1.00000
14x14 1.04800
15x15 1.05800
20x20 1.09700
30x5 0.96900
30x30 1.14400
40x40 1.16400

Calibration
Resolution [cm] 0.20
Calibration point

SSD [cm] 90.00
Depth [cm] 10.00
Dose/MU [[Gy]/MU] 0.010000

Measurement conditions
Phantom size [cm] 55.00
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Collimation settings
Field collimatio-
n

Modulation

Jaws and MLC
collimated

Open Field size [cm] Type Depth offset
[cm]

Detector height
[cm]

Detector width
[cm]

1x1 Depth 0.00 0.01 0.11
1x1 Profile 0.00 0.01 0.11
2x2 Depth 0.00 0.01 0.11
2x2 Profile 0.00 0.01 0.11
3x3 Depth 0.00 0.01 0.11
3x3 Profile 0.00 0.01 0.11
4x4 Depth 0.00 0.55 0.55
4x4 Profile 0.00 0.01 0.11
5x5 Depth 0.00 0.55 0.55
5x5 Profile 0.00 0.01 0.11
5x30 Depth 0.00 0.55 0.55
5x30 Profile 0.00 0.01 0.11
6x6 Depth 0.00 0.55 0.55
6x6 Profile 0.00 0.01 0.11
7x7 Depth 0.00 0.55 0.55
7x7 Profile 0.00 0.01 0.11
8x8 Depth 0.00 0.55 0.55
8x8 Profile 0.00 0.01 0.11
10x10 Depth 0.00 0.55 0.55
10x10 Profile 0.00 0.01 0.11
14x14 Depth 0.00 0.55 0.55
14x14 Profile 0.00 0.01 0.11
15x15 Depth 0.00 0.55 0.55
15x15 Profile 0.00 0.01 0.11
20x20 Depth 0.00 0.55 0.55
20x20 Profile 0.00 0.01 0.11
30x5 Depth 0.00 0.55 0.55
30x5 Profile 0.00 0.01 0.11
30x30 Depth 0.00 0.55 0.55
30x30 Profile 0.00 0.01 0.11
40x40 Depth 0.00 0.55 0.55
40x40 Profile 0.00 0.01 0.11

Curve quality

Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

1x1 Depth 0.00 8.3 0.9
1x1 X 1.30 0.0 0.38 1.0 2.0 0.5
1x1 X 10.00 0.0 0.43 1.2 2.0 0.4
1x1 X 20.00 0.0 0.49 3.8 2.5 0.3
1x1 Y 1.30 0.0 0.26 2.1 5.2 0.6
1x1 Y 10.00 0.0 0.29 0.8 3.1 0.8
1x1 Y 20.00 0.0 0.32 3.4 2.9 1.0
2x2 Depth 0.00 7.2 0.5
2x2 X 1.50 0.0 0.42 0.8 1.6 0.4
2x2 X 5.00 0.0 0.46 0.5 1.5 0.3
2x2 X 10.00 0.0 0.49 1.4 1.4 0.4
2x2 X 20.00 0.0 0.57 2.1 2.1 0.4
2x2 X 30.00 0.0 0.63 3.4 2.7 0.7
2x2 Y 1.50 0.0 0.28 1.8 0.5 0.7
2x2 Y 5.00 0.0 0.30 1.3 2.4 0.8
2x2 Y 10.00 0.0 0.33 0.4 2.7 0.9
2x2 Y 20.00 0.0 0.37 1.1 2.4 1.1
2x2 Y 30.00 0.0 0.41 2.1 2.1 1.2
3x3 Depth 0.00 7.1 0.4
3x3 X 1.60 0.0 0.45 0.9 3.0 0.4
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

3x3 X 5.00 0.0 0.49 0.9 2.5 0.4
3x3 X 10.00 0.0 0.55 1.6 2.6 0.3
3x3 X 20.00 0.0 0.62 2.1 3.3 0.3
3x3 X 30.00 0.0 0.74 3.6 4.6 0.4
3x3 Y 1.60 0.0 0.29 1.1 3.8 0.6
3x3 Y 5.00 0.0 0.32 0.8 4.0 0.7
3x3 Y 10.00 0.0 0.35 0.9 1.4 0.8
3x3 Y 20.00 0.0 0.40 0.6 2.6 0.9
3x3 Y 30.00 0.0 0.45 1.4 1.6 1.1
4x4 Depth 0.00 6.9 0.2
4x4 X 1.60 0.4 0.0 0.44 0.6 1.6 0.4
4x4 X 10.00 1.2 0.0 0.55 0.9 1.9 0.5
4x4 X 20.00 1.1 0.0 0.63 0.8 1.8 0.5
4x4 Y 1.60 0.3 0.0 0.30 0.8 4.1 0.9
4x4 Y 10.00 0.7 0.0 0.37 0.7 2.5 1.0
4x4 Y 20.00 1.3 0.0 0.43 0.5 2.6 1.1
5x5 Depth 0.00 5.5 0.2
5x5 X 1.50 0.5 0.0 0.44 0.6 1.7 0.5
5x5 X 1.60 0.5 0.0 0.45 0.7 1.7 0.5
5x5 X 5.00 1.1 0.0 0.50 0.5 1.4 0.5
5x5 X 10.00 1.7 0.0 0.56 0.7 1.4 0.5
5x5 X 20.00 2.4 0.0 0.67 0.8 1.5 0.5
5x5 X 30.00 2.9 0.0 0.77 0.8 1.9 0.6
5x5 Y 1.50 0.5 0.0 0.29 1.3 2.2 0.6
5x5 Y 1.60 0.4 0.0 0.30 1.1 2.0 0.6
5x5 Y 5.00 0.9 0.0 0.34 1.0 3.2 0.8
5x5 Y 10.00 1.5 0.0 0.38 0.9 2.7 0.9
5x5 Y 20.00 1.9 0.0 0.45 1.0 3.1 1.1
5x5 Y 30.00 2.3 0.0 0.52 1.1 3.8 1.2
5x30 Depth 0.00 4.6 0.2
5x30 X 1.50 0.3 0.0 0.46 0.5 1.6 1.1
5x30 X 5.00 1.4 0.0 0.53 0.3 1.2 0.8
5x30 X 10.00 1.9 0.0 0.64 0.5 1.1 0.6
5x30 X 20.00 2.5 0.0 0.88 0.7 1.0 0.3
5x30 X 30.00 3.4 0.0 1.23 1.3 1.4 0.9
5x30 Y 1.50 6.1 0.0 0.28 0.6 11.2 2.2
5x30 Y 5.00 4.4 0.0 0.34 0.9 10.2 0.9
5x30 Y 10.00 2.8 0.0 0.40 1.7 7.8 1.2
5x30 Y 20.00 5.5 0.0 0.54 2.6 4.2 2.2
5x30 Y 30.00 9.8 0.0 0.73 4.2 3.3 3.0
6x6 Depth 0.00 4.7 0.2
6x6 X 1.50 0.6 0.0 0.45 0.7 2.2 0.6
6x6 X 10.00 2.4 0.0 0.58 0.5 1.7 0.4
6x6 X 20.00 3.2 0.0 0.70 0.6 1.6 0.4
6x6 Y 1.50 0.5 0.0 0.30 0.7 2.4 0.6
6x6 Y 10.00 2.1 0.0 0.40 0.5 2.4 0.9
6x6 Y 20.00 2.7 0.0 0.48 0.9 2.6 1.2
7x7 Depth 0.00 4.3 0.2
7x7 X 1.50 0.5 0.0 0.45 0.7 2.6 0.8
7x7 X 5.00 1.8 0.0 0.52 0.6 2.1 0.6
7x7 X 10.00 2.7 0.0 0.60 0.7 1.7 0.5
7x7 X 20.00 3.7 0.0 0.73 0.6 1.4 0.5
7x7 X 30.00 4.9 0.0 0.88 1.2 1.8 0.6
7x7 Y 1.50 0.6 0.0 0.30 0.3 4.4 0.5
7x7 Y 5.00 1.1 0.0 0.35 0.7 1.2 0.6
7x7 Y 10.00 2.5 0.0 0.41 0.6 1.7 0.7
7x7 Y 20.00 3.4 0.0 0.52 0.8 2.2 0.9
7x7 Y 30.00 4.2 0.0 0.62 1.5 2.9 1.2
8x8 Depth 0.00 4.2 0.2
8x8 X 1.50 0.6 0.0 0.45 0.6 1.6 0.8
8x8 X 10.00 3.0 0.0 0.60 0.3 1.3 0.5
8x8 X 20.00 4.9 0.0 0.76 0.5 1.4 0.5
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

8x8 X 30.00 5.2 0.0 0.91 1.1 2.0 0.6
8x8 Y 1.50 1.0 0.0 0.30 0.5 5.8 0.3
8x8 Y 10.00 2.3 0.0 0.42 0.6 2.8 0.6
8x8 Y 20.00 4.1 0.0 0.55 0.8 1.9 1.0
8x8 Y 30.00 5.2 0.0 0.66 1.5 2.2 1.3
10x10 Depth 0.00 4.6 0.1
10x10 X 1.50 1.1 0.0 0.47 0.7 2.7 1.1
10x10 X 1.50 0.8 0.0 0.46 0.7 2.9 1.1
10x10 X 5.00 2.3 0.0 0.54 0.4 2.0 0.8
10x10 X 10.00 3.9 0.0 0.63 0.5 1.5 0.6
10x10 X 20.00 6.2 0.0 0.84 0.9 1.0 0.4
10x10 X 30.00 7.0 0.0 1.04 1.5 1.6 0.7
10x10 Y 1.50 1.6 0.0 0.32 0.5 4.9 0.4
10x10 Y 1.50 1.2 0.0 0.32 0.3 4.9 0.4
10x10 Y 5.00 1.7 0.0 0.37 0.6 2.4 0.4
10x10 Y 10.00 3.4 0.0 0.45 0.8 2.4 0.6
10x10 Y 20.00 5.2 0.0 0.61 1.6 2.2 1.1
10x10 Y 30.00 6.1 0.0 0.79 2.2 2.7 1.5
14x14 Depth 0.00 4.3 0.2
14x14 X 1.50 1.4 0.0 0.47 0.6 3.0 1.7
14x14 X 10.00 4.4 0.0 0.68 0.4 1.5 0.8
14x14 X 20.00 7.1 0.0 0.99 1.3 1.3 0.6
14x14 Y 1.50 2.0 0.0 0.32 0.3 6.8 0.7
14x14 Y 10.00 3.9 0.0 0.49 1.0 2.9 0.6
14x14 Y 20.00 6.5 0.0 0.75 1.6 2.2 1.4
15x15 Depth 0.00 4.2 0.2
15x15 X 1.40 1.5 0.0 0.47 0.8 3.2 1.8
15x15 X 1.50 1.5 0.0 0.47 0.6 3.7 1.8
15x15 X 5.00 2.3 0.0 0.56 0.5 2.3 1.3
15x15 X 10.00 4.3 0.0 0.69 0.5 1.4 0.8
15x15 X 20.00 7.4 0.0 1.02 1.0 1.0 0.7
15x15 X 30.00 9.1 0.0 1.44 2.7 2.3 1.5
15x15 Y 1.40 1.9 0.0 0.32 0.6 5.2 0.8
15x15 Y 1.50 1.8 0.0 0.32 0.6 5.4 0.8
15x15 Y 5.00 1.9 0.0 0.39 0.9 1.2 0.6
15x15 Y 10.00 3.8 0.0 0.50 1.1 1.7 0.7
15x15 Y 20.00 6.7 0.0 0.78 1.6 2.7 1.5
15x15 Y 30.00 8.4 0.0 1.17 3.2 3.8 2.4
20x20 Depth 0.00 3.9 0.3
20x20 X 1.45 2.1 0.0 0.46 0.6 3.7 2.2
20x20 X 1.50 2.0 0.0 0.47 0.8 4.0 2.2
20x20 X 5.00 1.6 0.0 0.57 0.4 2.2 1.4
20x20 X 10.00 4.1 0.0 0.73 0.9 1.1 0.8
20x20 X 20.00 8.4 0.0 1.21 1.9 1.9 1.1
20x20 X 30.00 11.4 0.0 1.95 3.9 3.7 2.0
20x20 Y 1.40 2.4 0.0 0.32 0.5 4.1 1.2
20x20 Y 1.50 2.5 0.0 0.32 0.3 5.0 1.2
20x20 Y 5.00 1.9 0.0 0.40 0.9 2.8 0.7
20x20 Y 10.00 3.8 0.0 0.54 1.1 2.5 0.6
20x20 Y 20.00 8.0 0.0 0.97 2.6 3.4 1.8
20x20 Y 30.00 11.0 0.0 1.70 4.1 4.9 2.7
30x5 Depth 0.00 4.2 0.2
30x5 X 1.40 5.2 0.0 0.42 0.6 4.5 1.5
30x5 X 5.00 3.9 0.0 0.49 0.3 2.8 0.9
30x5 X 10.00 2.3 0.0 0.58 0.9 1.6 0.7
30x5 X 20.00 5.9 0.0 0.78 2.3 1.4 1.3
30x5 X 30.00 10.2 0.0 1.01 3.7 2.6 2.3
30x5 Y 1.40 0.4 0.0 0.31 0.6 4.3 0.3
30x5 Y 5.00 0.9 0.0 0.37 0.6 3.1 0.4
30x5 Y 10.00 1.6 0.0 0.46 0.8 2.2 0.5
30x5 Y 20.00 2.7 0.0 0.68 1.3 1.7 1.0
30x5 Y 30.00 3.1 0.0 0.97 1.7 1.7 1.6
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

30x30 Depth 0.00 4.6 0.4
30x30 X 1.30 4.6 0.0 0.47 0.8 5.5 2.8
30x30 X 5.00 2.8 0.0 0.60 0.3 3.0 1.7
30x30 X 10.00 3.5 0.0 0.83 0.7 1.4 0.9
30x30 X 20.00 10.3 0.0 1.72 2.3 2.4 1.2
30x30 X 30.00 16.2 0.0 3.16 4.2 4.7 2.5
30x30 Y 1.30 4.7 0.0 0.33 0.6 13.0 2.0
30x30 Y 5.00 3.2 0.0 0.43 0.6 8.6 1.0
30x30 Y 10.00 3.7 0.0 0.62 1.1 5.3 0.7
30x30 Y 20.00 10.5 0.0 1.46 2.4 3.4 1.9
30x30 Y 30.00 16.5 0.0 2.94 4.4 5.0 3.0
40x40 Depth 0.00 5.6 0.4
40x40 X 1.30 5.5 0.0 0.49 0.7 8.5 3.4
40x40 X 1.50 5.2 0.0 0.50 0.9 9.6 3.4
40x40 X 5.00 3.7 0.0 0.61 0.3 7.3 2.6
40x40 X 10.00 5.7 0.0 0.90 0.6 4.5 2.2
40x40 X 20.00 15.6 0.0 2.19 1.8 2.1 4.1
40x40 X 30.00 24.9 0.0 4.72 4.3 4.6 7.9
40x40 Y 1.30 5.5 0.0 0.36 0.8 14.6 2.3
40x40 Y 1.50 5.5 0.0 0.37 0.8 15.5 2.3
40x40 Y 5.00 4.0 0.0 0.40 0.4 14.5 2.2
40x40 Y 10.00 6.1 0.0 0.61 0.8 9.8 1.7
40x40 Y 20.00 15.5 0.0 1.94 2.0 3.8 4.0
40x40 Y 30.00 24.6 0.0 4.49 4.2 4.6 7.5

Output Factor Corrections
Normalization 4.95537

Field size Correction
factor

1.00 0.93903
2.00 0.98259
3.00 0.98835
4.00 1.00033
5.00 1.00067
6.00 1.00488
7.00 1.00584
7.17 1.00568
8.00 1.00477
10.00 1.00000
10.65 0.99382
14.00 0.99677
15.00 0.99589
20.00 0.99428
30.00 0.99141
40.00 0.98247
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Off Axis

Beam profile correction
Radius [cm] Correction

factor
0.00 1.000
0.10 1.001
1.00 1.002
2.00 1.002
3.00 1.005
5.00 1.006
7.00 1.007
8.00 1.008
9.00 1.009
10.00 1.010
11.00 1.010
13.00 1.010
15.00 1.009
17.00 1.008
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Beam profile correction
Radius [cm] Correction

factor
19.00 1.008
26.00 1.008
28.00 1.009
28.50 1.009
30.00 1.009

Off Axis Softening
Radius [cm] Water equiv-

alent thickness
[cm]

0.00 0.000
2.00 -2.300
3.00 -4.030
4.00 -5.832
6.00 -7.230
8.00 -11.592
10.00 -16.590
12.00 -17.898
15.00 -18.772
17.50 -21.000
20.00 -22.000
25.00 -32.000
30.00 -50.000
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Energy Spectrum

Photons
Energy [MeV] Fluence [a.u.]
0.50 0.06983
1.00 0.08402
1.50 0.07792
2.00 0.06495
2.50 0.05108
3.00 0.03871
3.50 0.02859
4.00 0.03110
5.00 0.02095
6.00 0.01020

Energy Spectrum
Contamination Electrons

C 0.0000
E₀[MeV] 0.9880
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Fluence
Flattening filter weight for additional electron source 0.605
Flattening filter free No
Leaf tip width [cm] 0.645
Tongue and groove [cm] 0.100

Collimator calibration
Collimator Curvature

[1/cm]
Gain Offset [cm]

Y-jaws 0.00022 0.0000 -0.003
MLC x-position 0.00021 0.0000 -0.003
MLC y-position 0.0000

Collimator position
Collimator Transmission Eff. dist. to

source [cm]
Y-jaws 50.90
MLC 0.00402 39.57

Sources
Source Weight X width [cm] Y width [cm] Eff. dist. to

source [cm]
Primary 0.099 0.078
Flattening filter 0.07524 2.446 15.00
Electrons 0.00583 1.190

Photon Beam Quality, 10 MV
Output factors
Output factor depth [cm] 10.00
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Output factors
Field size [cm] Factor
1x1 0.64400
2x2 0.80700
3x3 0.86200
4x4 0.89600
5x5 0.92000
5x30 0.97900
6x6 0.93800
7x7 0.95600
8x8 0.97100
10x10 1.00000
14x14 1.03800
15x15 1.04700
20x20 1.07600
30x5 0.97000
30x30 1.11100
40x40 1.12400

Calibration
Resolution [cm] 0.20
Calibration point

SSD [cm] 90.00
Depth [cm] 10.00
Dose/MU [[Gy]/MU] 0.010000

Measurement conditions
Phantom size [cm] 55.00
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Collimation settings
Field collimatio-
n

Modulation

Jaws and MLC
collimated

Open Field size [cm] Type Depth offset
[cm]

Detector height
[cm]

Detector width
[cm]

1x1 Depth 0.00 0.01 0.11
1x1 Profile 0.00 0.01 0.11
2x2 Depth 0.00 0.01 0.11
2x2 Profile 0.00 0.01 0.11
3x3 Depth 0.00 0.01 0.11
3x3 Profile 0.00 0.01 0.11
4x4 Depth 0.00 0.55 0.55
4x4 Profile 0.00 0.01 0.11
5x5 Depth 0.00 0.55 0.55
5x5 Profile 0.00 0.01 0.11
5x30 Depth 0.00 0.55 0.55
5x30 Profile 0.00 0.01 0.11
6x6 Depth 0.00 0.55 0.55
6x6 Profile 0.00 0.01 0.11
7x7 Depth 0.00 0.55 0.55
7x7 Profile 0.00 0.01 0.11
8x8 Depth 0.00 0.55 0.55
8x8 Profile 0.00 0.01 0.11
10x10 Depth 0.00 0.55 0.55
10x10 Profile 0.00 0.01 0.11
14x14 Depth 0.00 0.55 0.55
14x14 Profile 0.00 0.01 0.11
15x15 Depth 0.00 0.55 0.55
15x15 Profile 0.00 0.01 0.11
20x20 Depth 0.00 0.55 0.55
20x20 Profile 0.00 0.01 0.11
30x5 Depth 0.00 0.55 0.55
30x5 Profile 0.00 0.01 0.11
30x30 Depth 0.00 0.55 0.55
30x30 Profile 0.00 0.01 0.11
40x40 Depth 0.00 0.55 0.55
40x40 Profile 0.00 0.01 0.11

Curve quality

Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

1x1 Depth 0.00 7.0 0.7
1x1 X 1.50 0.0 0.38 0.5 3.4 0.9
1x1 X 1.80 0.0 0.39 0.7 2.9 0.8
1x1 X 5.00 0.0 0.42 0.8 2.2 0.7
1x1 X 10.00 0.0 0.45 0.7 2.2 0.6
1x1 X 20.00 0.0 0.50 2.4 2.2 0.5
1x1 X 30.00 0.0 0.55 4.0 2.8 0.5
1x1 Y 1.50 0.0 0.27 2.3 2.9 0.6
1x1 Y 1.80 0.0 0.28 2.6 2.6 0.6
1x1 Y 5.00 0.0 0.30 1.5 3.0 0.7
1x1 Y 10.00 0.0 0.31 0.9 3.6 0.7
1x1 Y 20.00 0.0 0.34 1.8 2.2 0.7
1x1 Y 30.00 0.0 0.38 3.4 1.8 0.8
2x2 Depth 0.00 6.0 0.3
2x2 X 1.50 0.0 0.42 1.5 3.0 1.1
2x2 X 2.20 0.0 0.44 0.3 2.2 1.0
2x2 X 5.00 0.0 0.47 0.3 2.1 0.9
2x2 X 10.00 0.0 0.50 0.6 1.8 0.8
2x2 X 20.00 0.0 0.57 1.3 1.9 0.7
2x2 X 30.00 0.0 0.62 2.1 1.8 0.6
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

2x2 Y 1.50 0.0 0.29 1.0 2.9 0.9
2x2 Y 2.20 0.0 0.31 1.0 2.8 0.9
2x2 Y 5.00 0.0 0.34 1.1 2.5 0.9
2x2 Y 10.00 0.0 0.36 0.9 3.0 0.9
2x2 Y 20.00 0.0 0.40 0.8 3.0 1.0
2x2 Y 30.00 0.0 0.44 1.3 2.5 1.1
3x3 Depth 0.00 5.4 0.3
3x3 X 1.50 0.0 0.43 1.5 3.5 0.9
3x3 X 2.20 0.0 0.45 0.5 3.0 0.9
3x3 X 5.00 0.0 0.50 0.3 2.4 0.7
3x3 X 10.00 0.0 0.54 0.9 2.6 0.7
3x3 X 20.00 0.0 0.61 1.4 2.9 0.6
3x3 X 30.00 0.0 0.67 1.9 3.0 0.5
3x3 Y 1.50 0.0 0.30 1.4 4.6 0.8
3x3 Y 2.20 0.0 0.32 1.5 4.5 0.9
3x3 Y 5.00 0.0 0.35 2.0 4.6 0.9
3x3 Y 10.00 0.0 0.39 1.1 3.6 0.9
3x3 Y 20.00 0.0 0.43 1.1 3.6 0.9
3x3 Y 30.00 0.0 0.48 1.2 4.0 1.0
4x4 Depth 0.00 6.8 0.2
4x4 X 1.50 0.5 0.0 0.44 0.7 1.9 0.8
4x4 X 2.20 0.5 0.0 0.46 0.4 1.6 0.8
4x4 X 5.00 0.5 0.0 0.51 0.2 1.5 0.6
4x4 X 10.00 0.9 0.0 0.55 0.3 0.9 0.5
4x4 X 20.00 1.0 0.0 0.63 0.3 1.0 0.5
4x4 X 30.00 1.9 0.0 0.72 1.0 0.4 0.4
4x4 Y 1.50 0.8 0.0 0.31 1.6 3.4 0.9
4x4 Y 2.20 0.6 0.0 0.33 1.4 3.3 0.9
4x4 Y 5.00 0.5 0.0 0.37 0.9 3.0 1.0
4x4 Y 10.00 0.6 0.0 0.41 1.0 3.0 1.0
4x4 Y 20.00 1.1 0.0 0.47 1.5 3.2 1.1
4x4 Y 30.00 1.0 0.0 0.51 1.9 3.3 1.2
5x5 Depth 0.00 6.2 0.1
5x5 X 1.50 1.0 0.0 0.45 1.2 2.0 0.7
5x5 X 2.20 0.7 0.0 0.47 0.4 1.4 0.6
5x5 X 5.00 1.0 0.0 0.52 0.4 1.3 0.6
5x5 X 10.00 1.3 0.0 0.57 0.3 0.8 0.5
5x5 X 20.00 1.7 0.0 0.66 0.4 0.6 0.4
5x5 X 30.00 2.9 0.0 0.74 0.4 0.3 0.4
5x5 Y 1.50 1.3 0.0 0.32 0.9 3.7 0.6
5x5 Y 2.20 1.1 0.0 0.34 0.5 2.6 0.6
5x5 Y 5.00 0.7 0.0 0.38 0.6 2.1 0.6
5x5 Y 10.00 1.1 0.0 0.42 0.6 2.3 0.8
5x5 Y 20.00 1.4 0.0 0.49 1.0 1.5 0.9
5x5 Y 30.00 2.1 0.0 0.55 1.5 2.2 1.0
5x30 Depth 0.00 4.1 0.1
5x30 X 2.10 0.5 0.0 0.50 0.4 2.1 1.0
5x30 X 5.00 0.6 0.0 0.55 0.4 1.7 0.7
5x30 X 10.00 1.5 0.0 0.64 0.5 1.3 0.6
5x30 X 20.00 2.7 0.0 0.82 0.9 0.9 0.4
5x30 X 30.00 3.1 0.0 1.02 1.3 0.5 0.7
5x30 Y 2.10 7.7 0.0 0.34 1.1 5.6 1.2
5x30 Y 5.00 6.4 0.0 0.38 1.6 4.1 1.5
5x30 Y 10.00 4.3 0.0 0.44 1.8 3.5 1.9
5x30 Y 20.00 3.5 0.0 0.56 2.7 4.4 2.7
5x30 Y 30.00 6.5 0.0 0.70 3.6 5.7 3.5
6x6 Depth 0.00 5.1 0.1
6x6 X 1.50 1.0 0.0 0.46 1.0 2.5 0.9
6x6 X 2.20 0.9 0.0 0.48 0.5 2.1 0.8
6x6 X 5.00 1.4 0.0 0.53 0.3 1.7 0.6
6x6 X 10.00 2.2 0.0 0.60 0.2 1.1 0.5
6x6 X 20.00 2.5 0.0 0.69 0.4 0.9 0.4
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

6x6 X 30.00 3.9 0.0 0.80 0.9 0.2 0.5
6x6 Y 1.50 1.6 0.0 0.33 0.9 3.1 0.9
6x6 Y 2.20 1.3 0.0 0.35 0.8 3.8 1.0
6x6 Y 5.00 1.2 0.0 0.39 1.1 3.3 1.0
6x6 Y 10.00 2.0 0.0 0.44 0.9 3.5 1.1
6x6 Y 20.00 3.3 0.0 0.52 1.5 3.9 1.3
6x6 Y 30.00 3.5 0.0 0.59 1.3 4.0 1.4
7x7 Depth 0.00 4.7 0.1
7x7 X 2.20 1.4 0.0 0.49 0.6 2.2 0.8
7x7 X 5.00 2.1 0.0 0.54 0.2 1.9 0.6
7x7 X 10.00 2.6 0.0 0.61 0.3 1.4 0.5
7x7 X 20.00 3.5 0.0 0.73 0.5 0.7 0.4
7x7 X 30.00 4.8 0.0 0.84 1.1 0.5 0.6
7x7 Y 2.20 1.7 0.0 0.36 0.8 3.5 0.8
7x7 Y 5.00 2.0 0.0 0.40 0.7 2.4 0.9
7x7 Y 10.00 2.6 0.0 0.45 0.8 2.7 1.0
7x7 Y 20.00 3.6 0.0 0.54 1.1 2.9 1.3
7x7 Y 30.00 4.2 0.0 0.62 1.9 3.5 1.6
8x8 Depth 0.00 3.9 0.1
8x8 X 2.30 1.3 0.0 0.50 0.5 2.1 0.8
8x8 X 10.00 3.1 0.0 0.62 0.4 1.3 0.4
8x8 X 20.00 4.2 0.0 0.75 0.6 0.7 0.5
8x8 X 30.00 5.4 0.0 0.88 1.1 0.5 0.7
8x8 Y 2.30 1.7 0.0 0.36 0.9 3.1 0.9
8x8 Y 10.00 2.7 0.0 0.46 1.1 3.9 1.1
8x8 Y 20.00 4.2 0.0 0.56 1.2 4.3 1.4
8x8 Y 30.00 5.2 0.0 0.66 2.0 4.9 1.7
10x10 Depth 0.00 2.9 0.1
10x10 X 1.50 1.4 0.0 0.49 1.4 2.5 0.8
10x10 X 2.10 1.4 0.0 0.50 0.6 2.0 0.6
10x10 X 5.00 1.9 0.0 0.55 0.4 1.5 0.5
10x10 X 10.00 3.6 0.0 0.64 0.4 1.0 0.4
10x10 X 20.00 5.0 0.0 0.81 0.9 0.6 0.4
10x10 X 30.00 6.0 0.0 0.96 1.3 0.8 0.8
10x10 Y 1.50 1.7 0.0 0.35 1.1 2.8 0.6
10x10 Y 2.10 1.9 0.0 0.37 0.8 3.2 0.6
10x10 Y 5.00 1.5 0.0 0.41 0.9 1.6 0.7
10x10 Y 10.00 3.0 0.0 0.47 1.2 2.6 0.9
10x10 Y 20.00 4.3 0.0 0.61 1.6 2.9 1.2
10x10 Y 30.00 5.1 0.0 0.74 2.3 3.3 1.6
14x14 Depth 0.00 2.9 0.2
14x14 X 2.10 1.8 0.0 0.51 0.5 2.2 0.8
14x14 X 10.00 2.9 0.0 0.67 0.7 1.1 0.4
14x14 X 20.00 5.4 0.0 0.89 1.1 0.8 0.8
14x14 Y 2.10 2.7 0.0 0.38 1.4 3.4 0.7
14x14 Y 10.00 2.4 0.0 0.51 1.8 3.9 1.2
14x14 Y 20.00 4.9 0.0 0.70 2.1 4.4 1.8
15x15 Depth 0.00 2.9 0.2
15x15 X 1.50 2.0 0.0 0.50 1.1 2.6 0.9
15x15 X 2.00 2.2 0.0 0.51 0.6 2.2 0.8
15x15 X 5.00 1.8 0.0 0.56 0.8 1.7 0.6
15x15 X 10.00 2.6 0.0 0.67 0.9 1.1 0.4
15x15 X 20.00 5.2 0.0 0.91 1.2 0.9 0.9
15x15 X 30.00 7.0 0.0 1.16 2.3 1.8 1.6
15x15 Y 1.50 2.9 0.0 0.37 1.3 3.2 0.8
15x15 Y 2.00 2.8 0.0 0.38 1.1 2.4 0.7
15x15 Y 5.00 2.5 0.0 0.43 1.5 2.2 1.0
15x15 Y 10.00 2.3 0.0 0.52 1.6 2.8 1.2
15x15 Y 20.00 5.1 0.0 0.72 2.0 3.7 1.9
15x15 Y 30.00 6.4 0.0 0.94 2.7 4.4 2.5
20x20 Depth 0.00 2.9 0.2
20x20 X 1.50 2.9 0.0 0.52 1.0 2.9 0.7
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

20x20 X 1.90 2.9 0.0 0.52 0.7 2.7 0.7
20x20 X 5.00 2.8 0.0 0.58 0.9 1.8 0.5
20x20 X 10.00 3.0 0.0 0.71 0.9 1.0 0.4
20x20 X 20.00 5.9 0.0 1.02 1.7 1.8 1.4
20x20 X 30.00 8.5 0.0 1.39 2.2 2.8 2.2
20x20 Y 1.50 3.4 0.0 0.38 1.0 1.6 0.9
20x20 Y 1.90 3.6 0.0 0.38 0.9 3.2 0.7
20x20 Y 5.00 3.3 0.0 0.44 1.6 2.6 1.0
20x20 Y 10.00 2.7 0.0 0.55 1.7 3.2 1.3
20x20 Y 20.00 5.5 0.0 0.82 2.2 4.3 2.3
20x20 Y 30.00 8.2 0.0 1.17 3.0 5.4 3.1
30x5 Depth 0.00 3.3 0.1
30x5 X 2.10 6.5 0.0 0.45 0.6 2.4 0.8
30x5 X 5.00 5.5 0.0 0.51 1.0 1.9 0.5
30x5 X 10.00 3.4 0.0 0.59 1.2 1.6 0.7
30x5 X 20.00 3.3 0.0 0.74 1.9 3.1 1.5
30x5 X 30.00 6.3 0.0 0.90 2.6 4.5 2.3
30x5 Y 2.10 0.9 0.0 0.36 0.7 2.8 0.7
30x5 Y 5.00 0.8 0.0 0.42 1.2 3.0 0.8
30x5 Y 10.00 1.2 0.0 0.49 1.1 2.8 0.8
30x5 Y 20.00 2.3 0.0 0.65 1.6 2.6 1.2
30x5 Y 30.00 2.3 0.0 0.82 2.0 2.9 1.6
30x30 Depth 0.00 2.7 0.2
30x30 X 1.50 5.2 0.0 0.52 0.7 3.0 0.6
30x30 X 1.70 5.2 0.0 0.52 0.6 2.8 0.6
30x30 X 5.00 4.2 0.0 0.59 0.9 1.9 0.6
30x30 X 10.00 2.8 0.0 0.76 1.2 1.2 0.7
30x30 X 20.00 6.6 0.0 1.22 2.0 3.4 2.0
30x30 X 30.00 11.3 0.0 1.85 3.2 5.0 2.8
30x30 Y 1.50 5.4 0.0 0.38 0.6 3.7 0.8
30x30 Y 1.70 5.5 0.0 0.38 0.6 3.4 0.7
30x30 Y 5.00 4.4 0.0 0.45 1.2 4.0 1.0
30x30 Y 10.00 3.1 0.0 0.60 1.7 3.3 1.6
30x30 Y 20.00 7.2 0.0 1.01 2.4 4.8 2.7
30x30 Y 30.00 12.0 0.0 1.67 3.3 6.2 3.5
40x40 Depth 0.00 3.4 0.2
40x40 X 1.50 6.4 0.0 0.54 1.1 3.6 1.3
40x40 X 1.70 6.3 0.0 0.54 0.8 4.2 1.3
40x40 X 5.00 5.1 0.0 0.63 0.6 4.4 1.3
40x40 X 10.00 4.5 0.0 0.84 0.8 4.6 1.5
40x40 X 20.00 11.5 0.0 1.50 1.4 5.4 3.5
40x40 X 30.00 18.4 0.0 2.85 2.6 5.8 6.5
40x40 Y 1.50 6.8 0.0 0.36 1.2 2.8 0.8
40x40 Y 1.70 6.7 0.0 0.36 0.8 3.3 0.7
40x40 Y 5.00 5.5 0.0 0.44 0.5 3.5 0.8
40x40 Y 10.00 4.8 0.0 0.62 0.7 3.0 1.3
40x40 Y 20.00 11.6 0.0 1.29 1.4 3.8 3.5
40x40 Y 30.00 19.3 0.0 2.69 2.7 4.6 6.2

Output Factor Corrections
Normalization 5.35310
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Field size Correction
factor

1.00 0.94887
2.00 0.98059
3.00 0.99176
4.00 0.99540
5.00 0.99941
6.00 0.99881
7.00 1.00104
7.17 1.00258
8.00 0.99998
10.00 1.00000
10.65 0.99222
14.00 0.99607
15.00 0.99677
20.00 0.99420
30.00 0.99279
40.00 0.98688
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Off Axis

Beam profile correction
Radius [cm] Correction

factor
0.00 1.000
0.10 1.001
1.00 1.006
2.00 1.008
3.00 1.010
5.00 1.017
7.50 1.020
10.00 1.023
12.50 1.025
15.00 1.022
17.50 1.020
20.00 1.018
50.00 1.028

Off Axis Softening
Radius [cm] Water equiv-

alent thickness
[cm]

0.00 0.000
1.00 -3.520
2.00 -3.720
5.00 -6.728
8.00 -9.858
10.00 -14.393
12.50 -17.443
15.00 -20.045
17.00 -19.932
20.00 -22.871
35.00 -38.500
50.00 -50.000
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Energy Spectrum

Photons
Energy [MeV] Fluence [a.u.]
0.50 0.02355
1.00 0.03455
1.50 0.03791
2.00 0.03693
2.50 0.03371
3.00 0.02952
3.50 0.02513
4.00 0.03143
5.00 0.02786
6.00 0.01778
7.00 0.01103
8.00 0.00670
9.00 0.00400
10.00 0.00236
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Energy Spectrum
Contamination Electrons

C 0.0000
E₀[MeV] 1.7848

Fluence
Flattening filter weight for additional electron source 4.956E-10
Flattening filter free No
Leaf tip width [cm] 0.645
Tongue and groove [cm] 0.100

Collimator calibration
Collimator Curvature

[1/cm]
Gain Offset [cm]

Y-jaws 0.00014 0.0000 0.002
MLC x-position 0.00017 0.0000 0.005
MLC y-position 0.0000

Collimator position
Collimator Transmission Eff. dist. to

source [cm]
Y-jaws 50.90
MLC 0.00473 39.57

Sources
Source Weight X width [cm] Y width [cm] Eff. dist. to

source [cm]
Primary 0.105 0.041
Flattening filter 0.07350 2.555 10.00
Electrons 0.00860 3.203

Signatures

Signature 1 (Name/Signature/Date) Signature 2 (Name/Signature/Date)
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Machine Report

Machine Properties
General
Name Versa_E_FFF
Comment Elekta VersaHD with Agility. Only FFF beams.
Commission time 14 Jun 2016, 11_09_58 (hr_min_sec)
Commissioned by MEDAUSTRON\GMI
Dose curves computed with dose algorithm Photon energy 6 MV: CCDose v3.2

Photon energy 10 MV: CCDose v3.2
Is machine commissioned Yes
Photon energy definition
Is machine deprecated No
Electron beam capable No
DMLC capable Yes
Static arc capable Yes
Modulated arc capable Yes
Couch coordinate system definition IEC 61217
Gantry and collimator coordinate system definitions IEC 61217
Field coordinate system definition IEC 61217
Jaw labeling standard IEC 61217

Geometric
SAD [cm] 100.00
Allow all collimator angles Yes
Allow all couch angles Yes
Allow all gantry angles No
Supported gantry angles start [deg] 180.1
Supported gantry angles, stop [deg] 180.0
Replace couch rotation by ring rotation No
All angles are specified in the coordinate systems
specified in the general section.
Room view model Schematic linac

Jaws
Maximum Y2 jaw position [cm] 20.00
Maximum jaw speed [cm/s] 8.50
Minimum Y2 jaw position [cm] -12.00
No backup jaw Yes
Reference field size X1/X2 [cm] 10.000
Reference field size Y1/Y2 [cm] 10.000
Jaw movement rule Per segment
Source to Y1/Y2 jaw bottom distance [cm] 50.90
Thickness Y1/Y2 jaw [cm] 7.70

MLC
Has MLC Yes
The machine has carriage No
Allow interdigitation Yes
Maximum leaf speed [cm/s] 3.50
Maximum tip difference [cm] 20.00
Maximum tip position [cm] 20.00
Minimum dynamic tip gap [cm] 0.30
Minimum static tip gap [cm] 0.30
Minimum tip position [cm] -15.00
Source to MLC bottom distance [cm] 39.57
Thickness [cm] 9.00
MLC type X
Use minimum dynamic tip gap for static fields Yes
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Leaf center
position [cm]

Width [cm]

-19.75000 0.5000
-19.25000 0.5000
-18.75000 0.5000
-18.25000 0.5000
-17.75000 0.5000
-17.25000 0.5000
-16.75000 0.5000
-16.25000 0.5000
-15.75000 0.5000
-15.25000 0.5000
-14.75000 0.5000
-14.25000 0.5000
-13.75000 0.5000
-13.25000 0.5000
-12.75000 0.5000
-12.25000 0.5000
-11.75000 0.5000
-11.25000 0.5000
-10.75000 0.5000
-10.25000 0.5000
-9.75000 0.5000
-9.25000 0.5000
-8.75000 0.5000
-8.25000 0.5000
-7.75000 0.5000
-7.25000 0.5000
-6.75000 0.5000
-6.25000 0.5000
-5.75000 0.5000
-5.25000 0.5000
-4.75000 0.5000
-4.25000 0.5000
-3.75000 0.5000
-3.25000 0.5000
-2.75000 0.5000
-2.25000 0.5000
-1.75000 0.5000
-1.25000 0.5000
-0.75000 0.5000
-0.25000 0.5000
0.25000 0.5000
0.75000 0.5000
1.25000 0.5000
1.75000 0.5000
2.25000 0.5000
2.75000 0.5000
3.25000 0.5000
3.75000 0.5000
4.25000 0.5000
4.75000 0.5000
5.25000 0.5000
5.75000 0.5000
6.25000 0.5000
6.75000 0.5000
7.25000 0.5000
7.75000 0.5000
8.25000 0.5000
8.75000 0.5000
9.25000 0.5000
9.75000 0.5000
10.25000 0.5000
10.75000 0.5000
11.25000 0.5000
11.75000 0.5000
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Leaf center
position [cm]

Width [cm]

12.25000 0.5000
12.75000 0.5000
13.25000 0.5000
13.75000 0.5000
14.25000 0.5000
14.75000 0.5000
15.25000 0.5000
15.75000 0.5000
16.25000 0.5000
16.75000 0.5000
17.25000 0.5000
17.75000 0.5000
18.25000 0.5000
18.75000 0.5000
19.25000 0.5000
19.75000 0.5000

Dose rate
Maximum DMLC dose rate [MU/min] 1800.00
Maximum static arc dose rate [MU/min] 1800.00
Minimum MU per leaf travel distance [MU/cm] 0.30
Minimum static arc dose rate [MU/min] 110.00
Modulated arc dose rate Variable

Beam quality specific dose rate settings
Maximum dose
rate [MU/min]

Minimum dose
rate [MU/min]

Nominal energy
[MV]

1500.00 0.00 6
1800.00 0.00 10

Arc properties
Constant control point spacing (in arcs) No
Limit MU per gantry degree Yes
Maximum gantry angle speed [deg/s] 6.00
Maximum MU per gantry degree [MU/deg] 30.00
Minimum gantry angle speed [deg/s] 1.00
Minimum MU per arc segment [MU] 1.00
Minimum MU per gantry degree [MU/deg] 0.10
Supported gantry rotation direction (facing gantry) Clockwise and counter clockwise
Supports variable couch angles No
Use Arc burst mode No
Use maximum gantry angle speed or maximum
dose rate for each control point

No

Allowed arc gantry spacing
Arc spacing
[deg]

Allowed

2.0 Yes
3.0 Yes
4.0 Yes

Block
Support blocks No

Wedge
Wedge orientation coordinate system IEC 61217
Elekta Motorized Wedge No
Siemens Virtual Wedge No
Standard Wedge No
Varian Enhanced Dynamic Wedge No
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Cone

Nominal energy
6 MV

Photon Beam Quality, 6 MV
Output factors
Output factor depth [cm] 10.00

Output factors
Field size [cm] Factor
1x1 0.69400
2x2 0.82800
3x3 0.87200
4x4 0.90300
5x5 0.92600
5x30 0.97700
6x6 0.94600
7x7 0.96200
8x8 0.97700
10x10 1.00000
14x14 1.03500
15x15 1.04100
20x20 1.06500
30x5 0.97200
30x30 1.09000
40x40 1.09900

Calibration
Resolution [cm] 0.20
Calibration point

SSD [cm] 90.00
Depth [cm] 10.00
Dose/MU [[Gy]/MU] 0.010000

Measurement conditions
Phantom size [cm] 55.00
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Collimation settings
Field collimatio-
n

Modulation

Jaws and MLC
collimated

Open Field size [cm] Type Depth offset
[cm]

Detector height
[cm]

Detector width
[cm]

1x1 Depth 0.00 0.22 0.22
1x1 Profile 0.00 0.22 0.22
2x2 Depth 0.00 0.22 0.22
2x2 Profile 0.00 0.22 0.22
3x3 Depth 0.00 0.22 0.22
3x3 Profile 0.00 0.22 0.22
4x4 Depth 0.00 0.55 0.55
4x4 Profile 0.00 0.22 0.22
5x5 Depth 0.00 0.55 0.55
5x5 Profile 0.00 0.22 0.22
5x30 Depth 0.00 0.55 0.55
5x30 Profile 0.00 0.22 0.22
6x6 Depth 0.00 0.55 0.55
6x6 Profile 0.00 0.22 0.22
7x7 Depth 0.00 0.55 0.55
7x7 Profile 0.00 0.22 0.22
8x8 Depth 0.00 0.55 0.55
8x8 Profile 0.00 0.22 0.22
10x10 Depth 0.00 0.55 0.55
10x10 Profile 0.00 0.22 0.22
14x14 Depth 0.00 0.55 0.55
14x14 Profile 0.00 0.22 0.22
15x15 Depth 0.00 0.55 0.55
15x15 Profile 0.00 0.22 0.22
20x20 Depth 0.00 0.55 0.55
20x20 Profile 0.00 0.22 0.22
30x5 Depth 0.00 0.55 0.55
30x5 Profile 0.00 0.22 0.22
30x30 Depth 0.00 0.55 0.55
30x30 Profile 0.00 0.22 0.22
40x40 Depth 0.00 0.55 0.55
40x40 Profile 0.00 0.22 0.22

Curve quality

Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

1x1 Depth 0.00 7.4 0.5
1x1 X 1.30 0.3 0.36 2.0 4.1 1.2
1x1 X 10.00 0.7 0.43 0.9 2.7 0.7
1x1 X 20.00 0.2 0.48 1.2 2.3 0.5
1x1 Y 1.30 0.7 0.24 3.4 3.2 0.9
1x1 Y 10.00 1.5 0.28 1.2 6.4 1.4
1x1 Y 20.00 0.9 0.32 1.5 3.8 1.3
2x2 Depth 0.00 6.4 0.1
2x2 X 1.60 0.5 0.41 1.1 3.2 0.8
2x2 X 5.00 0.3 0.45 1.1 2.5 0.7
2x2 X 10.00 0.4 0.49 0.5 1.9 0.5
2x2 X 20.00 0.5 0.56 0.4 1.2 0.3
2x2 X 30.00 0.8 0.62 0.8 1.1 0.4
2x2 Y 1.60 1.1 0.28 0.8 4.9 1.1
2x2 Y 5.00 0.6 0.30 1.6 4.4 1.1
2x2 Y 10.00 0.8 0.33 2.0 4.4 1.2
2x2 Y 20.00 0.7 0.37 0.9 5.5 1.7
2x2 Y 30.00 0.8 0.41 1.1 4.6 1.7
3x3 Depth 0.00 5.9 0.2
3x3 X 1.70 0.7 0.43 0.8 3.3 0.8
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

3x3 X 5.00 0.7 0.48 1.0 2.4 0.5
3x3 X 10.00 0.3 0.52 0.6 2.0 0.4
3x3 X 20.00 0.2 0.60 0.4 1.8 0.4
3x3 X 30.00 0.4 0.68 0.5 1.3 0.4
3x3 Y 1.70 0.7 0.28 1.1 3.7 0.7
3x3 Y 5.00 0.8 0.33 1.7 3.9 0.9
3x3 Y 10.00 0.1 0.36 0.9 4.4 1.2
3x3 Y 20.00 0.3 0.41 0.7 3.4 1.1
3x3 Y 30.00 0.6 0.46 0.8 3.6 1.3
4x4 Depth 0.00 10.6 0.1
4x4 X 1.70 1.3 0.1 0.43 0.9 2.7 0.6
4x4 X 10.00 2.0 0.4 0.54 0.7 1.8 0.4
4x4 X 20.00 2.3 0.5 0.63 0.3 1.2 0.5
4x4 Y 1.70 1.2 0.1 0.29 0.9 4.5 0.8
4x4 Y 10.00 1.7 0.3 0.38 0.8 3.0 1.0
4x4 Y 20.00 2.2 0.4 0.44 0.6 2.5 1.1
5x5 Depth 0.00 10.2 0.1
5x5 X 1.50 2.1 0.3 0.44 0.5 2.7 0.6
5x5 X 1.70 2.2 0.4 0.45 0.4 2.8 0.6
5x5 X 5.00 2.6 0.2 0.50 0.5 2.2 0.4
5x5 X 10.00 3.6 0.5 0.57 0.3 1.7 0.5
5x5 X 20.00 4.5 0.3 0.68 0.2 1.4 0.6
5x5 X 30.00 5.2 0.9 0.77 0.8 1.0 0.8
5x5 Y 1.50 2.0 0.2 0.30 0.6 4.0 1.0
5x5 Y 1.70 2.0 0.4 0.31 0.4 4.3 1.0
5x5 Y 5.00 2.6 0.3 0.36 0.7 2.7 1.0
5x5 Y 10.00 3.4 0.3 0.41 0.3 3.9 1.2
5x5 Y 20.00 3.5 0.6 0.48 0.5 2.8 1.3
5x5 Y 30.00 4.2 0.4 0.55 0.9 3.2 1.5
5x30 Depth 0.00 7.8 0.1
5x30 X 1.70 2.1 0.1 0.45 0.8 2.9 0.8
5x30 X 5.00 3.4 0.3 0.53 1.1 2.1 0.7
5x30 X 10.00 3.9 0.2 0.62 0.7 1.7 0.8
5x30 X 20.00 4.7 0.3 0.79 1.0 1.3 1.3
5x30 X 30.00 5.2 0.5 1.00 1.2 1.3 1.8
5x30 Y 1.70 51.0 0.4 7.14 0.3 0.6 1.6
5x30 Y 5.00 52.1 0.6 7.44 0.6 1.1 1.3
5x30 Y 10.00 52.9 0.4 7.83 0.4 0.9 1.7
5x30 Y 20.00 56.5 0.6 8.68 0.5 0.7 2.2
5x30 Y 30.00 61.4 0.8 9.71 0.7 0.7 2.8
6x6 Depth 0.00 9.1 0.1
6x6 X 1.80 3.6 0.2 0.47 0.4 2.8 0.7
6x6 X 10.00 5.5 0.4 0.61 0.2 1.7 0.6
6x6 X 20.00 6.1 0.4 0.71 0.3 1.1 0.9
6x6 Y 1.80 3.1 0.2 0.32 0.5 2.3 1.1
6x6 Y 10.00 5.2 0.3 0.43 0.5 2.9 1.4
6x6 Y 20.00 5.6 0.5 0.51 0.5 4.1 1.8
7x7 Depth 0.00 8.5 0.1
7x7 X 1.70 5.0 0.4 0.48 0.5 2.7 0.8
7x7 X 5.00 5.9 0.5 0.55 0.4 2.3 0.6
7x7 X 10.00 7.4 0.6 0.62 0.3 1.7 0.7
7x7 X 20.00 8.9 0.8 0.76 0.4 1.0 1.1
7x7 X 30.00 9.6 0.4 0.88 0.7 1.1 1.4
7x7 Y 1.70 4.6 0.2 0.33 0.6 3.9 1.1
7x7 Y 5.00 5.4 0.2 0.39 0.5 2.9 1.5
7x7 Y 10.00 6.9 0.4 0.45 0.4 4.0 1.7
7x7 Y 20.00 8.0 0.4 0.54 0.6 3.5 2.0
7x7 Y 30.00 9.0 0.8 0.65 0.8 3.8 2.2
8x8 Depth 0.00 7.7 0.1
8x8 X 1.70 6.9 0.5 0.50 0.5 2.8 0.7
8x8 X 10.00 9.7 0.6 0.67 0.3 1.6 0.8
8x8 X 20.00 11.3 0.6 0.83 0.3 1.0 1.3
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

8x8 Y 1.70 6.3 0.2 0.35 0.6 3.2 1.4
8x8 Y 10.00 9.0 0.3 0.49 0.5 3.0 1.7
8x8 Y 20.00 11.1 0.6 0.61 0.4 3.3 2.1
10x10 Depth 0.00 6.3 0.1
10x10 X 1.50 11.0 0.9 0.55 0.4 2.5 0.6
10x10 X 1.70 11.1 0.9 0.56 0.5 2.3 0.7
10x10 X 5.00 12.4 0.6 0.65 0.3 1.9 0.6
10x10 X 10.00 14.5 0.8 0.79 0.3 1.4 0.8
10x10 X 20.00 15.0 0.9 0.98 0.3 1.0 1.2
10x10 X 30.00 15.6 1.0 1.17 0.7 1.3 1.7
10x10 Y 1.50 10.2 0.3 0.39 0.3 3.1 1.0
10x10 Y 1.70 10.2 0.2 0.40 0.3 3.6 0.9
10x10 Y 5.00 11.9 0.5 0.48 0.3 1.5 1.1
10x10 Y 10.00 13.4 0.2 0.60 0.3 2.3 1.3
10x10 Y 20.00 14.2 0.7 0.78 0.4 2.4 1.8
10x10 Y 30.00 14.7 0.6 0.91 0.7 2.4 2.1
14x14 Depth 0.00 4.8 0.2
14x14 X 1.70 18.6 1.1 0.86 0.4 1.7 0.9
14x14 X 10.00 21.5 1.2 1.38 0.4 1.0 1.2
14x14 X 20.00 22.4 0.8 1.83 0.7 1.4 2.1
14x14 Y 1.70 17.5 0.4 0.70 0.2 3.3 1.1
14x14 Y 10.00 20.2 0.3 1.17 0.3 1.5 1.8
14x14 Y 20.00 21.7 0.7 1.60 0.8 1.9 2.5
15x15 Depth 0.00 4.5 0.2
15x15 X 1.50 19.8 1.0 1.06 0.4 1.6 0.8
15x15 X 1.60 19.7 1.0 1.06 0.4 1.5 0.8
15x15 X 5.00 20.9 0.5 1.31 0.3 1.0 0.9
15x15 X 10.00 22.3 0.7 1.66 0.3 0.8 1.3
15x15 X 20.00 24.6 0.7 2.13 0.4 0.9 2.0
15x15 X 30.00 25.6 1.1 2.60 1.2 1.5 2.7
15x15 Y 1.50 18.9 0.2 0.86 0.2 2.2 1.1
15x15 Y 1.60 18.8 0.3 0.87 0.2 2.2 1.2
15x15 Y 5.00 20.4 0.3 1.17 0.3 1.1 1.5
15x15 Y 10.00 22.5 0.4 1.49 0.2 1.5 1.9
15x15 Y 20.00 23.8 0.6 1.98 0.5 1.8 2.6
15x15 Y 30.00 24.8 0.8 2.37 1.6 2.6 3.2
20x20 Depth 0.00 4.1 0.2
20x20 X 1.50 30.2 1.3 2.90 0.4 1.1 0.6
20x20 X 1.60 29.3 1.1 2.94 0.5 1.1 0.6
20x20 X 5.00 30.1 0.9 3.15 0.4 0.8 1.0
20x20 X 10.00 32.0 1.0 3.50 0.4 0.7 1.5
20x20 X 20.00 34.0 0.9 4.11 0.6 1.1 2.5
20x20 X 30.00 35.0 1.0 4.73 1.6 2.0 3.3
20x20 Y 1.50 29.0 0.3 2.68 0.2 0.6 1.1
20x20 Y 1.60 28.9 0.2 2.68 0.2 0.8 1.1
20x20 Y 5.00 29.9 0.4 2.91 0.2 1.0 1.6
20x20 Y 10.00 31.3 0.3 3.26 0.3 1.1 2.1
20x20 Y 20.00 33.5 0.6 3.88 0.7 1.6 3.0
20x20 Y 30.00 34.5 0.6 4.51 1.5 2.5 3.7
30x5 Depth 0.00 7.1 0.1
30x5 X 1.70 52.1 1.2 7.38 0.4 0.8 0.8
30x5 X 5.00 53.5 1.3 7.70 0.5 0.7 0.9
30x5 X 10.00 53.3 1.2 8.13 0.3 0.7 1.2
30x5 X 20.00 57.5 1.4 9.06 0.4 0.7 1.9
30x5 X 30.00 61.5 1.2 9.97 0.7 0.6 2.6
30x5 Y 1.70 2.0 0.1 0.32 0.8 4.1 1.5
30x5 Y 5.00 2.4 0.2 0.38 1.1 4.0 1.5
30x5 Y 10.00 3.4 0.2 0.45 0.9 4.6 1.7
30x5 Y 20.00 4.2 0.2 0.61 1.1 4.2 2.0
30x5 Y 30.00 4.8 0.5 0.76 1.8 4.7 2.4
30x30 Depth 0.00 4.4 0.2
30x30 X 1.70 50.9 1.0 7.18 0.4 0.7 0.8
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

30x30 X 5.00 51.9 1.1 7.51 0.4 0.7 1.4
30x30 X 10.00 51.8 1.0 7.91 0.3 0.8 1.9
30x30 X 20.00 54.9 1.1 8.76 0.6 1.4 3.2
30x30 X 30.00 58.6 0.8 9.65 1.3 2.4 4.5
30x30 Y 1.70 49.5 0.4 6.95 0.3 1.0 1.2
30x30 Y 5.00 50.6 0.5 7.25 0.3 1.1 1.6
30x30 Y 10.00 52.4 0.3 7.64 0.3 0.8 2.2
30x30 Y 20.00 54.9 0.5 8.53 0.5 1.1 3.4
30x30 Y 30.00 58.1 0.8 9.36 1.7 2.4 4.6
40x40 Depth 0.00 4.6 0.2
40x40 X 1.50 73.5 0.8 11.69 0.7 1.5 1.4
40x40 X 1.50 73.6 0.8 11.70 0.7 1.1 0.9
40x40 X 5.00 73.5 0.9 12.14 0.4 0.8 1.2
40x40 X 10.00 71.2 0.7 12.65 0.2 0.9 1.8
40x40 X 20.00 72.6 0.8 13.82 0.5 0.8 3.3
40x40 X 30.00 74.0 1.0 15.07 1.1 1.6 5.3
40x40 Y 1.50 73.3 0.4 11.36 0.5 1.4 1.2
40x40 Y 1.50 73.4 0.8 11.36 0.5 1.2 1.1
40x40 Y 5.00 72.3 0.4 11.90 0.4 0.8 1.4
40x40 Y 10.00 71.6 0.5 12.40 0.2 0.7 1.8
40x40 Y 20.00 70.5 0.5 13.60 0.4 0.8 3.3
40x40 Y 30.00 72.4 0.7 14.78 1.5 1.5 5.3

Output Factor Corrections
Normalization 4.99661

Field size Correction
factor

1.00 0.95577
2.00 0.96763
3.00 0.97457
4.00 0.98649
5.00 0.99095
6.00 0.99433
7.00 0.99614
7.20 0.99830
8.00 0.99793
10.00 1.00000
10.59 0.99428
14.00 1.00490
15.00 1.00500
20.00 1.00684
30.00 1.00799
40.00 1.00468
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Off Axis

Beam profile correction
Radius [cm] Correction

factor
0.00 1.000
1.00 0.982
2.00 0.963
3.00 0.939
5.00 0.865
7.00 0.799
8.00 0.766
9.00 0.733
10.00 0.702
11.00 0.673
13.00 0.619
15.00 0.581
17.00 0.539
19.00 0.500
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Beam profile correction
Radius [cm] Correction

factor
26.00 0.480
27.50 0.451
28.00 0.442
29.00 0.425
30.00 0.401

Off Axis Softening
Radius [cm] Water equiv-

alent thickness
[cm]

0.00 0.000
5.00 0.000
10.00 0.000
30.00 0.000
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Energy Spectrum

Photons
Energy [MeV] Fluence [a.u.]
0.50 0.17325
1.00 0.06572
1.50 0.05621
2.00 0.04896
2.50 0.04075
3.00 0.03328
3.50 0.02716
4.00 0.03265
5.00 0.02660
6.00 0.01751

Energy Spectrum
Contamination Electrons

C 0.0000
E₀[MeV] 0.9991
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Fluence
Flattening filter weight for additional electron source 1.000
Flattening filter free Yes
Leaf tip width [cm] 0.645
Tongue and groove [cm] 0.100

Collimator calibration
Collimator Curvature

[1/cm]
Gain Offset [cm]

Y-jaws 0.00020 0.0000 0.004
MLC x-position 0.00015 0.0000 0.011
MLC y-position 0.0000

Collimator position
Collimator Transmission Eff. dist. to

source [cm]
Y-jaws 50.90
MLC 0.00268 39.57

Sources
Source Weight X width [cm] Y width [cm] Eff. dist. to

source [cm]
Primary 0.123 0.009
Flattening filter 0.00800 2.560 15.00
Electrons 0.00471 4.042

Photon Beam Quality, 10 MV
Output factors
Output factor depth [cm] 10.00

Output factors
Field size [cm] Factor
1x1 0.68800
2x2 0.84000
3x3 0.89500
4x4 0.92600
5x5 0.94500
5x30 0.98200
6x6 0.96000
7x7 0.97300
8x8 0.98400
10x10 1.00000
14x14 1.02400
15x15 1.02900
20x20 1.04400
30x5 0.98000
30x30 1.05900
40x40 1.06400

Calibration
Resolution [cm] 0.20
Calibration point

SSD [cm] 90.00
Depth [cm] 10.00
Dose/MU [[Gy]/MU] 0.010000

Measurement conditions
Phantom size [cm] 55.00
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Collimation settings
Field collimatio-
n

Modulation

Jaws and MLC
collimated

Open Field size [cm] Type Depth offset
[cm]

Detector height
[cm]

Detector width
[cm]

1x1 Depth 0.00 0.22 0.22
1x1 Profile 0.00 0.22 0.22
2x2 Depth 0.00 0.22 0.22
2x2 Profile 0.00 0.22 0.22
3x3 Depth 0.00 0.22 0.22
3x3 Profile 0.00 0.22 0.22
4x4 Depth 0.00 0.55 0.55
4x4 Profile 0.00 0.22 0.22
5x5 Depth 0.00 0.55 0.55
5x5 Profile 0.00 0.22 0.22
5x30 Depth 0.00 0.55 0.55
5x30 Profile 0.00 0.22 0.22
6x6 Depth 0.00 0.55 0.55
6x6 Profile 0.00 0.22 0.22
7x7 Depth 0.00 0.55 0.55
7x7 Profile 0.00 0.22 0.22
8x8 Depth 0.00 0.55 0.55
8x8 Profile 0.00 0.22 0.22
10x10 Depth 0.00 0.55 0.55
10x10 Profile 0.00 0.22 0.22
14x14 Depth 0.00 0.55 0.55
14x14 Profile 0.00 0.22 0.22
15x15 Depth 0.00 0.55 0.55
15x15 Profile 0.00 0.22 0.22
20x20 Depth 0.00 0.55 0.55
20x20 Profile 0.00 0.22 0.22
30x5 Depth 0.00 0.55 0.55
30x5 Profile 0.00 0.22 0.22
30x30 Depth 0.00 0.55 0.55
30x30 Profile 0.00 0.22 0.22
40x40 Depth 0.00 0.55 0.55
40x40 Profile 0.00 0.22 0.22

Curve quality

Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

1x1 Depth 0.00 6.0 0.5
1x1 X 1.80 0.6 0.33 2.9 1.9 0.9
1x1 X 10.00 1.0 0.38 1.7 1.6 0.5
1x1 X 20.00 1.2 0.43 1.0 1.6 0.5
1x1 Y 1.80 0.8 0.27 3.3 2.3 0.6
1x1 Y 10.00 0.9 0.31 1.1 2.8 0.8
1x1 Y 20.00 0.9 0.35 1.1 2.6 0.8
2x2 Depth 0.00 4.4 0.2
2x2 X 2.10 0.5 0.38 1.7 2.2 0.6
2x2 X 5.00 0.3 0.42 1.5 2.3 0.5
2x2 X 10.00 0.3 0.46 0.9 1.8 0.4
2x2 X 20.00 0.3 0.52 0.6 1.4 0.3
2x2 X 30.00 0.3 0.57 0.8 1.1 0.3
2x2 Y 2.10 0.4 0.31 1.6 2.6 0.8
2x2 Y 5.00 0.6 0.34 2.1 3.5 0.9
2x2 Y 10.00 0.7 0.37 2.0 3.7 1.0
2x2 Y 20.00 1.5 0.41 1.5 3.4 1.1
2x2 Y 30.00 0.7 0.45 1.5 3.7 1.2
3x3 Depth 0.00 3.8 0.2
3x3 X 2.30 0.7 0.42 1.3 2.4 0.5
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

3x3 X 5.00 0.7 0.46 1.1 2.2 0.4
3x3 X 10.00 0.2 0.50 0.6 1.6 0.3
3x3 X 20.00 0.2 0.57 0.5 1.3 0.3
3x3 X 30.00 0.2 0.63 0.3 0.7 0.3
3x3 Y 2.30 0.8 0.34 1.5 3.8 0.6
3x3 Y 5.00 1.1 0.38 1.3 3.7 0.7
3x3 Y 10.00 0.5 0.41 1.2 2.1 0.8
3x3 Y 20.00 0.3 0.47 1.1 2.5 0.9
3x3 Y 30.00 0.3 0.51 1.1 3.0 1.0
4x4 Depth 0.00 5.6 0.1
4x4 X 2.60 2.4 0.9 0.45 1.2 2.8 0.4
4x4 X 10.00 3.3 0.6 0.54 0.9 2.1 0.3
4x4 X 20.00 4.2 0.6 0.62 0.7 1.9 0.4
4x4 Y 2.60 2.1 0.6 0.36 1.7 5.1 0.9
4x4 Y 10.00 2.7 0.5 0.44 1.5 5.0 1.0
4x4 Y 20.00 3.7 0.4 0.51 1.2 4.9 1.1
5x5 Depth 0.00 4.6 0.1
5x5 X 1.50 3.6 0.5 0.42 0.9 2.4 0.5
5x5 X 2.50 4.1 0.5 0.47 0.9 2.1 0.3
5x5 X 5.00 4.7 0.7 0.52 0.8 2.2 0.3
5x5 X 10.00 5.6 0.4 0.58 0.7 2.0 0.4
5x5 X 20.00 6.8 0.4 0.68 0.7 1.9 0.5
5x5 X 30.00 6.5 0.3 0.75 1.0 2.0 0.6
5x5 Y 1.50 3.4 0.7 0.34 1.2 2.4 0.7
5x5 Y 2.50 3.6 0.6 0.39 1.3 2.4 0.8
5x5 Y 5.00 4.0 0.5 0.43 1.4 3.5 0.9
5x5 Y 10.00 4.8 0.5 0.48 1.1 2.7 1.0
5x5 Y 20.00 5.6 0.5 0.55 1.1 2.9 1.1
5x5 Y 30.00 6.8 0.7 0.61 1.3 3.5 1.2
5x30 Depth 0.00 3.4 0.1
5x30 X 2.50 3.6 0.6 0.48 1.2 2.6 0.5
5x30 X 5.00 4.0 0.6 0.53 1.3 2.4 0.5
5x30 X 10.00 5.7 0.6 0.61 1.1 2.0 0.6
5x30 X 20.00 6.5 0.4 0.75 1.2 1.8 1.0
5x30 X 30.00 7.7 0.3 0.87 1.2 1.7 1.3
5x30 Y 2.50 72.0 0.6 9.09 0.5 1.1 1.6
5x30 Y 5.00 71.7 0.6 9.35 0.6 1.1 1.7
5x30 Y 10.00 70.0 0.5 9.85 0.5 1.2 1.8
5x30 Y 20.00 69.6 0.8 10.88 0.4 0.9 1.7
5x30 Y 30.00 70.4 1.3 11.96 0.6 0.9 2.2
6x6 Depth 0.00 3.8 0.1
6x6 X 2.40 7.1 1.3 0.51 0.8 2.5 0.4
6x6 X 10.00 8.5 1.1 0.62 0.6 1.7 0.4
6x6 X 20.00 10.0 0.8 0.73 0.6 1.6 0.7
6x6 Y 2.40 5.7 0.7 0.40 1.2 3.1 0.8
6x6 Y 10.00 7.7 0.9 0.53 1.0 2.9 1.0
6x6 Y 20.00 8.5 0.7 0.61 0.9 2.6 1.2
7x7 Depth 0.00 3.2 0.1
7x7 X 2.40 9.6 1.3 0.55 0.7 2.4 0.6
7x7 X 5.00 10.6 1.4 0.63 0.5 1.8 0.4
7x7 X 10.00 11.9 1.1 0.70 0.5 1.6 0.6
7x7 X 20.00 13.6 1.1 0.82 0.4 1.2 0.9
7x7 X 30.00 13.5 1.1 0.92 0.6 1.4 1.1
7x7 Y 2.40 8.5 1.1 0.44 0.9 3.5 0.9
7x7 Y 5.00 9.2 0.9 0.51 0.8 1.5 1.0
7x7 Y 10.00 10.3 1.1 0.59 0.8 1.9 1.2
7x7 Y 20.00 11.9 1.1 0.69 0.8 2.2 1.5
7x7 Y 30.00 13.1 0.8 0.79 0.8 2.3 1.7
8x8 Depth 0.00 3.0 0.1
8x8 X 2.50 12.7 1.4 0.63 0.5 1.8 0.4
8x8 X 10.00 14.4 1.1 0.80 0.4 1.5 0.5
8x8 X 20.00 15.9 1.0 0.94 0.4 1.4 0.8
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

8x8 Y 2.50 11.4 1.1 0.51 0.8 2.1 0.9
8x8 Y 10.00 13.6 1.0 0.68 0.7 2.4 1.1
8x8 Y 20.00 15.1 0.9 0.80 0.7 2.4 1.4
10x10 Depth 0.00 3.5 0.1
10x10 X 1.50 18.6 0.5 0.78 0.8 1.7 0.6
10x10 X 2.40 19.6 1.0 0.89 0.5 1.6 0.5
10x10 X 5.00 21.0 1.1 1.03 0.6 1.3 0.4
10x10 X 10.00 21.9 1.0 1.18 0.5 1.1 0.6
10x10 X 20.00 22.8 1.0 1.39 0.5 1.1 1.0
10x10 X 30.00 22.9 1.0 1.60 0.4 1.2 1.4
10x10 Y 1.50 18.0 1.5 0.63 0.8 2.2 0.9
10x10 Y 2.40 18.7 1.4 0.72 0.6 2.6 0.9
10x10 Y 5.00 19.4 1.1 0.85 0.5 1.5 0.9
10x10 Y 10.00 21.5 1.1 0.99 0.5 1.9 1.1
10x10 Y 20.00 22.0 1.1 1.18 0.5 1.8 1.5
10x10 Y 30.00 22.8 1.0 1.36 0.7 2.0 1.7
14x14 Depth 0.00 4.1 0.1
14x14 X 2.40 31.0 1.1 2.22 0.5 1.1 0.6
14x14 X 10.00 33.3 1.2 2.61 0.5 0.9 0.8
14x14 X 20.00 34.5 1.4 3.01 0.6 0.9 1.3
14x14 Y 2.40 29.7 1.6 1.92 0.6 1.1 0.9
14x14 Y 10.00 31.2 1.2 2.26 0.6 0.9 1.2
14x14 Y 20.00 32.1 1.2 2.62 0.7 1.0 1.7
15x15 Depth 0.00 3.9 0.1
15x15 X 1.50 33.0 1.1 2.54 1.0 1.2 0.9
15x15 X 2.40 34.0 1.3 2.62 0.5 1.2 0.7
15x15 X 5.00 35.4 1.3 2.81 0.5 1.0 0.7
15x15 X 10.00 36.1 1.2 3.00 0.5 1.0 1.0
15x15 X 20.00 37.2 1.3 3.41 0.5 1.0 1.6
15x15 X 30.00 38.0 1.3 3.82 1.0 1.3 2.1
15x15 Y 1.50 30.7 1.2 2.21 0.7 1.6 1.1
15x15 Y 2.40 31.5 1.2 2.31 0.7 1.2 1.1
15x15 Y 5.00 32.7 1.3 2.45 0.6 1.1 1.2
15x15 Y 10.00 33.7 1.3 2.67 0.6 1.2 1.5
15x15 Y 20.00 34.8 0.9 3.06 0.6 1.3 2.1
15x15 Y 30.00 35.3 0.9 3.48 1.4 1.8 2.6
20x20 Depth 0.00 3.5 0.1
20x20 X 1.50 47.5 1.3 4.73 0.8 0.9 1.0
20x20 X 2.30 49.4 1.6 4.86 0.6 0.9 0.8
20x20 X 5.00 51.1 1.6 5.09 0.7 0.9 0.8
20x20 X 10.00 51.9 1.6 5.34 0.6 0.9 1.1
20x20 X 20.00 50.7 1.4 5.91 0.6 0.9 1.8
20x20 X 30.00 50.8 1.6 6.48 0.6 1.0 2.4
20x20 Y 1.50 46.8 1.4 4.31 0.6 0.8 1.3
20x20 Y 2.30 46.5 1.3 4.51 0.7 1.2 1.2
20x20 Y 5.00 47.8 1.2 4.65 0.7 0.9 1.3
20x20 Y 10.00 49.0 1.2 4.94 0.5 0.8 1.6
20x20 Y 20.00 50.3 1.3 5.46 0.6 1.0 2.3
20x20 Y 30.00 51.1 1.1 6.08 0.9 1.2 2.9
30x5 Depth 0.00 3.0 0.1
30x5 X 2.50 72.6 0.8 9.49 0.4 1.3 1.3
30x5 X 5.00 72.5 0.3 9.79 0.4 1.9 1.9
30x5 X 10.00 71.8 0.7 10.33 0.5 1.8 1.7
30x5 X 20.00 70.8 1.0 11.34 0.5 1.5 1.6
30x5 X 30.00 69.9 0.6 12.35 0.5 1.7 2.2
30x5 Y 2.50 3.7 0.6 0.40 1.5 2.6 1.2
30x5 Y 5.00 3.8 0.4 0.45 1.8 3.6 1.2
30x5 Y 10.00 4.7 0.4 0.51 1.5 2.7 1.3
30x5 Y 20.00 5.8 0.4 0.63 1.6 3.1 1.6
30x5 Y 30.00 7.2 0.5 0.74 1.7 3.6 1.9
30x30 Depth 0.00 2.9 0.1
30x30 X 2.40 71.0 0.7 9.34 0.4 1.0 1.1
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Field
size [cm]

Dose
curve
type

Depth
[cm]

Modu-
lation

Build up Fall off Flatness Sym-
metry

Penu-
mbra
width
[cm]

In field Penu-
mbra

Out of
field

30x30 X 5.00 70.8 0.6 9.65 0.4 1.2 1.3
30x30 X 10.00 70.5 0.5 10.08 0.4 1.4 1.7
30x30 X 20.00 68.3 0.4 11.01 0.4 1.2 2.2
30x30 X 30.00 68.6 1.0 11.98 0.6 1.1 3.0
30x30 Y 2.40 71.0 0.5 8.97 0.6 1.1 1.7
30x30 Y 5.00 70.6 0.7 9.27 0.6 0.9 1.6
30x30 Y 10.00 70.4 0.7 9.70 0.6 0.9 1.8
30x30 Y 20.00 68.5 0.9 10.62 0.6 1.0 2.5
30x30 Y 30.00 68.1 1.0 11.56 1.0 1.1 3.2
40x40 Depth 0.00 2.9 0.1
40x40 X 1.50 73.9 0.6 13.70 0.6 1.1 1.3
40x40 X 2.20 73.1 0.2 13.88 0.4 1.2 1.6
40x40 X 5.00 72.9 0.5 14.35 0.3 1.1 1.5
40x40 X 10.00 73.0 0.4 15.01 0.3 1.0 1.6
40x40 X 20.00 73.0 0.6 16.34 0.4 0.7 2.2
40x40 X 30.00 73.5 1.1 17.69 0.8 0.5 3.3
40x40 Y 1.50 72.7 0.4 13.18 0.5 1.5 1.8
40x40 Y 2.20 72.9 0.5 13.46 0.5 1.1 1.5
40x40 Y 5.00 72.8 0.4 13.95 0.6 0.7 1.0
40x40 Y 10.00 72.3 0.4 14.53 0.7 0.6 1.3
40x40 Y 20.00 70.8 0.6 15.91 0.6 0.6 2.2
40x40 Y 30.00 73.9 1.0 17.33 1.0 0.5 3.2

Output Factor Corrections
Normalization 5.47311

Field size Correction
factor

1.00 0.98092
2.00 0.98122
3.00 0.98442
4.00 0.98988
5.00 0.99269
6.00 0.99542
7.00 0.99728
7.20 0.99877
8.00 0.99960
10.00 1.00000
10.59 0.99813
14.00 1.00372
15.00 1.00411
20.00 1.00498
30.00 1.00453
40.00 1.00216
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Off Axis

Beam profile correction
Radius [cm] Correction

factor
0.00 1.000
0.50 0.979
1.00 0.976
2.00 0.925
3.00 0.889
4.00 0.835
5.00 0.784
7.50 0.672
8.00 0.652
9.00 0.626
10.00 0.583
12.50 0.515
15.00 0.454
17.50 0.407
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Beam profile correction
Radius [cm] Correction

factor
18.50 0.388
25.50 0.359
27.00 0.332
28.00 0.323
29.00 0.317
30.00 0.315

Off Axis Softening
Radius [cm] Water equiv-

alent thickness
[cm]

0.00 0.000
30.00 0.000

Energy Spectrum
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Photons
Energy [MeV] Fluence [a.u.]
0.50 0.09531
1.00 0.03881
1.50 0.03289
2.00 0.02963
2.50 0.02550
3.00 0.02148
3.50 0.01796
4.00 0.02540
5.00 0.02426
6.00 0.01650
7.00 0.01167
8.00 0.00901
9.00 0.00768
10.00 0.00691

Energy Spectrum
Contamination Electrons

C 0.0000
E₀[MeV] 1.6251
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Fluence
Flattening filter weight for additional electron source 0.086
Flattening filter free Yes
Leaf tip width [cm] 0.645
Tongue and groove [cm] 0.100

Collimator calibration
Collimator Curvature

[1/cm]
Gain Offset [cm]

Y-jaws 0.00016 0.0000 0.005
MLC x-position 0.00030 0.0000 0.004
MLC y-position 0.0000

Collimator position
Collimator Transmission Eff. dist. to

source [cm]
Y-jaws 50.90
MLC 0.00257 39.57

Sources
Source Weight X width [cm] Y width [cm] Eff. dist. to

source [cm]
Primary 0.082 0.032
Flattening filter 0.00782 2.950 14.00
Electrons 0.00591 2.136

Signatures

Signature 1 (Name/Signature/Date) Signature 2 (Name/Signature/Date)
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B Complete Results of Independent Veri�cation

B.1 MATLAB Veri�cation

The following tables (i.e. Tables B.1, B.2, B.3 and B.4) summarize the results of the veri�cation
carried out with the MATLAB code. The notation used denotes: DWP - digital water phantom,
CR - crossplane pro�le, IN - inplane pro�le, γmean - the average (mean) γ-value and γ<1 - the
percentage of γ-values that are less than one.

Table B.1: Results of MATLAB veri�cation for 6 MV FF.

Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

1× 1

PDD 0.68 98.91 - -

CR - dmax 0.12 100 - -

CR - 10 0.16 100 - -

CR - 20 0.17 100 - -

IN - dmax 0.22 100 - -

IN - 10 0.24 100 - -

IN - 20 0.27 100 - -

2× 2

PDD 0.31 100 0.32 99.54

CR - dmax 0.11 100 0.21 100

CR - 5 0.10 100 0.21 100

CR - 10 0.10 100 0.20 100

CR - 20 0.15 100 0.23 100

CR - 30 0.73 72.67 0.24 100

IN - dmax 0.21 100 0.21 100

IN - 5 0.21 100 0.24 100

IN - 10 0.22 100 0.24 100

IN - 20 0.26 100 0.28 100

IN - 30 0.81 68.67 0.37 100

3× 3

PDD 0.18 99.45 0.18 100

CR - dmax 0.14 100 0.20 100

CR - 5 0.13 100 0.20 100

CR - 10 0.11 100 0.17 100

CR - 20 0.19 100 0.23 100

CR - 30 0.71 75.68 0.21 100

IN - dmax 0.19 100 0.18 100

IN - 5 0.20 100 0.21 100

IN - 10 0.27 100 0.26 100

IN - 20 0.31 100 0.31 100

IN - 30 0.91 64.86 0.44 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

4× 4

PDD 0.19 99.45 - -

CR - dmax 0.12 100 - -

CR - 10 0.14 100 - -

CR - 20 0.16 100 - -

IN - dmax 0.17 100 - -

IN - 10 0.22 100 - -

IN - 20 0.31 100 - -

5× 5

PDD 0.22 99.45 0.21 100

CR - dmax 0.17 100 0.22 100

CR - 1.5 0.17 100 0.21 100

CR - 5 0.15 100 0.21 100

CR - 10 0.14 100 0.20 100

CR - 20 0.10 100 0.15 100

CR - 30 0.86 63.36 0.32 99.24

IN - dmax 0.15 100 0.15 100

IN - 1.5 0.17 100 0.18 100

IN - 5 0.24 100 0.25 100

IN - 10 0.22 100 0.24 100

IN - 20 0.43 100 0.43 100

IN - 30 1.11 50.57 0.51 87.79

6× 6

PDD 0.13 99.45 - -

CR - dmax 0.16 100 - -

CR - 10 0.14 100 - -

CR - 20 0.15 100 - -

IN - dmax 0.13 100 - -

IN - 10 0.16 100 - -

IN - 20 0.45 100 - -

7× 7

PDD 0.12 99.47 0.11 100

CR - 1.5 0.19 100 0.23 100

CR - 5 0.18 100 0.22 100

CR - 10 0.15 100 0.20 100

CR - 20 0.19 100 0.24 100

CR - 30 0.75 62.89 0.43 95.70

IN - 1.5 0.13 100 0.14 100

IN - 5 0.18 100 0.19 100

IN - 10 0.23 100 0.24 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 20 0.51 98.34 0.51 98.34

IN - 30 1.06 44.64 0.68 76.90

8× 8

PDD 0.13 99.47 - -

CR - dmax 0.20 100 - -

CR - 10 0.19 100 - -

CR - 20 0.19 100 - -

CR - 30 0.73 70.96 - -

IN - dmax 0.12 100 - -

IN - 10 0.28 100 - -

IN - 20 0.49 96.54 - -

IN - 30 1.08 47.70 - -

10× 10

PDD 0.14 99.47 0.12 99.55

CR - dmax 0.24 100 0.26 100

CR - 1.5 0.24 100 0.27 100

CR - 5 0.26 100 0.29 100

CR - 10 0.27 100 0.30 100

CR - 20 0.25 100 0.27 100

CR - 30 0.79 71.21 0.62 90.08

IN - dmax 0.17 100 0.17 100

IN - 1.5 0.22 100 0.22 100

IN - 5 0.23 100 0.24 100

IN - 10 0.29 100 0.30 100

IN - 20 0.59 84.64 0.60 84.02

IN - 30 1.29 31.31 1.04 41.99

14× 14

PDD 0.21 98.36 0.18 100

CR - 1.5 0.32 100 0.37 100

CR - 10 0.29 100 0.32 100

CR - 20 0.40 100 0.43 95.94

IN - 1.5 0.26 100 0.26 100

IN - 10 0.40 98.52 0.41 100

IN - 20 0.62 86.67 0.63 84.81

15× 15

PDD 0.20 98.36 0.17 100

CR - dmax 0.33 100 0.36 100

CR - 1.5 0.34 100 0.38 100

CR - 5 0.32 100 0.35 100

CR - 10 0.30 100 0.34 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

CR - 20 0.39 100 0.42 97.52

CR - 30 0.78 69.52 0.59 89.01

IN - dmax 0.25 100 0.23 100

IN - 1.5 0.26 100 0.26 100

IN - 5 0.36 100 0.36 100

IN - 10 0.44 95.74 0.43 97.87

IN - 20 0.67 75.27 0.66 77.39

IN - 30 1.19 41.64 0.88 44.52

20× 20

PDD - - 0.22 99.09

CR - dmax - - 0.42 87.61

CR - 1.5 - - 0.36 85.45

CR - 5 - - 0.44 100

CR - 10 - - 0.52 94.24

CR - 20 - - 0.57 81.82

CR - 30 - - 0.95 54.85

IN - dmax - - 0.23 100

IN - 1.5 - - 0.36 100

IN - 5 - - 0.42 97.58

IN - 10 - - 0.47 88.18

IN - 20 - - 0.89 65.15

IN - 30 - - 1.17 34.74

30× 30

PDD - - 0.21 100

CR - dmax - - 0.38 81.86

CR - 5 - - 0.33 96.06

CR - 10 - - 0.39 96.98

CR - 20 - - 0.84 62.38

CR - 30 - - 1.10 50.24

IN - dmax - - 0.35 91.15

IN - 5 - - 0.39 100

IN - 10 - - 0.49 90.23

IN - 20 - - 0.96 58.24

IN - 30 - - 1.28 40.71

40× 40

PDD - -

CR - dmax - - 0.66 74.94

CR - 1.5 - - 0.66 75.57

CR - 5 - - 0.38 83.68
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

CR - 10 - - 0.46 99.67

CR - 20 - - 0.83 60.97

CR - 30 - - 1.25 37.70

IN - dmax - - 0.51 78.30

IN - 1.5 - - 0.49 78.50

IN - 5 - - 0.41 84.37

IN - 10 - - 0.52 98.85

IN - 20 - - 0.93 46.99

IN - 30 - - 1.22 37.60

5× 30

PDD - - 0.14 99.54

CR - dmax - - 0.24 100

CR - 5 - - 0.25 100

CR - 10 - - 0.49 96.74

CR - 20 - - 0.97 59.11

CR - 30 - - 1.29 36.32

IN - dmax - - 0.12 100

IN - 5 - - 0.15 100

IN - 10 - - 0.23 100

IN - 20 - - 0.49 100

IN - 30 - - 0.98 66.48

30× 5

PDD - - 0.19 100

CR - dmax - - 0.34 100

CR - 5 - - 0.28 100

CR - 10 - - 0.28 100

CR - 20 - - 0.27 100

CR - 30 - - 0.60 81.87

IN - dmax - - 0.25 100

IN - 5 - - 0.40 100

IN - 10 - - 0.76 68.37

IN - 20 - - 1.10 52.09

IN - 30 - - 1.51 23.09
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Table B.2: Results of MATLAB veri�cation for 10 MV FF.

Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

1× 1

PDD 0.51 98.94 0.77 95.54

CR - dmax 0.15 100 0.17 100

CR - 1.5 0.16 100 0.18 100

CR - 5 0.12 100 0.13 100

CR - 10 0.16 100 0.19 100

CR - 20 0.18 100 0.21 100

CR - 30 0.34 100 0.21 100

IN - dmax 0.24 100 0.25 100

IN - 1.5 0.24 100 0.24 100

IN - 5 0.23 100 0.23 100

IN - 10 0.24 100 0.25 100

IN - 20 0.26 100 0.26 100

IN - 30 0.50 89.40 0.27 100

2× 2

PDD 0.14 98.94 0.12 99.55

CR - dmax 0.15 100 0.22 100

CR - 1.5 0.17 100 0.24 100

CR - 5 0.14 100 0.21 100

CR - 10 0.13 100 0.21 100

CR - 20 0.16 100 0.23 100

CR - 30 0.60 93.33 0.23 100

IN - dmax 0.22 100 0.22 100

IN - 1.5 0.27 100 0.26 100

IN - 5 0.23 100 0.23 100

IN - 10 0.25 100 0.27 100

IN - 20 0.29 100 0.30 100

IN - 30 0.79 66.00 0.33 100

3× 3

PDD 0.13 98.94 0.16 99.55

CR - dmax 0.13 100 0.19 100

CR - 1.5 0.15 100 0.20 100

CR - 5 0.14 100 0.20 100

CR - 10 0.11 100 0.17 100

CR - 20 0.17 100 0.22 100

CR - 30 0.60 89.19 0.20 100

IN - dmax 0.24 100 0.24 100

IN - 1.5 0.29 100 0.29 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 5 0.28 100 0.29 100

IN - 10 0.27 100 0.27 100

IN - 20 0.29 100 0.31 100

IN - 30 0.86 63.51 0.39 100

4× 4

PDD 0.15 99.34 0.16 99.73

CR - dmax 0.13 100 0.20 100

CR - 1.5 0.15 100 0.21 100

CR - 5 0.12 100 0.19 100

CR - 10 0.12 100 0.19 100

CR - 20 0.12 100 0.22 100

CR - 30 0.69 86.39 0.27 100

IN - dmax 0.24 100 0.23 100

IN - 1.5 0.26 100 0.26 100

IN - 5 0.25 100 0.28 100

IN - 10 0.25 100 0.26 100

IN - 20 0.40 100 0.42 100

IN - 30 1.02 49.47 0.47 100

5× 5

PDD 0.12 99.34 0.15 99.73

CR - dmax 0.13 100 0.18 100

CR - 1.5 0.15 100 0.19 100

CR - 5 0.14 100 0.18 100

CR - 10 0.14 100 0.19 100

CR - 20 0.12 100 0.16 100

CR - 30 0.63 85.88 0.26 100

IN - dmax 0.18 100 0.18 100

IN - 1.5 0.23 100 0.22 100

IN - 5 0.22 100 0.23 100

IN - 10 0.24 100 0.24 100

IN - 20 0.47 100 0.48 100

IN - 30 0.94 59.00 0.52 97.33

6× 6

PDD 0.10 99.34 0.14 99.73

CR - dmax 0.12 100 0.19 100

CR - 1.5 0.13 100 0.16 100

CR - 5 0.12 100 0.18 100

CR - 10 0.15 100 0.21 100

CR - 20 0.21 100 0.25 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

CR - 30 0.60 84.78 0.39 100

IN - dmax 0.20 100 0.18 100

IN - 1.5 0.23 100 0.26 100

IN - 5 0.23 100 0.22 100

IN - 10 0.29 100 0.30 100

IN - 20 0.55 97.83 0.55 96.52

IN - 30 0.98 45.22 0.53 88.26

7× 7

PDD 0.10 99.67 0.11 99.73

CR - dmax 0.13 100 0.20 100

CR - 5 0.12 100 0.16 100

CR - 10 0.15 100 0.20 100

CR - 20 0.23 100 0.31 100

CR - 30 0.63 92.43 0.42 100

IN - dmax 0.22 100 0.20 100

IN - 5 0.25 100 0.24 100

IN - 10 0.33 100 0.34 100

IN - 20 0.45 100 0.46 100

IN - 30 1.08 45.20 0.71 85.60

8× 8

PDD 0.10 99.67 0.10 100

CR - dmax 0.11 100 0.16 100

CR - 10 0.14 100 0.17 100

CR - 20 0.23 100 0.29 100

CR - 30 0.62 94.07 0.41 100

IN - dmax 0.21 100 0.21 100

IN - 10 0.39 100 0.38 100

IN - 20 0.40 100 0.41 100

IN - 30 1.14 44.81 0.79 76.30

10× 10

PDD 0.19 99.47 0.16 100

CR - dmax 0.12 100 0.15 100

CR - 1.5 0.10 100 0.14 100

CR - 5 0.16 100 0.17 100

CR - 10 0.20 100 0.22 100

CR - 20 0.26 100 0.28 100

CR - 30 0.75 78.55 0.53 96.69

IN - dmax 0.25 100 0.25 100

IN - 1.5 0.25 100 0.28 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 5 0.31 100 0.29 100

IN - 10 0.43 96.12 0.43 96.96

IN - 20 0.54 95.07 0.55 94.20

IN - 30 1.25 34.35 0.94 55.10

14× 14

PDD 0.21 99.67 0.18 99.73

CR - dmax 0.20 100 0.24 100

CR - 10 0.27 100 0.31 100

CR - 20 0.42 98.52 0.46 94.46

IN - dmax 0.31 100 0.33 100

IN - 10 0.60 76.01 0.60 78.97

IN - 20 0.80 72.22 0.81 71.85

15× 15

PDD 0.21 99.67 0.18 100

CR - dmax 0.20 100 0.25 100

CR - 1.5 0.22 100 0.25 100

CR - 5 0.30 100 0.30 100

CR - 10 0.33 100 0.35 98.94

CR - 20 0.46 93.99 0.50 92.58

CR - 30 0.85 53.93 0.63 86.88

IN - dmax 0.35 100 0.34 100

IN - 1.5 0.40 99.29 0.40 98.58

IN - 5 0.42 94.33 0.41 96.45

IN - 10 0.54 81.21 0.54 84.40

IN - 20 0.79 68.90 0.79 69.96

IN - 30 1.19 38.66 0.85 52.30

20× 20

PDD - - 0.21 99.73

CR - dmax - - 0.31 100

CR - 1.5 - - 0.33 100

CR - 5 - - 0.36 100

CR - 10 - - 0.42 95.15

CR - 20 - - 0.67 78.18

CR - 30 - - 0.75 65.56

IN - dmax - - 0.44 100

IN - 1.5 - - 0.42 100

IN - 5 - - 0.50 95.15

IN - 10 - - 0.72 72.12

IN - 20 - - 0.92 52.12
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 30 - - 1.13 34.56

30× 30

PDD - - 0.14 99.73

CR - dmax - - 0.27 100

CR - 1.5 - - 0.19 100

CR - 5 - - 0.31 97.21

CR - 10 - - 0.47 88.84

CR - 20 - - 0.82 69.95

CR - 30 - - 1.17 44.39

IN - dmax - - 0.32 100

IN - 1.5 - - 0.27 100

IN - 5 - - 0.39 97.91

IN - 10 - - 0.72 79.07

IN - 20 - - 1.04 52.56

IN - 30 - - 1.29 43.16

40× 40

PDD - - 0.16 99.73

CR - dmax - - 0.31 97.18

CR - 1.5 - - 0.35 99.37

CR - 5 - - 0.28 100

CR - 10 - - 0.43 98.69

CR - 20 - - 0.85 56.72

CR - 30 - - 1.10 44.05

IN - dmax - - 0.31 100

IN - 1.5 - - 0.36 100

IN - 5 - - 0.28 100

IN - 10 - - 0.48 99.67

IN - 20 - - 0.87 54.48

IN - 30 - - 1.20 41.93

5× 30

PDD - - 0.10 100

CR - dmax - - 0.28 100

CR - 5 - - 0.36 96.74

CR - 10 - - 0.49 92.33

CR - 20 - - 0.84 69.25

CR - 30 - - 1.03 52.53

IN - dmax - - 0.22 100

IN - 5 - - 0.26 100

IN - 10 - - 0.31 100



B.1 MATLAB Veri�cation 127

Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 20 - - 0.55 97.80

IN - 30 - - 0.88 68.68

30× 5

PDD - - 0.12 100

CR - dmax - - 0.24 100

CR - 5 - - 0.23 100

CR - 10 - - 0.25 100

CR - 20 - - 0.31 100

CR - 30 - - 0.49 98.90

IN - dmax - - 0.51 100

IN - 5 - - 0.60 91.86

IN - 10 - - 0.72 76.28

IN - 20 - - 1.16 35.81

IN - 30 - - 1.47 20.99
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Table B.3: Results of MATLAB veri�cation for 6 MV FFF.

Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

1× 1

PDD 0.47 99.45 - -

CR - dmax 0.15 100 - -

CR - 10 0.14 100 - -

CR - 20 0.13 100 - -

IN - dmax 0.20 100 - -

IN - 10 0.25 100 - -

IN - 20 0.25 100 - -

2× 2

PDD 0.13 98.91 0.10 99.53

CR - dmax 0.12 100 0.22 100

CR - 5 0.13 100 0.21 100

CR - 10 0.12 100 0.21 100

CR - 20 0.13 100 0.21 100

CR - 30 0.64 90.67 0.21 100

IN - dmax 0.19 100 0.22 100

IN - 5 0.22 100 0.22 100

IN - 10 0.23 100 0.25 100

IN - 20 0.26 100 0.29 100

IN - 30 0.82 64.00 0.32 100

3× 3

PDD 0.10 98.91 0.07 99.53

CR - dmax 0.13 100 0.18 100

CR - 5 0.11 100 0.18 100

CR - 10 0.12 100 0.18 100

CR - 20 0.13 100 0.21 100

CR - 30 0.67 85.59 0.24 100

IN - dmax 0.19 100 0.18 100

IN - 5 0.19 100 0.20 100

IN - 10 0.24 100 0.26 100

IN - 20 0.28 100 0.29 100

IN - 30 0.82 70.27 0.35 100

4× 4

PDD 0.15 98.91 - -

CR - dmax 0.15 100 - -

CR - 10 0.14 100 - -

CR - 20 0.18 100 - -

IN - dmax 0.21 100 - -

IN - 10 0.27 100 - -
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 20 0.31 100 - -

5× 5

PDD 0.12 98.91 0.15 99.54

CR - dmax 0.15 100 0.20 100

CR - 1.5 0.17 100 0.22 100

CR - 5 0.13 100 0.20 100

CR - 10 0.15 100 0.25 100

CR - 20 0.24 100 0.30 100

CR - 30 0.89 64.89 0.42 99.24

IN - dmax 0.24 100 0.22 100

IN - 1.5 0.29 100 0.28 100

IN - 5 0.23 100 0.25 100

IN - 10 0.26 100 0.27 100

IN - 20 0.39 99.24 0.40 100

IN - 30 1.04 58.14 0.46 92.37

6× 6

PDD 0.11 98.91 - -

CR - dmax 0.18 100 - -

CR - 10 0.17 100 - -

CR - 20 0.29 100 - -

IN - dmax 0.27 100 - -

IN - 10 0.23 100 - -

IN - 20 0.47 94.78 - -

7× 7

PDD 0.11 98.91 - -

CR - dmax 0.20 100 - -

CR - 5 0.17 100 - -

CR - 10 0.20 100 - -

CR - 20 0.37 99.20 - -

CR - 30 0.98 56.80 - -

IN - dmax 0.27 100 - -

IN - 5 0.25 100 - -

IN - 10 0.31 100 - -

IN - 20 0.49 90.40 - -

IN - 30 1.18 52.80 - -

8× 8

PDD 0.12 99.45 - -

CR - dmax 0.19 100 - -

CR - 10 0.21 100 - -

CR - 20 0.32 97.04 - -
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - dmax 0.25 100 - -

IN - 10 0.36 100 - -

IN - 20 0.48 87.41 - -

10× 10

PDD 0.13 98.91 0.12 100

CR - dmax 0.19 100 0.27 100

CR - 1.5 0.24 100 0.30 100

CR - 5 0.18 100 0.28 100

CR - 10 0.25 100 0.35 98.80

CR - 20 0.38 86.71 0.46 88.40

CR - 30 1.18 56.97 0.66 70.72

IN - dmax 0.29 100 0.27 100

IN - 1.5 0.31 100 0.30 100

IN - 5 0.27 100 0.30 100

IN - 10 0.33 100 0.35 100

IN - 20 0.46 80.81 0.48 82.32

IN - 30 1.28 57.93 0.71 64.64

14× 14

PDD 0.16 99.45 0.15 99.54

CR - dmax 0.35 100 0.34 100

CR - 10 0.23 98.46 0.27 98.97

CR - 20 0.57 76.92 0.62 71.28

IN - dmax 0.42 100 0.42 100

IN - 10 0.33 95.90 0.35 93.85

IN - 20 0.51 81.03 0.53 82.05

15× 15

PDD 0.17 98.91 0.16 99.54

CR - dmax 0.26 100 0.26 100

CR - 1.5 0.25 100 0.30 100

CR - 5 0.20 100 0.31 100

CR - 10 0.27 99.29 0.39 94.33

CR - 20 0.42 83.69 0.53 80.85

CR - 30 1.17 60.15 0.71 70.92

IN - dmax 0.35 100 0.29 100

IN - 1.5 0.32 100 0.29 100

IN - 5 0.29 100 0.33 97.87

IN - 10 0.36 91.49 0.38 90.07

IN - 20 0.56 75.18 0.57 75.89

IN - 30 1.38 61.19 0.76 65.96
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

20× 20

PDD - - 0.17 100

CR - dmax - - 0.32 100

CR - 1.5 - - 0.30 100

CR - 5 - - 0.35 99.39

CR - 10 - - 0.42 93.94

CR - 20 - - 0.54 78.79

CR - 30 - - 0.72 72.73

IN - dmax - - 0.39 100

IN - 1.5 - - 0.29 100

IN - 5 - - 0.34 96.97

IN - 10 - - 0.43 87.88

IN - 20 - - 0.60 73.33

IN - 30 - - 0.76 70.30

30× 30

PDD - - 0.26 99.09

CR - dmax - - 0.35 100

CR - 5 - - 0.36 97.67

CR - 10 - - 0.43 90.23

CR - 20 - - 0.60 80.19

CR - 30 - - 0.70 81.37

IN - dmax - - 0.38 100

IN - 5 - - 0.33 96.74

IN - 10 - - 0.41 86.98

IN - 20 - - 0.59 77.67

IN - 30 - - 0.84 78.30

40× 40

PDD - - 0.29 100

CR - dmax - - 0.25 100

CR - 1.5 - - 0.27 100

CR - 5 - - 0.31 100

CR - 10 - - 0.38 91.78

CR - 20 - - 0.51 83.74

CR - 30 - - 0.44 92.06

IN - dmax - - 0.23 100

IN - 1.5 - - 0.24 100

IN - 5 - - 0.25 100

IN - 10 - - 0.33 89.80

IN - 20 - - 0.44 82.76
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 30 - - 0.48 94.47

5× 30

PDD - - 0.13 100

CR - dmax - - 0.35 100

CR - 5 - - 0.34 99.07

CR - 10 - - 0.35 97.67

CR - 20 - - 0.42 93.40

CR - 30 - - 0.42 86.76

IN - dmax - - 0.37 100

IN - 5 - - 0.42 100

IN - 10 - - 0.51 91.21

IN - 20 - - 0.78 76.92

IN - 30 - - 1.02 59.34

30× 5

PDD - - 0.13 99.54

CR - dmax - - 0.29 100

CR - 5 - - 0.33 100

CR - 10 - - 0.41 100

CR - 20 - - 0.62 84.62

CR - 30 - - 0.81 69.23

IN - dmax - - 0.36 100

IN - 5 - - 0.26 100

IN - 10 - - 0.31 96.74

IN - 20 - - 0.33 92.09

IN - 30 - - 0.39 83.49
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Table B.4: Results of MATLAB veri�cation for 10 MV FFF.

Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

1× 1

PDD 0.40 98.94 - -

CR - dmax 0.14 100 - -

CR - 10 0.13 100 - -

CR - 20 0.12 100 - -

IN - dmax 0.16 100 - -

IN - 10 0.19 100 - -

IN - 20 0.20 100 - -

2× 2

PDD 0.14 98.94 0.13 99.55

CR - dmax 0.13 100 0.21 100

CR - 5 0.13 100 0.20 100

CR - 10 0.13 100 0.20 100

CR - 20 0.13 100 0.20 100

CR - 30 0.59 86.67 0.22 100

IN - dmax 0.18 100 0.17 100

IN - 5 0.20 100 0.19 100

IN - 10 0.22 100 0.20 100

IN - 20 0.26 100 0.25 100

IN - 30 0.73 66.67 0.28 100

3× 3

PDD 0.13 99.47 0.11 99.55

CR - dmax 0.13 100 0.19 100

CR - 5 0.12 100 0.17 100

CR - 10 0.11 100 0.18 100

CR - 20 0.12 100 0.19 100

CR - 30 0.60 86.49 0.20 100

IN - dmax 0.19 100 0.18 100

IN - 5 0.19 100 0.18 100

IN - 10 0.23 100 0.23 100

IN - 20 0.21 100 0.23 100

IN - 30 0.73 72.97 0.28 100

4× 4

PDD 0.15 99.47 - -

CR - dmax 0.13 100 - -

CR - 10 0.14 100 - -

CR - 20 0.17 100 - -

IN - dmax 0.22 100 - -

IN - 10 0.28 100 - -
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 20 0.30 100 - -

5× 5

PDD 0.16 98.94 0.17 100

CR - dmax 0.14 100 0.21 100

CR - 1.5 0.19 100 0.23 100

CR - 5 0.13 100 0.21 100

CR - 10 0.16 100 0.22 100

CR - 20 0.21 100 0.28 100

CR - 30 0.76 72.52 0.34 100

IN - dmax 0.24 100 0.26 100

IN - 1.5 0.29 100 0.27 100

IN - 5 0.24 100 0.23 100

IN - 10 0.26 100 0.26 100

IN - 20 0.36 100 0.39 100

IN - 30 0.82 60.47 0.41 99.24

6× 6

PDD 0.12 99.47 - -

CR - dmax 0.19 100 - -

CR - 10 0.20 100 - -

CR - 20 0.32 100 - -

IN - dmax 0.26 100 - -

IN - 10 0.37 100 - -

IN - 20 0.46 100 - -

7× 7

PDD 0.11 99.47 0.13 100

CR - dmax 0.23 100 0.32 100

CR - 5 0.18 100 0.29 100

CR - 10 0.21 100 0.31 100

CR - 20 0.27 100 0.37 100

CR - 30 0.84 58.40 0.42 97.60

IN - dmax 0.28 100 0.30 100

IN - 5 0.27 100 0.26 100

IN - 10 0.34 100 0.32 100

IN - 20 0.43 100 0.46 100

IN - 30 0.96 51.20 0.46 89.60

8× 8

PDD 0.13 99.47 0.13 99.55

CR - dmax 0.20 100 0.25 100

CR - 10 0.29 98.14 0.33 95.03

CR - 20 0.31 100 0.36 100
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - dmax 0.33 99.38 0.34 98.14

IN - 10 0.38 100 0.37 100

IN - 20 0.47 98.11 0.49 97.52

10× 10

PDD 0.16 99.47 0.14 100

CR - dmax 0.20 100 0.29 100

CR - 1.5 0.27 100 0.31 100

CR - 5 0.19 100 0.29 100

CR - 10 0.24 100 0.33 100

CR - 20 0.33 98.84 0.41 98.90

CR - 30 0.88 57.58 0.54 84.53

IN - dmax 0.30 100 0.32 100

IN - 1.5 0.35 100 0.33 100

IN - 5 0.30 100 0.28 100

IN - 10 0.31 100 0.31 100

IN - 20 0.40 94.77 0.41 93.37

IN - 30 1.02 56.10 0.59 78.45

14× 14

PDD 0.20 98.94 0.18 100

CR - dmax 0.23 100 0.29 100

CR - 10 0.26 100 0.30 100

CR - 20 0.34 90.95 0.45 92.76

IN - dmax 0.33 100 0.34 99.55

IN - 10 0.35 100 0.36 100

IN - 20 0.39 87.94 0.45 88.69

15× 15

PDD 0.20 99.47 0.17 100

CR - dmax 0.25 100 0.35 100

CR - 1.5 0.30 100 0.37 100

CR - 5 0.21 100 0.34 100

CR - 10 0.27 100 0.39 100

CR - 20 0.38 91.49 0.49 88.65

CR - 30 0.99 58.65 0.61 77.30

IN - dmax 0.35 100 0.35 100

IN - 1.5 0.43 100 0.41 100

IN - 5 0.30 100 0.31 100

IN - 10 0.36 100 0.37 100

IN - 20 0.46 85.11 0.49 85.82

IN - 30 1.13 57.46 0.63 71.63
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

20× 20

PDD - - 0.22 99.55

CR - dmax - - 0.36 100

CR - 1.5 - - 0.38 100

CR - 5 - - 0.37 100

CR - 10 - - 0.43 100

CR - 20 - - 0.52 87.88

CR - 30 - - 0.61 77.58

IN - dmax - - 0.30 100

IN - 1.5 - - 0.40 100

IN - 5 - - 0.32 100

IN - 10 - - 0.35 97.58

IN - 20 - - 0.48 81.82

IN - 30 - - 0.59 71.52

30× 30

PDD - - 0.21 100

CR - dmax - - 0.31 100

CR - 5 - - 0.33 100

CR - 10 - - 0.40 97.21

CR - 20 - - 0.48 85.98

CR - 30 - - 0.55 81.55

IN - dmax - - 0.30 100

IN - 5 - - 0.28 100

IN - 10 - - 0.36 94.88

IN - 20 - - 0.44 83.72

IN - 30 - - 0.53 78.30

40× 40

PDD - - 0.19 100

CR - dmax - - 0.28 100

CR - 1.5 - - 0.28 100

CR - 5 - - 0.32 100

CR - 10 - - 0.39 99.67

CR - 20 - - 0.45 84.14

CR - 30 - - 0.34 95.63

IN - dmax - - 0.24 100

IN - 1.5 - - 0.30 100

IN - 5 - - 0.22 100

IN - 10 - - 0.29 99.67

IN - 20 - - 0.36 84.48
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Field size
[cm× cm]

Curve type -
at depth [cm]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

γmean γ<1 [%] γmean γ<1 [%]

IN - 30 - - 0.31 94.09

5× 30

PDD - - 0.12 100

CR - dmax - - 0.25 100

CR - 5 - - 0.29 100

CR - 10 - - 0.36 100

CR - 20 - - 0.40 97.66

CR - 30 - - 0.52 92.72

IN - dmax - - 0.37 100

IN - 5 - - 0.35 100

IN - 10 - - 0.41 100

IN - 20 - - 0.66 85.71

IN - 30 - - 0.78 79.12

30× 5

PDD - - 0.12 99.55

CR - dmax - - 0.27 100

CR - 5 - - 0.26 100

CR - 10 - - 0.30 100

CR - 20 - - 0.46 92.31

CR - 30 - - 0.63 87.91

IN - dmax - - 0.28 100

IN - 5 - - 0.27 100

IN - 10 - - 0.32 100

IN - 20 - - 0.38 95.35

IN - 30 - - 0.45 91.98

B.2 Point Dose Veri�cation

The following tables (i.e. Tables B.5, B.6, B.7 and B.8) provide the exhaustive results of the point
dose comparison of measured (Dmeas) and calculated (Dcalc) dose at various chosen points along
the CAX (i.e. at di�erent depths - in cm) and for four di�erent SSDs (90 cm, 100 cm, 85 cm and

80 cm) , along with the respective di�erence percentge (Di�). Once again, �DWP� stands for �digital
water phantom� and serves to di�erentiate the two water phantoms on which the calculations and
di�erences relative to the respective measurements were performed.
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Table B.5: Results of point dose veri�cation for 6 MV FF.

SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

90

3× 3
5 1.116 1.16 3.9 1.15 3.0

10 0.820 0.84 2.5 0.84 2.5

20 0.445 0.45 1.0 0.45 1.0

5× 5

5 1.221 1.22 -0.1 1.22 -0.1

7 1.084 1.08 -0.4 1.08 -0.4

10 0.905 0.90 -0.6 0.90 -0.6

15 0.668 0.67 0.3 0.67 0.3

20 0.494 0.49 -0.9 0.49 -0.9

10× 10

5 1.305 1.30 -0.3 1.31 0.4

7 1.177 1.18 0.3 1.18 0.3

10 1.000 1.00 0.0 1.00 0.0

15 0.757 0.75 -1.0 0.75 -1.0

20 0.571 0.57 -0.1 0.57 -0.1

15× 15
5 1.352 1.36 0.6 1.36 0.6

10 1.057 1.06 0.3 1.06 0.3

20 0.624 0.62 -0.6 0.62 -0.6

30× 30

5 1.424 - - 1.43 0.4

7 1.307 - - 1.32 1.0

10 1.143 - - 1.15 0.6

15 0.904 - - 0.91 0.6

20 0.711 - - 0.71 -0.1

5× 30
5 1.288 - - 1.28 -0.6

10 0.978 - - 0.97 -0.8

20 0.554 - - 0.55 -0.7

30× 5
5 1.270 - - 1.29 1.6

10 0.965 - - 0.98 1.5

20 0.548 - - 0.55 0.3

100

3× 3
5 0.929 0.95 2.3 0.95 2.3

10 0.690 0.70 1.5 0.70 1.5

20 0.380 0.38 0.1 0.38 0.1

5× 5

5 1.000 1.00 0.0 1.00 0.0

7 0.895 0.90 0.6 0.90 0.6

10 0.753 0.75 -0.4 0.75 -0.4

15 0.562 0.56 -0.3 0.56 -0.3

20 0.420 0.42 0.0 0.42 0.0
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

10× 10

5 1.068 1.07 0.2 1.07 0.2

7 0.969 0.97 0.1 0.97 0.1

10 0.831 0.83 -0.1 0.84 1.1

15 0.637 0.64 0.5 0.64 0.5

20 0.486 0.48 -1.2 0.48 -1.2

15× 15
5 1.108 1.12 1.1 1.12 1.1

10 0.878 0.88 0.2 0.89 1.4

20 0.530 0.53 -0.1 0.53 -0.1

30× 30

5 1.166 - - 1.17 0.4

7 1.075 - - 1.09 1.4

10 0.945 - - 0.96 1.5

15 0.757 - - 0.76 0.3

20 0.601 - - 0.60 -0.2

5× 30
5 1.055 - - 1.05 -0.5

10 0.812 - - 0.81 -0.2

20 0.470 - - 0.47 -0.1

30× 5
5 1.042 - - 1.06 1.7

10 0.802 - - 0.82 2.2

20 0.466 - - 0.47 0.9

85

3× 3
5 1.224 1.28 4.6 1.28 4.6

10 0.896 0.93 3.8 0.93 3.8

20 0.483 0.49 1.4 0.49 1.4

5× 5

5 1.354 1.35 -0.3 1.35 -0.3

7 1.200 1.20 0.0 1.20 0.0

10 0.996 1.00 0.4 1.00 0.4

15 0.731 0.73 -0.2 0.73 -0.2

20 0.538 0.54 0.3 0.54 0.3

10× 10

5 1.449 1.45 0.1 1.45 0.1

7 1.303 1.30 -0.3 1.30 -0.3

10 1.103 1.10 -0.3 1.10 -0.3

15 0.827 0.82 -0.8 0.83 0.4

20 0.621 0.62 -0.1 0.62 -0.1

15× 15
5 1.505 1.51 0.4 1.51 0.4

10 1.167 1.17 0.3 1.17 0.3

20 0.678 0.67 -1.3 0.68 0.2

30× 30

5 1.585 - - 1.59 0.3
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

7 1.450 - - 1.46 0.7

10 1.262 - - 1.27 0.7

15 0.992 - - 0.99 -0.2

20 0.774 - - 0.77 -0.5

5× 30
5 1.431 - - 1.42 -0.8

10 1.078 - - 1.07 -0.8

20 0.603 - - 0.60 -0.4

30× 5
5 1.410 - - 1.43 1.4

10 1.063 - - 1.08 1.6

20 0.596 - - 0.60 0.6

80

3× 3
5 1.350 1.43 5.9 1.43 5.9

10 0.985 1.03 4.6 1.03 4.6

20 0.528 0.54 2.3 0.54 2.3

5× 5
5 1.519 1.51 -0.6 1.51 -0.6

10 1.108 1.10 -0.7 1.11 0.2

20 0.591 0.59 -0.2 0.59 -0.2

10× 10
5 1.627 1.62 -0.4 1.62 -0.4

10 1.226 1.22 -0.5 1.22 -0.5

20 0.680 0.67 -1.5 0.68 -0.1

15× 15
5 1.689 1.68 -0.5 1.69 0.1

10 1.299 1.30 0.1 1.30 0.1

20 0.744 0.73 -1.8 0.74 -0.5

30× 30
5 1.780 - - 1.78 0.0

10 1.406 - - 1.41 0.3

20 0.851 - - 0.84 -1.3

5× 30
5 1.606 - - 1.58 -1.6

10 1.200 - - 1.19 -0.9

20 0.662 - - 0.65 -1.8

30× 5
5 1.581 - - 1.60 1.2

10 1.182 - - 1.20 1.5

20 0.655 - - 0.66 0.8
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Table B.6: Results of point dose veri�cation for 10 MV FF.

SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

90

3× 3
5 1.079 1.14 5.7 1.14 5.7

10 0.827 0.86 3.9 0.87 5.1

20 0.487 0.50 2.6 0.50 2.6

5× 5

5 1.193 1.19 -0.3 1.19 -0.3

7 1.077 1.08 0.3 1.08 0.3

10 0.920 0.92 0.0 0.92 0.0

15 0.704 0.71 0.9 0.71 0.9

20 0.542 0.54 -0.3 0.54 -0.3

10× 10

5 1.268 1.26 -0.7 1.27 0.2

7 1.157 1.15 -0.6 1.16 0.3

10 1.001 1.00 -0.1 1.00 -0.1

15 0.783 0.78 -0.4 0.78 -0.4

20 0.611 0.61 -0.2 0.61 -0.2

15× 15
5 1.309 1.31 0.1 1.31 0.1

10 1.048 1.05 0.1 1.05 0.1

20 0.656 0.65 -1.0 0.65 -1.0

30× 30

5 1.363 - - 1.36 -0.2

7 1.259 - - 1.26 0.1

10 1.113 - - 1.12 0.6

15 0.901 - - 0.90 -0.1

20 0.725 - - 0.72 -0.6

5× 30
5 1.252 - - 1.24 -0.9

10 0.979 - - 0.97 -1.0

20 0.595 - - 0.59 -0.8

30× 5
5 1.234 - - 1.25 1.3

10 0.969 - - 0.98 1.2

20 0.589 - - 0.59 0.2

100

3× 3
5 0.901 0.94 4.3 0.94 4.3

10 0.697 0.72 3.4 0.72 3.4

20 0.416 0.42 1.0 0.42 1.0

5× 5

5 0.977 0.98 0.3 0.98 0.3

7 0.886 0.89 0.5 0.89 0.5

10 0.762 0.77 1.0 0.77 1.0

15 0.592 0.59 -0.3 0.59 -0.3

20 0.459 0.46 0.3 0.46 0.3
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

10× 10

5 1.034 1.04 0.5 1.04 0.5

7 0.949 0.96 1.1 0.96 1.1

10 0.830 0.83 0.0 0.83 0.0

15 0.656 0.66 0.6 0.66 0.6

20 0.517 0.52 0.5 0.52 0.5

15× 15
5 1.069 1.07 0.1 1.08 1.0

10 0.868 0.87 0.3 0.87 0.3

20 0.556 0.55 -1.1 0.56 0.7

30× 30

5 1.114 - - 1.12 0.5

7 1.034 - - 1.04 0.5

10 0.919 - - 0.93 1.2

15 0.751 - - 0.76 1.1

20 0.612 - - 0.61 -0.3

5× 30
5 1.024 - - 1.02 -0.4

10 0.813 - - 0.81 -0.4

20 0.503 - - 0.50 -0.6

30× 5
5 1.011 - - 1.03 1.9

10 0.803 - - 0.82 2.1

20 0.498 - - 0.50 0.4

85

3× 3
5 1.178 1.26 7.0 1.26 7.0

10 0.901 0.95 5.4 0.95 5.4

20 0.527 0.54 2.4 0.54 2.4

5× 5

5 1.323 1.33 0.5 1.33 0.5

7 1.190 1.19 0.0 1.20 0.8

10 1.012 1.02 0.8 1.02 0.8

15 0.772 0.77 -0.2 0.77 -0.2

20 0.590 0.59 -0.1 0.59 -0.1

10× 10

5 1.408 1.41 0.2 1.41 0.2

7 1.281 1.28 -0.1 1.28 -0.1

10 1.105 1.10 -0.4 1.11 0.5

15 0.858 0.86 0.3 0.86 0.3

20 0.666 0.66 -0.9 0.66 -0.9

15× 15
5 1.457 1.45 -0.5 1.46 0.2

10 1.158 1.16 0.1 1.16 0.1

20 0.715 0.71 -0.7 0.71 -0.7

30× 30

5 1.517 - - 1.51 -0.5
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

7 1.398 - - 1.40 0.1

10 1.230 - - 1.23 0.0

15 0.989 - - 0.99 0.1

20 0.792 - - 0.79 -0.2

5× 30
5 1.393 - - 1.38 -0.9

10 1.084 - - 1.07 -1.3

20 0.649 - - 0.64 -1.4

30× 5
5 1.370 - - 1.39 1.5

10 1.068 - - 1.08 1.1

20 0.641 - - 0.65 1.4

80

3× 3
5 1.305 1.41 8.0 1.41 8.0

10 0.996 1.06 6.5 1.06 6.5

20 0.579 0.59 1.8 0.59 1.8

5× 5
5 1.492 1.48 -0.8 1.48 -0.8

10 1.134 1.13 -0.4 1.13 -0.4

20 0.653 0.65 -0.5 0.65 -0.5

10× 10
5 1.593 1.57 -1.5 1.57 -1.5

10 1.239 1.23 -0.7 1.23 -0.7

20 0.736 0.72 -2.1 0.73 -0.8

15× 15
5 1.647 1.62 -1.6 1.63 -1.0

10 1.299 1.29 -0.7 1.29 -0.7

20 0.791 0.78 -1.5 0.78 -1.5

30× 30
5 1.717 - - 1.69 -1.6

10 1.381 - - 1.37 -0.8

20 0.878 - - 0.87 -0.9

5× 30
5 1.574 - - 1.54 -2.2

10 1.216 - - 1.19 -2.2

20 0.717 - - 0.70 -2.4

30× 5
5 1.545 - - 1.55 0.3

10 1.196 - - 1.20 0.4

20 0.708 - - 0.71 0.3
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Table B.7: Results of point dose veri�cation for 6 MV FFF.

SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

90

5× 5

5 1.249 1.25 0.1 1.26 0.9

7 1.108 1.10 -0.8 1.1 0.1

10 0.924 0.92 -0.5 0.92 -0.5

15 0.681 0.68 -0.2 0.68 -0.2

20 0.505 0.50 -1.0 0.50 -1.0

10× 10

5 1.312 1.32 0.6 1.32 0.6

7 1.180 1.18 0.0 1.18 0.0

10 1.000 1.00 0.0 1.00 0.0

15 0.753 0.75 -0.4 0.75 -0.4

20 0.567 0.56 -1.3 0.56 -1.3

15× 15
5 1.343 1.35 0.5 1.35 0.5

10 1.040 1.04 0.0 1.04 0.0

20 0.606 0.60 -0.9 0.60 -0.9

30× 30

5 1.383 - - 1.39 0.5

7 1.260 - - 1.27 0.8

10 1.089 - - 1.09 0.1

15 0.846 - - 0.84 -0.8

20 0.656 - - 0.65 -0.9

5× 30
5 1.295 - - 1.29 -0.4

10 0.976 - - 0.97 -0.6

20 0.548 - - 0.54 -1.5

30× 5
5 1.286 - - 1.30 1.1

10 0.970 - - 0.98 1.0

20 0.546 - - 0.55 0.7

100

5× 5

5 1.028 1.03 0.2 1.03 0.2

7 0.918 0.92 0.2 0.92 0.2

10 0.771 0.77 -0.1 0.77 -0.1

15 0.574 0.58 1.1 0.58 1.1

20 0.429 0.43 0.2 0.43 0.2

10× 10

5 1.078 1.08 0.2 1.09 1.1

7 0.975 0.98 0.5 0.98 0.5

10 0.832 0.83 -0.3 0.83 -0.3

15 0.635 0.63 -0.8 0.63 -0.8

20 0.483 0.48 -0.6 0.48 -0.6

15× 15
5 1.103 1.11 0.6 1.11 0.6
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

10 0.865 0.87 0.5 0.87 0.5

20 0.515 0.51 -1.0 0.51 -1.0

30× 30

5 1.135 - - 1.15 1.3

7 1.039 - - 1.05 1.0

10 0.905 - - 0.91 0.6

15 0.711 - - 0.71 -0.2

20 0.556 - - 0.55 -1.1

5× 30
5 1.065 - - 1.07 0.5

10 0.813 - - 0.81 -0.4

20 0.467 - - 0.46 -1.4

30× 5
5 1.058 - - 1.07 1.1

10 0.808 - - 0.82 1.5

20 0.464 - - 0.47 1.3

85

5× 5

5 1.388 1.39 0.2 1.39 0.2

7 1.228 1.23 0.2 1.23 0.2

10 1.018 1.02 0.2 1.02 0.2

15 0.746 0.75 0.6 0.75 0.6

20 0.550 0.55 -0.1 0.55 -0.1

10× 10

5 1.456 1.46 0.3 1.46 0.3

7 1.306 1.31 0.3 1.31 0.3

10 1.101 1.10 -0.1 1.10 -0.1

15 0.824 0.82 -0.4 0.82 -0.4

20 0.617 0.61 -1.1 0.61 -1.1

15× 15
5 1.491 1.50 0.6 1.50 0.6

10 1.145 1.15 0.4 1.15 0.4

20 0.658 0.65 -1.2 0.65 -1.2

30× 30

5 1.536 - - 1.55 0.9

7 1.394 - - 1.40 0.4

10 1.200 - - 1.20 0.0

15 0.927 - - 0.92 -0.8

20 0.714 - - 0.71 -0.6

5× 30
5 1.437 - - 1.44 0.2

10 1.075 - - 1.07 -0.5

20 0.597 - - 0.59 -1.3

30× 5
5 1.426 - - 1.44 1.0

10 1.068 - - 1.08 1.1
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

20 0.594 - - 0.60 1.1

80

5× 5
5 1.551 1.56 0.6 1.56 0.6

10 1.129 1.13 0.1 1.13 0.1

20 0.603 0.60 -0.6 0.60 -0.6

10× 10
5 1.630 1.63 0.0 1.63 0.0

10 1.221 1.22 -0.1 1.22 -0.1

20 0.675 0.67 -0.7 0.67 -0.7

15× 15
5 1.670 1.68 0.6 1.68 0.6

10 1.264 1.27 0.5 1.27 0.5

20 0.721 0.71 -1.5 0.71 -1.5

30× 30
5 1.720 - - 1.73 0.6

10 1.335 - - 1.33 -0.4

20 0.784 - - 0.78 -0.5

5× 30
5 1.610 - - 1.61 0.0

10 1.194 - - 1.19 -0.3

20 0.655 - - 0.65 -0.7

30× 5
5 1.596 - - 1.61 0.9

10 1.185 - - 1.19 0.4

20 0.652 - - 0.65 -0.2
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Table B.8: Results of point dose veri�cation for 10 MV FFF.

SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

90

5× 5

5 1.229 1.24 0.9 1.24 0.9

7 1.105 1.11 0.4 1.11 0.4

10 0.941 0.95 0.9 0.95 0.9

15 0.719 0.72 0.2 0.72 0.2

20 0.552 0.55 -0.4 0.55 -0.4

10× 10

5 1.276 1.28 0.3 1.28 0.3

7 1.151 1.16 0.7 1.16 0.7

10 0.997 1.00 0.3 1.00 0.3

15 0.775 0.78 0.7 0.78 0.7

20 0.602 0.60 -0.3 0.60 -0.3

15× 15
5 1.297 1.31 1.0 1.31 1.0

10 1.026 1.03 0.4 1.03 0.4

20 0.630 0.63 -0.1 0.63 -0.1

30× 30

5 1.350 - - 1.33 -1.5

7 1.211 - - 1.22 0.7

10 1.057 - - 1.06 0.3

15 0.838 - - 0.84 0.2

20 0.663 - - 0.66 -0.5

5× 30
5 1.263 - - 1.27 0.6

10 0.979 - - 0.98 0.1

20 0.586 - - 0.59 0.7

30× 5
5 1.255 - - 1.27 1.2

10 0.974 - - 0.98 0.6

20 0.584 - - 0.59 1.1

100

5× 5

5 1.013 1.02 0.7 1.02 0.7

7 0.916 0.92 0.4 0.92 0.4

10 0.784 0.79 0.7 0.79 0.7

15 0.605 0.61 0.9 0.61 0.9

20 0.468 0.47 0.3 0.47 0.3

10× 10

5 1.050 1.06 0.9 1.06 0.9

7 0.957 0.96 0.3 0.96 0.3

10 0.832 0.84 1.0 0.84 1.0

15 0.653 0.65 -0.5 0.65 -0.5

20 0.512 0.51 -0.5 0.51 -0.5

15× 15
5 1.067 1.08 1.2 1.08 1.2
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

10 0.854 0.86 0.7 0.86 0.7

20 0.535 0.53 -1.0 0.54 0.9

30× 30

5 1.088 - - 1.10 1.1

7 1.001 - - 1.01 0.9

10 0.880 - - 0.88 0.0

15 0.705 - - 0.71 0.7

20 0.563 - - 0.56 -0.5

5× 30
5 1.039 - - 1.05 1.0

10 0.816 - - 0.82 0.5

20 0.498 - - 0.50 0.5

30× 5
5 1.034 - - 1.05 1.5

10 0.812 - - 0.82 1.0

20 0.495 - - 0.50 1.0

85

5× 5

5 1.362 1.38 1.3 1.38 1.3

7 1.221 1.23 0.7 1.23 0.7

10 1.035 1.04 0.4 1.04 0.4

15 0.787 0.79 0.4 0.79 0.4

20 0.601 0.60 -0.2 0.60 -0.2

10× 10

5 1.417 1.43 0.9 1.43 0.9

7 1.282 1.29 0.6 1.29 0.6

10 1.099 1.10 0.0 1.10 0.0

15 0.849 0.85 0.1 0.85 0.1

20 0.656 0.65 -1.0 0.65 -1.0

15× 15
5 1.441 1.45 0.6 1.45 0.6

10 1.131 1.14 0.8 1.14 0.8

20 0.686 0.69 0.6 0.69 0.6

30× 30

5 1.469 - - 1.48 0.7

7 1.342 - - 1.35 0.6

10 1.166 - - 1.17 0.3

15 0.919 - - 0.92 0.1

20 0.724 - - 0.72 -0.6

5× 30
5 1.402 - - 1.41 0.6

10 1.080 - - 1.08 0.0

20 0.639 - - 0.64 0.2

30× 5
5 1.392 - - 1.41 1.3

10 1.073 - - 1.09 1.6
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SSD

[cm]

Field size

[cm× cm]

Depth

[cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] Di� [%] Dcalc [Gy] Di� [%]

20 0.636 - - 0.64 0.6

80

5× 5
5 1.529 1.54 0.7 1.54 0.7

10 1.153 1.16 0.6 1.16 0.6

20 0.663 0.66 -0.4 0.66 -0.4

10× 10
5 1.595 1.59 -0.3 1.59 -0.3

10 1.229 1.22 -0.7 1.22 -0.7

20 0.723 0.72 -0.4 0.72 -0.4

15× 15
5 1.622 1.62 -0.1 1.62 -0.1

10 1.264 1.26 -0.3 1.26 -0.3

20 0.757 0.75 -0.9 0.75 -0.9

30× 30
5 1.655 - - 1.66 0.3

10 1.303 - - 1.30 -0.2

20 0.799 - - 0.79 -1.2

5× 30
5 1.577 - - 1.58 0.2

10 1.205 - - 1.20 -0.4

20 0.705 - - 0.70 -0.7

30× 5
5 1.563 - - 1.58 1.1

10 1.195 - - 1.20 0.4

20 1.228 - - 0.70 -0.1

B.3 Output Factor Veri�cation

The tables of this subsection (B.9, B.10, B.11 and B.12) provide a comparison between output
factors obtained from measurements (OFmeas) and those obtained from dose calculations using
the new beam models. The acronym �OF� understandably stands for �output factor�; all other
abbreviations used have the same meaning they had throughout the previous two subsections.
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Table B.9: Results of output factor veri�cation for 6 MV FF.

Field size

[cm× cm]
OFmeas

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] OF Di� [%] Dcalc [Gy] OF Di� [%]

1× 1 0.665 0.67 0.670 0.7 0.66 0.660 -0.8

2× 2 0.801 0.80 0.800 -0.1 0.80 0.800 -0.1

3× 3 0.845 0.84 0.840 -0.6 0.84 0.840 -0.6

4× 4 0.879 0.88 0.880 0.1 - - -

5× 5 0.905 0.9 0.900 -0.6 0.90 0.900 -0.6

6× 6 0.930 0.93 0.930 0.0 - - -

7× 7 0.951 0.95 0.950 -0.1 0.95 0.950 -0.1

8× 8 0.970 0.97 0.970 0.0 - - -

10× 10 1.000 1.00 1.000 0.0 1.00 1.000 0.0

14× 14 1.048 1.05 1.050 0.2 1.05 1.050 0.2

15× 15 1.058 1.06 1.060 0.1 1.06 1.060 0.1

20× 20 1.097 - - - 1.10 1.100 0.3

30× 30 1.144 - - - 1.15 1.150 0.5

5× 30 0.977 - - - 0.97 0.970 -0.7

30× 5 0.969 - - - 0.98 0.980 1.1

Table B.10: Results of output factor veri�cation for 10 MV FF.

Field size

[cm× cm]
OFmeas

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] OF Di� [%] Dcalc [Gy] OF Di� [%]

1× 1 0.644 0.64 0.640 -0.6 0.64 0.640 -0.6

2× 2 0.807 0.81 0.810 0.3 0.81 0.810 0.3

3× 3 0.862 0.86 0.860 -0.2 0.87 0.870 1.0

4× 4 0.896 0.90 0.900 0.4 0.90 0.900 0.4

5× 5 0.920 0.92 0.920 0.0 0.92 0.920 0.0

6× 6 0.938 0.94 0.940 0.2 0.94 0.940 0.2

7× 7 0.956 0.96 0.960 0.4 0.96 0.960 0.4

8× 8 0.971 0.97 0.970 -0.1 0.97 0.970 -0.1

10× 10 1.000 1.00 1.000 0.0 1.00 1.000 0.0

14× 14 1.038 1.04 1.040 0.2 1.04 1.040 0.2

15× 15 1.047 1.05 1.050 0.3 1.05 1.050 0.3

20× 20 1.076 - - - 1.08 1.080 0.4

30× 30 1.111 - - - 1.12 1.120 0.8

5× 30 0.979 - - - 0.97 0.970 -0.9

30× 5 0.970 - - - 0.98 0.980 1.1
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Table B.11: Results of output factor veri�cation for 6 MV FFF.

Field size

[cm× cm]
OFmeas

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] OF Di� [%] Dcalc [Gy] OF Di� [%]

1× 1 0.694 0.70 0.700 0.9 - - -

2× 2 0.828 0.83 0.830 0.2 0.83 0.830 0.2

3× 3 0.872 0.87 0.870 -0.2 0.87 0.870 -0.2

4× 4 0.903 0.90 0.900 -0.3 - - -

5× 5 0.926 0.92 0.920 -0.6 0.92 0.920 -0.6

6× 6 0.946 0.94 0.940 -0.6 - - -

7× 7 0.962 0.96 0.960 -0.2 - - -

8× 8 0.977 0.98 0.980 0.3 - - -

10× 10 1.000 1.00 1.000 0.0 1.00 1.000 0.0

14× 14 1.035 1.03 1.030 -0.5 1.04 1.040 0.5

15× 15 1.041 1.04 1.040 -0.1 1.04 1.040 -0.1

20× 20 1.065 - - - 1.06 1.060 -0.5

30× 30 1.090 - - - 1.09 1.090 0.0

5× 30 0.977 - - - 0.97 0.970 -0.7

30× 5 0.972 - - - 0.98 0.980 0.8

Table B.12: Results of output factor veri�cation for 10 MV FFF.

Field size

[cm× cm]

Dmeas

[Gy]

30 cm× 30 cm× 30 cm DWP 50 cm× 50 cm× 50 cm DWP

Dcalc [Gy] OF Di� [%] Dcalc [Gy] OF Di� [%]

1× 1 0.688 0.69 0.690 0.3 - - -

2× 2 0.840 0.84 0.840 0.0 0.84 0.840 0.0

3× 3 0.892 0.90 0.900 0.9 0.90 0.900 0.9

4× 4 0.926 0.93 0.930 0.4 - - -

5× 5 0.945 0.95 0.950 0.5 0.95 0.950 0.5

6× 6 0.960 0.96 0.960 0.0 - - -

7× 7 0.973 0.98 0.980 0.7 0.98 0.980 0.7

8× 8 0.984 0.99 0.990 0.6 0.99 0.990 0.6

10× 10 1.000 1.00 1.000 0.0 1.00 1.000 0.0

14× 14 1.024 1.03 1.030 0.6 1.03 1.030 0.6

15× 15 1.029 1.03 1.030 0.1 1.03 1.030 0.1

20× 20 1.044 - - - 1.05 1.050 0.6

30× 30 1.059 - - - 1.06 1.060 0.1

5× 30 0.982 - - - 0.98 0.980 -0.2

30× 5 0.980 - - - 0.98 0.980 0.0
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C Complete Results of Treatment-Delivery Veri�cation

This section contains the results of the Delta4 measurements performed at the AKH in Vienna.
To assess how well the planned and measured dose agree with one another, both the median dose
deviation (Med. Dose Dev. in %) and the local GPR (also in %) are given for every irradiated
plan. The plans are grouped together according to indication and beam quality+mode (e.g. LR
6 MV FF), thus resulting in Tables C.1, C.2, C.3, C.4 and C.5. Since all HR plans are made up
of two arcs (beams), the median dose deviation and the local GPR are listed both per plan (total)
and per beam (b1 - beam1, b2 - beam2).

Table C.1: Results of treatment-delivery veri�cation for LR 10 MV FF.

Patient # Plan Med. Dose Dev. [%] local GPR [%]

1
FB 0.0 99.8

mVMAT 0.0 98.8

2
FB -1.6 95.8

mVMAT -2.3 88.4

3
FB -1.5 94.6

mVMAT -1.4 96.7

4
FB -1.7 95.7

mVMAT -2.0 95.2

5
FB -1.6 95.6

mVMAT -2.1 94.9

6
FB -2.6 96.2

mVMAT -1.7 94.1

7
FB -1.6 95.1

mVMAT -1.9 95.4

8
FB -1.6 95.6

mVMAT -1.4 95.3

9
FB -1.3 95.5

mVMAT -2.0 93.0

10
FB -1.4 95.1

mVMAT -2.2 91.8
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Table C.2: Results of treatment-delivery veri�cation for LR 6 MV FF.

Patient # Plan Med. Dose Dev. [%] local GPR [%]

1 mVMAT -1.9 94.3

2 mVMAT -1.9 93.5

3 mVMAT -2.0 95.2

4 mVMAT -2.4 93.9

5
FB -1.8 95.3

mVMAT -2.0 96.4

6 mVMAT -2.1 96.8

7
FB -1.9 94.4

mVMAT -1.8 95.5

8 mVMAT -2.3 95.9

9 mVMAT -2.1 91.2

10
FB -1.8 94.6

mVMAT -2.2 91.4

Table C.3: Results of treatment-delivery veri�cation for LR 6 MV FFF.

Patient # Plan Med. Dose Dev. [%] local GPR [%]

1 mVMAT -0.2 98.9

2 mVMAT -1.4 99.2

3 mVMAT -0.9 99.4

4 mVMAT -1.0 97.2

5 mVMAT -1.3 98.3

6 mVMAT -0.8 99.6

7 mVMAT -0.9 99.6

8 mVMAT -1.2 95.3

9 mVMAT -0.9 96.7

10 mVMAT -0.9 98.2
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Table C.4: Results of treatment-delivery veri�cation for LR 10 MV FFF.

Patient # Plan Med. Dose Dev. [%] local GPR [%]

1 mVMAT -0.3 97.7

2 mVMAT -1.0 93.1

3 mVMAT -0.6 97.2

4 mVMAT -0.8 96.7

5 mVMAT -1.0 97.5

6 mVMAT -0.8 96.8

7 mVMAT -0.8 98.0

8 mVMAT -1.2 93.4

9 mVMAT -0.7 98.6

10 mVMAT -1.3 95.7

Table C.5: Results of treatment-delivery veri�cation for HR 6 MV FF.

Patient # Plan Med. Dose Dev. [%] local GPR [%]

6
FB

b1: -0.9
total: -1.1

b1: 98.6
total: 98.6

b2: -1.2 b2: 98.7

mVMAT
b1: -1.3

total: -1.8
b1: 97.0

total: 96.5
b2: -2.1 b2: 95.3

12
FB

b1: -1.0
total: -1.2

b1: 98.4
total: 98.2

b2: -1.4 b2: 97.9

mVMAT
b1: -1.3

total: -1.4
b1: 97.2

total: 95.8
b2: -1.5 b2: 94.3
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D Complete Results of Beam Model Comparison

The beam model comparison was, as already mentioned, conducted in the same manner as the
treatment delivery veri�cation and therefore the results are listed following the same method used
in the previous section. There is again a separation according to indication (leading to Tables D.1
and D.2) and the HR plans have entries per beam (b1, b2) and per plan (total).

Table D.1: Results of beam model comparison for HR 6 MV FF.

Patient
#

Plan
Med. Dose Dev. [%] local GPR [%]

VersaHD Clinac120 VersaHD Clinac120

6
FB

b1:
-0.9

total: -1.1
b1:
1.6

total: 1.5
b1:
98.6

total: 98.6
b1:
96.7

total: 98.3

b2:
-1.2

b2:
1.3

b2:
98.7

b2:
98.6

mVMAT
b1:
-1.3

total: -1.8
b1:
2.2

total: 2.5
b1:
97.0

total: 96.5
b1:
81.6

total: 78.3

b2:
-2.1

b2:
2.4

b2:
95.3

b2:
81.6

12
FB

b1:
-1.0

total: -1.2
b1:
1.4

total: 1.5
b1:
98.4

total: 98.2
b1:
96.0

total: 96.2

b2:
-1.4

b2:
1.4

b2:
97.9

b2:
93.9

mVMAT
b1:
-1.3

total: -1.4
b1:
1.2

total: 1.2
b1:
97.2

total: 95.8
b1:
96.7

total: 98.4

b2:
-1.5

b2:
1.1

b2:
94.3

b2:
98.6

Table D.2: Results of beam model comparison for LR 6 MV FF.

Patient # Plan
Med. Dose Dev. [%] local GPR [%]

VersaHD Clinac120 VersaHD Clinac120

5
FB -1.8 1.5 95.3 99.5

mVMAT -2.0 1.8 96.4 99.4

7
FB -1.9 1.5 94.4 99.8

mVMAT -1.8 1.4 95.5 98.5

10
FB -1.8 1.3 94.6 100

mVMAT -2.2 1.7 91.4 97.7
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