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Introduction

Throughout the history of mankind, reaching back to ancient Egypt and Greece, natu-
ral philosophers and mathematicians were interested in the study of the measurement
of the geometric properties of volume and surface area, and their relationship mani-
fested in isoperimetric inequalities. The modern and most commonly used definition
of volume is provided by the Lebesgue measure, whereas there are various definitions
of surface area for different classes of sets:
The n− 1-dimensional Hausdorff measureHn−1, for example, leads to a suitable mea-
surement of the area of parametrized hypersurfaces in Rn, but may change drastically
if the set in question is altered by a set of Lebesgue measure 0. De Giorgi [10] intro-
duced the notion of the perimeter in 1953, which is invariant under such changes; for a
Lebesgue measurable set E ⊆ Rn it is defined as

P (E) := sup

{∫
E

div T (x) dx : T ∈ C1
c (Rn), |T | ≤ 1

}
and if this quantity is finite, one can use the notion of the reduced boundary ∂∗E to
express it as

P (E) =

∫
∂∗E
|νE(x)| dHn−1(x),

where νE(x) is the measure-theoretic outer unit normal at x ∈ ∂∗E. This notion turned
out fruitful in the study of geometric variational problems, such as Plateau-type prob-
lems and already mentioned isoperimetric inequalities, which provide the answer to
questions of the sort ”Which sets minimize their surface area for a given volume?”.
The isoperimetric inequality for the perimeter takes the form

P (E) ≥ nω
1
n
n |E|

n−1
n ,

where ωn is the volume of the Euclidean unit ball, and equality holds precisely for
those sets E that differ from a ball on a set of volume 0.
As the surface area is closely related to certain forms of energies in physics, isoperimet-
ric inequalities can be utilized for the explanation why certain materials take on their
distincitve shapes. In the case of crystals, Wulff conjectured in 1901 that their shapes
minimize a corresponding surface energy functional, and Taylor [28] could identify
these shapes as the unique minimizers of the functional in 1978. The surface energy
functional can be modeled by replacing the Euclidean length by an arbitrary norm
‖ · ‖K with unit ball K on Rn, leading to the notion of the anisotropic perimeter PK(E) of
a set E,

PK(E) =

∫
∂∗E
‖νE(x)‖K∗ dHn−1(x),

where K∗ is the polar body of K.
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Another generalization of the perimeter which is useful in the study of phase transition
problems with long-range interactions, is the fractional perimeter,

Ps(E) =

∫
E

∫
Ec

1

|x− y|n+s
dx dy,

where 0 < s < 1. It was first thoroughly introduced by Caffarelli, Roquejoffre and
Savin [7] in 2010 in the study of corresponding minimizers. Closely related to the
theory of fractional perimeters is the notion of fractional Sobolev spaces, which arise
naturally as image of trace operators on Sobolev spaces and thus have important ap-
plications in many fields dealing with partial differential equations. The theory of
fractional Sobolev spaces is much older, reaching back to the 1950s, when they were
almost simultaneously introduced by Aronszajn, Gagliardo and Slobodeckij (see [11]
and references therein).
A combination of both concepts of anisotropic and fractional perimeter can be obtained
by the definition

Ps,K(E) =

∫
E

∫
Ec

1

‖x− y‖n+s
K

dx dy,

called anisotropic fractional perimeter. It was first studied by Ludwig [19] in 2014.

This thesis aims to properly define all the various concepts of surface area listed above,
examine their basic properties and, ultimately, formulate and prove corresponding
isoperimetric inequalities. It is structured as follows:

In Chapter 1 we first state basic results dealing with the perimeter and reduced bound-
ary, as well as crucial facts about convex bodies. We devote one section to prove that the
classical isoperimetric inequality and its analytical counterpart, the classical Sobolev
inequality, are equivalent.

Chapter 2 consists of the examination of the anisotropic perimeter and the anisotropic
isoperimetric inequality. The original proof by Taylor [28] heavily relies on the use of
currents, so we use more straightforward techniques, established by Maggi [22], in-
stead. The biggest drawback of this method, however, is that we cannot classify all
cases for which equality holds.

Fractional perimeters are the subject of examination in Chapter 3: The main results we
will prove therein deal with Gagliardo seminorms of functions, so we will establish a
link between this seminorm and the fractional perimeters first.
Then we discuss, in which sense fractional perimeters can be understood as generaliza-
tions of the classical perimeter: To this end, we reenact the proofs by Bourgain, Brezis
and Mironescu [5], and Maz’ya and Shaposhnikova [23] for their limiting results as
s → 1− and s → 0+: Up to constant factors, (1 − s)Ps(·) converges to the perimeter as
s→ 1+ and sPs(·) converges to the volume as s→ 0+.
The last part of this chapter consists of the proof of the fractional isoperimetric in-
equalty. We follow along the lines of Frank and Seiringer [12] and prove the fractional
Hardy and the fractional Sobolev inequality along the way. The equality cases are ob-
tained via the method of symmetric decreasing rearrangement of functions.
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In Chapter 4 we combine the theories established in Chapter 2 and 3 and introduce
the notion of anisotropic fractional perimeters. Using the ideas of Ludwig [19] we
first show convergence results as s → 1− and s → 0+ by reducing the statements to
the one-dimensional setting. The statement of a correspoding isoperimetric inequality
concludes the discussion of anisotropic fractional perimeters.
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1 Preliminary results from geometric
measure theory and convex geometry

This chapter aims to provide the basic notions and facts from geometric measure theory
and convex geometry we will need throughout the rest of the thesis.
We start in section 1.1 by settling the notation of basic mathematical objects any reader
familiar with analysis and measure theory should know.
In section 1.2 we will recall the definition and basic facts about the perimeter, a measure-
theoretic way of measuring the surface area of a set that has its roots in the Gauss-Green
theorem, which relates the integration of a vector field over a surface to the integration
of its divergence over a volume.
The famous isoperimetric inequality for sets and Sobolev inequality for functions will
be stated in section 1.3 and we will prove that both inequalities are equivalent, meaning
each of both inequalities can be derived from the other one.
In section 1.4 we want to investigate how norms on finite dimensional real vector
spaces can be identified by certain convex bodies and vice versa. The notions of sup-
port function and polar body of a convex body will be crucial to this task and their
definitions as well as simple properties will be stated. The Minkowski theorem and the
introduction of mixed volumes will conclude this section; mixed volumes are closely
related to the anisotropic perimeter discussed in chapter 2.

1.1 Basic notation

We provide a short summary of all mathematical objects we will heavily use through-
out the thesis and settle their notation in this section.

Analysis

Throughout the thesis we are interested in the study of functions and measures de-
fined on subsets of the n-dimensional Euclidean space Rn, n ≥ 1. For a vectors x =
(x1, . . . , xn)T ∈ Rn and y = (y1, . . . , yn)T ∈ Rn (which we always assume to be column
vectors) we denote the Euclidean scalar (or inner) product on Rn by

x · y :=
n∑
j=1

xjyj

and the induced Euclidean norm on Rn by

|x| :=
√
x · x.

The n− 1-dimensional unit sphere Sn−1 in Rn is defined by

Sn−1 := {x ∈ Rn : |x| = 1} .

1



1 Preliminary results from geometric measure theory and convex geometry

If x ∈ Rn and r > 0, then by Br(x) or B(x, r) we denote the open ball centered at x
with radius r,

B(x, r) = Br(x) := {y ∈ Rn : |y − x| < r} .

If x = 0, we simply write Br.
The indicator function 1E of a set E ⊆ Rn is defined by 1E(x) = 1 for x ∈ E and
1E(x) = 0 for x ∈ Ec.
Let Ω ⊆ Rn be an open set. For a differentiable function f : Ω→ R the partial derivative
w.r.t the j-th coordinate at a point x ∈ Ω is denoted by ∂jf(x) and we will identify its
differential df(x) with the matrix consisting of all partial derivatives:

df(x) = (∂1f(x), . . . , ∂nf(x)).

The gradient ∇f(x) of f at x is defined as the transpose of df(x), i.e. ∇f(x) = df(x)T .
Similarly, if g : Ω → Rm,m ≥ 1 is a differentiable function and we denote its com-
ponent functions as g(j), i.e. g = (g(1), . . . , g(m))T , then the differential dg(x) is an
m × n-matrix, dg(x) = (∂kg

(j)(x)) ∈ Rm×n. If m = n, the divergence of g at x, written
div g(x), is defined as

div g(x) :=
n∑
j=1

∂jg
(j)(x).

For k ∈ N∪{0,∞}we denote byCk(Ω) (Ck(Ω;Rm)) the class of all k-times continuously
differentiable functions (with values in Rm). In case of k = 0, i.e. for continuous
functions, we oftentimes omit the exponent k, e.g. C(Ω) = C0(Ω).
The support of a function T : Rn → Rm, denoted by spt T , is defined as

spt T := {x ∈ Ω : T (x) 6= 0},

where A denotes the closure of A ⊆ Rn. The class of all k-times continuously differ-
entiable functions (with values in Rm) with compact support in Ω is denoted by Ckc (Ω)
(Ckc (Ω;Rm)).
In some of our arguments we will need to smoothen functions before applying a suit-
able result (this is mainly the case if the result needs some kind of regularity): By a
family of standard mollifier ρε, ε > 0, we mean functions in C∞c (Bε; [0,∞)) such that∫
Rn ρε(x) dx = 1. Furthermore, we define the convolution of a function u ∈ Lp(Rn), 1 ≤
p <∞, with a mollifier ρε as

u ∗ ρε(x) :=

∫
R
u(x− y)ρε(y) dy,

and this convolution satisfies u ∗ ρε → u in Lp(Rn).

Measure theory

If E ⊆ Rn is a Lebesgue measurable subset, then we denote its Lebesgue measure
by |E| or Ln(E). The last notation for the Lebesgue measure is mostly used in inte-
grals, where we do not want to explicitly write down the integration variables. For
k ∈ N∪{0} the k-dimensional Hausdorff measure of E is denoted byHk(E). If there is
no chance of confusion with the Lebesgue measure, as it is for instance the case if k is

2



1.1 Basic notation

such that 0 < Hk(E) <∞, then we comfortably write |E| for the k-dimensional Haus-
dorff measure of E. For example, by |Sn−1|we mean the n− 1-dimensional Hausdorff
measure of the unit sphere as opposed to its Lebesgue measure, which would be 0.
The restriction µ � A of a measure µ to a measurable set A ⊆ Rn is the measure defined
by µ � A(E) := µ(A ∩ E), E ⊆ Rn measurable.
Let f : Rn → Rn be a measurable function. Then the pushforward f#µ of a measure µ
is defined by f#µ(E) := µ(f−1(E)), E ⊆ Rn measurable.
A Rm-valued Radon measure µ on Rn is a bounded linear functional on C0

c (Rn;Rm),
i.e. µ : C0

c (Rn;Rm)→ R :

T 7→ µ(T ) =

∫
Rn
T dµ,

where boundedness means that

sup

{∫
Rn
T dµ : T ∈ C0

c (Rn;Rm), spt T ⊆ K, |T | ≤ 1

}
is finite for every compact set K ⊂ Rn. The total variation |µ| of a Rm-valued Radon
measure µ on Rn is the outer measure defined by

|µ|(A) := sup

{∫
Rn
T dµ : T ∈ C0

c (Rn;Rm), spt T ⊆ A, |T | ≤ 1

}
, A ⊆ Rn open,

|µ|(E) := inf {|µ|(A) : E ⊆ A,A open} E ⊆ Rn.

Riesz’s representation theorem (c.f. [22, Theorem 4.7]) asserts the existence of a |µ|-
measurable function g : Rn → Rm with |g| = 1 |µ|-a.e. and∫

Rn
T dµ =

∫
Rn
T · g d|µ|

for every T ∈ C0
c (Rn;Rm). If E ⊆ Rn is a bounded Borel set we understand by µ(E) ∈

Rm the expression
∫
E g d|µ|.

For a Rm-valued Radon measure µ on Rn and a bounded Borel function f : Rn → Rm
we can construct a new R-valued Radon measure f · µ by setting

f · µ(ϕ) :=

∫
Rn
fϕdµ

for ϕ ∈ C0
c (Rn). For its total variation we have the formula |f ·µ| = |f ||µ|. An analogu-

ous construction can be made for positive measures µ, resulting in a Rm-valued Radon
measure.
The support spt µ of a Rm-valued Radon measure µ on Rn is defined as the intersection
of all closed sets C ⊆ Rn, such that µ(Rn\C) = 0.
The Lebesgue-Besicovitch differentiation theorem (c.f. [22, Theorem 5.8]) ensures that

D|µ|µ(x) := lim
r→0+

µ(Br(x))

|µ|(Br(x))

exists for |µ|-a.e. x ∈ spt µ. If we extend this function with 0 outside of spt µ, then it
coincides with the function g from Riesz’s representation theorem |µ|-a.e.
Ultimately, let µj , j ∈ N, and µ be Rm-valued Radon measures on Rn. We say that µj
weak-star converges to µ, denoted by µj

∗
⇀ µ, if

lim
j→∞

∫
Rn
ϕdµj =

∫
Rn
ϕdµ

for every ϕ ∈ C0
c (Rn;Rm).

3



1 Preliminary results from geometric measure theory and convex geometry

1.2 The perimeter

All definitions and statements in this section are taken from [22], unless noted other-
wise.

1.1 Definition. Let E ⊆ Rn be a Lebesgue measurable set; we say that E is a set of
locally finite perimeter if for every compact K ⊆ Rn

sup

{∫
E

div T (x) dx : T ∈ C1
c (Rn;Rn), spt T ⊆ K, |T | ≤ 1

}
<∞.

If the above quantity can be bound by a constant independent of the choice of the
compact set K, then we say E is a set of finite perimeter .

1.2 Theorem (Sets of locally finite perimeter and Radon measures). Let E ⊆ Rn be a
Lebesgue measurable set. Then E is a set of locally finite perimeter if and only if there exists a
Rn-valued Radon measure µE on Rn such that∫

E
div T (x) dx =

∫
Rn
T dµE ∀T ∈ C1

c (Rn;Rn).

µE is called Gauß-Green measure of E.
Moreover, E is of finite perimeter if and only if |µE |(Rn) <∞.

Now we can define the relative perimeter P (E;F ) of E in F ⊆ Rn and the perimeter of E
as

P (E;F ) := |µE |(F ), P (E) := |µE |(Rn).

In particular, for Ω ⊆ Rn open, we have

P (E; Ω) = sup

{∫
E

div T (x) dx : T ∈ C1
c (Rn;Rn), spt T ⊆ Ω, |T | ≤ 1

}
.

1.3 Example. If E ⊆ Rn is an open set with C1-boundary and outer unit normal νE ,
then the Gauß-Green theorem asserts that∫

E
div T (x) dx =

∫
∂E
T · νE dHn−1 ∀T ∈ C1

c (Rn;Rn),

so µE = νEHn−1 � ∂E and P (E;F ) = Hn−1(F ∩ ∂E). This justifies the notion of the
perimeter as suitable measure for the surface area. N

A generalization of the above condition from sets to functions is provided by the notion
of variation of a function (see [4, Chapter 3]):

1.4 Definition. We say a function u ∈ L1(Ω),Ω ⊆ Rn open, is of bounded variation, in
symbols u ∈ BV (Ω), if there exists a finite Rn-valued Radon measureDu (i.e |Du|(Ω) <
∞) on Ω, such that ∫

Ω
u div T dx = −

∫
Ω
T dDu ∀T ∈ C1

c (Ω;Rn).

Furthermore, we define the variation V (u; Ω) of a function u ∈ L1
loc(Ω) in Ω as the

quantity

V (u; Ω) := sup

{∫
Ω
u div T dx : T ∈ C1

c (Ω;Rn), |T | ≤ 1

}
.

4



1.2 The perimeter

For Ω = Rn we simply write V (u) = V (u; Ω).

1.5 Remark.

1. If u ∈ C1(Ω), then V (u; Ω) =
∫

Ω |∇u|dx.

2. A function u ∈ L1(Ω) is of bounded variation if and only if V (u; Ω) < ∞. In this
case the variation V (u; Ω) coincides with |Du|(Ω).

3. Functions of bounded variation can be approximated by smooth functions: For
each u ∈ BV (Ω) ∩ Lp(Ω) (with compact support), 1 ≤ p < ∞, there exists a
sequence (uj)

∞
j=1 with uj ∈ C∞(Ω) (with compact support) such that uj → u in

Lp(Ω) and ∫
Ω
|∇uj |dx→ V (u; Ω), j →∞

We are now in the situation to establish the link between the notions of perimeter and
variation:
The perimeter of a Lebesgue measurable setE ⊆ Rn in Ω is the variation of its indicator
function 1E , i.e. P (E; Ω) = V (1E ; Ω).

Another useful tool is the following approximation result for the Gauss-Green mea-
sure:

1.6 Proposition. Let E ⊆ Rn be a set of locally finite perimeter. Then

−∇(1E ∗ ρε)Ln
∗
⇀ µE , and

|∇(1E ∗ ρε)|Ln
∗
⇀ |µE |.

The last part of this section is devoted to present some basic facts about the reduced
boundary. We first give its definition:

1.7 Definition. Let E ⊆ Rn be a set of locally finite perimeter and µE its Gauß-Green
measure. Then the reduced boundary ∂∗E is defined as the set of all points x ∈ spt µE
such that the limit

νE(x) := lim
r→0+

µE(B(x, r))

|µE |(B(x, r))

exists and is an element of Sn−1, i.e. |νE(x)| = 1.

The result we will most heavily rely on is the following connection between perimeter
and Hausdorff measure:

1.8 Proposition. Let E ⊆ Rn be a set of locally finite perimeter. Then for F ⊆ Rn

P (E;F ) = |µE |(F ) = Hn−1(F ∩ ∂∗F ). (1.1)

5



1 Preliminary results from geometric measure theory and convex geometry

1.3 Equivalence of the Sobolev and isoperimetric inequality

We first state the inequalities of interest in this chapter, starting with the Sobolev in-
equality, which is the basis for various embedding results (c.f. [1]):

1.9 Theorem (classical Sobolev inequality). For every f ∈ C1
c (Rn)∫

Rn
|∇f(x)| dx ≥ nωn

(∫
Rn
|f(x)|

n
n−1 dx

)n−1
n

, (1.2)

where ωn denotes the volume of the n-dimensional unit ball.

Though the inequality is strict for all f ∈ C1
c (Rn), it is sharp as can be seen by an ap-

proximation of indicator functions in BV (Rn) by functions in C1
c (Rn), see [27].

On the other hand, we consider the isoperimetric inequality, which connects the geo-
metric properties of volume and perimeter of a set (c.f. [22, Theorem 14.1]):

1.10 Theorem (classical isoperimetric inequality). Let E ⊆ Rn be a Lebesgue measurable
set with |E| <∞. Then,

P (E) ≥ nω
1
n
n |E|

n−1
n , (1.3)

with equality iff E is equivalent to a ball.

Before we can established the equivalence of the inequalities we have stated before, we
state the Minkowski inequality related to exponentiation of double integrals (cf. [16,
(6.13.9)]):

1.11 Theorem (Minkowski inequality). Let f : Ω1 × Ω2 → [0,∞) measurable, where
Ω1 ⊆ Rm,Ω2 ⊆ Rn are open sets. Then for p > 1 we have(∫

Ω1

(∫
Ω2

f(x, y) dy

)p
dx

) 1
p

≤
∫

Ω2

(∫
Ω1

f(x, y)p dx

) 1
p

dy.

The main result of this chapter states that each of the above inequalities can be used
to prove the other one, i.e. both inequalities are equivalent. To this end, we follow the
proof of [13].

1.12 Theorem. The classical Sobolev inequality (1.2) is equivalent to the classical isoperimetric
inequality (1.3) for compact sets with C1-boundary.

Proof . We first consider the implication Sobolev⇒ isoperimetric. Any compact set
K with C1-boundary has finite perimeter, so the indicator function 1K is of bounded
variation. Therefore, by remark 1.5 we can approximate 1K by functions uj ∈ C∞c (Rn),
such that uj → 1K in L

n
n−1 (Rn) and

∫
Rn |∇uj(x)| dx → P (K) as j → ∞. Application

of the Sobolev inequality yields

P (K) = lim
j→∞

∫
Rn
|∇uj(x)| dx ≥ nω

1
n
n lim
j→∞

(∫
Rn
|uj(x)|

n
n−1 dx

)n−1
n

=

= nω
1
n
n

(∫
Rn
1K(x) dx

)n−1
n

= nω
1
n
n |K|

n−1
n .

6



1.4 Convex bodies and norms on Rn

For the proof of isoperimetric⇒ Sobolev we make use of the coarea formula:∫
Rn
|∇f(x)| dx =

∫
R
P ({f > t}) dt =

∫ ∞
0

P ({f > t}) + P ({f < −t}) dt =

=

∫ ∞
0

P ({|f | > t}) dt.

The last equality holds, because for almost every t > 0 the sets {f > t} and {f < −t}
are of finite perimeter and lie at mutually positive distance. Now we can deduce the
Sobolev inequality by successively applying the isoperimetric and Minkowski inequal-
ity:

∫ ∞
0

P ({|f | > t}) dt ≥ nω
1
n
n

∫ ∞
0
|{|f | > t}|

n−1
n dt =

= nω
1
n
n

∫ ∞
0

(∫
Rn
1

n
n−1

{|f |>t}(x) dx

)n−1
n

dt ≥

≥ nω
1
n
n

(∫
Rn

(∫ ∞
0

1{|f |>t}(x) dt

) n
n−1

dx

)n−1
n

=

= nω
1
n
n

(∫
Rn
|f(x)|

n
n−1 dx

)n−1
n

.

�

1.4 Convex bodies and norms on Rn

We first state some simple observations on the space Rn equipped with an arbitrary
norm ‖ · ‖ (for a general reference see for instance [29]):

1.13 Facts. Let ‖ · ‖ be a norm on Rn.

1. ‖ · ‖ can unambiguously be identified with its closed unit ball

K := {x ∈ Rn : ‖x‖ ≤ 1} .

From now on, we will use the notation ‖ · ‖K to denote the norm with unit ball
K.

2. The unit ball K of ‖ · ‖K is an origin-symmetric, compact and convex set with
non-empty interior.

3. If conversely L is an origin-symmetric, compact and convex set with non-empty
interior, then the function

x 7→ inf {λ > 0 : x ∈ λL} , x ∈ Rn,

is the norm with unit ball L. It is also called Minkowski functional of L.

7



1 Preliminary results from geometric measure theory and convex geometry

4. ‖ · ‖K is equivalent to the Euclidean norm |·|, i.e. there exist constants α, β > 0
such that

α |x| ≤ ‖x‖K ≤ β |x| ∀x ∈ Rn.

Consequently, we can inscribe the closed ball B 1
β

into K and circumscribe B 1
α

around K:
B 1
β
⊆ K ⊆ B 1

α
.

5. By the Riesz-Fischer theorem from functional analysis every element of the dual
space (Rn)∗ can be identified as an element of Rn, and its norm can be computed
via the scalar product

‖u‖∗K := max
‖x‖K≤1

x · u = max
x∈K

x · u, u ∈ Rn ' (Rn)∗.

We have seen that certain convex sets arise naturally in the study of norms in Rn,
namely in the role of unit balls. The rest of this chapter consists of a short exposition
to convex geometry. For further reading, see for example the books of Gruber [15] or
Schneider [25].
We call a compact convex set a convex body. Let Cn denote the set of all convex bodies
in Rn. We call a convex body proper, if it has non-empty interior.
In the following we want to study the interplay of our norms with the Euclidean struc-
ture on Rn given by the Euclidean scalar product. The following concepts are impor-
tant tools to this end:

1.14 Definition. Let K ∈ Cn be a convex body.

1. The function hK : Rn → R, defined by

hK(u) := max
x∈K

x · u,

is called support function of K.

2. The convex body

K∗ := {u ∈ Rn : x · u ≤ 1 for all x ∈ K}

is called the polar body of K.

1.15 Facts.

1. For a unit vector u ∈ Sn−1 the support function hK(u) is the distance from the
unique support hyperplane with normal vector u to the origin. In particular,
x · u = hK(u) implies x ∈ ∂K and u is a normal vector to K in x.

2. In the case that K is an origin-symmetric proper convex body, hK is a norm on
Rn and the polar body K∗ is also an origin-symmetric proper convex body.

3. u ∈ K∗ if and only if hK(u) ≤ 1.

8



1.4 Convex bodies and norms on Rn

4. The dual norm ‖u‖∗K of an element u ∈ Rn coincides with the support function
hK(u) of the unit ball. Taking into account facts 2 and 3, we have the following
identities (x ∈ Rn):

‖u‖K∗ = hK(u) = ‖u‖∗K ,
‖x‖K = hK∗(x) = ‖x‖∗K∗ .

5. Writing x · u = ‖x‖K
x

‖x‖K
· u ≤ ‖x‖K max

ξ∈K
ξ · u for x ∈ Rn\ {0}, by definition of

the support function the following analogue to the Cauchy-Schwarz inequality
in Euclidean space holds:

x · u ≤ ‖x‖K‖u‖K∗ .

If x ∈ ∂∗K and u ∈ Sn−1, then equality holds if and only if u is the outer unit
normal of K at x, i.e. u = νK(x) (see fact 1).

We now present Minkowski’s famous result which describes the volume of an arbitrary
linear combination of convex bodies as a polynomial in its scaling factors:

1.16 Theorem. There exists a nonnegative, symmetric function V : Cn → [0,∞), called
mixed volume, such that for any finite family of convex bodies C1, . . . , Cm and corresponding
positive scalars λ1, . . . , λm ≥ 0

|λ1C1 + · · ·+ λmCm| =
m∑

i1,...,in=1

V (Ci1 , . . . , Cin)λi1 . . . λin ,

where the left hand side denotes the volume (Lebesgue measure) of λ1C1 +· · ·+λmCm as usual.

Now let us fix two convex bodies K,L ⊆ Rn and a positive λ > 0 and compute the
volume of the combination K + λL by means of Minkowski’s theorem:

|K + λL| = V (K, . . . ,K) + nV (L,K, . . . ,K︸ ︷︷ ︸
n−1 times

)λ+

(
n

2

)
V (L,L,K, . . . ,K︸ ︷︷ ︸

n−2 times

)λ2 + · · ·+

+ V (L, . . . , L)λn =

=
n∑
j=0

(
n

j

)
V (K, . . . ,K︸ ︷︷ ︸

n−j times

, L, . . . , L︸ ︷︷ ︸
j times

)λj .

The mixed volumes appearing on the right-hand side of the formula above are conve-
niently abbreviated by

Vj(K,L) := V (K, . . . ,K︸ ︷︷ ︸
n−j times

, L, . . . , L︸ ︷︷ ︸
j times

), j = 0, . . . , n,

and called the j-th mixed volume of K and L. If in particular L = B1(0), then the above
result is called Steiner’s formula for parallel bodies and the j-th mixed volume is called
quermassintegral Wj(K).

9



1 Preliminary results from geometric measure theory and convex geometry

An important consequence of Steiner’s formula is the existence of the relative Minkowski
content , which is the quantity defined by

ML(K) := lim
λ↘0

|K + λL| − |K|
λ

and can be expressed in terms of mixed volumes as

ML(K) = nV1(K,L). (1.4)

.
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2 The anisotropic perimeter

The definition of the perimeter depends on the norm we impose on our space Rn; in
our previous observations we used the Euclidean norm |·|which provides the standard
(Euclidean) perimeter P .
The starting point of the following observations will be a generalization of the perime-
ter where we admit arbitrary norms in the definition. We will then give a link between
this so-called anisotropic perimeter and the Euclidean perimeter via the equivalence of
the corresponding norms. As it turns out, the analogue of formula (1.1) for the calcula-
tion of the perimeter also holds true in the anisotropic case. The anisotropic perimeter
of a convex body is up to a factor equal to the more well known mixed volumes and
Minkowski content of convex geometry.
The section 2.1 is devoted to the study of the anisotropic isoperimetric inequality. We
will follow the approach of Maggi [22, chapter 20] for its proof.

We will now give the definition of the anisotropic perimeter of a set with respect to the
unit ball K of the norm ‖ · ‖K (see [3, Definition 3.1]):

2.1 Definition. Let ‖ · ‖K be an arbitrary norm on Rn with corresponding unit ball K
and Ω ⊆ Rn an open set. Further let E ⊆ Rn be a Lebesgue measurable set. Then the
anisotropic perimeter of E in Ω with respect to K is defined as

PK(E; Ω) := sup

{∫
E

div T (x) dx : T ∈ C1
c (Ω;Rn), ‖T‖K ≤ 1

}
.

2.2 Remark. By the inclusion relation of the unit ball K and certain Euclidean balls
stated in 1.13, we can compare the anisotropic perimeter with the standard perimeter
via

1

β
P (E; Ω) ≤ PK(E; Ω) ≤ 1

α
P (E; Ω),

and E has finite anisotropic perimeter with respect to K if and only if E is of finite
perimeter.

We now state the anisotropic counterpart of Proposition 1.8, whose proof can be found
in [3]:

2.3 Proposition. Let E ⊂ Rn a set of finite perimeter. Then

PK(E; Ω) =

∫
Ω∩ ∂∗E

‖νE(x)‖K∗ dHn−1(x).

We now come back to the theory of mixed volumes introduced in chapter 1.4. At the
beginning we first state, how the first mixed volume V1(K,L) can be obtained up to

11



2 The anisotropic perimeter

a factor by integrating the support function of hL over the unit sphere with respect to
the surface area measure Sn−1 (see [25, (5.34)]):

V1(K,L) =
1

n

∫
Sn−1

hL(u)Sn−1(K, du).

The surface area measure of K is the (n − 1)-dimensional Hausdorff measure of the
reverse spherical image, so if νK : ∂∗K → Sn−1 maps every regular x point of K onto
its unit normal vector νK(x), then Sn−1 = (νK)#Hn−1 and

V1(K,L) =
1

n

∫
Sn−1

hL(x) d(νK)#Hn−1(x) =

=
1

n

∫
∂∗ K

hL(νK(x)) dHn−1(x) =

=
1

n

∫
∂∗K
‖νK(x)‖L∗ dHn−1(x) =

1

n
PL(K).

By formula (1.4) we also haveML(K) = PL(K).

The observations on the relationship between anisotropic perimeter, first mixed vol-
ume and Minkowski content are summarized in the following proposition:

2.4 Proposition. Let K,L ⊆ Rn be proper convex bodies, and additionally L be origin-
symmetric. Then

PL(K) =ML(K) = nV1(K,L).

2.1 The anisotropic isoperimetric inequality

For the following results we refer to [22, Chapter 20]:
In this section our main goal will be the outline of the proof for following theorem:

2.5 Theorem. If E ⊆ Rn is a set of finite perimeter such that |E| < ∞, and K ⊆ Rn is the
closed unit ball of the norm ‖ · ‖K on Rn, then

PK(E) ≥ n |K|
1
n |E|

n−1
n . (2.1)

Equality holds precisely for sets E homothetic to K, up to a set of measure zero.

The first easy task we are concerned with is showing, that for the unit ball K equality
actually holds in (2.1):

2.6 Proposition. The unit ball K of the norm ‖ · ‖K satisfies

PK(K) = n |K| ,

so for E = K, equality holds in (2.1).

Proof . We apply the divergence theorem to the identity map idK onK, where div idK =
n. Furthermore, observe that for x ∈ ∂∗K we have x ·νK(x) = ‖x‖K‖νK(x)‖K∗ by Facts

12



2.1 The anisotropic isoperimetric inequality

1.15:

n |K| =
∫
K

div idK(x) dx =

∫
∂∗K

x · νK(x) dHn−1(x) =

=

∫
∂∗K
‖x‖K︸ ︷︷ ︸

=1

‖νK(x)‖K∗ dHn−1(x) = PK(K).

�

2.7 Lemma. Let ϕ ∈ C1
c (Rn) with ϕ ≥ 0. Then there exists a diffeomorphism g : {ϕ > 0} →

(0, 1)n, such that for every x with ϕ(x) > 0 its Jacobian matrix dg(x) is lower triangular with
diagonal entries ∂kg(k)(x) > 0 and

det dg(x) =
ϕ(x)∫

Rn ϕdLn
.

Proof .
For a point x ∈ Rn, a real value t ∈ R, and k = 1, . . . , n we define the halfspaces Hk(t)
and hyperplanes Ik(t) parallel to the coordinate axes and containing x as

Hk(t) := {y ∈ Rn : yk < xk} , Ik(t) := {y ∈ Rn : yk = xk} .

For ϕ ∈ C1
c (Rn), ϕ ≥ 0, we define a map g ∈ C1(Rn; [0, 1]n) via

g(1)(x) :=

∫
H1(x1) ϕdLn∫
Rn ϕdLn

∈ [0, 1],

g(k)(x) :=

∫
Hk(xk)∩ I1(x1)∩ ...∩ Ik−1(xk−1) ϕdHn−k+1∫

I1(x1)∩ ...∩ Ik−1(xk−1) ϕdHn−k+1
∈ [0, 1],

where k = 2, . . . , n and g(k) is the k-th component of g. Note that the k-th compo-
nent g(k) only depends on the first k variables x1, . . . , xk. We observe, that by Fubini’s
theorem each of the integrals in the nominator can be written as∫

Hk(xk)∩ I1(x1)∩ ...∩ Ik−1(xk−1)
ϕdHn−k+1 =

∫ xk

−∞

∫
I1(x1)∩ ...∩ Ik(s)

ϕdHn−k ds.

We immediately see, that g is a bijective function from {ϕ > 0} to (0, 1)n. Furthermore,
g is continuously differentiable and

∂kg
(k)(x) =

∫
I1(x1)∩ ...∩ Ik(xk) ϕdHn−k∫

I1(x1)∩ ...∩ Ik−1(xk−1) ϕdHn−k+1
, k = 1, . . . , n

∂jg
(k)(x) = 0, k = 1, . . . , n− 1, k < j ≤ n

for all x ∈ Rn. We infer, that the matrix corresponding to the differential dg(x) is lower
triangular and

∂kg
(k)(x) > 0, ∀x ∈ {ϕ > 0} ,

det dg(x) =
n∏
k=1

∂kg
(k)(x) =

ϕ(x)∫
Rn ϕdx

, ∀x ∈ {ϕ > 0} .
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2 The anisotropic perimeter

The previous relations show that g is a diffeomorphism from {ϕ > 0} onto (0, 1)n. �

2.8 Lemma. Let u, v ∈ C1
c (Rn) with u, v ≥ 0 and

∫
Rn u

n
n−1 dx =

∫
Rn v

n
n−1 dx = 1. Then

n

∫
Rn
v dx ≤ max {‖x‖K : x ∈ spt v}

∫
Rn
‖∇u‖K∗ dx. (2.2)

Proof . We apply Lemma 2.7 to the functions ϕ = u
n
n−1 and ϕ = v

n
n−1 to obtain maps

gu and gv. The composition f := g−1
v ◦ gu : {u > 0} → {v > 0} is a diffeomorphism

and has an lower triangular Jacobian matrix with positive diagonal entries ∂jf (j) on
{u > 0}. A simple manipulation using the chain rule yields

df(x) = dg−1
v (gu(x))dgu(x) = (dgv(f(x)))−1dgu(x),

hence applying the determinant to both side we observe

det df(x) =
u

n
n−1 (x)

v
n
n−1 (f(x))

.

We apply the transformation rule for integrals to establish a link between the functions
u and v: ∫

Rn
v dx =

∫
{u>0}

(v ◦ f) det df dx =

∫
{u>0}

u(det df)
1
n dx. (2.3)

The determinant on the right-hand side can be estimated with help of the arithmetic-
geometric mean inequality:

(det df)
1
n =

(
n∏
k=1

∂kf
(k)

) 1
n

≤ 1

n

n∑
k=1

∂kf
(k) =

div f

n
.

Finally, we apply this estimate to (2.3) and keep in mind, that f takes its values in spt v,
so all in all we recover the statement of our claim

n

∫
Rn
v dx ≤

∫
spt u

u div f dx =

∫
Rn
u div f dx =

∫
Rn
−(∇u) · f dx

≤ max {‖x‖K : x ∈ spt v}
∫
Rn
‖∇u‖K∗ dx.

�
Before we turn to the proof of the anisotropic isoperimetric inequality (2.1), we provide
the statement of Reshetnyak’s continuity theorem without proof (for the proof see e.g.
[22, Chapter 20.3]):

2.9 Theorem (Reshetnyak’s continuity theorem). Let Φ : Sn−1 → [0,∞) be continuous
and (νj)j∈N and ν be Rn-valued Radon measures on Rn. Then∫

Rn
Φ(D|νj |νj(x)) d|νj |(x)

j→∞→
∫
Rn

Φ(D|ν|ν(x)) d|ν|(x),

whenever νj
∗
⇀ ν, |νj |(Rn)→ |ν|(Rn) and |ν|(Rn) <∞.
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2.1 The anisotropic isoperimetric inequality

Proof of 2.5.
To obtain the anisotropic isoperimetric inequality for a bounded set E ⊆ Rn of finite
perimeter, we apply inequality (2.2) to the functions

uε :=
1E ? ρε

‖1E ? ρε‖L n
n−1 (Rn)

, vε :=
1K ? ρε

‖1K ? ρε‖
L

n
n−1 (Rn)

.

If we take a point x ∈ spt vε ⊆ K + εB1(0), then there exist k ∈ K and b ∈ B1(0) such
that x = k + εb and

‖k + εb‖K ≤ ‖k‖K + ε
1

β
|b| ≤ 1 +

ε

β
,

which justifies
lim
ε→0+

max {‖x‖K : x ∈ spt vε} = 1.

The left-hand side of inequality (2.2) reads as

lim
ε→0+

∫
Rn
vε dx =

|K|
|K|

n−1
n

= |K|
1
n

in the limit. For the right-hand side we have the convergence νε := ∇uεLn
∗
⇀ |E|−

n−1
n µE

and by Reshetnyak’s continuity theorem 2.9 and the definition of the normal vector νE

lim
ε→0+

∫
Rn
‖∇uε‖K∗ dx =

1

|E|
n−1
n

∫
∂∗E
‖νE‖K∗ dHn−1,

since the derivative D|νε|νε(x) equals to ∇uε(x)
|∇uε(x)| for |νε|-a.e. x ∈ Rn.

The last task consists of reducing the case of unbounded sets to already proved state-
ments: If E ⊆ Rn is a set of finite perimeter, then we can rewrite the reduced boundary
of the intersection of E and any ball BR, R > 0 as

∂∗(E ∩ BR) = (E(1) ∩ ∂BR) ∪ (BR ∩ ∂∗E) ∪ ({νE = νBR}),

in the sense, that both sides are equal up to a set of Hn−1-measure zero. Since Hn−1 �
∂∗E is a Radon measure, almost each set in the foliation {νE = νBR} , R > 0, hasHn−1-
measure zero. Moreover, in the following integrals we have replaced E(1) by the orig-
inal set E, because Hn−1((E4E(1)) ∩ ∂BR) = 0 for almost every R > 0. Ultimately,
our inequality for bounded sets yields for a.e. R > 0

n |K|
1
n |E ∩ BR|

n−1
n ≤

∫
BR ∩ ∂∗E

‖νE‖K∗ dHn−1 +

∫
E ∩ ∂BR

‖νE‖K∗ dHn−1 ≤

≤ PK(E) + βHn−1(E ∩ ∂BR).

Again, the summand Hn−1(E ∩ ∂BR) = 0 for a.e. R > 0. By choosing a suitable
sequence Ri →∞ of radii, we obtain the stated result. �

2.10 Remark. The last statement in this chapter deals with a functional counterpart to
the anisotropic isoperimetric inequality (see [8]). The natural space for our functions is
the homogeneous Sobolev space , defined for p ∈ [1, n) and p? := np

n−p as

Ẇ 1,p(Rn) :=
{
f ∈ Lp?(Rn) : ∇f ∈ Lp(Rn)

}
.
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2 The anisotropic perimeter

The extremal functions, for which equality holds, are given by

hp(x) :=
1

(σp + ‖x‖qK)
n−p
p

, p > 1,

h1(x) :=
1K(x)

|K|
n−1
n

,

where q := p
p−1 is the dual exponent of p and σp > 0 is chosen so that ‖hp‖Lp? = 1. By

‖∇f‖Lp we mean - similarly to the Euclidean case - the expression

‖∇f‖Lp :=

(∫
Rn
‖∇f‖pK∗ dx

) 1
p

.

The anisotropic Sobolev inequality now reads as:
If p ∈ (1, n) and f 6= 0 lies in Ẇ 1,p(Rn), then

‖∇f‖Lp ≥ ‖∇hp‖Lp‖f‖Lp? .
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3 The fractional perimeter

Sobolev spaces play a big role in the discussion of partial differential equations, where
oftentimes some irregularity in the solution is desired to accurately describe a real
world phenomenon (e.g. in traffic flow models the initial condition might have a point
of discontinuity at a traffic light). The need for a suitable function space arises, in
which the boundary conditions can be described, i.e. the range of a linear operator
(called trace operator) mapping smooth functions to the restriction on the boundary,
which is additionaly continuous on the whole Sobolev space. It turns out, that frac-
tional Sobolev spaces are the ideal framework for the image of such traces.
This chapter is structured as follows:
In section 3.1 we will define the fractional Sobolev spaces and the (semi)norm thereon.
In search of basic examples, we will prove that C∞c (Ω),Ω ⊆ Rn open, is a subspace of
all fractional Sobolev spaces. Then we turn to the completion of C∞c (Ω) with respect
to the seminorm, called homogeneous fractional Sobolev space, and explicitly present
a sequence of smooth compactly supported functions converging to a given function
in this space. The definition of the fractional perimeter and the relationship to the
previously defined Gagliardo seminorm conclude the section.
Section 3.2 illustrates the result of Bourgain, Brezis and Mironescu [5] dealing with the
limit of the Gagliardo seminorm as s→ 1−, as well as all the steps needed for its proof.
We will then state a similar result established by Dávila [9], who calculated the limit for
functions of bounded variation. Since sets of finite perimeter correspond to indicator
functions with bounded variation, this gives use a tool to obtain a convergence result
for fractional perimeters.
An analogue to the Bourgain, Brezis and Mironescu result for the limit s → 0+ is
presented in section 3.3. It was proved by Maz’ya and Shaposhnikova in [23].
In section 3.4 we reenact the proof of the fractional Hardy inequality given by Frank
and Seiringer [12], ultimately leading to the fractional Sobolev inequality and the frac-
tional isoperimetric inequality. The classification of equality cases in all of these in-
equality heavily relies on the notion of symmetric decreasing rearrangement of a func-
tion. We will show that the Gagliardo seminorm does not increase under symmetric
decreasing rearrangement.

Throughout this chapter Ω denotes an open set in Rn.

3.1 Defintion and basic facts

The following introduction to fractional Sobolev spaces is based on [11].

3.1 Definition. For a fractional exponent s ∈ (0, 1), and p ∈ [1,∞) we define the
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3 The fractional perimeter

fractional Sobolev space W s,p(Ω) by

W s,p(Ω) :=

{
u ∈ Lp(Ω) :

|u(x)− u(y)|
|x− y|

n
p

+s
∈ Lp(Ω× Ω)

}
.

We endow W s,p(Ω) with the Gagliardo seminorm

[u]W s,p :=

(∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|n+sp dx dy

) 1
p

,

or with the Gagliardo norm

‖u‖W s,p :=

(∫
Ω
|u|p dx+

∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|n+sp dx dy

) 1
p

,

respectively.

3.2 Remark (Rewriting the integrand in the Gagliardo seminorm). By the transfor-
mation rule for integrals, the double integral in the definition of the Gagliardo semi-
norm can be rewritten as∫

Ω

∫
Ω

|u(x)− u(y)|p

|x− y|n+sp dx dy =

∫
Ω

∫
Ω−y

|u(y + h)− u(y)|p

|h|n+sp dhdy

by means of the transformation (h, y) 7→ (y + h, y) from {(h, y) : h ∈ Ω− y} to Ω × Ω.
This simple transformation will be a useful tool in obtaining inequalities for Gagliardo
seminorms.

We first are interested in some familiar examples of functions that belong to fractional
Sobolev spaces and we will see that all smooth functions with compact support have
finite Gagliardo norm. To this end, we now state a short lemma relating the difference
of function values to an integral (see the proof of Proposition 9.3 in [6]):

3.3 Lemma. Let u ∈ C1(Rn), then for x, h ∈ Rn we have

u(x+ h)− u(x) =

∫ 1

0
∇u(x+ th) · hdx. (3.1)

Proof . We consider the function

v(t) := u(x+ th), t ∈ R

with derivative v′(t) = h · ∇u(x+ th). Then, by the fundamental theorem of calculus

u(x+ h)− u(x) = v(1)− v(0) =

∫ 1

0
v′(t) dt =

∫ 1

0
h · ∇u(x+ th) dt.

�
The proof of the following statement, that smooth functions with compact support
belong to all fractional Sobolev spaces, utilizes ideas from [11, Chapter 2]:
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3.1 Defintion and basic facts

3.4 Example. Every smooth, compactly supported function u ∈ C∞c (Ω) belongs to
W s,p(Ω), where 0 < s < 1 and p ∈ [1,∞):
To show this statement, we split the seminorm into two summands as follows

[u]pW s,p =

∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|n+sp dx dy =

=

∫
Ω

∫
Ω∩{|x−y|<1}

|u(x)− u(y)|p

|x− y|n+sp dx dy +

∫
Ω

∫
Ω∩{|x−y|≥1}

|u(x)− u(y)|p

|x− y|n+sp dx dy.

We apply the transformation in Remark 3.2 and identity (3.1) to the first summand,
and obtain∫

Ω

∫
Ω∩{|x−y|<1}

|u(x)− u(y)|p

|x− y|n+sp dx dy ≤
∫

Ω

∫
B1

(
|u(x+ h)− u(x)|

|h|

)p 1

|h|n−(1−s)p dhdx ≤

≤
∫

Ω

∫
B1

(∫ 1

0

|∇u(x+ th)|
|h|

n
p
−(1−s) dt

)p
dhdx ≤

≤
∫
Rn

∫
B1

∫ 1

0

|∇u(x+ th)|p

|h|n−(1−s)p dt dhdx =

=

∫
B1

∫ 1

0

‖∇u‖pLp(Rn)

|h|n−(1−s)p dt dh =

=
|Sn−1|

(1− s)p
‖∇u‖pLp(Rn) <∞.

Note, that we have tacitly extended u by 0 outside of Ω.
For the second summand we exploit the convexity of the function t 7→ |t|p on R, so we
get∫

Ω

∫
Ω∩{|x−y|≥1}

|u(x)− u(y)|p

|x− y|n+sp
dx dy ≤ 2p−1

∫
Ω

∫
Ω∩{|x−y|≥1}

|u(x)|p + |u(y)|p

|x− y|n+sp
dx dy ≤

≤ 2p
∫

Ω

∫
|h|≥1

|u(x)|p

|h|n+sp
dhdx =

=
2p|Sn−1|
sp

‖u‖pLp(Ω) <∞.

Putting both estimates together, we see that the Gagliardo seminorm and thus the
Gagliardo norm of u is finite. N

3.5 Remark. The above proof can be repeated for all class of functions as long as they
satisfy certain differentiability conditions and can be extended onto Rn, such that the
extension operator is continuous.
This means, for example, that if Ω has bounded Lipschitz boundary, then W 1,p(Ω) ⊆
W s,p(Ω). Furthermore, we have that the embedding is continous (see Proposition 2.2
in [11]; Example 9.1 therein shows, that such inclusions fail to hold in general, if the
assumption that Ω has Lipschitz boundary is dropped).

The even stronger statement, that C∞c (Rn) is dense in every W s,p(Rn), holds. In the
following remark we give a sequence of approximating functions in C∞c (Rn):
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3 The fractional perimeter

3.6 Remark. We want to explicitly construct a sequence of smooth, compactly sup-
ported functions that converges to a given u ∈ W s,p(Rn) (see [1, Theorem 7.38]): Take
ψ ∈ C∞c (Rn) with ψ(t) = 1 if t ≤ 0 and ψ(t) = 0 for t ≥ 1, and then set

ψj(x) := ψ(|x| − j)

for x ∈ Rn and j ∈ N. The ψj defined that way can be thought of as bump functions,
meaning that ψj ∈ C∞c (Rn) with ψj = 1 on Bj(0) and ψj = 0 on Bc

j+1(0).
Furthermore, let (ρj)j∈N be a family of smooth mollfiers. Then

uj := (ψju) ∗ ρj

converges to u with respect to the Gagliardo seminorm as well as∫
Rn
|u− uj |p dx

j→∞→ 0

for every p ≥ 1.

3.7 Definition. Let E ⊆ Rn be a Borel set, and 0 < s < 1 a fractional exponent. Then
the fractional s-perimeter Ps(E) of E is defined as

Ps(E) :=

∫
E

∫
Ec

1

|x− y|n+s dx dy.

3.8 Remark (Relation between seminorm and s-perimeter). The fractional s-perimeter
of a set E ⊆ Rn coincides with half the seminorm of its indicator function with p = 1,
i.e.

Ps(E) =
1

2

∫
Rn

∫
Rn

|1E(x)− 1E(y)|
|x− y|n+s

dx dy, (3.2)

since the expression |1E(x) − 1E(y)| in the nominator of the integrand in [1E ]W s,1 is
equal to 1 precisely for x ∈ E and y ∈ Ec or vice versa.

3.2 The limiting case s→ 1−

All results of the following section are due to Brezis, Bourgain and Mironescu [5], un-
less stated otherwise.

3.9 Definition. A sequence (ρj) of non-negative functions ρj : Rn → [0,∞) is called a
sequence of radial mollifiers if for every j ∈ N

• ρj(x) only depends on the length |x| of x, so by abuse of notation ρj(x) = ρj(|x|),

•
∫
Rn ρj(x) dx = 1,

• for every δ > 0

lim
j→∞

∫ ∞
δ

ρj(r)r
n−1 dr = 0. (3.3)
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3.2 The limiting case s→ 1−

Analogously, we can define a family of radial mollifiers (ρε), ε > 0, where we consider
the limit ε→ 0+.

Before we show some preparatory convergence results for integrals involving radial
mollifiers, we want to present an important family of those mollifiers:

3.10 Example. For 0 < s < 1, p ∈ [1,∞) and ε > 0 the functions

ρε(x) := Cε
1

|x|n−εp
1B(1/ε)(x), (3.4)

where B(1/ε) :=
{
|x| < 1

ε

}
and Cε = εεp+1p

|Sn−1| make up a family of radial mollifiers. To
see this, we first compute the integrals over Rn:∫

Rn
ρε(x) dx = Cε|Sn−1|

∫ 1
ε

0
rεp−1 dr = Cε

|Sn−1|
εεp+1p

= 1.

In a similar fashion, we check for δ > 0 and 1
ε > δ∫ 1

ε

δ
ρε(r)r

n−1 dr =
εεp+1p

|Sn−1|
1

εp

(
1

εεp
− δεp

)
=

1

|Sn−1|
− εεpδεp

|Sn−1|
ε→0→ 0.

N

The following lemma is taken from [6, Proposition 9.3]:

3.11 Lemma. Let u ∈ W 1,p(Rn), 1 ≤ p < ∞ and for each h ∈ Rn define the function
uh(x) := u(x+ h). Then the map h 7→ uh is a uniformly continuous map from Rn to Lp(Rn).
In particular, there exists a constant C > 0 such that for all h ∈ Rn

‖uh − u‖Lp ≤ C |h| . (3.5)

Proof . We first show the formula for any u ∈ C∞c (Rn) and then proceed by a standard
density argument: For u ∈ C∞c (Rn) we can apply Lemma 3.3, so∫

Rn
|u(x+ h)− u(x)|p dx ≤ |h|p

∫
Rn

∫ 1

0
|∇u(x+ th)|p dt dx =

= |h|p
∫ 1

0

∫
Rn
|∇u(x+ th)|p dx dt =

= |h|p
∫ 1

0

∫
Rn
|∇u(y)|p dy dt = |h|p ‖∇u‖pLp .

For the general case that u ∈ W 1,p(Rn) there exists a sequence (ui) of functions in
C∞c (Rn) such that ui → u in Lp(Rn) and∇ui → ∇u in Lp(Rn). The inequality (3.5) also
holds in the limit, since
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3 The fractional perimeter

(∫
Rn
|u(x+ h)− u(x)− (ui(x+ h)− ui(x))|p dx

) 1
p

≤

≤
(∫

Rn
|u(x+ h)− ui(x+ h)|p dx

) 1
p

+

(∫
Rn
|u(x)− ui(x)|p dx

) 1
p i→∞→ 0.

�

3.12 Lemma. Let Ω ⊆ Rn be a smooth bounded set, u ∈ W 1,p(Ω), and 1 ≤ p < ∞.
Furthermore, let ρ ∈ L1(Rn), ρ ≥ 0. Then∫

Ω

∫
Ω

|u(x)− u(y)|p

|x− y|p
ρ(x− y) dx dy ≤ C‖∇u‖pLp‖ρ‖L1 ,

where C only depends on p and Ω.

Proof . It is well known that each function u ∈ W 1,p(Ω) can be extended to a function
u ∈ W 1,p(Rn) in such a way, that ‖u‖W 1,p(Rn) ≤ C‖u‖W 1,p(Ω) with a constant C > 0
depending only on p and Ω. By Lemma 3.11 we get(∫

Rn
|u(x+ h)− u(x)| dx

) 1
p

≤ |h| ‖∇u‖Lp(Rn) ≤ C |h| ‖∇u‖Lp(Ω),

for all h ∈ Rn. Now we apply the transformation of Remark 3.2 to obtain∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|p
ρ(x− y) dx dy ≤

∫
Rn

ρ(h)

|h|p
∫
Rn
|u(x+ h)− u(x)|p dx dh ≤

≤ Cp‖∇u‖pLp
∫
Rn
ρ(h) dh = Cp‖∇u‖pLp‖ρ‖L1 .

�

3.13 Lemma. Let Ω ⊆ Rn be a smooth bounded set, u ∈ Lp(Ω), and 1 < p <∞. Then

lim
j→∞

∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dx dy = Cn,p‖∇u‖pLp , (3.6)

where ‖∇u‖Lp =∞ if u /∈W 1,p, and the constant Cn,p only depends on n and p.

Proof .
For an arbitrary function u ∈ Lp we define

Uj(x, y) :=
|u(x)− u(y)|
|x− y|

ρ
1
p

j (x− y),

where (ρj) is a sequence of radial mollifiers. We first deal with the case u ∈ W 1,p: if
v ∈W 1,p is another function and Vj defined accordingly, then

|‖Uj‖Lp − ‖Vj‖Lp | ≤ ‖Uj − Vj‖Lp = (3.7)

=

(∫
Ω

∫
Ω

||u(x)− u(y)| − |v(x)− v(y)||p

|x− y|p
ρj(x− y) dx dy

) 1
p

≤

≤
(∫

Ω

∫
Ω

|(u(x)− v(x))− (u(y)− v(y))|p

|x− y|p
ρj(x− y) dx dy

) 1
p

≤

≤ C‖∇(u− v)‖Lp ‖ρj‖L1︸ ︷︷ ︸
=1

(3.8)
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3.2 The limiting case s→ 1−

by Lemma 3.12. If we can show that

lim
j→∞

‖Uj‖pLp = K‖∇u‖pLp (3.9)

holds for a dense subset of W 1,p, then the above inequality asserts the validity for any
function in W 1,p. By density, for each ε > 0 there exists a function uε in the dense set
such that ‖v − uε‖W 1,p < ε. Then we can estimate∣∣∣‖Vj‖Lp −K‖∇v‖Lp∣∣∣ ≤ ∣∣∣‖Vj‖Lp − ‖Uε,j‖Lp∣∣∣︸ ︷︷ ︸

<Cε, see(3.8)

+
∣∣∣‖Uε,j‖Lp −K‖∇uε‖Lp∣∣∣︸ ︷︷ ︸

<ε, by assumption

+

+
∣∣∣K‖∇uε‖Lp −K‖∇v‖Lp∣∣∣︸ ︷︷ ︸

<Kε, by density

< C̃ε

for a constant C̃ > 0 and sufficiently large indices j.
We will now show equality (3.9) for the dense space C2(Ω); here C2(Ω) denotes the
space of all twice continuously differentiable functions on Ω, which themselves and
whose partial derivatives have a uniformly continuous extension onto Ω.
Taylor expansion of a function u ∈ C2(Ω) yields

|u(x)− u(y)|
|x− y|

=

∣∣∣∣∇u(x) · x− y
|x− y|

∣∣∣∣+O(|x− y|)

for all x, y ∈ Ω. Now we split the integral with respect to y in (3.6) into two parts: Let
x ∈ Ω and R := dist(x, ∂Ω):∫

Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy =∫

B(x,R)

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy +

∫
Ω\B(x,R)

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy. (3.10)

The second integral converges to 0 as j → ∞: we can assume that the integrand is
defined on Rn\B(x,R) by extension with 0 outside the domain of integration. Using
spherical coordinates yields∫

Ω\B(x,R)

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy ≤ C

∫ ∞
R

ρj(r)r
n−1 dr,

where the constant is derived from the boundedness of |u(x)−u(y)|p
|x−y|p on Ω\B(x,R) and

the integration with respect to the angular coordinates. Since ρj is a radial mollifier, by
(3.3) the right hand side tends to 0.
For the first summand in (3.10) we have∫

B(x,R)

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy =

=

∫ R

0
ρj(r)

∫
|y−x|=r

(∣∣∣∣∇u(x) · x− y
|x− y|

∣∣∣∣p +O(|x− y|p)
)

dHn−1(y) dr =

=

∫ R

0
ρj(r)

∫
|ω|=r

(∣∣∣∣∇u(x) · ω
|ω|

∣∣∣∣p +O(|ω|p)
)

dHn−1(ω) dr =

=

∫ R

0
ρj(r)

∫
Sn−1

(|∇u(x) · ω|p +O(rp)) rn−1 dHn−1(ω) dr. (3.11)
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3 The fractional perimeter

In case∇u(x) 6= 0 then∫
Sn−1

|∇u(x) · ω|p dHn−1(ω) = |Sn−1||∇u(x)|p 1

|Sn−1|

∫
Sn−1

∣∣∣∣ ∇u(x)

|∇u(x)|
· ω
∣∣∣∣p dHn−1(ω)︸ ︷︷ ︸

=:Cn,p

,

and we can use any unit vector in Rn instead of ∇u(x)
|∇u(x)| in the definition of the con-

stant Cn,p, since the occurring integral is invariant under rotation. In particular, above
identity also holds whenever∇u(x) = 0. All in all, we have∫

B(x,R)

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy =

= Cn,p|∇u(x)|p
∫ R

0
|Sn−1|rn−1ρj(r) dr +

∫ R

0
O(rn+p−1)ρj(r) dr.

By normalization of the radial mollifier

1 =

∫
Rn
ρj(x) dx = |Sn−1|

∫ ∞
0

ρj(r)r
n−1 dr =

= |Sn−1|(
∫ R

0
ρj(r)r

n−1 dr +

∫ ∞
R

ρj(r)r
n−1 dr︸ ︷︷ ︸

j→∞→ 0

) ∀ j ∈ N, (3.12)

and for sufficiently small ε > 0∫ R

0
rn+p−1ρj(r) dr ≤

∫ ε

0
rn+p−1ρj(r) dr +

∫ R

ε
rn+p−1ρj(r) dr ≤

≤ εp
∫ ε

0
rn−1ρj(r) dr +Rp

∫ ∞
ε

rn−1ρj(r) dr ≤

≤ εp
∫ ∞

0
rn−1ρj(r) dr︸ ︷︷ ︸
= 1
|Sn−1|

+Rp
∫ ∞
ε

rn−1ρj(r) dr
j→∞→ εp

|Sn−1|
. (3.13)

In conclusion, taking the limit j →∞ in (3.10) yields

lim
j→∞

∫
Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy = Cn,p|∇u(x)|p.

Since u ∈ C2(Ω), u is a Lipschitz function on Ω with Lipschitz constant L > 0, and we
have ∫

Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dy ≤ Lp,

so the dominated convergence theorem asserts (3.6) for u ∈ C2(Ω), and by density for
u ∈W 1,p(Ω).
Now we consider the case that u ∈ Lp(Ω) and the left hand side of (3.6) is finite. We
will show that this automatically implies u ∈ W 1,p(Ω). To this end, we will first prove
following lemma:
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3.2 The limiting case s→ 1−

3.14 Lemma. Let u ∈ L1(Rn), ϕ ∈ C∞c (Rn), and ρ ∈ L1(Rn), ρ radial with ρ ≥ 0.
Furthermore, let e ∈ Rn be a unit vector. Then

∣∣∣∣∫
Rn
u(x)

∫
(y−x)·e≥0

ϕ(y)− ϕ(x)

|y − x|
ρ(y − x) dy dx

∣∣∣∣∣ ≤
≤
∫
Rn

∫
Rn

|u(x)− u(y)|
|x− y|

|ϕ(y)|ρ(x− y) dx dy. (3.14)

Proof . The integral on the left-hand side of the inequality exists and is finite, since ϕ
satisfies the Lipschitz condition ϕ(x)− ϕ(y) ≤ L|x− y| for a constant L > 0.
We prove a special case of the inequality, namely for the situation where ρ is replaced
by the function ρδ defined by

ρδ(r) :=

{
0, for r < δ,

ρ(t), for r ≥ δ.

Then inequality (3.14) follows by ρδ ≤ ρ for all δ > 0 and by dominated convergence.
This process of ”cutting off” the function ρ in a neighbourhood of 0 ensures the inte-
grability of the functions

(i) |u(x)||ϕ(y)|ρδ(y−x)
|y−x| and

(ii) |u(x)||ϕ(x)|ρδ(y−x)
|y−x|

on Rn × Rn. To see this for (i), we compute∫
Rn×Rn

|u(x)| |ϕ(y)|︸ ︷︷ ︸
≤C

ρδ(y − x)

|y − x|
d(x, y) ≤ C

∫
Rn
|u(x)|

∫
Rn

ρδ(y − x)

|y − x|
dy dx =

= C̃

∫
Rn
|u(x)|dx

∫ ∞
0

ρδ(r)

r
rn−1 dr ≤

≤ C̃

δ

∫
Rn
|u(x)|dx

∫ ∞
δ

ρδ(r)r
n−1 dr ≤

≤ C

δ

∫
Rn
|u(x)|dx

∫
Rn
ρ(y) dy <∞.

The same argumentation can be repeated verbatim for the second function. Now we
can split the following integral into two parts:

I :=

∫
Rn
u(x)

∫
(y−x)·e≥0

ϕ(y)− ϕ(x)

|y − x|
ρδ(y − x) dy dx =

=

∫
(y−x)·e≥0

u(x)ϕ(y)
ρδ(y − x)

|y − x|
d(x, y)−

∫
(y−x)·e≥0

u(x)ϕ(x)
ρδ(y − x)

|y − x|
d(x, y)︸ ︷︷ ︸

:=I2

.
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3 The fractional perimeter

By interchanging variables and since ρδ is radial we can rewrite I2 as

I2 =

∫
(x−y)·e≥0

u(y)ϕ(y)
ρδ(x− y)

|x− y|
d(x, y) =

∫
Rn
u(y)ϕ(y)

∫
z·e≥0

ρδ(z)

|z|
dz dy =

=

∫
Rn
u(y)ϕ(y)

∫
(−z)·e≥0

ρδ(z)

|z|
dz dy =

∫
(x−y)·e≤0

u(y)ϕ(y)
ρδ(x− y)

|x− y|
d(x, y).

Using this simple manipulation we can swap the the roles of the functions u and ϕ:
instead of subtracting values of ϕ in I we can subtract values of u and conclude the
proof:

I =

∫
(y−x)·e≥0

ϕ(y)
u(x)− u(y)

|y − x|
ρδ(y − x) d(x, y) ≤

≤
∫
Rn

∫
Rn

|u(x)− u(y)|
|y − x|

|ϕ(y)|ρδ(y − x) dx dy.

�
Proof of 3.13 continued: We now continue the proof of 3.13 in case the quantity

Ap := lim inf
j→∞

(∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dx dy

) 1
p

is finite.
Let ϕ ∈ C∞c (Ω) (which we assume to be extended by 0 outside of Ω) and let e ∈ Rn be
a unit vector. We repeat the calculations in 3.11 for x ∈ Rn to obtain∫

(y−x)·e≥0

ϕ(y)− ϕ(x)

|y − x|
ρj(y − x) dy =

=

∫ ∞
0

ρj(r)

∫
Sn−1 ∩{ω·e≥0}

(∇ϕ(x) · ω +O(rp)) rn−1 dHn−1(ω) dr.

We decompose ω into its components parallel and orthogonal to e by

ω = (ω · e)e︸ ︷︷ ︸
=:ωe

+ [ω − (ω · e)e]︸ ︷︷ ︸
=:ω⊥

and since the halfsphere Sn−1 ∩{ω · e ≥ 0} is symmetric with respect to the axis spanned
by e ∫

Sn−1 ∩{ω·e≥0}
∇ϕ(x) · ω⊥ dHn−1(ω) = 0.

What is left, we can rewrite as∫
Sn−1 ∩{ω·e≥0}

∇ϕ(x) · ω dHn−1(ω) = ∇ϕ(x) · e · 1

2|Sn−1|

∫
Sn−1

|ω · e| dHn−1(ω),

so we can pass to the limit using 3.12 and 3.13,

lim
j→∞

∫
(y−x)·e≥0

ϕ(y)− ϕ(x)

|y − x|
ρj(y − x) dy = K∇ϕ(x) · e,
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3.2 The limiting case s→ 1−

with a constant K > 0 only depending on the dimension n.
If we extend f by 0 outside of Ω, we can apply Lemma 3.14:∣∣∣∣∣
∫

Ω
u(x)

∫
(y−x)·e≥0

ϕ(y)− ϕ(x)

|y − x|
ρj(y − x) dy dx

∣∣∣∣∣ ≤
≤
∫
Rn

∫
spt ϕ

|u(x)− u(y)|
|x− y|

|ϕ(y)|ρj(x− y) dx dy =

=

∫
Ω

∫
Ω

|u(x)− u(y)|
|x− y|

|ϕ(y)|ρj(x− y) dx dy︸ ︷︷ ︸
=:J1,j

+

∫
Rn\Ω

∫
spt ϕ

|u(y)||ϕ(y)|ρj(x− y)

|x− y|
dx dy︸ ︷︷ ︸

=:J2,j

.

(3.15)

For fixed y ∈ Ω the measure defined by A 7→
∫
A ρj(x − y) dx, A ⊆ Rn Borel, is a

probability measure. Thus, we can apply Jensen’s inequality,(∫
Ω

|u(x)− u(y)|
|x− y|

ρj(x− y) dx

)p
≤
∫

Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dx,

so application of the Hölder inequality for J1,j yields

J1,j ≤
(∫

Ω

∫
Ω

|u(x)− u(y)|p

|x− y|p
ρj(x− y) dx dy

) 1
p

‖ϕ‖Lp′ .

Let d := dist(Rn\Ω, spt ϕ) > 0, then J2,j can be estimated as follows

J2,j =

∫
spt ϕ

∫
(Rn\Ω)−y

|u(y)||ϕ(y)|ρj(ξ)
|ξ|

dξ dy ≤

≤ 1

d

∫
spt ϕ

|u(y)||ϕ(y)| dy
∫
|ξ|>d

ρj(ξ) dξ
j→∞→ 0.

Now we pass to the limit in both sides of 3.15 to obtain

K

∣∣∣∣∫
Ω
u(x)(∇ϕ(x) · e) dx

∣∣∣∣ ≤ Ap‖ϕ‖Lp′ .
For the special cases that e = ei, i = 1, . . . , n, we see, that the linear functionals

Li :

{
Lp
′ → R

ϕ 7→
∫

Ω u
∂ϕ
∂xi

dLn

are continuous and by duality, there exist functions vi ∈ Lp such that

〈Li, ϕ〉 =

∫
Ω
viϕdLn.

We conclude, that u is weakly differentiable with derivatives in Lp, i.e. u ∈W 1,p. �

3.15 Theorem. Let Ω ⊆ Rn be a smooth bounded set, u ∈ Lp(Ω), and 1 < p <∞. Then there
exists a constant Cn,p only depending on n and p such that

lim
s→1

(1− s)
∫

Ω

∫
Ω

|u(x)− u(y)|p

|x− y|n+sp dx dy = Cn,p‖∇u‖pLp .
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Proof . We apply Lemma 3.13 to the Gagliardo seminorm, where we can split the de-
nominator in the integral in such a way that one factor is equal to a radial mollifier
defined in Example 3.10 (ε > 0 small enough such that 1/ε > diam(Ω)):

ε

∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|n+(1−ε)p dx dy =
|Sn−1|
εεpp

∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|p
Cε

|x− y|n−εp︸ ︷︷ ︸
=ρε(x−y)

dx dy

ε→0→ |Sn−1|
p

Cn,p‖∇u‖pLp(Ω).

Substituting s := 1− ε provides the desired result. �
The next result is the analogue of Lemma 3.13 for functions of bounded variation; it
was proved by Dávila in [9].

3.16 Lemma. Let Ω ⊂ Rn be a bounded set with Lipschitz boundary, and let u ∈ BV (Ω).
Then

lim
j→∞

∫
Ω

∫
Ω

|u(x)− u(y)|
|x− y|

ρj(x− y) dx dy = C1,nV (u; Ω), (3.16)

where V (u; Ω) denotes the variation of u in Ω (see Definition 1.4) and C1,n > 0 is a constant
only depending on n.

There is an immediate application of this lemma to the mollifiers discussed in Example
3.10; it can be shown by repeating the proof of Theorem 3.15 verbatim with p = 1.

3.17 Corollary. Let Ω ⊂ Rn be a bounded set with Lipschitz boundary, and u ∈ BV (Ω). Then
there exist a constant C1,n > 0 only depending on n such that

lim
s→1−

(1− s)
∫

Ω

∫
Ω

|u(x)− u(y)|
|x− y|n+s

dx dy = C1,nV (u; Ω).

Now we can translate our results to the language of perimeters:

3.18 Corollary. Let E ⊆ Rn be a bounded Borel set of finite perimeter. Then

lim
s→1−

(1− s)Ps(E) = αnP (E),

where the constant αn only depends on the dimension n.

Proof . Since E has finite perimeter, the indicator function 1E belongs to BV (Rn) and
V (1E) = P (E).
On the other hand, the fractional perimeter Ps(E) can be rewritten by (3.2), so the limit
can be expressed as follows

lim
s→1−

(1− s)Ps(E) =
1

2
lim
s→1−

(1− s)
∫
Rn

∫
Rn

|1E(x)− 1E(y)|
|x− y|n+s

dx dy =

= αnV (1E) = αnP (E),

where we have applied Corollary 3.18. �
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3.3 The limiting case s→ 0+

The next result is due to Maz’ya and Shaposhnikova [23]:

3.19 Theorem. Let p ≥ 1 and u ∈W s0,p(Rn) for an s0 ∈ (0, 1). Then

lim
s→0

s

∫
Rn

∫
Rn

|u(x)− u(y)|p

|x− y|n+sp
dx dy =

2

p
|Sn−1|‖u‖pLp . (3.17)

Proof . We first calculate∫
Rn

∫
|x−y|>2|x|

|u(x)|p

|x− y|n+sp
dy dx = |Sn−1|

∫
Rn
|u(x)|p

∫ ∞
2|x|

r−sp−1 dr dx =

=
|Sn−1|
2spsp

∫
Rn

|u(x)|p

|x|sp
dx. (3.18)

The domain of integration expressed by the inequality |x − y| > 2|x| can be suitably
expanded, since it implies

|x− y| > 2|x− y + y| ≥ 2|x− y| − 2|y|,

and therefore
|x− y| < 2|y| (3.19)

on one hand, and

2

3
|y| ≤ 2

3
|x− y|+ 2

3
|x| < |x− y|

on the other hand. Plugging in u(y) into the first integral of (3.18) and using the simple
inequalities established above yields

(
|Sn−1|
2spsp

∫
Rn

|u(x)|p

|x|sp
dx

) 1
p

≤

=:I1︷ ︸︸ ︷(∫
Rn

∫
|x−y|>2|x|

|u(x)− u(y)|p

|x− y|n+sp
dy dx

) 1
p

+

+

(∫
Rn

∫
2
3
|y|<|x−y|<2|y|

|u(y)|p

|x− y|n+sp
dx dy

) 1
p

︸ ︷︷ ︸
=:I2

.

We observe that the integrand of I1 is symmetrical in x and y and the domains
{|x− y| > 2|x|} and {|x− y| > 2|y|} are disjoint by inequality (3.19), so

2Ip1 =

∫
Rn

∫
|x−y|>2|x|

|u(x)− u(y)|p

|x− y|n+sp
dy dx+

∫
Rn

∫
|x−y|>2|y|

|u(x)− u(y)|p

|x− y|n+sp
dy dx ≤

≤
∫
Rn

∫
Rn

|u(x)− u(y)|p

|x− y|n+sp
dy dx.

For the second integral I2 transformation into spherical coordinates yields

Ip2 = |Sn−1|3
sp − 1

2spsp

∫
Rn

|u(y)|p

|y|sp
dy,
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3 The fractional perimeter

so we get (
|Sn−1|
2spsp

) 1
p

(1− (3sp − 1)
1
p )

(∫
Rn

|u(x)|p

|x|sp
dx

) 1
p

≤ 2
− 1
p [u]W s,p .

For δ ∈ (0, 1) the factor (1 − (3sp − 1)
1
p ) on the left-hand side surely is positive if

s < ln(δp+1)
p ln 3 , and by this choice of s it can be estimated by (1− δ) from below, such that

|Sn−1|
2sp−1p

(1− δ)p
∫
Rn

|u(x)|p

|x|sp
dx ≤ s[u]pW s,p (3.20)

holds. Before we take the limit s → 0 we want to take a closer look at the integral on
the left-hand side:∫

Rn

|u(x)|p

|x|sp
dx ≥

∫
|x|≤1

|u(x)|p dx+

∫
|x|>1

|u(x)|p

|x|sp
dx︸ ︷︷ ︸

→
∫
|x|>1 |u(x)|p dx

,

where the limit of the last integral can be comfortably obtained by dominated conver-
gence. Going back to our original inequality (3.20), letting s→ 0 we arrive at

2

p
|Sn−1|‖u‖pLp ≤ lim inf

s→0
s[u]pW s,p ,

since δ can be arbitrarily small. From now on we assume u ∈ Lp(Rn), otherwise the
statement holds with both sides equal to infinity. We proceed by parting the domain of
integration:

[u]pW s,p = 2

∫
Rn

∫
|y|≥2|x|

|u(x)− u(y)|p

|x− y|n+sp
dy dx+

∫
Rn

∫
|x|<|y|<2|x|

|u(x)− u(y)|p

|x− y|n+sp
dy dx ≤

≤ 2

(∫
Rn

∫
|y|≥2|x|

|u(x)|p

|x− y|n+sp
dy dx

) 1
p

+

(∫
Rn

∫
|y|≥2|x|

|u(y)|p

|x− y|n+sp
dx dy

) 1
p

p +

+

∫
Rn

∫
|x|<|y|<2|x|

|u(x)− u(y)|p

|x− y|n+sp
dy dx.

Let us denote the integrals together with their corresponding exponents on the right-
hand side by J1, J2 and J3 after their order of appearance.
For an estimation of J1 we observe, that for each x ∈ Rn\ {0} every element of the
set {y ∈ Rn : |y| ≥ 2|x|} can be written in the form y = x + ρ x

|x| , where ρ ≥ |x|. This
observation can be applied to the integral J1 in the following way:

s
1
pJ1 ≤

(
s

∫
Rn
|u(x)|p

∫
Sn−1

∫ ∞
|x|

ρn−1

|ρv|n+sp
dρdHn−1(v) dx

) 1
p

=

=

(
s|Sn−1|

∫
Rn
|u(x)|p

∫ ∞
|x|

ρ−sp−1 dρdx

) 1
p

=

=
|Sn−1|

1
p

p
1
p

(∫
Rn

|u(x)|p

|x|sp
dx

) 1
p

.
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Since there exists a fractional exponent s0 ∈ (0, 1) such that u ∈ W s0,p(Rn), the expres-
sion on the right-hand side of

∫
Rn

|u(x)|p

|x|sp
dx ≤

∫
|x|≤1

|u(x)|p

|x|s0p
dx+

∫
|x|>1

|u(x)|p dx

is finite (s < s0). Therefore, by dominated convergence

lim sup
s→0+

s
1
pJ1 ≤

|Sn−1|
1
p

p
1
p

‖u‖Lp .

For the inner integral in J2 we can apply the reverse triangle inequality in the denomi-
nator which results in

∫
|y|≥2|x|

1

|x− y|n+sp
dx ≤

∫
|y|≥2|x|

1

(|y| − |x|)n+sp
dx
|x|≤2−1|y|
≤ 2n+sp

|y|n+sp

∫
|y|≥2|x|

dx =

=
2sp

|y|sp
ωn.

We can estimate s
1
pJ2 now by

s
1
pJ2 ≤ 2s(sωn)

1
p

(∫
Rn

|u(y)|p

|y|sp
dy

) 1
p

,

which tends to zero as s→ 0.
For the last integral J3 we make use that there exists a number τ ∈ (0, 1) such that
u ∈W τ,p(Rn). Furthermore, we now only consider s < τ and we let N > 1. Then

sJ3 = s

∫
Rn

∫
|x|<|y|<2|x|
|x−y|≤N

|u(x)− u(y)|p

|x− y|n+τp

1

|x− y|(s−τ)p
dy dx+

+ s

∫
Rn

∫
|x|<|y|<2|x|
|x−y|>N

|u(x)− u(y)|p

|x− y|n+sp
dy dx.

The first summand is less than or equal to

sN (τ−s)p
∫
Rn

∫
|x|<|y|<2|x|
|x−y|≤N

|u(x)− u(y)|p

|x− y|n+sp
dy dx,

which converges to 0 as s → 0. Since both inequalites |x| < |y| < 2|x| and |x − y| > N
imply

|x| > |x− y| − |y| > N − 2|x|,
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3 The fractional perimeter

the second summand can be estimated as follows:

s

∫
Rn

∫
|x|<|y|<2|x|
|x−y|>N

|u(x)− u(y)|p

|x− y|n+sp
dy dx ≤ 2p−1s

∫
Rn

∫
|x|<|y|<2|x|
|x−y|>N

|u(x)|p

|x− y|n+sp
dy dx+

+

∫
Rn

∫
|x|<|y|<2|x|
|x−y|>N

|u(y)|p

|x− y|n+sp
dy dx

 ≤
≤ 2p−1s

(∫
|x|>N/3

∫
|x−y|>N

|u(x)|p

|x− y|n+sp
dy dx+

∫
|y|>N/3

∫
|x−y|>N

|u(y)|p

|x− y|n+sp
dx dy

)
=

= 2ps

∫
|x|>N/3

∫
|x−y|>N

|u(x)|p

|x− y|n+sp
dy dx =

2p

N spp

∫
|x|>N/3

|u(x)|p dx.

N can be chosen arbitrarily large, so our second summand can be made arbitrarily
small. In conclusion, sJ3 → 0 as s→ 0, and

lim sup
s→0

s[u]pW s,p ≤
2

p
|Sn−1|‖u‖pLp ,

which concludes the proof. �

3.20 Corollary. Let E ⊆ Rn be a bounded Borel set of finite fractional s′-perimeter for every
s′ ∈ (0, 1). Then

lim
s→0+

sPs(E) = nωn |E| .

Proof . By formula (3.2) we have

sPs(E) =
s

2
[1E ]W s,1

s→0+→ |Sn−1|‖1E‖L1 = nωn|E|,

where we apply the convergence result Theorem 3.19 we have established for the semi-
norm. �

3.4 The fractional Sobolev inequality

In this section we explain the results of Frank and Seiringer [12].

We already dealt with two Sobolev-type inequalities (and the corresponding isoperi-
metric inequalities as their geometric counterparts) in Theorem 1.9 for the Euclidean
setting and in Remark 2.10 for general norms on Rn. Therein we measured the func-
tions by the usual Lebesgue norm on one side and compared this quantity with an
integral involving their derivatives. For the fractional Sobolev inequality we replace
this Lebesgue norm by a more general type of norms, namely Lorentz norms:

3.21 Definition. For 1 ≤ q <∞, 1 ≤ r ≤ ∞ we define the Lorentz space Lq,r(Rn) as the
set of those measurable functions u on Rn for which the quantity
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3.4 The fractional Sobolev inequality

‖u‖q,r :=

(
q

∫ ∞
0

µu(t)
r
q tr−1 dt

) 1
r

for 1 ≤ r <∞,

‖u‖q,∞ := sup
t>0

µu(t)
1
q t, for r =∞,

is finite. Here µu(t) := |{x ∈ Rn : |u(x)| > t}| is the distribution function of u.

For the discussion of equality cases in the fractional Sobolev inequality to come, we
need the notion of the symmetric decreasing rearrangement of a function. We motivate
this definition with the following simple lemma:

3.22 Lemma. Let u : Rn → R be a function. Then the value of u at x ∈ Rn can be obtained
by the layer-cake representation

u(x) =

∫ ∞
0

1{u>t}(x) dt. (3.21)

Proof . The indicator function in the integral equals 1 precisely for 0 < t < u(x). �

3.23 Definition.

1. Let A ⊆ Rn be a Lebesgue measurable set with |A| <∞. Then the set

A# := {x ∈ Rn : ωn|x|n < |A|}

is called the symmetric rearrangement of A.

2. Let u : Rn → R be a measurable function such that {|u| > t} has finite Lebesgue
measure for every t > 0. Then the function u# : Rn → [0,∞) defined as

u#(x) :=

∫ ∞
0

1{|u|>t}#(x) dt

is called the symmetric decreasing rearrangement of u.

In the spirit of [18, chapter 3.3] we now state some simple facts concerning symmetric
decreasing rearrangements:

3.24 Remark.

1. A# is the open ball centred at the origin with the same volume as A. Especially
|A#| = |A|.

2. Since the sets {|u| > t}# are balls, u#(x) clearly only depends on |x|. Further-
more, if |x| ≤ |y|, then 1{|u|>t}#(y) = 1 implies 1{|u|>t}#(x) = 1, and we have
u(x) ≥ u(y). This justifies our nomenclature of u# as symmetric decreasing rear-
rangement.

3. If t1 < t2, then {|u| > t2}# ⊆ {|u| > t1}#, and therefore for x ∈ Rn

1{|u|>t}#(x) =

{
1, t < u#(x)

0, t > u#(x).
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4. It holds that
{|u| > s}# =

{
u# > s

}
, s > 0,

since for all x ∈ Rn the fact that
∫∞

0 1{|u|>t}#(x) dt > s is equivalent to 1{|u|>s}#(x) =

1. In particular, ∣∣∣{u# > s
}∣∣∣ = | {|u| > s} |, s > 0,

and the distribution functions µu and µu# coincide. Ultimately, for Lorentz norms
with 1 ≤ q <∞, 1 ≤ r ≤ ∞

‖u#‖q,r = ‖u‖q,r.

5. For any Lebesgue measurable set A with |A| <∞we have

(1A)# = 1A# .

By the previous remark we get for level sets

(1{|u|>s})
# = 1{u#>s}.

6. We can use the super-level sets {|u| ≥ t}, where equality is also allowed, in our
definition of u#. Clearly,

u#(x) ≤
∫ ∞

0
1{|u|≥t}#(x) dt.

If we denote the points of discontinuity of 1{|u|>t}#(x) and 1{|u|≥t}#(x) (as func-
tions in t) as t1 and t2 respectively, then strict inequality would imply t1 < t2.
Then for each t ∈ (t1, t2), the set {|u| = t} would have measure greater than 0,
which is not possible.

7. If Φ : [0,∞)→ [0,∞) is non-decreasing, then

(Φ ◦ |u|)# = Φ ◦ u#. (3.22)

Indeed, the sets {|u| ≥ t} and {Φ ◦ |u| ≥ Φ(t)} coincide, so the discontinuity of
1{|u|≥t}#(x) at t = u#(x) carries over to a discontinuity of 1{Φ◦|u|≥t}#(x) at t =

Φ(u#(x)), which shows the equation.

We now state the fractional Sobolev inequality together with a bundle of other impor-
tant inequalities and tools needed for its proof, which we then will carry out imme-
diately; the proofs of those tools will be postponed to later sections for the most part,
so the rest of this section can be thought of a rough outline of all steps which we will
refine later on (in subsections 3.4.1 - 3.4.2).

3.25 Theorem (fractional Sobolev inequality). Let n ∈ N, 0 < s < 1 the fractional
exponent, 1 ≤ p < n

s , and p? := np
n−sp . Then W s,p(Rn) is continuously embedded into

Lp?,p(Rn) by means of the inequality

‖u‖p?,p ≤
(

n

|Sn−1|

) s
n

C
− 1
p

n,s,p

(∫
Rn

∫
Rn

|u(x)− u(y)|p

|x− y|n+sp dx dy

) 1
p

,
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3.4 The fractional Sobolev inequality

where u ∈ W s,p(Rn), and |Sn−1| denotes the surface area of the n-dimensional unit sphere.
The constant Cn,s,p is given by

Cn,s,p := 2

∫ 1

0
rsp−1|1− r(n−sp)/p|pΦn,s,p(r) dr, (3.23)

where

Φn,s,p(r) := |Sn−2|
∫ 1

−1

(1− t2)
n−3
2

(1− 2rt+ r2)
n+sp

2

dt, n ≥ 2, (3.24)

Φ1,s,p(r) :=

(
1

(1− r)1+sp
+

1

(1 + r)1+sp

)
, n = 1. (3.25)

This inequality is sharp. In the particular case p = 1 equality holds, if and only if u is propor-
tional to a non-negative function v, such that the super-level sets {v > t} are balls for almost
every t ≥ 0. For p > 1 the inequality is strict for any u not identically zero.

3.26 Theorem (fractional Hardy inequality). Let n ∈ N, 0 < s < 1 the fractional Sobolev
exponent, and 1 ≤ p < n

s . Then for all u ∈W s,p(Rn) we have∫
Rn

∫
Rn

|u(x)− u(y)|p

|x− y|n+sp
dx dy ≥ Cn,s,p

∫
Rn

|u(x)|p

|x|sp
dx (3.26)

with the same constant Cn,p,s as given in Theorem 3.25. This constant is optimal. For p = 1
equality holds if and only if u is proportional to a symmetric decreasing function. For p > 1,
the inequality is strict for any function u in W s,p(Rn) not identically 0 almost everywhere.

3.27 Lemma. Let 0 < s ≤ 1 and 1 ≤ p < n
s . Then for any non-negative symmetric decreasing

function u on Rn

‖u‖p?,p =

(
n

|Sn−1|

) s
n
(∫

Rn

up

|x|sp
dx

) 1
p

. (3.27)

Proof . We first calculate the Lorentz norm on the the left-hand side by substituting
τ := tp and noting that µu(t) = µup(τ),

‖u‖p?,p =

(
p?
∫ ∞

0
µu(t)

p
p? tp−1 dt

) 1
p

=

(
p?

p

∫ ∞
0

µup(t)
p
p? dt

) 1
p

. (3.28)

up is again a symmetric decreasing function, so µup(t) is the volume of a ball B(t)

with radius
(
nµup (t)
|Sn−1|

) 1
n and after using the layer-cake formula for up on the integral on

right-hand side of (3.27) we comfortably can transform into spherical coordinates:(∫
Rn

up(x)

|x|sp
dx

) 1
p

=

(∫ ∞
0

∫
Rn

1B(t)(x)

|x|sp
dx dt

) 1
p

=
n
n−sp
np |Sn−1|

s
n

(n− sp)
1
p

(∫ ∞
0

µup(t)
p(n−sp)
np dt

) 1
p

.

Now we are nearly done with the proof: multiplying with
(

n
|Sn−1|

) s
n on both sides and

rewriting all expressions containing the dimension n in terms of p and p? will lead back
to the right-hand side of (3.28). �

35



3 The fractional perimeter

3.28 Theorem. Let n ∈ N, 0 < s < 1, 1 ≤ p < n
s , and u ∈W s,p(Rn). Then

∫
Rn

∫
Rn

|u(x)− u(y)|p

|x− y|n+sp
dx dy ≥

∫
Rn

∫
Rn

|u#(x)− u#(y)|p

|x− y|n+sp
dx dy. (3.29)

If p = 1, then equality holds if and only if u is proportional to a non-negative function v such
that the super-level sets {v > τ} are balls for a. e. τ > 0. If p > 1, then equality holds if and
only if u is proportional to a translate of a symmetric decreasing function.

Proof of 3.25. First, recall that the Lorentz norm does not change under symmetric
decreasing rearrangement, see Remark 3.24, so if we can show the inequality for sym-
metric decreasing u first, we can immediately obtain the result for general u from 3.28.
Thus, let u be symmetric decreasing. By Lemma 3.27 and the fractional Hardy inequal-
ity 3.26 we infer

‖u‖p?,p =

(
n

|Sn−1|

)s/n(∫
Rn

up

|x|sp
dx1/p

)
≤

≤
(

n

|Sn−1|

)s/n
C−1/p
n,s,p

(∫
Rn

∫
Rn

|u(x)− u(y)|p

|x− y|n+sp
dx dy

)1/p

.

Note, that for p = 1 all sides in the chain of inequalities above are equal, so for general
uwe have equality in the fractional Sobolev inequality if and only if there is equality in
the rearrangement inequality 3.28, i. e. if u is proportional to a non-negative function
v such that the super-level sets {v > τ} are balls for a. e. τ > 0. In the same fashion we
see, that in case of p > 1 the inequality is strict for any function not identically 0 almost
everywhere. �

3.29 Corollary (fractional isoperimetric inequality). LetE ⊆ Rn be a set of finite perime-
ter with |E| <∞. Then

|E|
n−s
n ≤ 2(n− s)

nCn,s,1

(
n

|Sn−1|

) s
n

Ps(E), (3.30)

with equality if and only if E is equivalent to a ball.

Proof . This is a simple consequence of the fractional Sobolev inequality when u is equal
to the indicator function of E and p = 1: we calculate the Lorentz norm ‖1E‖ n

n−s ,1
of

the indicator function 1E :

‖1E‖ n
n−s ,1

=
n

n− s

∫ ∞
0
|{1E > t}|

n−s
n dt =

=
n

n− s
|E|

n−s
n ,

whereas the integral on the right hand side of (3.30) is equal to the fractional perimeter
as shown in Remark 3.8.
The use of the indicator function also settles the equality case. �
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3.4.1 Proof of the fractional Hardy inequality

Our main goal for the proof of the fractional Hardy inequality will be establishing a
more general framework, which obviously has the advantage of providing more gen-
eral results that might also be succesfully applied to other problems, but also gives us
a nice level of abstraction where our goal can be approached more systematically. The
big drawback of this method, however, is that we lose information regarding the con-
stantCn,s,p, so we will show the inequality this way, but need an extra result concerning
the optimality of Cn,s,p.
We now state assumptions that remain valid for the rest of this section:

3.30 Assumptions.

• Let n ∈ N be the dimension of the ambient space as always, p ≥ 1, and Ω ⊆ Rn
be open.

• Let k be a non-negative, measurable function defined almost everywhere on Ω×Ω
such that k(x, y) = k(y, x) for almost all pairs (x, y) ∈ Ω× Ω.

• Let kε, ε > 0, be a family of measurable functions defined a.e. on Ω×Ω such that
kε(x, y) = kε(y, x), as well as 0 ≤ kε1(x, y) ≤ kε2(x, y) ≤ k(x, y) for ε1 ≤ ε2 and

lim
ε→0

kε(x, y) = k(x, y) (3.31)

for a.e. (x, y) ∈ Ω× Ω.

• Let ω be a positive, measurable function on Ω.

• Define

Vε(x) := 2ω(x)−p+1

∫
Ω

(ω(x)− ω(y))|ω(x)− ω(y)|p−2kε(x, y) dy. (3.32)

Then we impose,

– the integral occuring in Vε(x) is absolutely convergent for a.e. x ∈ Ω,

– Vε belongs to L1
loc(Ω), and

– V := lim
ε→0

Vε exists weakly in L1
loc(Ω), i.e.

∫
Ω Vεg dx →

∫
Ω V g dx for any

bounded g with compact support in Ω.

• Finally, define

E[u] :=

∫
Ω

∫
Ω
|u(x)− u(y)|pk(x, y) dx dy. (3.33)

3.31 Proposition. Under the assumptions 3.30, for any measurable function u on Ω with
compact support spt u ⊆ Ω and both E[u] and

∫
Ω V+|u|p dx finite, one has

E[u] ≥
∫

Ω
V (x)|u(x)|p dx. (3.34)
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3 The fractional perimeter

In order to prove the preceding Proposition 3.31, we first need an estimate for the
distance of a complex number to a number lying in the unit interval, all raised to the
p-th power:

3.32 Lemma. Let p ≥ 1. Then for all a ∈ C and t ∈ [0, 1] one has

|a− t|p ≥ (1− t)p−1(|a|p − t). (3.35)

In particular, if p > 1, then equality holds precisely for a = 1 or t = 0.

Proof . In the case p = 1 the inequality simply boils down to the reverse triangle in-
equality for complex numbers.
In case that p > 1 one can easily show the inequality for certain configurations of a and
t: If t = 0, then both sides are clearly equal. If t = 1 or |a|p ≤ t, then the right-hand
side is less or equal to 0 and the inequality holds trivially. Furthermore, since t lies in
the interval [0, 1], for fixed |a| the left-hand side is minimal for a real and non-negative.
Hence we only need to consider the case 0 < t < 1 and a > p

√
t.

Let f be the function on ( p
√
t,∞) defined by

f(a) :=
(a− t)p

ap − t
.

We want to find the infimum of f on its domain, so first we look for values of a where
the derivative vanishes:

f ′(a) =
pt(a− t)p−1(ap−1 − 1)

(ap − t)2

can only be 0 for a = 1, the factor (a − t)p−1 is greater than 0 by a > p
√
t ≥ t. Further-

more, f ′(a) < 0 if a ∈ ( p
√
t, 1) and f ′(a) > 0 for a ∈ (1,∞), i.e. f has a global minimum

at a = 1 with f(1) = (1 − t)p−1. This establishes the desired inequality together with
the equality cases. �

Proof of 3.31. If
∫

Ω V−|u|
p dx = ∞, then the inequality trivially holds with −∞ on the

right-hand side, so from now on we assume
∫

Ω V−|u|
p dx < ∞. Furthermore, we can

approximate u by the sequence uM := umin(1,M |u−1|) such that both |uM (x)|p and
the factor |uM (x) − uM (y)|p in E[uM ] are monotonically increasing. Hence, if we can
show our inequality for bounded functions, it follows for general functions via the
monotone convergence theorem.
We set v := u

ω , multiply (3.32) by ω(x)p|v(x)|p = |u(x)|p on both sides and integrate
with respect to x:∫

Ω
Vε(x)|u(x)|p dx = 2

∫
Ω

∫
Ω
ω(x)|v(x)|p(ω(x)− ω(y))|ω(x)− ω(y)|p−2kε(x, y) dy dx.

(3.36)
Note that the resulting double integral is convergent, since Vε belongs to L1

loc(Ω) and
u has compact support. Interchangig the variables reverses the sign of the integrals,
so the factor 2 can be obtained by summation of two integrals - one with the order of
variables as in (3.36), and one with reversed order:∫

Ω
Vε(x)|u(x)|p dx =∫

Ω

∫
Ω

(
ω(x)|v(x)|p − ω(y)|v(y)|p

)
(ω(x)− ω(y))|ω(x)− ω(y)|p−2kε(x, y) dx dy.
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3.4 The fractional Sobolev inequality

Defining

Φu(x, y) := |ω(x)v(x)− ω(y)v(y)|p−
−
(
ω(x)|v(x)|p − ω(y)|v(y)|p

)
(ω(x)− ω(y))|ω(x)− ω(y)|p−2

we can rewrite the above identity as∫
Ω

∫
Ω

Φu(x, y)kε(x, y) dx dy +

∫
Ω
Vε|u|p dx =

∫
Ω

∫
Ω
|u(x)− u(y)|pkε(x, y) dx dy. (3.37)

We claim that the first integral is non-negative, by showing the even stronger result that
Φu ≥ 0 pointwise. Since Φu(x, y) = Φu(y, x), we can without loss of generality assume
that ω(x) ≥ ω(y). By suitably factorizing and applying lemma 3.32 with a = v(x)

v(y) and

t = ω(y)
ω(x) we have

ω(x)p|v(y)|p
∣∣∣∣v(x)

v(y)
− ω(y)

ω(x)

∣∣∣∣p ≥ ω(x)p|v(y)|p
(

1− ω(y)

ω(x)

)p−1 ω(x)|v(x)|p − ω(y)|v(y)|p

ω(x)|v(y)|p
=

=
(
ω(x)|v(x)|p − ω(y)|v(y)|p

)
(ω(x)− ω(y))p−1,

which affirms our claim.
In the final step, we pass to the limit ε→ 0 in (3.37) and obtain∫

Ω

∫
Ω

Φu(x, y)k(x, y) dx dy +

∫
Ω
V |u|p dx =

∫
Ω

∫
Ω
|u(x)− u(y)|pk(x, y) dx dy. (3.38)

The integral
∫

Ω Vε|u|
p dx converges to

∫
Ω V |u|

p dx, because of our assumption that Vε
converges weakly to V , and |u|p is bounded with compact support. The remaining
integrals converge by monotone convergence, since kε is a family of monotonically
increasing functions. For the left-hand side, we can apply the dominated convergence
theorem with majorant k(x, y) ≥ kε(x, y) to see, that it converges to E[u]. �

3.33 Remark. We want to emphasise the fact, that each of the following integrals that
results by splitting Φu into separate summands, namely∫

Ω

∫
Ω
|u(x)− u(y)|pk(x, y) dx dy, and∫

Ω

∫
Ω

(
|u(x)|p

ω(x)p−1
− |u(y)|p

ω(y)p−1

)
(ω(x)− ω(y))|ω(x)− ω(y)|p−2k(x, y) dx dy

is finite. We will need this result later to ascertain the convergence of suitable approxi-
mations.

Now we want to apply the preceding proposition to our case, namely to the case of
Gagliardo seminorms. If we set Ω := Rn\ {0} , and k(x, y) := |x − y|−n−sp, the func-
tional E[u] results in

E[u] =

∫
Rn\{0}

∫
Rn\{0}

|u(x)− u(y)|p

|x− y|n+sp
dx dy

whose domain of integration differs from the left-hand side of the Hardy inequality
(3.26) only by a set of measure zero. To recover the right-hand side, we first define for
p < n/s

α :=
n− sp
p

(> 0),
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3 The fractional perimeter

and then choose ω(x) := |x|−α. This will result in V (x) = Cn,s,p|x|−sp as desired.
First, however, we need to check all assumptions of 3.30; we start with the integrability
properties of Vε(x):

3.34 Lemma. For n ∈ N, 0 < s < 1, and 1 ≤ p < n/s, as well as ε > 0, the integral in

Vε(x) :=
2

|x|α(1−p)

∫
||x|−|y||>ε

(
1

|x|α
− 1

|y|α

) ∣∣∣∣ 1

|x|α
− 1

|y|α

∣∣∣∣p−2 1

|x− y|n+sp
dy (3.39)

is absolutely convergent for a.e. x ∈ Rn\ {0}. Furthermore, Vε ∈ L1
loc(Rn\ {0}).

Proof . If ε ≥ |x|, then the domain of integration is the complement of a ball centered
at the origin with radius |x| + ε, whereas, if ε < |x|, the domain consists of a further
component. We first consider the integral over all y with |y| > |x|+ ε:∫

|y|>|x|+ε

(
1

|x|α
− 1

|y|α

)p−1 1

|x− y|n+sp
dy ≤ 1

|x|α(p−1)

∫
|y|>|x|+ε

1

|x− y|n+sp
dy.

Substituting y with y − x and observing that |y − x| > |x| + ε implies |y| > ε, we can
further estimate and evaluate the integral:

1

|x|α(p−1)

∫
|y|>ε

|y|−n−sp dy =
|Sn−1|

|x|α(p−1)sp · εsp
<∞.

Using our estimates, we can cancel the factor 1
|x|α(1−p) in front of the integral in Vε(x),

so the expression does not depend on x any longer and therefore is integrable w.r.t x
over every compact set.
For the case that ε < |x| the integral over the inner ball can be estimated for absolute
convergence as follows:∫

|y|<|x|−ε

(
1

|y|α
− 1

|x|α

)p−1 1

|x− y|n+sp
dy ≤ 1

εn+sp

∫
|y|<|x|−ε

(
1

|y|α

)p−1

dy. (3.40)

Transforming into spherical coordinates yields

|Sn−1|
εn+sp

∫ |x|−ε
0

r
n
p

+s(p−1)−1
dr

for the right-hand side. Since n
p + s(p− 1)− 1 > −1, the integral converges, even after

integrating w.r.t x over a compact set K ⊆ Rn\ {0}, in which case we only need to
extend the upper limit to a constant and estimate the factor 1

|x|α(1−p) in front of Vε(x) by
another constant, both independent of x. �
Next, we will show that our Vε from (3.39) weakly converges to V (x) = Cn,s,p|x|−sp,
and prove the even stronger result of uniform convergence on every compact set.

3.35 Remark. If a family of functions uε, ε > 0, on Ω converges uniformly to u on every
compact subset of Ω, then it also converges weakly in L1

loc(Ω): To see this, we calculate
for every bounded g with compact support∣∣∣∣∫

Ω
uεg dx−

∫
Ω
ug dx

∣∣∣∣ ≤ ∫
spt g
|uε − u||g| dx ≤ |spt g| sup

spt g
|uε − u| sup

spt g
|g|,
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3.4 The fractional Sobolev inequality

which tends to 0 as ε→ 0.

3.36 Lemma. Let Vε be defined as in (3.39). Then

lim
ε→0

Vε(x) = Cn,s,p|x|−sp (3.41)

uniformly for every compact subset of Rn\ {0}. Here Cn,s,p denotes the constant defined in
(3.23).

Proof .
Step 1: Pointwise convergence of Vε(x)

We start by transforming into spherical coordinates1 , i.e. x = ru, y = ρv with r, ρ > 0
and u, v ∈ Sn−1:

Vε(x) =
2

rα(1−p)

∫
|ρ−r|>ε

ρn−1sgn(ρα−rα)

∣∣∣∣ 1

rα
− 1

ρα

∣∣∣∣p−1 ∫
Sn−1

1

|ru− ρv|n+sp
dHn−1(v) dρ.

(3.42)
In case n ≥ 2 we make use of the following formula for the surface integral over the
unit sphere Sn−1, where e ∈ Sn−1 is an arbitrary unit vector (see [24], formula (§1.41)2):∫

Sn−1

f(v) dHn−1(v) =

∫ 1

−1

∫
Sn−1 ∩ e⊥

f(te+
√

1− t2w)(1− t2)
n−3
2 dHn−2(w) dt. (3.43)

This yields with e := u

I(ρ) :=

∫ 1

−1

∫
Sn−1 ∩u⊥

(1− t2)
n−3
2

|ru− ρtu− ρ
√

1− t2w|n+sp
dHn−2(w) dt

for the surface integral in (3.42). Now we rewrite the denominator as

rn+sp
∣∣∣(1− ρ

r
t
)
u− ρ

r

√
1− t2w

∣∣∣2n+sp2
= rn+sp

[
1− 2

ρ

r
t+
(ρ
r

)2
]n+sp

2

, if ρ < r,

ρn+sp

∣∣∣∣(rρ − t
)
u−

√
1− t2w

∣∣∣∣2n+sp2

= ρn+sp

[
1− 2

r

ρ
t+

(
r

ρ

)2
]n+sp

2

, if ρ > r,

so this integral can be expressed in terms of the function Φn,s,p =: Φ in (3.24):

I(ρ) =

{
r−n−spΦ

(ρ
r

)
, if ρ < r

ρ−n−spΦ
(
r
ρ

)
, if ρ > r.

(3.44)

1formula (3.42) also holds true in case n = 1, where the surface integral is simply the sum of two real
values; we remark this fact explicitly, as in the following we will discuss the cases n = 1 and n ≥ 2
individually.

2strictly speaking, this identity is only proved for dimensions n ≥ 3 therein; for n = 2 it can easily be
seen by parametrizing both left and right semicircle the same way as in (3.43) and applying the area
formula for surface integrals, with corresponding Jacobian (1− t2)−1/2
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3 The fractional perimeter

As for the remaining integral w.r.t. ρ in (3.42) we plug in the factor |ρ − r|1+sp in both
nominator, where we write it as r1+sp(1 − ρ/r)1+sp or ρ1+sp(1 − r/ρ)1+sp respectively,
and denominator, which yields

rα(1−p)

2
Vε(x) = r−n+1

∫
|ρ−r|>ε

sgn(ρα − rα)

|ρ− r|2−(1−s)pϕ(ρ, r) dρ, (3.45)

where

ϕ(ρ, r) =

∣∣∣∣ρ−α − r−αρ− r

∣∣∣∣p−1

·

ρ
n−1

(
1− ρ

r

)1+sp
Φ(ρr ), if ρ < r,

rn−1
(

1− r
ρ

)1+sp
Φ( rρ), if ρ > r.

(3.46)

Note, that if we substitute z := ρ
r and use the identity ϕ(ρ, r) = rα−p(1−s)ϕ(ρr , 1) (which

holds true in both cases ρ < r and ρ > r), we can write

Vε(x) = r−sp · 2
∫
|z−1|> ε

r

sgn(zα − 1)

|z − 1|2−p(1−s)
ϕ(z, 1) dz = (3.47)

= 2r−sp

[
−
∫ 1− ε

r

0

ϕ(z, 1)

(1− z)2−(1−s)p dz +

∫ ∞
1+ ε

r

ϕ(z, 1)

(z − 1)2−(1−s)p dz

]
.

The second integral can be rewritten by substituting z with z−1, and we obtain

Vε(x) = 2r−sp

[
−
∫ 1− ε

r

0

ϕ(z, 1)

(1− z)2−(1−s)p dz +

∫ 1− ε
r+ε

0

z−(1−s)pϕ(z−1, 1)

(1− z)2−(1−s)p dz

]
=

= 2r−sp

[∫ 1− ε
r

0

z−(1−s)pϕ(z−1, 1)− ϕ(z, 1)

(1− z)2−(1−s)p dz +

∫ 1− ε
r+ε

1− ε
r

z−(1−s)pϕ(z−1, 1)

(1− z)2−(1−s)p dz

]
.

(3.48)

In step 2 we will show, that ϕ(z, 1) is bounded in a neighbourhood of z = 1. This im-
plies that the second integral converges to 0 as ε → 0+ since the length of the interval,
over which we integrate, is of the order O(ε2). For the first integral, we can explicitly
write down the values of ϕ appearing in the nominator,

z−p(1−s)ϕ(z−1, 1) = zsp−1 (1− zα)p−1 (1− z)2−p(1−s)Φ(z),

ϕ(z, 1) = zsp−1+α (1− zα)p−1 (1− z)2−p(1−s)Φ(z),

so it is equal to∫ 1− ε
r

0
zsp−1(1− zα)pΦ(z) dz =

∫ 1− ε
r

0

zsp−1

(1− z)1−(1−s)p

(
1− zα

1− z

)p
(1− z)1+spΦ(z) dz.

The factor
(

1−zα
1−z

)p
converges to αp as z → 1 and is therefore bounded in a neighbour-

hood of z = 1. In addition, we will see in step 2 that (1 − z)1+spΦ(z) is bounded at
z = 1 too. This ultimately yields that

C

∫ 1

δ

zsp−1

(1− z)1−(1−s)p dz
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3.4 The fractional Sobolev inequality

with a suitable constant C > 0 and δ > 0 is an integrable majorant for the first integral
in (3.48) and it thus converges as ε→ 0+. This shows the pointwise convergence of Vε
in case n ≥ 2 with the right constant Cn,s,p defined in (3.23).
The proof for n = 1 is rather similar: Explicitly writing down the domain of integration
in Vε(x) as union of intervals and suitably reversing the signs we obtain

Vε(x) =
2

|x|α(1−p)

[
−
∫ |x|−ε

0
(y−α − |x|−α)p−1

(
1

|x+ y|1+sp
+

1

|x− y|1+sp

)
dy+

+

∫ ∞
|x|+ε

(|x|−α − y−α)p−1

(
1

|x+ y|1+sp
+

1

|x− y|1+sp

)
dy

]
.

We factor |x| out and substitute z := y
|x| in both integrals, and in the last integral we

further substitute z with z−1, which yields

Vε(x) =
2

|x|α(1−p)

[
−
∫ 1− ε

|x|

0
|x|α−1(z−α − 1)p−1

(
1

|1 + z|1+sp
+

1

|1− z|1+sp

)
dz+

+

∫ |x|
|x|+ε

0
|x|α−1z−α(z−α − 1)p−1

(
1

|1 + z|1+sp
+

1

|1− z|1+sp

)
dz

]
.

An integrable majorant can be established the same way as in the case n ≥ 2 and
passing to the limit ε→ 0+ we get

lim
ε→0+

Vε(x) = |x|−sp · 2
∫ 1

0
zsp−1(1− zα)p

(
1

|1 + z|1+sp
+

1

|1− z|1+sp

)
dz,

recovering the constant C1,s,p from (3.23).

Step 2: Boundedness of ϕ(z, 1)

We first take a closer look at the function Φ: After the trigonometric substitution
t = − cos τ in (3.24) we have

Φ(z) = |Sn−2|
∫ π

0

sinn−2 τ

(1 + 2z cos τ + z2)
n+sp

2

dτ,

which can be rewritten by formula (3.665) in [14] as a product of the Beta function B
and the hypergeometric function F as follows:

Φ(z) = |Sn−2|B
(
n− 1

2
,
1

2

)
F

(
n+ sp

2
,
2 + sp

2
,
n

2
; z2

)
. (3.49)

By [21], formula (2) in chapter 6.8, and formula (5) in chapter 6.2.1, if a+ b− c > 1, then

lim
z→1−

(1− z)a+b−cF (a, b, c; z) =
Γ(c)Γ(a+ b− c)

Γ(a)Γ(b)
, (3.50)

where Γ denotes the Gamma function. In our constellation (3.49), we have a+ b− c =
1 + sp > 1, so by setting C := |Sn−1|B(n−1

2 , 1
2) and using (3.50)

lim
z→1−

(1− z)1+spΦ(z) = lim
z→1−

C

(1 + z)1+sp
F

(
n+ sp

2
,
2 + sp

2
,
n

2
; z2

)
=

=
C

21+sp

Γ(n/2)Γ(1 + sp)

Γ((n+ sp)/2)Γ((2 + sp)/2)
.
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Thus, (1− z)1+spΦ(z) is bounded in a neighbourhood of z = 1.
The remaining factor in our definition of ϕ(z, 1) resembles a differential quotient,∣∣∣∣z−α − 1

z − 1

∣∣∣∣p−1
z→1−→ αp−1

and therefore is bounded.

Step 3: Uniform convergence on compact sets

We want to prove that for every compact K ⊂ Rn\ {0} the family Vε of functions is
Cauchy, meaning that

sup
x∈K
|Vε1(x)− Vε2(x)|

is arbitarily small for ε1, ε2 small enough (we assume w.l.o.g. ε1 < ε2). To do so, we
utilize the following scaling result: If x ∈ Rn\ {0} and λ > 0, then by substituting
ỹ = λy ∫

ε1<||λx|−|ỹ||<ε2
|ω(λx)− ω(ỹ)|p−1k(λx, ỹ) dỹ

= λ−α(p−1)−sp
∫
ε1
λ
<||x|−|y||< ε2

λ

|ω(x)− ω(y)|p−1k(x, y) dy.

Since K is contained in a certain annulus, K ⊆ {x ∈ Rn : r ≤ |x| ≤ R} , 0 < r < R, it
suffices to consider

sup
r≤λ≤R
ξ∈Sn−1

λ−α(p−1)−sp
∫
ε1
R
<|1−|y||< ε2

r

|1− ω(y)|p−1 1

|ξ − y|n+sp
dy.

The factor λ−α(p−1)−sp attains its maximum value at one of the boundary points r or R,
while for the remaining factor we observe that the map

ξ ∈ Sn−1 7→
∫
ε1
R
<|1−|y||< ε2

r

|1− ω(y)|p−1 1

|ξ − y|n+sp
dy

is continuous as can easily be seen from the majorant established in (3.40). Therefore
there exists a ξ0 ∈ Sn−1 such that it attains its maximal value there. Since we have
established pointwise convergence for all x ∈ Rn\ {0}, the supremum can be made
arbitrarily small if ε1 and ε2 are chosen small enough. �

Proof of the Hardy inequality (3.26) and equality cases for p > 1.
By our choice of the open set Ω and functions k, ω and V , as well as setting

kε(x, y) :=

{
k(x, y), if ||x| − |y|| > ε,

0, if ||x| − |y|| ≤ ε

we could assure the validity of all the assumptions in 3.30 in Lemma 3.34 and 3.36.
Furthermore, for functions u ∈ C∞c (Rn) the quantity E[u] is finite (see example 3.4)
and by the boundedness of u and since spt u ⊆ BR for a R > 0, we also have∫

Rn\{0}
|V ||u|p dx ≤ C

∫ R

0
ρn−sp−1 dρ <∞
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For the sequence (uj) of approximations of u defined in Remark 3.6 we have∫
|x|≥1

|u(x)− uj(x)|p

|x|sp
dx ≤

∫
|x|≥1

|u(x)− uj(x)|p dx
j→∞→ 0.

On the other hand, since p < n/s, there exists a δ > 1 such that n − δsp > 0; let δ′ > 1
the conjugate exponent, i.e. 1

δ + 1
δ′ = 1. Then, by the Hölder inequality

∫
|x|<1

|u(x)− uj(x)|p

|x|sp
dx ≤

(∫
|x|<1

|x|−δsp dx

) 1
δ
(∫
|x|<1

|u(x)− uj(x)|δ′p dx

) 1
δ′

,

where the right-hand side converges to 0 as j →∞.
In a similar fashion, namely by approximation, we will tackle the proof of the equality
cases for p > 1. Equality (3.38) in the proof of Proposition 3.31 was shown for bounded
u with compact support, such that

∫
V |u|p dx and

∫ ∫
|u(x) − u(y)|k(x, y) dx dy are

finite. By approximation, this equality holds true for all functions u ∈ W s,p(Rn) (see
also Remark 3.33).
If there is equality in (3.31) for some u ∈W s,p(Rn), then this identity remains valid if u
is replaced by |u|, since

[u]pW s,p ≥ [|u|]pW s,p ≥
∫
Rn
V |u|p dx = [u]pW s,p .

From identity (3.38)∫
Rn

∫
Rn

Φ|u|(x, y)︸ ︷︷ ︸
≥0

k(x, y)︸ ︷︷ ︸
>0

dx dy +

∫
Rn
V |u|p dx =

∫
Rn

∫
Rn
||u|(x)− |u|(y)|pk(x, y) dx dy

we see that Φ|u| = 0, which means that we have equality in the situation of Lemma
3.32 and we can rule out the case that t = ω(y)

ω(x) = 0, since ω is strictly positive. The

only remaining possibility is, that a =
∣∣∣v(x)
v(y)

∣∣∣ = 1. This means that |v(x)| = |u(x)|
ω(x) is

constant, further implying that |u(x)| = cω(x) = c|x|−
n−sp
p for a c ∈ R. Since we

demand u ∈ W s,p(Rn), the constant c must be equal to 0, so the Hardy inequality is
strict for every 0 6≡ u ∈W s,p(Rn). �
Since for p > 1 equality holds only for u ≡ 0, we need to prove the optimality of the
constant Cn,s,p separately:

Proof of the optimality of the constant Cn,s,p for p > 1. In the following we give a sequence
(uj)j∈N of W s,p(Rn)-functions such that∫

Rn
∫
Rn |uj(x)− uj(y)|pk(x, y) dx dy∫

Rn |uj(x)|p|x|−sp dx
→ Cn,s,p, as j →∞.

For j ∈ N we define the three regions

B := {x ∈ Rn : |x| < 1} ,
Mj = {x ∈ Rn : 1 ≤ |x| ≤ j} ,
Oj = {x ∈ Rn : |x| ≥ j} ,
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3 The fractional perimeter

and set

uj(x) :=


1− j−α if x ∈ B,
|x|−α − j−α if x ∈Mj ,

0 if x ∈ Oj .

Next, we take formula (3.41), multiply it with uj(x) and integrate w.r.t x on both sides.
This yields

2

∫
Rn

∫
Rn
uj(x)(ω(x)− ω(y))|ω(x)− ω(y)|p−2k(x, y) dx dy =

=

∫
Rn

∫
Rn

(uj(x)− uj(y))(ω(x)− ω(y))|ω(x)− ω(y)|p−2k(x, y) dx dy =

= Cn,s,p

∫
Rn

uj(x)ω(x)p−1

|x|sp
dx,

where we interchanged the variables x and y for one integral in the first equality. In
case that x, y ∈ Mj , we have uj(x) − uj(y) = ω(x) − ω(y), so the second expression in
this chain of equalities can be rewritten as∫

Rn

∫
Rn
|uj(x)− uj(y)|pk(x, y) dx dx+ 2R0,

where

R0 :=

∫
Mj

∫
B

(1− ω(y))((ω(x)− ω(y))p−1 − (1− ω(y))p−1)k(x, y) dx dy+

+

∫
Oj

∫
Mj

(ω(x)− j−α)((ω(x)− ω(y))p−1 − (ω(x)− j−α)p−1)k(x, y) dx dy+

+

∫
Oj

∫
B

(1− j−α)((ω(x)− ω(y))p−1 − (1− j−α)p−1)k(x, y) dx dy.

Since ω is monotonically decreasing in |x|, all integrands are pointwise non-negative,
so that R0 ≥ 0.
The integral in the last expression in the chain of equalities can be expressed via∫

Rn

upj (x)

|x|sp
dx+R1 +R2

with

R1 :=

∫
B

(1− j−α)
(
ω(x)p−1 − (1− j−α)p−1

)
|x|−sp dx,

R2 :=

∫
Mj

(ω(x)− j−α)
(
ω(x)p−1 − (ω(x)− j−α)p−1

)
|x|−sp dx.

We claim that the sum R1 +R2 is bounded in j, so that by the fact that∫
Rn
upj (x)|x|−sp dx→∞ as j →∞,
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we are able to establish the convergence we described at the beginning of the proof:∫
Rn
∫
Rn |uj(x)− uj(y)|pk(x, y) dx dy∫

Rn |uj(x)|p|x|−sp dx
=

= Cn,s,p

(
1 +

R1 +R2∫
Rn |uj(x)|p|x|−sp dx

)
− 2R0∫

Rn |uj(x)|p|x|−sp dx
→ Cn,s,p,

as j →∞.
Finally, we tend to the proof of the claim, that R1 + R2 is bounded: As for R1, we can
simply omit the first factor in brackets as it is lower or equal to 1, as well as the negative
summand in the second pair of brackets; this results in

R1 ≤
∫
B
ω(x)p−1|x|−sp dx =

∫
B
|x|α−n dx <∞.

For the summand R2 we can factorize in the second pair of brackets and obtain

ω(x)p−1(1− [1− (j/|x|)−α]p−1)

where t := (j/|x|)−α ≤ 1. By virtue of the mean value theorem, we have

1− (1− t)p−1

{
≤ 1− (1− t) = t, 1 ≤ p ≤ 2,

= (p− 1)(1− τ)p−2t ≤ (p− 1)t, p > 2,

for a point τ between 0 and t; both cases can be unified to 1−(1−t)p−1 ≤ Ct, whenever
0 ≤ t ≤ 1, with C only depending on p. Ultimately,

R2 ≤ C
∫
Mj

ω(x)p−1(j/|x|)−α|x|−sp dx ≤

≤ C
∫
Mj

j−α|x|α−n dx = C

∫
B
|ξ|α−n dξ <∞,

where in the last equality we used the substitution x = jξ. Putting both estimates for
R1 and R2 together results in our boundedness claim. �

Proof of equality cases for p = 1. We only need to consider non-negative and symmetric
decreasing functions u, since

[u]W s,1

(1)

≥ [|u|]W s,1

(2)

≥ [|u|#]W s,1

(3)

≥ Cn,s,1

∫
Rn

|u|#(x)

|x|s
dx

(4)

≥ Cn,s,1

∫
Rn

|u(x)|
|x|s

dx.

Inequality (1) stems from the reverse triangle inequality with equality iff u is propor-
tional to a non-negative function. Theorem 3.28 provides (2) with equality iff {|u| > τ}
is a ball for a.e. τ > 0. Inequality (3) is the fractional Hardy inequality of Theorem 3.26
and (4) follows from rearrangement inequality [18, Theorem 3.4] with equality iff u is
symmetric decreasing. Thus, if for any function equality holds in the fractional Hardy
inequality (3.26), then it must be proportional to a symmetric decreasing function.
Conversely, all symmetric decreasing functions satisfy (3.26) with equality: The sym-
metric decreasing function u allows a layer-cake representation u(x) =

∫∞
0 1t(x) dt,
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3 The fractional perimeter

where 1t is the indicator function of a ball centered at the origin with radius R(t).
Hence, by Fubini∫

Rn

u(x)

|x|s
dx = |Sn−1|

∫ ∞
0

∫ R(t)

0
rn−s−1 dr dt =

|Sn−1|
n− s

∫ ∞
0

R(t)n−s dt,

whereas for the seminorm∫
Rn

∫
Rn

|u(x)− u(y)|
|x− y|n+s

dx dy = 2

∫∫
{|x|<|y|}

∫∞
0 1t(x)− 1t(y) dt

|x− y|n+s
dx dy =

= 2

∫∫∫
{|x|<R(t)<|y|}

|x− y|−n−sdx dy dt =

= 2

∫∫
{|ξ|<1<|η|}

|ξ − η|−n−sdξ dη

∫ ∞
0

R(t)n−s dt,

where for the last equality we substituted (x, y) = (R(t)−1ξ,R(t)−1η) for fixed t > 0. It
remains to show that∫
|ξ|<1

∫
|η|>1

|ξ − η|−n−s dη dξ =
|Sn−1|

2(n− s)
Cn,s,1 =

Sn−1

n− s

∫ 1

0
ts−1(1− tn−s)Φn,s,1(t) dt.

(3.51)
For the case n ≥ 2, we abbreviate Φ := Φn,s,1, use spherical coordinates for ξ and η,
writing ξ = ru and η = ρv, and evaluate the integral w.r.t v using formula (3.44):∫

Sn−1

∫ 1

0

∫
Sn−1

∫ ∞
1

rn−1ρn−1

|ru− ρv|n+s
dρdHn−1(v) dr dHn−1(u) =

= |Sn−1|
∫ 1

0

∫ ∞
1

rn−1ρ−s−1Φ(r/ρ) dρdr
t:= r

ρ
=

= |Sn−1|
∫ 1

0

∫ r

0
rn−s−1ts−1Φ(t) dt dr =

= |Sn−1|
∫ 1

0
ts−1Φ(t)

∫ 1

t
rn−s−1 dr dt =

=
|Sn−1|
n− s

∫ 1

0
ts−1(1− tn−s)Φ(t) dt.

The calculation can be repeated verbatim for n = 1 with the only difference that one
already has two integrals in one dimension and thus does not need to transform into
spherical coordinates. �

3.37 Remark. In the preceding proof of the equality cases in the fractional Hardy
inequality for p = 1 we have additionally derived in (3.51) an alternative expression
for the fractional s-perimeter of the Euclidean unit ball. Indeed, the left hand side of
(3.51) coincides with the s-perimeter of B1 = {x ∈ Rn : |x| < 1}.

3.4.2 Proof of the rearrangement inequality for [·]W s,p

This part is devoted to the proof of Theorem 3.28, where we state, that the Gagliardo
seminorm [·]W s,n does not increase under decreasing symmetric rearrangement. Of
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3.4 The fractional Sobolev inequality

great help will be the following result on the change of certain integrals under rear-
rangement; the inequality is due to Riesz, the more recent classification of equality
cases is due to Lieb [17, Lemma 3].

3.38 Proposition. Let f, g, h : Rn → R be measurable functions. Then,∣∣∣∣∫
Rn

∫
Rn
f(x)g(x− y)h(y) dx dy

∣∣∣∣ ≤ ∫
Rn

∫
Rn
f#(x)g#(x− y)h#(y) dx dy. (3.52)

Furthermore, if g is positive and symmetric decreasing, and the right hand-side is finite, then
equality holds if and only if there exists a point a ∈ Rn such that

f(x) = f#(x− a), and h(x) = h#(x− a)

for a.e. x ∈ Rn.

The next statement deals with functionals that are similar to the Gagliardo seminorm.
Note that we impose that k ∈ L1 in contrast to our situation, where k(ξ) = |ξ|−n−sp
does not enjoy this integrability.

3.39 Lemma. Let J : R→ [0,∞) be a convex function with J(0) = 0 and let k ∈ L1(Rn) be
symmetric decreasing. For a measurable function u on Rn we define

E[u] :=

∫
Rn

∫
Rn
J(u(x)− u(y))k(x− y) dx dy.

Then for all non-negative measurable functions u with E[u] and | {u > τ} | finite for all τ > 0
we have

E[u] ≥ E[u#]. (3.53)

If in addition, J is strictly convex and k is strictly decreasing, then equality holds if and only if
there exists a point x0 ∈ Rn and a symmetric decreasing function v such that u(x) = v(x−x0),
i.e. u is a translate of a symmetric decreasing function.
If J(t) = |t|, then equality holds if and only if the super-level sets {u > τ} are balls for a.e.
τ > 0.

Proof .
Step 1: Reduction
First we decompose the convex function J into two parts “left” and “right” of the
y-axis by J = J+ + J−, where J+(t) := J(t) for t ≥ 0 and J+(t) := 0 for t < 0.
This decomposition instantly yields a corresponding representation of the functional
E, which we will write as E = E+ + E−. Now observe, that we only need to prove
inequality (3.53) for the functional E+, since by J−(t) = J+(−t) it immediately follows
by interchanging the variables x and y and replacing J with J̃(t) := J(−t), which again
is convex and satisfies J̃(0) = 0:

E−[v] =

∫
Rn

∫
Rn
J−(v(y)− v(x))k(y − x) dy dx =

=

∫
Rn

∫
Rn
J̃+(v(x)− v(y))k(x− y) dx dy

for any measurable function v.
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3 The fractional perimeter

Step 2: Proof for bounded functions u
Since J+ is convex, it is differentiable almost everywhere on R with derivative J ′+.
By the substitution ξ = u(x) − τ in the following calculation we obtain a formula for
J+(u(x)− u(y)):

J+(u(x)− u(y)) =

∫ u(x)−u(y)

−∞
J ′+(ξ) dξ =

∫ ∞
u(y)

J ′+(u(x)− τ) dτ.

This expression can be used in conjunction with Fubini’s theorem to write E+[u] as

E+[u] =

∫ ∞
0

e+
τ [u] dτ,

where
e+
τ [u] :=

∫
Rn

∫
Rn
J ′+(u(x)− τ)k(x− y)1{u≤τ}(y) dx dy.

In the next step we would like to bring the integrals in e+
τ [u] into a suitable form,

such that Riesz’s rearangement inequality is easily applicable. To this end, we use
1{u≤τ} = 1− 1{u>τ} and split the integrals accordingly, which is made possible by the
boundedness of u and the finiteness of | {u > τ} |, since∫

Rn
J ′+(u(x)− τ) dx =

∫
{u>τ}

J ′+(u(x)− τ) dx ≤ | {u > τ} |J ′+(C) <∞,

where C > 0 is a constant. Therefore,

e+
τ [u] = ‖k‖L1

∫
Rn
J ′+(u(x)− τ) dx−

∫
Rn

∫
Rn
J ′+(u(x)− τ)k(x− y)1{u>τ}(y) dx dy.

Since the derivative J ′+ is a non-decreasing function on its domain, by remark 3.24,
6., we have (J ′+(u − τ))# = J ′+(u# − τ), so the first summand does not change un-
der rearrangement. By Riesz’s rearrangement inequality, the second integral does
not decrease under rearrangement, which implies that e+

τ [u] ≥ e+
τ [u#] and ultimately

E+[u] ≥ E+[u#].
Next we turn our attention to the cases of equality E+[u] = E+[u#] under the addi-
tional assumption that k is strictly decreasing. By∫ ∞

0
(e+
τ [u]− e+

τ [u#])︸ ︷︷ ︸
≥0

dx = 0

we have e#
τ [u] = e#

τ [u#] for a.e. τ > 0, resulting eventually in∫
Rn

∫
Rn
J ′+(u(x)−τ)k(x−y)1{u>τ}(y) dx dy =

∫
Rn

∫
Rn

(J ′+)#(u(x)−τ)k(x−y)1#
{u>τ}(y) dx dy.

By Proposition 3.38 this is only possible if for a.e. τ > 0 there exists a point aτ ∈ Rn
such that both 1{u<τ}(x) = 1{u#<τ}(x− aτ ) and

J ′±(u(x)− τ) = J ′±(u#(x− aτ )− τ) (3.54)

for a.e. x ∈ Rn.
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3.4 The fractional Sobolev inequality

If we set J(t) = t, then J ′+(t) = 1 precisely for positive values of t, so by (3.54) the
super-level sets {u > τ} are balls for a.e. τ > 0.
If J+ is strictly convex on [0,∞), then the derivative J ′+ is strictly increasing thereon,
which implies

(u(x)− τ)+ = (u#(x− aτ )− τ)+

for a.e. x ∈ Rn and τ > 0. It follows, that aτ must be constant in τ , so u is a translate of
a symmetric decreasing function.

Step 3: Proof for general u
The inequality is easily shown by trunctating the function u by setting uM := min(u,M)

for M ∈ N. First, we observe that (uM )# = (u#)M =: u#
M , because

(uM )#(x) =

∫ ∞
0

1{uM>t}#(x) dt =

∫ M

0
1{u>t}#(x) dt = min(u#(x),M).

Since J is a non-negative convex function having a minimal point at 0, the expression
J(wM (x)−wM (y)) is monotonically increasing in M for any non-negative measurable
function w on Rn and all x, y ∈ Rn. This implies that we can apply the monotone
convergence theorem to both sides of the inequality E[uM ] ≥ E[u#

M ], which we have
established in step 2, to obtain inequality (3.53) also for possibly unbounded u.
The characterization of the equality cases remains to be proved: To this end, suppose
that k is strictly decreasing and that E+[u] = E+[uM ] for some non-negative u with
E[u] and | {u > τ} | finite for every τ > 0. We want to reduce the situation to the case,
where the functions involved are bounded, so we can apply our results of step 2: For
any M ∈ N we decompose u into

u = uM + vM , where uM := min(u,M),

so the functional E+ can be expressed as

E+[u] = E+[uM ] + E+[vM ] +

∫
Rn

∫
Rn
FM (vM (x), uM (y))k(x− y) dx dy (3.55)

with
FM (v, u) := J+(v +M − u)− J+(v)− J+(M − u).

The interested reader can find the somewhat lengthy calculation (which mainly con-
sists of simple algebraic manipulations) leading to this expression in the appendix.
For 0 ≤ u ≤M and v ≥ 0 we have FM (v, u) ≥ 0, since J+ is convex with J+(0) = 0. To
see this, we suppose that 0 < M − u ≤ v, so

J+(M − u)− J+(0)

M − u
≤ J+(v +M − u)− J+(v)

M − u
.

An analoguous inequality holds for exchanged roles of M − u and v; should at least
one of the values M − u and v be equal to 0, then also FM (v, u) = 0.
We claim that the double integral in (3.55) does not increase when both uM and vM are
replaced by u#

M and v#
M . Then,

E+[u] ≥ E[u#
M ] + E[v#

M ] +

∫
Rn

∫
Rn
FM (v#

M (x), u#
M (y))k(x− y) dx dy = E+[u#],
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so E+[uM ] = E+[u#
M ] must hold true for every M ∈ N. We can thereby transfer the

characterization of equality cases for bounded functions in step 2 to unbounded func-
tions.
We now show our claim that the double integral in (3.55) does not increase under re-
arrangement: Since J ′+ is by convexity monotonically increasing and continuous on
the right, it can be viewed as distribution function of a non-negative measure µ, i.e.
J ′+(t) =

∫ t
0 dµ(τ). This leads to an alterative expression of J+ by

J+(t) =

∫ t

0

∫ s

0
dµ(τ) ds =

∫ t

0

∫ t

τ
ds dµ(τ) =

∫ ∞
0

(t− τ)+ dµ(τ).

FM (v, u) too can be rewritten as

FM (v, u) =

∫ ∞
0

fM,τ (v, u) dµ(τ),

where
fM,τ (v, u) := (v +M − u− τ)+ − (v − τ)+ − (M − u− τ)+.

For 0 ≤ u ≤ M and v ≤ 0 this is a non-negative function, which can be easily seen, if
at least one of the summands (v − τ)+ and (M − u− τ)+ is equal to 0; else we can add
all summands resulting in τ > 0. Hence, by Fubini it suffices to show that∫

Rn

∫
Rn
fM,τ (vM (x), uM (y))k(x− y) dx dy

does not increase under rearrangement for all τ > 0. We further split the function
fM,τ = f

(1)
M,τ + f

(2)
M,τ , where

f
(1)
M,τ (v) := v − (v − τ)+,

f
(2)
M,τ (v, u) := v − (v +M − u− τ)+ + (M − u− τ)+ = min(v, (u−M + τ)+).

The first summand f (1)
M,τ is monotonically increasing, bounded by τ and since by | {u > M} | <

∞ the support of vM has finite measure. This implies that the integral∫
Rn

∫
Rn
f

(1)
M,τ (vM (x))k(x− y) dx dy = ‖k‖L1

∫
Rn
f

(1)
M,τ (vM (x)) dx

is finite and does not change by replacing vM with v#
M (see Remark 3.24). The second

occuring integral can be rewritten by the layer-cake formula (3.21) and Fubini as∫
Rn

∫
Rn
f

(2)
M,τ (vM (x), uM (y))k(x− y) dx dy =

=

∫ ∞
0

(∫
Rn

∫
Rn
1{vM>t}(x)k(x− y)1{(uM−M+τ)+>t}(y) dx dy

)
dt.

By Riesz’ rearrangement inequality (3.52) it does not decrease under rearrangement,
which shows our claim. �
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Proof of Theorem 3.28 (rearrangement inequality).
By the reverse triangle inequality we have [u]pW s,p ≥ [|u|]pW s,p with equality if and only
if u is proportional to a non-negative function. Furthermore, by definition of the sym-
metric decreasing rearrangement, [|u|#]pW s,p = [u#]pW s,p , i.e. the right-hand side of
inequality (3.29), which we want to prove, does not change by replacing u with u#.
Thus, from now on we only have to prove it for non-negative functions. We rewrite
the seminorm as follows (see [2], §9):

[u]pW s,p =
1

Γ(n+sp
2 )

∫ ∞
0

Iα[u]α
n+sp

2
−1 dα,

where
Iα[u] :=

∫
Rn

∫
Rn
|u(x)− u(y)|pe−α|x−y|2 dx dy.

Now we are in a situation to apply Lemma 3.39 with J(t) = |t|p and k(ξ) = e−α|ξ|
2
, so

Iα[u] ≥ Iα[u#] for all α > 0 with equality for the same cases as in the aforementioned
lemma. This concludes the proof. �
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We now combine the ideas developed in chapters 2 and 3; a general reference for the
results about to follow can be found in [19] and [20].

In the following we will explore the following themes:
The introductory part for this chapter presents the notion of the anisotropic fractional
perimeter as well as two types of convex bodies which will play a prominent role in
the study of such perimeters, namely moment and centroid bodies.
Then in section 4.1 we develop some tools to reduce higher-dimensional integration to
integration over lines. The Blaschke-Petkantschin formula provides a straightforward
way of calculating integrals, whereas our results on slicing by lines relate the perimeter
of a whole set to the perimeters of its slices. The conclusion of this section comprises
the one-dimensional variants of the limiting results we have discussed in sections 3.2
and 3.3, and we explicitly derive estimates for the fractional perimeter in this setting.
Both sections 4.2 and 4.3 illustrate how the one-dimensional results we have previously
shown can be applied to calculate the limit of anisotropic fractional s-perimeters as
s→ 1− and s→ 0+.
Ultimately, we will generalize the isoperimetric inequality in the last section 4.4.

From now on through the rest of the chapter, K ⊂ Rn denotes an origin-symmetric
proper convex body.

We start with the definition of the anisotropic fractional s-perimeter:

4.1 Definition. LetE ⊆ Rn be a Lebesgue measurable set,K ⊆ Rn an origin-symmetric
convex body, and 0 < s < 1. Then the anisotropic fractional s-perimeter of E with respect
to K is defined as

Ps,K(E) :=

∫
E

∫
Ec

1

‖x− y‖n+s
K

dx dy.

In the subsequent sections we will prove convergence results analogous to the results
of Brezis, Bourgain and Mironescu (which we have discussed in 3.2), and the results
of Maz’ya and Shaposhnikova (see section 3.3). Surprisingly, in the limit s → 1− the
anisotropic s-perimeter w.r.t. K does not converge to the anisotropic perimeter w.r.t.
the same convex body. We will now present the type of resulting bodies and discuss
their geometric meaning:

4.2 Definition. For a convex body K ⊂ Rn we define for v ∈ Rn the norm

‖v‖Z∗K :=
n+ 1

2

∫
K
|v · x| dx.
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Then the convex body

ZK := {u ∈ Rn : u · v ≤ 1 for all ‖v‖Z∗K ≤ 1} ,

i.e. the polar body of Z∗K, is called moment body of K.
The body

ΓK :=
2

(n+ 1)|K|
ZK

is called centroid body of K.

4.3 Remark. The centroid body of a convex body K can be interpreted geometrically
as follows: For each unit vector ξ ∈ Sn−1 we intersect K with the halfspace orthogonal
to u. If we take the centroid of each of the intersections, then these centroids trace out
twice the boundary of the centroid body.
A suitable multiple of the moment body results from this construction by taking the
moment vectors of the intersections.
For a further discussion of these bodies see [25, Section 10.8].

4.1 From Rn to R1 and back: The Blaschke-Petkantschin
formula and slicing by lines

For the proof of results concerning the limits of anisotropic fractional perimeters we
will in the following take a detour to the one-dimensional case, where the results can
easily be shown. This section has two main purposes: Firstly, to provide all the tools
needed to make the descent from Rn to R1 such as slicing, and secondly, to prove the
results of our interest in the one-dimensional base case.

We want to start by gathering some basic facts about lines in Rn and their collection in
the affine Grassmannian Aff(n, 1) (see [26], 13.2) :
Each line L ⊂ Rn can be described as the set of all points x+λu, λ ∈ R, where u ∈ Sn−1

is the direction unit vector and x ∈ u⊥. Conveniently, we write L = x + Lu, where
Lu := {λu : λ ∈ R}. We further remark, that the map

ΦL :

{
R→ L

λ 7→ x+ λu
(4.1)

is an immersion (meaning that dΦL(λ) 6= 0 for all λ ∈ R), that is also a homeomor-
phism, where L is equipped with the subspace topology.
The set of all lines, the affine Grassmannian Aff(n, 1), can be endowed with a topology
as follows: Let L0 ⊂ Rn be a fixed linear one-dimensional subspace, and denote SO(n)

the special orthogonal group in Rn (SO(n) carries the topology induced by Rn2
). Then

we call a set of lines open, if its preimage under the map

L⊥0 × SO(n)→ Aff(n, 1)

(x, ϑ) 7→ ϑ(L0 + x)

is open in the product topology of L⊥0 × SO(n). The resulting topology on Aff(n, 1) is
locally compact.
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4.1 From Rn to R1 and back: The Blaschke-Petkantschin formula and slicing by lines

Furthermore we can equip Aff(n, 1) and its Borel sets with a rigid motion invariant
measure λn1 , that satisfies∫

Aff(n,1)
h(L) dλn1 (L) =

1

2

∫
Sn−1

∫
u⊥
h(x+ Lu) dHn−1(x) dHn−1(u) (4.2)

for all measurable functions h : Aff(n, 1)→ [0,∞).

We now have established the suitable framework to provide a link between one and
higher dimensions, namely the (affine) Blaschke-Petkantschin formula :

4.4 Theorem. Let g : Rn × Rn → [0,∞) be a measurable function. Then,∫
Rn

∫
Rn
g(x, y) dHn−1(x) dHn−1(y) =

∫
Aff(n,1)

∫
L

∫
L
g(x, y)|x− y|n−1 dx dy dλn1 (L).

(4.3)

A more general statement for affine Grassmannians consisting of higher-dimensional
subspaces as well as its proof can be found in [26], Theorem 7.2.7.

Our next result states that one-dimensional slices of sets of finite perimeter are again
of finite perimeter almost everywhere:

4.5 Proposition. Let E ⊆ Rn be a set of finite perimeter and u ∈ Rn a unit vector. Then, for
almost every x ∈ u⊥ the set Ax := Φ−1

L (E ∩ (x + Lu)) ⊆ R with ΦL defined in (4.1) is of
finite perimeter. Furthermore, ∫

u⊥
P (Ax) dHn−1(x) ≤ P (E). (4.4)

Proof . In [22, Proposition 14.5] the statement is shown for lines of the form L = y+Len ,
where en = (0, . . . , 0, 1) ∈ Rn, and y ∈ e⊥n .
If ϑ ∈ SO(n) is a rotation and ξ = x+ λu, λ ∈ R, is a point of a line with u ∈ Sn−1 and
x ∈ u⊥, then ϑξ = ϑx + λϑu. The parameter λ does not change under rotation, hence
Φ−1
L (E ∩ (x+Lu)) = Φ−1

L (ϑ(E ∩ (x+Lu))) . We can choose a rotation ϑ ∈ SO(n), such
that ϑu = en and ϑu⊥ = Rn−1 × {0}, so we can apply the result cited at the beginning
of the proof to ϑL. �
The following proposition is due to Wieacker [30, Theorem 1]:

4.6 Proposition. Let E ⊆ Rn be a set of finite perimeter, and u ∈ Sn−1. Then,∫
∂∗E
|u · νE(x)|dHn−1(x) =

∫
E|u⊥

H0(∂∗E ∩ (y + Lu)) dHn−1(y).

Now we state the results concerning the limits of the fractional s-perimeter as s → 1−

and s→ 0+ in the one-dimensional case.

4.7 Lemma. Let A ⊆ R be a bounded set of finite perimeter. Then,

lim
s→1−

(1− s)Ps(A) = H0(∂∗A), (4.5)
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4 The anisotropic fractional perimeter

and
(1− s)Ps(A) ≤ 8H0(∂∗A) max(1, diam(A)) (4.6)

for all s ∈ [1/2, 1).

Proof . We have proved the convergence result (4.5) in Theorem 3.18, since P (A) =
H0(∂∗A).
It remains to show the estimate (4.6). Since A has finite perimeter, it is - up to a set of
measure zero - the disjoint union of finitely many intervals, i.e.

A =

M⋃
j=1

Ij , (4.7)

where Ij = (aj , bj), j = 1, . . . ,M (see [22], Proposition 12.13). Furthermore, the re-
duced boundary of a set does not change under modifications by sets of measure zero,
so from now on, we assume A to be of the form (4.7). We can write Ac as Ac =

⋃M
j=0 Jj ,

where Jj := [bj , aj+1] for j = 1, . . . ,M − 1, J0 := (−∞, a1], JM := [bM ,∞). The
s-perimeter hence takes the following form:

Ps(A) =
M∑
j=0

∫
Jj

∫
A

1

|x− y|s+1
dx dy. (4.8)

We estimate the summand for j = 0:∫
J0

∫
A

1

|x− y|s+1
dx dy ≤

∫ a1

−∞

∫ bM

a1

1

(x− y)s+1
dx dy

Fub.
=

∫ bM

a1

∫ a1

−∞

1

(x− y)s+1
dy dx =

=

∫ bM

a1

(x− a1)−s

s
dx =

(bM − a1)1−s

s(1− s)
≤

s≥1/2

≤ 2

1− s
max(1,diam(A)). (4.9)

The same estimate can be made with∫
JM

∫
A

1

|x− y|s+1
dx dy ≤

∫ ∞
bM

∫ bM

a1

1

(y − x)s+1
dx dy =

∫ −bM
−∞

∫ −aM
−bM

1

(x− y)s+1
dx dy ≤

≤ 2

1− s
max(1, diam(A)).

For j = 1, . . . ,M − 1 we compute∫
Jj

∫
A

1

|x− y|s+1
dx dy ≤

∫ bj

a1

∫ aj+1

bj

1

(y − x)s+1
dy dx+

∫ bM

aj+1

∫ aj+1

bj

1

(x− y)s+1
dy dx.

The first integral on the right-hand side equals to∫ bj

a1

∫ aj+1

bj

1

(y − x)s+1
dy dx =

1

s(1− s)
[
(aj+1 − bj)1−s + (bj − a1)1−s − (aj+1 − a1)1−s] ≤

≤ 4

1− s
max(1,diam(A)).
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4.2 The limiting case s→ 1−

Similarly for the second integral,∫ bM

aj+1

∫ aj+1

bj

1

(x− y)s+1
dy dx ≤ 4

1− s
max(1,diam(A)).

Ultimately, we add up all integrals in (4.8) and byH0(∂∗A) = 2M we get

(1− s)Ps(A) ≤ 8(M + 1) max(1,diam(A)) ≤ 8H0(∂∗A) max(1, diam(A)).

�

4.8 Lemma. Let A ⊆ Rn be a bounded set of finite perimeter. Then,

lim
s→0+

sPs(A) = 2|A|, (4.10)

and
Ps(A) ≤ 4

s
max(1,diam(A)) + diam(A)2 + Ps′(A) (4.11)

for 0 < s < s′ < 1/2.

Proof . The convergence result (4.10) is shown in Corollary 3.20. To prove the estimate
(4.11), we set a := inf A, b := supA and C := Ac ∩ (a, b), so that

Ps(A) ≤
∫ a

−∞

∫ b

a

1

(x− y)s+1
dx dy+

∫
C

∫ b

a

1

|x− y|s+1
dx dy+

∫ ∞
b

∫ b

a

1

(y − x)s+1
dx dy.

For the first and third summand on the right-hand side we can apply the same calcu-
lations as in (4.9) to see that both are less or equal to 2

s max(1, diam(A)).
We further split the second summand into∫∫

{|x−y|≥1}∩ (A×C)

1

|x− y|1+s
dx dy ≤ diam(A)2,

since diam(C) ≤ diam(A), and∫∫
{|x−y|<1}∩ (A×C)

1

|x− y|1+s
dx dy ≤

∫∫
{|x−y|<1}∩ (A×C)

1

|x− y|1+s′
dx dy ≤ Ps′(A).

Putting all estimates together concludes the proof. �

4.2 The limiting case s→ 1−

4.9 Theorem. Let E ⊆ Rn be a bounded Borel set of finite perimeter. Then,

lim
s→1−

(1− s)Ps,K(E) = PZK(E).
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4 The anisotropic fractional perimeter

Proof . First we observe, that if x, y ∈ L, where L ∈ Aff(n, 1) is a line, then ‖ x−y|x−y|‖K
does not depend on the choice of the points x and y, and calling this quantity ‖u(L)‖K
we have

‖x− y‖−n−sK = ‖u(L)‖−n−sK |x− y|−n−s.

We use the Blaschke-Petkantschin formula (4.3) and set AL := Φ−1
L (E ∩ L) for L ∈

Aff(n, 1) to obtain∫
E

∫
Ec

1

‖x− y‖n+s
K

dx dy =

=

∫
Aff(n,1)

‖u(L)‖−n−sK

∫
E ∩L

∫
Ec ∩L

|x− y|−s−1 dH1(x) dH1(y) dλn1 (L) =

=

∫
Aff(n,1)

‖u(L)‖−n−sK

∫
AL

∫
AcL

|λ− µ|−s−1 dλ dµdλn1 (L).

By Proposition 4.5, for a fixed direction u ∈ Sn−1, the sets AL and AcL with L = x+ Lu
have finite perimeter for a.e. x ∈ u⊥. Before we pass to the limit, we first want to find a
suitable majorant with help of inequality (4.6); note, that by the equivalence of norms
the factor ‖u(L)‖−n−sK can be estimated by an upper bound, which is independent of s
(see also 1.13):

‖u(L)‖−n−sK ≤ α−n−s |u(L)|−n−s︸ ︷︷ ︸
=1

≤ max(1, α−n−1).

SinceE is bounded, diam(AL) is uniformly bounded in L ∈ Aff(n, 1) (e.g. by diam(E)).
Putting all estimates together and writing Au,x := Ax+Lu , we have

(1− s)Ps,K(E) ≤ 8

∫
Aff(n,1)

‖u(L)‖−n−sK H0(∂∗AL) max(1,diam(AL)) dλn1 (L) ≤

≤ C
∫
Sn−1

∫
u⊥
P (Au,x) dHn−1(x) dHn−1(u) ≤

(4.4)
≤ C|Sn−1|P (E), (4.12)

which is finite. We now pass to the limit,

lim
s→1−

(1− s)Ps,K(E) =

∫
Aff(n,1)

‖u(L)‖−n−1
K H0(∂∗AL) dλn1 (L). (4.13)

Since ΦL is an isometry and hence preserves the topological boundary as well as the
Hausdorff measure, we have H0(∂∗AL) = H0(∂∗E ∩ L), as we can modify AL to be a
finite union of intervals leaving the H0-measure of the reduced boundary unchanged;
the image of this union then differs from ∂∗E ∩ L only by a set ofH0-measure 0, while
preserving the number of boundary points of the union.
We rewrite the right-hand side of (4.13) by applying formula (4.2) for the measure λn1 ,
use Proposition 4.6, and finally transform from spherical into cartesian coordinates to
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4.3 The limiting case s→ 0+

establish the link to the moment body:

lim
s→1−

(1− s)Ps,K(E) =
1

2

∫
Sn−1

∫
E|u⊥

‖u‖−n−1
K H0(∂∗E ∩ (x+ Lu)) dHn−1(x) dHn−1(u) =

=
n+ 1

2

∫
∂∗E

∫
Sn−1

|νE(x) · u|
‖u‖−n−1

K

n+ 1
dHn−1(u) dHn−1(x) =

=
n+ 1

2

∫
∂∗E

∫
Sn−1

|νE(x) · u|
∫ ‖u‖−1

K

0
rn dr dHn−1(u) dHn−1(x) =

=
n+ 1

2

∫
∂∗E

∫
K
|νE(x) · y|dy dHn−1(x) =

=

∫
∂∗E
‖νE(x)‖Z∗K dHn−1(x) = PZK(E).

�

4.3 The limiting case s→ 0+

4.10 Theorem. Let E ⊆ Rn be a bounded set of finite perimeter. Then,

lim
s→0+

sPs,K(E) = n|K||E|.

Proof . The Blascke-Petkantschin formula (4.3) together with a parametrization of the
lines yield

Ps,K(E) =

∫
Aff(n,1)

‖u(L)‖−n−sK

∫
AL

∫
AcL

|λ− µ|−s−1 dλ dµ dλn1 (L)

for the perimeter, where ‖u(L)‖K = ‖ x−y|x−y|‖K , and AL ⊆ R is the set of all parameters
for E ∩ L,L ∈ Aff(n, 1). We estimate the right-hand side by inequality (4.11) and
obtain

sPs,K(E) ≤ 4

∫
Aff(n,1)

‖u(L)‖−n−sK [max(1, diam(AL)) + diam(AL)2 + Ps′(AL)] dλn1 (L).

By the same calculations that lead to (4.12) we can see that the expression on the right
is finite. This justifies exchanging passing to the limit and integration:

lim
s→0+

Ps,K(E) = 2

∫
Aff(n,1)

‖u(L)‖−nK H
1(AL) dλn1 (L) =

=

∫
Sn−1

‖u‖−nK
∫
E|u⊥

H1(E ∩ (x+ Lu)) dHn−1(x) dHn−1(u) =

= n|E|
∫
Sn−1

‖u‖−nK
n

dx = n|E|
∫
Sn−1

∫ ‖u‖−1
K

0
rn−1 dr dHn−1(u) =

= n|K||E|.

�
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4 The anisotropic fractional perimeter

4.4 An anisotropic fractional isoperimetric inequality

4.11 Theorem (anisotropic fractional isoperimetric inequality). Let E ⊆ Rn be a set of
finite perimeter with |E| <∞, and 0 < s < 1. Then

Ps,K(E) ≥ nCn,s,1

2βn+s
K (n− s)

(
|Sn−1|
n

) s
n

|E|
n−s
n , (4.14)

where Cn,s,1 is the constant defined in (3.23), and the constant βK > 0 is derived by the
equivalence of norms

‖x‖K ≤ βK |x|, ∀x ∈ Rn.

Proof . This is a simple application of the fractional isoperimetric inequality (3.30), since

Ps,K(E) =

∫
E

∫
Ec

1

‖x− y‖n+s
K

dx dy ≥
∫
E

∫
Ec

1

βn+s
K |x− y|n+s

dx dy =
1

βn+s
K

Ps(E).

�
More generally, the sharp form of this inequality, namely

Ps,K(E) ≥ γs,K |E|
n−s
n

holds, where

γs,K := inf
{
Ps,K(E)|E|−

n−s
n : E ⊆ Rn of finite perimeter, 0 < |E| <∞

}
.

The author does not know, if γs,K corresponds to the constant in (4.14), i.e. the in-
equality is sharp, and if all equality cases of the sharp version have been classified.
However, Ludwig established following result in [19], which deals with convergence
of minimizers as s→ 1−:

4.12 Theorem. Let 0 < sj < 1, j ∈ N be a sequence such that limj→∞ sj = 1, and Esj ⊂ Rn
be bounded Borel sets such that

Psj ,K(Esj ) = γsj ,K |Esj |
n−sj
n .

Furthermore, let E1 ⊂ Rn be a bounded Borel set such that Esj → E1 as j → ∞. Then there
exists c ≥ 0 such that E1 = cZK up to a set of measure zero.
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Appendix

0.13 Lemma. Let J+ : R → [0,∞) be a convex function with J+(t) = 0 for t ≤ 0 and let
k ∈ L1(Rn) be symmetric decreasing. For a measurable function u on Rn we define

E+[u] :=

∫
Rn

∫
Rn
J+(u(x)− u(y))k(x− y) dx dy.

Furthermore for a measurable and non-negative function u : Rn → [0,∞) and M ∈ N we
decompose

u = uM + vM , where uM := min(u,M).

Then,

E+[u] = E+[uM ] + E+[vM ] +

∫
Rn

∫
Rn
FM (vM (x), uM (y))k(x− y) dx dy

with
FM (v, u) := J+(v +M − u)− J+(v)− J+(M − u).

Proof . We rewrite each of the summands on the right-hand side of the identity we
want to prove, such that the domains of integration become more precise. We will use
uM (x) = u(x) and vM (x) = 0 if u(x) ≤M , and uM (x) = M and vM (x) > 0 if u(x) > M
in the process:

• E+[uM ] =

∫
{u(x)≤M}

∫
{u(y)≤M}

J+(u(x)− u(y))k(x− y) dy dx+

+

∫
{u(x)>M}

∫
{u(y)≤M}

J+(M − u(y))k(x− y) dy dx,

• E+[vM ] =

∫
{u(x)>M}

∫
{u(y)≤M}

J+(vM (x))k(x− y) dy dx+

+

∫
{u(x)>M}

∫
{u(y)>M}

J+(u(x)− u(y))k(x− y) dy dx,

•
∫
Rn

∫
Rn
J+(vM (x) +M − uM (y))k(x− y) dy dx =

=

∫
{u(x)≤M}

∫
{u(y)≤M}

J+(M − u(y))k(x− y) dy dx+

+

∫
{u(x)>M}

∫
{u(y)≤M}

J+(u(x)− u(y))k(x− y) dy dx+

+

∫
{u(x)>M}

∫
{u(y)>M}

J+(vM (x)))k(x− y) dy dx,
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4 The anisotropic fractional perimeter

•
∫
Rn

∫
Rn
J+(vM (x))k(x− y) dy dx =

=

∫
{u(x)>M}

∫
Rn
J+(vM (x))k(x− y) dy dx,

•
∫
Rn

∫
Rn
J+(M − uM (y))k(x− y) dy dx =

=

∫
Rn

∫
{u(y)≤M}

J+(M − u(y)))k(x− y) dy dx.

All integrals where u(x) − u(y) is not the argument of J+ cancel out, whereas the sum
of all integrals involving u(x)− u(y) equals

E+[u]−
∫
{u(x)≤M}

∫
{u(y)>M}

J+(u(x)− u(y))k(x− y) dy dx︸ ︷︷ ︸
=0

.

�
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[30] J. A. Wieacker. Translative Poincaré formulae for Hausdorff rectifiable sets. Geom.
Dedicata, 16(2):231–248, 1984.

66



Index

Blaschke-Petkantschin formula
affine, 57

boundary
reduced, 5

centroid body, 56
convex body, 8

proper, 8

distribution function, 33

Gagliardo
norm, 18
seminorm, 18

Grassmannian
affine, 56

isoperimetric inequality
anisotropic, 12
classical, 6

layer-cake representation, 33
Lorentz space, 32

measure
Gauß-Green, 4

Minkowski
content, 10
functional, 7
inequality, 6

mollifier
radial, 20

moment body, 56

perimeter, 4
anisotropic, 11
anisotropic fractional, 55
fractional, 20
relative, 4
set of finite, 4
set of locally finite, 4

polar body, 8

quermassintegral, 9

Reshetnyak’s continuity theorem, 14

Sobolev inequality
anisotropic, 16
classical, 6

Sobolev space
fractional, 18
homogeneous, 15

Steiner’s formula, 9
support function, 8
symmetric decreasing rearrangement of a

function, 33
symmetric rearrangement of a set, 33

variation, 4
function of bounded, 4

volume
mixed, 9

67


