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Abstract

Serious games and especially their employment in healthcare applications are an active and
rapidly growing area of research. Video games are expected to increase patient participation
through motivational environments and to provide feedback, when repetitive rehabilitation ex-
ercises can be incorporated into game interactions. However, wide-spread use is hindered by
several challenges regarding the availability and costs of input technologies, the workflow in an
every-day clinical environment, the effort of application development and proof of efficacy. This
thesis contributes to a solution to these problems in multiple dimensions.

An affordable flexible full body Motion Capture (MoCap) system has been developed, pro-
viding methods to generate a customized skeleton model for a user and fit it to optical tracking
data in real-time. The MoCap data can be used as input to a serious game and to guide the
patient in his relearning process (e.g. correcting errors in movement patterns), which is done by
a therapist during conventional occupational or physical therapy. Furthermore, the algorithms
were integrated in a workflow, which can be handled in an every-day clinical environment.

In addition, a low-cost MoCap system has been developed based on RGB-D sensors and
evaluated as an alternative input modality for a home-based or telerehabilitation scenario.

However, muscle activity not always results in visible motions and might be difficult to track
using conventional MoCap devices and therefore biosignal acquisition systems are also used for
input.

Developing applications and serious games for rehabilitation, especially with a Virtual Re-
ality (VR) setup, requires a lot of time and effort, because in addition to the implementation
of game logic and content, often input/output devices, such as the above, have to be integrated
and their data processed. Therefore, for serious games in rehabilitation and other VR appli-
cations in research and teaching we have developed a powerful framework - ARTiFICe -, that
is lightweight and flexible and easily integrates new devices and technologies. Furthermore, it
incorporates modules for interaction, distribution in multi-user scenarios and haptic feedback.

Finally, a serious game has been designed and implemented based on the ARTiFICe frame-
work targeting rehabilitation of patients with musculoskeletal chronic pain of the lower back and
neck, a group that has previously been neglected by serious games. The game was evaluated in a
user study with a sample of ten adults with musculoskeletal pain and showed potential efficacy,
clearly motivating patients to perform their exercises.
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Kurzfassung

Serious Games und besonders ihr Einsatz in medizinischen Anwendungen sind ein sehr aktives
und schnell wachsendes Forschungsfeld. Es ist zu erwarten, dass Computerspiele die Partizipati-
on von PatientInnen durch motivierende Umgebungen verbessern und Feedback bieten, während
repetitive Rehabilitationsübungen in Spielinteraktionen verpackt werden. Die weite Verbreitung
wird derzeit allerdings durch verschiedene Herausforderungen behindert. Diese betreffen vor al-
lem die Kosten und die Verfügbarkeit geeigneter Eingabetechnologien, den Workflow im klini-
schen Alltag, den Aufwand der Spieleentwicklung und den Nachweis klinischer Veränderungen.

In dieser Arbeit wurde ein erschwingliches flexibles Motion Capture- (MoCap) System ent-
wickelt, welches Methoden zur Verfügung stellt, um automatisch ein Skelettmodel für Benut-
zerInnen zu erstellen und dieses in Echtzeit an optische Trackingdaten anzupassen. Die resul-
tierenden MoCap-Daten können zur Steuerung eines Serious Games verwendet werden und Pa-
tientInnen in ihrem Lernprozess anleiten (z.B.: Korrektur von Fehlern in Bewegungsmustern).
Diese Rolle wird während konventioneller Physio- oder Ergotherapie üblicherweise von Thera-
peutInnen übernommen. Weiters wurden die Algorithmen in einen Workflow integriert, der dem
klinischen Alltag entspricht.

Zusätzlich wurde ein kostengünstiges MoCap-System basierend auf RGB-D Sensoren ent-
wickelt und als Alternative für ein heimbasiertes oder Telerehabiliations-Szenario evaluiert.

Muskelaktivität resultiert allerdings nicht immer in sichtbaren Bewegungen, weshalb sie oft
schwer mit konventionellen MoCap-Systemen zu erfassen ist. Deshalb wurden Biosignalverstär-
ker ebenfalls als Eingabegeräte eingesetzt und getestet.

Die Entwicklung von Anwendungen und Serious Games für die Rehabilitation ist zeitin-
tensiv und aufwändig, speziell mit einem Virtual Reality (VR) System. Oft müssen zusätzlich
zu Spiellogik und Inhalten auch Ein- und Ausgabegeräte, wie die oben angeführten, integriert
und ihre Daten verarbeitet werden. Aus diesem Grund wurde für Serious Games in der Reha-
bilitation und andere VR-Anwendungen in Forschung und Lehre ein umfassendes und flexibles
Framework - ARTiFICe - entwickelt, das es erlaubt neue Geräte und Technologien einfach und
transparent zu integrieren. Des Weiteren stellt es Module für die Interaktion, die Verteilung von
Daten in Multi-User Szenarien sowie für haptisches Feedback zur Verfügung.

Schließlich wurde ein Serious Game entworfen und implementiert, das auf dem ARTiFI-
Ce Framework basiert und die Rehabilitation von PatientInnen mit chronischen Nacken- und
Rückenschmerzen zum Ziel hat, weil diese Gruppe bisher in der Entwicklung von Serious Ga-
mes keine Beachtung gefunden hat. Das Spiel wurde in einer Benutzerstudie mit einer Gruppe
von zehn PatientInnen evaluiert. Dabei motivierte es die StudienteilnehmerInnen ihre Rehabili-
tationsübungen auszuführen und zeigte Potential klinische Veränderungen betreffend.
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CHAPTER 1
Introduction

1.1 Motivation & Problem Statement

Rehabilitation is an important factor in the remobilization of people following accidents, in-
juries, stroke and other indications. The success of rehabilitation is on the one hand important
for the individual (self-worth, independent living etc.), on the other hand rehabilitation is a ma-
jor cost factor of today’s health care and social systems. Therefore, efficient treatment can help
lower costs for sick leave and care-giving expenses. The use of technologies such as Virtual
Reality (VR) environments or biofeedback has been shown to be beneficial for the treatment
progress [80, 57, 157] and could very well help to increase therapy efficacy on a wider scale in
the future.

Many health care professionals consider motivation of the patient an important determinant
of successful rehabilitation [87]. Firstly, during rehabilitation a patient usually follows an exer-
cise program supervised by a therapist that requires the patient’s active engagement. Secondly,
to increase the intensity of this exercise program or to extend the inpatient rehabilitation, the
therapist can assign home exercises. These home based exercise programs have shown to be
effective, e.g. for chronic pain rehabilitation [84], but low adherence to these programs is prob-
lematic [142].

Using serious games, a motivational environment can be created and it is hypothesized pa-
tient participation in in-patient therapy as-well-as adherence to home based exercise programs
can be increased. A virtual game environment can provide both distraction and incentives (game
play rewards) to the patient and therefore increase motivation to engage in exercises [112].

Besides motivation, feedback and repetition are the other two key concepts shared among
rehabilitation applications, which make serious games a useful addition to conventional therapy
[112]. Thus repetitive rehabilitation exercises can be incorporated into game interactions, while
the game system can provide feedback on the user’s performance.

Especially for a home based (telerehabilitation) scenario it is crucial for a technical system
to provide the patient with qualified feedback of performance [79, 80] and/or measure progress
so a (remote) therapist can give feedback on the results later (e.g. via a web portal as described
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in [20]). Therefore, the setup has to monitor patients’ movements during exercising. By in-
corporating appropriate input and technologies for full body interaction and output modalities
[62, 83], an application can monitor and guide a patient in the relearning process and give feed-
back on movement patterns. The goals of therapy for which serious games are applied are very
diverse, including upper limb rehabilitation [23], balance restoration [12] or rehabilitation of
specific body-parts, e.g. wrist [34], or training functional activities of everyday life in occupa-
tional therapy. A wide variety of hardware and software setups have been built in the past for
these purposes, but most of the present systems are custom-tailored to a specific purpose. In
this context, a general flexible solution applicable for various rehabilitation scenarios could save
resources and should include a motion capture system capable of tracking arbitrary full body
movements and integration with appropriate output devices. We have created such a system,
that in addition is affordable, and provides a workflow that can be handled in a therapy scenario.
Aspects of our work on this system have been published in [129, 130, 125] and are now consis-
tently described in Chapter 4 of this thesis. Furthermore, feedback on a number of physiological
measurements e.g. muscle activity [157], has been shown to be useful in a rehabilitation sce-
nario. Therefore, we have integrated biosignal acquisition devices in our system as described in
Chapter 6.

Developing applications and serious games for rehabilitation requires a lot of time and ef-
fort, because in addition to the implementation of game logic and content, input/output devices
and technologies have to be integrated. Support for integration of non-desktop devices is usually
not available in standard game engines. With a suitable framework on the other hand the devel-
opment process can be significantly simplified and sped up. Ideally, such a framework should
be flexible and extensible to easily integrate new devices and technologies and incorporate an up
to date game engine and editor to support development of serious games for rehabilitation. Cur-
rently available frameworks either lack flexibility, a comprehensive development environment
and/or generate high licensing cost. Therefore, we have developed our ARTiFICe framework,
which provides an affordable solution to these issues. It supports Virtual Reality (VR) and Aug-
mented Reality (AR) scenarios and is introduced in [93] and detailed in Chapter 6 of this thesis.

Applications in the medical domain and more specifically rehabilitation pose certain chal-
lenges on the system design as a whole, the tracking technologies as well as game design and
workflow. These challenges make it hard to adapt conventional exergames or gaming systems
intended for the consumer market for rehabilitation purposes. However, in some contexts con-
sumer devices can offer a low-cost alternative to specialized equipment. Chapters 5 and 6 de-
scribe how a consumer MoCap device can be used to aid rehabilitation and how it is integrated
in our framework respectively. Furthermore, Chapter 7 provides game design and workflow
considerations in a concrete rehabilitation scenario.

Serious games in motor-rehabilitation have become a very active field of research within
the last couple of years. They have been applied successfully with multiple indications, such as
stroke, traumatic brain- and spinal cord and other injuries. However, an indication that has been
neglected so far is the rehabilitation of patients suffering from chronic musculoskeletal pain. We
have developed a serious game targeting this specific purpose as detailed in Chapter 7.

Rehabilitation for chronic pain as well as for many other indications is a multidisciplinary
approach such as cognitive behavioral therapy containing psychological or social aspects. How-
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ever, this thesis concentrates on the technical aspects providing tools to support rehabilitation
that focus on human (full body) movements, i.e. motor rehabilitation and physical activation.

1.2 Contribution

The contribution of the work presented in this thesis is summarized in the following list:

• Development of our own marker-based full body motion capture system (Chapter 4):

– Methods and algorithms for creation of a skeleton model and tracking from marker
positions, that have not been published for commercial MoCap systems.

– Adaptation and integration of the used algorithms in a workflow suitable for the
requirements of serious games in rehabilitation, especially in the field of chronic
pain rehabilitation.

– Flexibility and accuracy at an affordable price.

• Design and development of a low-cost MoCap solution with RGB-D sensors (Chapter 5):

– A flexible networked software environment.

– Almost arbitrary scaling of the capture area.

• Design and development of a VR/AR/multimodal feedback framework with an emphasis
on the requirements of rehabilitation applications (Chapter 6):

– A complete, flexible middleware/tracking framework for various VR/AR setups

– Modules for interaction distribution and visualization

– Integration of the two MoCap solutions described above

– Integration of new, low-cost controllers like Microsoft Kinect, Razer Hydra and 3D
Connexion SpaceNavigator.

– Integration of biosignal acquisition devices for the assessment of physiological mea-
surements, especially muscle activity.

– Integration of vibrotactile actuators for haptic feedback.

• Design, implementation and evaluation of a serious game targeting rehabilitation of chronic
pain (Chapter 7):

– A game customized to the medical requirements of patients suffering from chronic
pain of the lower back and neck.

– Evaluation with ten patients suffering from chronic pain.

1.3 Resulting Publications

The work presented in this thesis has appeared in the following peer reviewed publications and
technical reports:
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[1] Peter Fikar, Christian Schönauer, and Hannes Kaufmann. “The Sorcerer’s Apprentice:
A serious game aiding rehabilitation in the context of Subacromial Impingement Syn-
drome”. In: Pervasive Computing Technologies for Healthcare (PervasiveHealth), 2013
7th International Conference on. IEEE, 2013, pp. 327–330.

[2] Stephanie Jansen-Kosterink, Rianne M H A Huis in ’t Veld, Christian Schönauer, Hannes
Kaufmann, Hermie J Hermens, and Miriam Vollenbroek-Hutten. “A Serious Exergame
for Patients Suffering from Chronic Musculoskeletal Back and Neck Pain: A Pilot Study”.
In: Games for Health 2.5 (2013), pp. 299–307.

[3] Annette Mossel, Christian Schönauer, Georg Gerstweiler, and Hannes Kaufmann. “AR-
TiFICe - Augmented Reality Framework for Distributed Collaboration”. In: The Inter-
national Journal of Virtual Reality 11.3 (2012), pp. 1–7.

[4] Christian Schönauer, Kenichiro Fukushi, Alex Olwal, Hannes Kaufmann, and Ramesh
Raskar. “Multimodal Motion Guidance: Techniques for Adaptive and Dynamic Feed-
back”. In: Proceedings of the 14th ACM International Conference on Multimodal Inter-
action. New York, NY, USA: ACM, 2012, pp. 133–140.

[5] Christian Schönauer and Hannes Kaufmann. “Wide Area Motion Tracking Using Con-
sumer Hardware”. In: The International Journal of Virtual Reality 12.1 (2013), pp. 1–
9.

[6] Christian Schönauer, Hannes Kaufmann, Stephanie Jansen-Kosterink, and Miriam Vollen-
broek-Hutten. “Design eines Serious Games für die Rehabilitation von chronischen Rück-
enschmerzen”. In: Future and Reality of Gaming Vienna Games Conference, FROG
2012, Game Over. Was nun? Vom Nutzen und Nachteil des digitalen Spiels für das Leben.
Bundesministerium für Wirtschaft, Familie und Jugend, Abt. II/5, 2012, pp. 31–46.

[7] Christian Schönauer, Thomas Pintaric, and Hannes Kaufmann. “Full body interaction
for serious games in motor rehabilitation”. In: Proceedings of the 2nd Augmented Human
International Conference. AH ’11. New York, NY, USA: ACM, 2011, 4:1–4:8.

[8] Christian Schönauer, Thomas Pintaric, Hannes Kaufmann, Stephanie Jansen-Kosterink,
and Miriam Vollenbroek-Hutten. “Chronic Pain Rehabilitation with a Serious Game us-
ing Multimodal Input”. In: Proceedings of Virtual Rehabilitation 2011. 2011, pp. 1–8.

1.3.2 Technical Report

[1] Christian Schönauer, Thomas Pintaric, and Hannes Kaufmann. “Full Body Motion Cap-
ture - A Flexible Marker Based Solution”. In: Proceedings of Workshop on Accessibility
Engineering with user models, simulation and VR. 2012.

1.4 Dissertation Structure

This thesis is organized as follows. Chapter 2 gives an introduction to related research areas,
such as key concepts of rehabilitation, input and output technologies used for serious games
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in rehabilitation and game design considerations in this context. Chapter 3 briefly explains the
theoretical foundations involved in optical marker tracking and motion capture. In Chapter 4
the development of our own flexible and accurate marker-based optical motion capture system
including its methods, algorithms and workflow is described. Chapter 5 describes the design and
development of a low-cost motion capture alternative based on RGB-D sensors and a flexible
networked environment, that allows almost arbitrary scaling of the capture area. In Chapter 6
the design and development of a flexible VR/AR/multimodal feedback framework is detailed,
including the integrated devices and examples of developed applications. A serious game based
on the framework targeting rehabilitation of chronic pain is described in Chapter 7. Furthermore,
details on a user study evaluating the game with ten patients are included. Finally, Chapter 8
concludes and summarizes this thesis.
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CHAPTER 2
Related Work

The presented work touches many fields including serious games in rehabilitation and their
design [112, 23, 80], full body interaction in conventional games [91, 34], MoCap systems
[153], skeleton calibration [70, 115], tracking [136, 59], biofeedback devices [47, 157] and
haptic feedback [83].

This chapter starts with a short introduction to the terminology in Section 2.1, attempting to
define e.g. the very broad term “Serious Game”. Section 2.2 follows up with key concepts and
criteria that make serious games and virtual reality technologies good tools for rehabilitation.
Input devices are an important factor of serious games, because they serve a dual purpose. On
the one hand input devices allow interactive control of the game by the user, while on the other
hand they measure patient performance from a medical point of view. The latter is important
for feedback and evaluation of therapy progress. Therefore, Sections 2.3 through 2.6 give an
overview of the state-of-the-art of input technologies. Section 2.3 provides a brief introduction
to input technologies that have been used successfully in serious games for rehabilitation. In
addition, Sections 2.4 and 2.5 describe full body MoCap technologies, that could be used as
input to serious games, from a more general and technical perspective. Section 2.6 finally in-
troduces biosignals and physiological measurements as input to serious games. Similar to the
input devices, output technologies serve a dual purpose in the games. Firstly, they provide the
user with game output and secondly they deliver feedback of performance to the patient (e.g. if
a movement belonging to a rehabilitation exercise has been performed correctly). Consequently,
Section 2.7 gives an overview of output modalities. Integrating various input and output de-
vices into games and applications often significantly increases development effort. Therefore,
OpenTracker, a framework providing flexible and transparent device integration is introduced
in Section 2.8. Finally, Section 2.9 provides a short introduction to game design considerations
specific to the development of serious games in rehabilitation.
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2.1 Terminology

An important concept related to the work described in this thesis is “Virtual Rehabilitation”,
that according to the definition of Burdea “represents the provision of therapeutic interventions
locally or at a distance, using Virtual Reality hardware and simulation” [21]. If the therapist is
located remotely, it can also be categorized as “(Virtual) Telerehabilitation”. Virtual rehabilita-
tion has been successfully employed for motor as well as cognitive rehabilitation. It has shown
great successes with various indications and treatments such as motor rehabilitation following
stroke [57] or exposure therapy treating post traumatic stress disorder as shown by Rizzo et al.
[116]. Furthermore, Lange et al. emphasize the “capacity of VR technology to create control-
lable, multisensory, interactive 3D stimulus environments, within which human performance can
be motivated, captured and measured, offers clinical and research options that are not possible
using traditional methods”. Chapters 4 - 6 of this thesis describe the design, development and
integration of VR input technologies as well as a framework facilitating the implementation of
VR/AR applications and (serious) games.

Multiple definitions of the term “Serious Game” exist throughout literature. Originally, it
has been coined by Abt in 1970 in his book [2], focused at education and not primarily aimed
at video games, that were just emerging at that time. With the beginning of the Serious Games
Initiative started by Sawyer and Rejeski in 2002 the term has been redefined. A newer and very
broad definition of serious games is provided by Michael et al.: “games that do not have enter-
tainment, enjoyment, or fun as their primary purpose” [90], which is widely acknowledged in
related work. This definition incorporates games from various fields including training, health
and education. The focus of this thesis is on serious games for health, specifically physical re-
habilitation. An example for a serious game targeting chronic pain rehabilitation is described
in Chapter 7. As in this thesis the fields of serious games and virtual rehabilitation are some-
what overlapping in many cases, since serious games often employ VR technology and virtual
rehabilitation applications oftentimes have gamification aspects.

In the context of this work “Full Body Interaction” emphasizes input of all parts of the phys-
ical human body through MoCap and physiological measurements and feedback through visual
and haptic modalities. Impairments and disabilities following stroke, traumatic brain injury or
chronic pain include motor deficits like deterioration of the general condition or decreased qual-
ity of movement patterns and muscle coordination. Therefore, acquiring the full body motion
data of the patient is the key for a multi-purpose system targeting more than a single specific
body part. The related term “Whole Body Interaction” coined by England [37] focuses also on
emotion and social context and therefore it is bit too wide for our purpose.

Input and output devices are a significant part of serious game systems in motor rehabilita-
tion. During conventional occupational or physical therapy, a therapist is observing and guiding
the patient in his relearning process and corrects errors in his movement patterns. In serious
games or virtual rehabilitation, especially if considering telerehabilitation, the system or game
has to give this feedback to the patient. The requirement to provide a user with feedback in a
technical systems places certain requirements on the measurement and feedback technologies.
For knowledge of performance feedback has to be provided in real-time, thus measurements and
their processing have to be fast. In order to capture the progress of a patient throughout therapy,
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thus providing knowledge of results, measurements have to be precise and repeatable. Both cri-
teria a met by the technologies described in Chapters 4 and 5 and Section 6.6 and the framework
described in Chapter 6.

2.2 Key Concepts in Rehabilitation and How They Can Be
Targeted in Serious Games

Holden [57] provides a scientific rationale for the use of VR technology in rehabilitation and
discusses three key concepts relevant to motor learning in that context (motivation, repetition and
feedback). However, Holden’s original work [57] neglects somewhat the concept of motivation
in her theoretical discussion and review. The next three subsection provide a short introduction
to these key concept from a perspective of serious games in rehabilitation. Furthermore, Rego et
al. [112] have formulated criteria (e.g. adaptability, performance feedback, progress monitoring)
for making serious games for rehabilitation more functional tools. We have considered these
concepts and criteria throughout our design as described in Chapters 4 and 7.

2.2.1 Motivation

In many cases rehabilitation is a procedure that patients have to actively pursue for a long time,
sometimes for the rest of their lifes (e.g. for chronic pain rehabilitation). Therefore, patients
often lose motivation in the process. Some might not even finish their treatment program due
to the repetitive nature of the tasks [112, 142]. Increasing the patient’s motivation is one of the
obvious reasons for using games in serious applications. Patients are encouraged to exercise,
because the medium of computer games has been described as having the potential for being
very engaging, even addictive for users [23]. Therefore, a challenging game environment can be
considered to be motivating [78], but also distracting [66], e.g. from pain associated with certain
conditions. In physical rehabilitation, patients are required to undergo training protocols that are
experienced as being boring due to the high level of repetitions. Games can help to transform
an often repetitive, monotone training task into a more engaging experience [3]. In addition,
serious games are interesting for rehabilitation, because the proposed exercises should be done
frequently and on an intense level, which can be supported very well by the motivating nature of
game media [23]. Thus, games challenge participants to play repeatedly to beat their personal
high score and thereby increase their treatment intensity. Furthermore, Roy et al. emphasize the
importance of feedback especially for effective unsupervised home training [118]. This feedback
can be provided in various forms in a game, thus increasing motivation.

Motivation is especially important in home-based or telerehabilitation scenarios, where seri-
ous games are an attractive addition to conventional face to face physical therapy [13]. Without
appointed times and scheduled therapy sessions, patients often find it difficult to stick to the pre-
scribed exercises. Here a technical system can help the patients to hold on to the therapy plan in
absence of a therapist. At the same time the patient maintain individual responsibility for their
therapy. Therefore, games have the potential to increase the treatment compliance in physical
rehabilitation.
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2.2.2 Repetition

Repeated execution of movements is an important factor for motor learning and the associated
cortical changes. However, practice has to be linked to (incremental) success in a task in order to
be effective [124]. Therefore, the linkage between the repeated exercise and provided feedback is
crucial. Also neurophysiological evidence shows that “skilled movements” - as opposed to blind
repetition of simple movements - are crucial to the success of motor learning [112]. Therefore,
the repetitive nature of games is thought to be a key mechanism that promotes motor skills
learning. Furthermore, games have the potential to positively influence physical performances
[49] in populations of medical patients, especially those with physical impairments [66].

2.2.3 Feedback

The third important factor for patients in rehabilitation is feedback on the way they perform and
the results of their exercise. From literature we know that feedback learning curves are higher
when subjects have knowledge of performance (KP) compared to subjects who have knowledge
of results (KR). Combining KP and KR is even more powerful [124]. Thus patients should
get feedback on how they perform during and directly after the end of the exercise. Feedback
based on knowledge of performance will also motivate the patient to reach the goal. For this
feedback loop the system has to be able to provide accurate and timely measurements, thus
requires to integrate appropriate input, tracking and output technologies. In this context Lange
et al. describe the task of tracking the user as “primary challenge for virtual rehabilitation”
[80] and that “Physical rehabilitation requires accurate and appropriate tracking and feedback of
performance” [79].

The concept of “providing biological information to patients in real-time” is also known as
biofeedback and has been successfully applied for more than fifty years [47]. Giggins et al.
categorize biofeedback measurements in physical rehabilitation into biomechanical and phys-
iological. Biomechanical biofeedback relies on measurements of movement, postural control
or force, while physiological biofeedback can be provided on neuromuscular, cardiovascular or
respiratory data. The focus of this thesis is on feedback from biomechanical measurements es-
pecially movement and to a lesser degree on physiological measurements. An introduction to
devices capable of delivering data for movement biofeedback is therefore given in Sections 2.3
- 2.5, while physiological biofeedback is introduced in Section 2.6.

2.3 Input Devices for Serious Games in Rehabilitation

Various input devices have been used to provide input to serious games in rehabilitation: from
technology available in commercial gaming systems [34, 91], to specialized input devices like
a pressure mat [12], to webcams [23] and more sophisticated technologies like data gloves and
magnetic tracking [85]. The trend for the input in conventional, as well as, serious games goes
towards full body interaction. Microsoft’s Kinect [91] tracks the player’s whole body movement
and integrates this body state information into the game. Using Primesense’s camera/depth sen-
sor and associated middleware like FAAST [143] full body interaction has become newly avail-
able for application of serious games in rehabilitation. Recent publications have successfully
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demonstrated the feasibility of using Kinect in serious games for rehabilitation and good com-
pliance with patients and therapists [79]. Due to its technological limitation, however, Kinect
and similar sensors lack the accuracy required for a more detailed data analysis in some medi-
cal applications. In Chapter 5 we describe the integration of these low-cost tracking devices in
our system and present a brief technical evaluation comparing Kinect and the MoCap system
introduced in Chapter 4.

2.4 Full Body Motion Capture Systems and Technologies

Currently, four groups of systems are frequently used for full body MoCap, based on opti-
cal, magnetic, mechanical and inertial technologies. Acoustic tracking plays a subordinate role
for MoCap systems, but sometimes is used in hybrid setups e.g. in combination with inertial
tracking [156]. Furthermore, marker-less MoCap systems as described in the next section have
strongly increased in quality during the last couple of years [42].

Mechanical MoCap systems offer a simple and fast way to obtain the pose and movements of
a human user. For the tracking process an artificial articulated skeleton is built around the body.
The angles of the artificial joints are then being calculated using measurements of sensors (e.g.
potentiometers or fiber-optic sensors). From the relative orientations between bones forward
kinematics can be used to calculate the pose of the body using a hierarchical model of the body.
Mechanical systems are robust to magnetic and electrical interferences and not susceptible to
occlusion. However, the physical exoskeleton limits mobility of the user and poses restriction
on movements [22, 18].

Magnetic MoCap systems use a magnetic field created by a stationary transmitter to mea-
sure the 6DOF pose of multiple receivers placed on the user’s body. Usually three orthogonal
coils are excited with either AC or DC currents generating either oscillating or pulsed mag-
netic fields. On the receiver side either magnetometers or hall effect sensors (AC) or orthogonal
coils (DC) and associated electronic units measure field strengths. A discussion of specifics of
both approaches can be found in [22]. The main advantage of magnetic tracking systems is the
out-of-the-box 6DOF pose and robustness to occlusion of non-metallic objects. On the other
hand, the capture volume is limited by the magnetic field strength and subject to magnetic and
electrical interferences. Magnetic tracking has become recently available as a consumer product
as well with the Razer Hydra [60]. However, it is intended as desktop device providing 6DOF
tracking of two controllers within about arm-length distance of a base station. Nevertheless, it
provides interesting options for interaction and we have integrated it in our framework described
in Chapter 6.

Xsense [165] and other companies, offer solutions for MoCap using inertial tracking, that
however, are also relatively expensive, especially with enough sensors for full body configu-
rations. Furthermore, these systems suffer from error accumulation due to sensor drift [161].
Nevertheless, the big advantage of inertial sensors is the possibility of larger capture volumes.
With the availability of low-cost accelerometers within the recent years, MoCap solutions based
on inertial technology are currently being developed, that are targeting the gamers as user group,
such as the Perception Neuron MoCap system [103]. However, until now these consumer prod-
ucts have shown to be significantly inferior to professional setups.
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Marker based optical full body MoCap (e.g. [153, 94]) has become a de facto standard cap-
ture technology in the movie and entertainment industry in the previous 10 years. Thereby, one
or more actors wearing MoCap suits with retro reflective markers attached to them, are tracked
by a number of cameras. All motions are computed in real time (with millimeter accuracy) and
are available for further processing e.g. recording, analyzing, motion transfer to a virtual char-
acter and more. These setups can be scaled to cover huge areas with multiple users by using
large numbers of cameras. In a simplified form (i.e. with a small number of markers per user)
these systems have also been widely deployed for medical applications such as gait analysis.
However, marker based systems have not been used for full body input to serious games in re-
habilitation due to numerous reasons like cost, inflexibility and complexity of operation, which
are issues we are targeting with our system detailed in Chapter 4.

Finally, MoCap systems based on markerless optical tracking have become available in re-
cent years. Although they are promising in terms of availability, cost and usability, they in
many cases lack the accuracy provided by the traditional MoCap technologies and are therefore
described separately in the next section.

2.5 Markerless Motion Capture

A large effort in computer vision research has been put on marker-less human MoCap from cam-
era RGB-images [35]. Recent successes [42] have resulted in the emergence of MoCap systems
capturing not only the movement of a skeleton but also 3D surface deformation in real-time
[148]. However, this is still a difficult problem in terms of reliability and accuracy, especially,
if only few cameras are used. Therefore, in previous years the use of time-of-flight and other
depth cameras for MoCap has become an active research area [72, 106]. Only recently, this
trend has extended to the use of depth cameras in games and entertainment. Multiple products
have been released using structured light projection together with an infrared camera to acquire
depth information [7, 91, 138]. Together with these sensors, software bundles are available,
which provide human posture data calculated from the depth images in real-time e.g. using the
algorithm described in [135]. While structured light has been used for shape reconstruction be-
fore [56], these systems offer entirely new possibilities for entertainment, technical enthusiasts
and scientists. Multiple research applications have been developed. These are using the depth
information for e.g. facial animation [160] or posture information for e.g. gesture recognition
[143]. With an easy-to-use hardware setup and reasonable computational effort, cheap MoCap
solutions have made it into the living rooms of users and provide input to console and PC appli-
cations. For many games, these systems are sufficient in terms of tracking quality and capture
volume. However, with a view towards ubiquitous computing [107, 162] and setups other than
the classical home entertainment center (with a TV placed in front of the couch in the living
room), improvement is needed. Work has already been conducted on merging multiple depth
cameras to increase the volume of interaction and compensate for occlusions [162]. However,
these approaches do not use full body tracking and are still limiting interaction to a room-sized
environment. We have therefore designed and developed a system based on multiple RGB-D
sensors, that can be flexibly combined to provide MoCap data of larger environments, as de-
scribed in Chapter 5.
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2.6 Physiological Biosignals in Rehabilitation

In recent years biosignals have become increasingly important as a non classical user interface.
Especially in medical applications, where users’ physiological measurements are of vital impor-
tance, various sensors have been integrated and used for biofeedback to patients and medical
personnel [47, 157]. Giggins et al. state in their review [47] that neuromusculuar measure-
ment using electromyography (EMG), i.e. muscle activity, is the most widely reported form of
biofeedback and appears promising. In serious games, however, physiological measurements
like EMG have been mainly used to measure engagement and excitement [132]. Therefore, we
have integrated biosignal acquisition devices providing EMG measurements into our framework
described in Chapter 6 and used this data as input to the serious game introduced in Chapter 7.

According to Giggins et al. biofeedback can be relayed to the user as either direct or trans-
formed feedback. Direct feedback would e.g. display the heart rate as numerical value, while
transformed feedback presents the user with visual, audio or tactile content based on the mea-
surement. For the use in serious games such as the one described in Chapter 7 usually trans-
formed feedback will be used, because game elements allow for a large variety of ways to inter-
pret measurements.

Physiological measurements recorded during the use of serious games in rehabilitation could
be helpful even beyond providing real-time feedback to the user. Collecting data as a side prod-
uct of a serious game might help to increase efficiency and applicability of existing technology,
as well as provide deeper insights in different medial indications.

2.7 Output Modalities

According to Rego et al. interaction technology and performance feedback are two of the main
criteria for serious games in rehabilitation [112]. Besides the input devices described in the
previous sections, various output technologies are the second crucial part of an interactive sys-
tem and the feedback loop. We perceive our environment with multiple senses simultaneously,
as real-world feedback is multimodal. To simulate this in a VR/AR system, different output
modalities and actuators have to be employed. We provide a brief overview of modalities and
attributes with a view towards VR/AR setups and motor learning and motion guidance tasks
relevant in rehabilitation setting.

Visual feedback is considered the dominant form of feedback [62]. Besides or through 3D
content of a serious game it can provide users with objective observation of their motion (errors),
augmented awareness for correction (e.g., emphasized body parts indication), superimposed
target trajectories, or scores [27, 95]. Chapter 7 provides an example how visual and audio
feedback can be integrated in a serious game for rehabilitation.

Usability and user experience depend on the display hardware and properties, including
latency, update rate, size, resolution, mobility and stereoscopy [95, 18]. An extensive review
of display technologies is beyond the scope of this thesis and can be found in [18] and [22].
We can categorize VR/AR setups according to the degree of immersion produced by the display
hardware and to a lesser extent by other (input) technologies. Non immersive systems, which are
also often referred to as desktop systems, usually use (non stereoscopic) monitors or small scale
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projections to display the virtual environment. The user remains stationary in front of the display
interacting usually through standard desktop input devices or 3D interaction devices, e.g. a 3D
mouse or specialized 3D desktop input technology such as the Razer Hydra [60] (see Section
6.6.1 on details). The big advantage of these systems is the availability and comparatively low
price, which makes them interesting for use in applications where cost is a limiting factor (e.g.
telerehabilitation or education as described in Section 6.9.2).

Semi immersive systems mostly rely on large scale (stereoscopic) projections with high
resolutions, thus increasing the feeling of immersion and proving a better sense of depth. For
interaction often the tracking technologies described in Section 2.4 are used. Examples for semi
immersive systems are presented in Sections 6.9.3.2 and 7.5.1.2.

Fully immersive systems usually employ head mounted displays (HMD), e.g. [99], other
head coupled devices such as the Binocular Omni-Orientation Monitor (BOOM) [15], or the
CAVE Automatic Virtual Environment (room sized environment with multiple walls covered
with projections) [30]. Again the tracking technologies detailed in Section 2.4 are usually ap-
plied for interaction. An example of a fully immersive system is described in Section 6.9.3.3.
Technical development in the recent years are about to make available fully immersive setups to
a wider public with consumer HMDs such as the Oculus Rift [99].

Chapters 6 and 7 present a number of setups with a varying degree of immersion and different
display technologies.

Spatial Audio can be used to communicate 3D positions, direction or give more abstract
feedback on other performance parameters or events. Dozza et al., for example, encode infor-
mation using sinusoids with variable frequency and loudness [36]. An example of how audio
feedback is being used in a serious game can be found in Section 7.3.

Haptic feedback is composed of skin sensation and proprioception [62]. Skin sensation is
perceived by sensory receptors that enable us to localize and recognize individual tactile cues.
Tactile displays can often indicate body part positions more intuitively than visual or audio feed-
back [139, 82] or deliver contact cues in virtual environments to increase situational awareness.
Robustness and low weight has made vibration motors popular for tactile actuation. Baek et al.
[9] present a training system for fencing and dancing, and Rosenthal et al. explore foot step nav-
igation in dance [117]. Spelmezan et al. [139] study spontaneous reactions to tactile patterns,
while TIKL [82] gives a user visual information and vibrotactile feedback on the deviation of
arm posture. McDaniel et al. [89] propose a framework for mapping vibrotactile patterns to
motion. Pneumatic pressure could potentially provide well localizable high-intensity stimuli,
but is less popular due to size and tubing complexity of the required compressor. Finally, skin
stretching with customized actuators may work well for indicating directions as pin-based ac-
tuators enable fine-grained feedback to the human skin [62]. Constructions are, however, often
bulky. Sections 6.5.2.7 and 6.6.6 describe the design and integration of our tactile displays based
on vibrotactile and pneumatic actuators.
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2.8 Tracking Middleware/OpenTracker

2.8.1 Design

OpenTracker [114] is an open source (tracking) middleware, which offers transparent and flexi-
ble device integration, transforms input events and passes them through a multi-modal data flow
network to an application. It is framework providing functionalities required for tracking in
VR/AR applications and easing the development and maintenance of hardware setups. Further-
more, it can transform and extract data in a flexible and reusable manner.

The data-flow network can be interpreted as graph, where each of the nodes specifies a unit
of operation. The main types of nodes are source, sink and filter. Source nodes, which are leaves
in the graph, usually receive their data from devices or other external sources. Filter nodes are
internal nodes and manipulate or extract data (e.g. geometric transformations, smoothing filters,
merge filters, etc.), and sink nodes, which propagate data values to an application or write it to
another external output (e.g. network, file). The basic concept of the data-flow network is that
of passing events between the nodes. Therefore, the nodes can be connected by directed edges
over which timestamped events are sent. Each node can have multiple incoming edges, but only
one outgoing edge is permitted. This allows for e.g. merging of multiple tracking sources or
parameterization of computations, while the structure remains clear. The events passed through
the data-flow network can contain various data flexibly configurable by the user.

2.8.2 Implementation

OpenTracker provides an object-oriented design and configuration through XML files. The user
utilizes standard XML tools for development, configuration and documentation. OpenTracker
allows multi-threaded execution and filters apply transformations to tracking- and other input
data [114]. The class central to OpenTracker is Context, which runs the main loop, configures
and manages all modules and the data flow. At startup Context parses the XML based con-
figuration files used to describe tracking configurations, that usually consist of multiple input
devices, transformations and one or more output targets. The nodes of the data-flow network are
dynamically instantiated. The Context can be run in a separate process or from a thread in the
application as described in Section 6.5.1.2.

We have made use of several of the standard nodes provided in OT in our ARTiFICe frame-
work described in Chapter 6, which are briefly introduced in the following. To fetch tracking
data from remote input devices, Virtual-Reality Private Network (VRPN) [147] can be used. It is
a device-independent and network-transparent framework for devices used in VR/AR systems.
OpenTracker implements a VRPNSource and a VRPNSink node. VRPNSource can connect (over
network) to a device providing data through a VRPN server and insert the tracking data as event
into the OT data-flow network. VRPNSink on the other hand runs a VRPN server instance and
allows other applications implementing the VRPN client interface to connect and receive the
data. VRPN has been used to connect tracking and MoCap devices and tools as described in
Sections 6.6.2, 6.6.3 and 6.8. In addition, OT integrates a biosignal acquisition system, the Gtec
g.MOBIlab [50]. We have extended and used the MobilabSource node as described in Section

15



6.6.4. Furthermore, OT supports the tracking library ARToolKit, that targets Augmented Reality
setups, throught the node ARToolKitSource, as detailed in Section 6.6.1.

2.8.3 Extending Opentracker

OpenTracker provides a number of source, filter and sink nodes, but can be easily extended by
specialized classes deriving from the provided base classes.

Source Nodes Source nodes usually encapsulate a device driver and insert events into the
data-flow network based on the data received from the device. We have added the following new
source nodes to OT.

IOTMCSource wraps the MoCap system introduced in Chapter 4 into OT as detailed in
Section 6.6.3.

TMSISource integrates a new biosignal acquisition system, the TMSi Mobi as described
in Section 6.6.4.

SpaceDeviceSource adds support for the 3D mouse 3D Connexion SpaceNavigator as
introduced in Section 6.6.1.

HydraSource implements a source node for the Razer Hydra 6DOF desktop interaction
device as detailed in Section 6.6.1.

Filter Nodes Filter nodes process and transform received events and propagate the calculated
data further into the data-flow network.

IOTMCSkelMod is a filter node, which calculates important movement parameters (e.g.
walking velocity) and specific positions on the skeleton as described in Sections 4.3.3 and
6.6.3

HighPassFilterNode and RMSFilter implement high pass and root mean squares filters
used for processing EMG data as detailed in Section 6.6.4.

HeartrateFilter implements a filter node, which calculates the heart rate based on the ECG
signal received from a biosignal acquisition device and is introduced in Section 6.6.4.

Sink Nodes Sink nodes distribute events outside the OT data-flow network. Output data can
be written to an application over shared memory, over network or to file.

UnitySink has been implemented to stream data into Unity3D over either shared memory
or a network interface as described in Sections 6.5.1.2 and 6.5.2.3. UnitySink is the main
interface between OT and the application layer of our ARTiFICe framework introduced in
Chapter 6.
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2.9 Game Design Considerations and Serious Games in
Rehabilitation

Serious games in motor-rehabilitation are still in their infancy, but have become an active re-
search area within the last couple of years [69]. They have been used to assist therapy following
stroke, traumatic brain- and spinal cord injury and in other areas. Also the focus of therapy is
very diverse, such as upper limb rehabilitation [23], balance rehabilitation [12] and many others
[112]. Specific requirements and design principles apply to serious games in motor rehabilita-
tion [112, 23]. Although promising, commercial exergames are designed primarily for enter-
tainment, not specifically to train impaired patients in a professional rehabilitation setting [146].
These games are more used as a pleasurable alternative instead of being a proper tool for phys-
ical rehabilitation. Practice shows a number of limitations when applying existing commercial
exergames into professional rehabilitation settings. Firstly, commercial exergames are devel-
oped for a general public and the norms are derived from the performance of healthy gamers.
In most cases, it is not possible to change these norms and to personalize the game for an im-
paired patient. The game becomes too hard to play which can lead to frustration. Secondly,
the level of energy expenditures reported for commercial exergames cannot be compared to lev-
els of energy expenditures reached during physical therapy [49] and the requested motor skills
are too general and not pathology specific. Thirdly, the game output of commercial exergames
focus on the game performance, e.g. time or high score, and not the patient’s performance on
motor skills and the physiotherapist cannot monitor the progression of the patient on the per-
formed motor skills. Therefore, serious games for rehabilitation should provide configurability
to the patients’ abilities, include exercises specific to the targeted indication and provide means
to record and monitor data on patient performance, which is also emphasized by [80]. While
almost all the serious game systems offer options for adjustment of general game parameters like
difficulty, speed and number of repetition [12, 23, 34, 85], options for adaptability of specific
input measurements are often limited. Thus, the games cannot be adapted to certain handicaps
a patient might have or adapt to the progress during therapy only in a very limited fashion. In
our game described in Chapter 7 configurability has been emphasized and all parameters mea-
sured by MoCap and biosignals can be adapted (as baseline and therapy goal) in addition to
in game parameters. In existing serious games for rehabilitation, measurements recorded for
further evaluation seem limited or are not documented.

The core idea of applying games in the context of rehabilitation is of course to provide
motivation by making it “fun” for the patients. A discussion of the term “fun” in the context
of games and how it can be achieved through game design choices can be found in [74]. In
games fun is often created by the mastery of a challenge [29, 74]. Koster emphasizes that
challenges have to precisely meet the player’s skills to achieve “flow”, fun and avoid boredom
and frustration. This in turn again shows the importance of configurability, as pointed out earlier
in from a medical perspective. Burke et al. identified meaningful play in addition to challenge
as important principle for the design of games in rehabilitation [23]. Meaningful play results
from the relationship between a players action and the systems response to this action. This
relationship should be meaningful discernable (perceivable by the user) and integrated (it affects
the game experience at later moments). A detailed introduction to the concept of meaningful

17



play can be found in [119].
Most serious game systems in rehabilitation have not evolved above prototype stadium and

tests with a few patients or healthy subjects. Therefore, often a closed workflow is missing,
which should reach from (1) calibration of input to (2) configuration of the game to (3) game-
play to (4) patient feedback and finally (5) medical evaluations. One system, which has been
established in many clinics and studies, is RehaCom [113]. It provides such a workflow. How-
ever, it is limited to cognitive rehabilitation and standard input devices (mouse/joystick). In our
system we have established such a workflow, which should enhance efficiency throughout the
evaluation process as described in Section 4.1.
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CHAPTER 3
Theoretical Foundation

This chapter provides details on the theoretical and algorithmic background of this thesis, mainly
those related to marker-based optical tracking and motion capture.

3.1 Optical Pose Tracking

Burdea et al. define an optical tracker as “a noncontact position measurement device that uses
optical sensing to determine the real-time position/orientation of an object” [22]. Thus, the
tracker produces the pose of a tracked object with 6 degrees of freedom.

The MoCap system presented in Chapter 4 builds upon such an optical tracker - the iotracker
[105] - and therefore hardware, concepts and algorithms of this system are briefly introduced
here. Most optical trackers, as-well-as the iotracker, are outside-looking-in, i.e. with the sensors
fixed and some light beacon on the user [22]. Therefore, the following sections will focus on the
principles of such systems, although other (inside-looking-out) exist. Section 3.1.1 introduces
the iotracker setup, which is exemplary for that of an outside-looking-in tracker. Figure 3.1
shows the basic pipeline of an optical tracker. Based on the video input of the trackers cameras
the following processing steps are executed:

• Feature Segmentation (Section 3.1.2)

• Projective Reconstruction (Section 3.1.3)

• Model Fitting (Section 3.1.4)

• Pose Estimation (Section 3.1.5)

The steps are described in the following sections with an emphasis on model fitting in Section
3.1.4, because it is the most relevant for the MoCap algorithm described in Chapter 4. More
details about all steps can be found in [105].
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Figure 3.1: Basic pipline of an optical outside-looking-in tracker.

Figure 3.2: Explosion chart and picture of the camera used in our system.

3.1.1 The iotracker - Infrared Optical Marker Tracking Setup

The tracker used for our motion capture system is an iotracker [105], which is a passive marker
based infrared optical motion tracking system. It was primarily built for collaborative virtual
reality and augmented reality applications, but is also well suited for motion capture. Commod-
ity hardware is used to minimize the cost and calculations are performed on PC workstations,
while no additional camera electronics is required. Iotracker cameras are shutter synchronized
and stream digital video to the tracking workstation at an update rate of 60 Hz. They have a very
compact form factor of about 7x7x4 centimeters. To make (only) the passive markers visible in
the camera images the cameras are equipped with infrared strobe lights and optical band pass
filters. Usually, an iotracker setup consists of four to eight cameras illustrated in Figure 3.2 with
all components. The cameras are calibrated relative to each other and produce the video input
for the pipeline illustrated in Figure 3.1.
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3.1.2 Feature Segmentation

In the first step of the pipeline features are identified in the synchronized video images. After
masking out background light and reflections in a calibration step, at runtime only the spherical
markers should be visible as bright round blobs of pixels. These blob features are segmented and
their centroids calculated. The iotracker software segments the blobs using binary thresholding,
calculates the centroids based on luminance-weights and recovers the centers of overlapping
blobs with circular Hough transform [105]. The result is then passed on to the next step of the
pipeline to calculate the 3D positions of the markers.

3.1.3 Projective Reconstruction

Based on two or more 2D positions of a marker in the camera images its 3D position can be
triangulated. However, with multiple passive markers the correspondences between the blobs
in different images are not known. Therefore, multiple view feature correlation has to be per-
formed. The combinatorial problem can be reduced using observations from epipolar geometry
as described in [105]. Correspondences between marker features in different views are selected
based on the reprojection error. From the selected candidate features the algorithm triangulates
the 3D marker position.

3.1.4 Model Fitting

In order to track a 6DOF pose of an object, the 3D positions of at least three markers rigidly
connected to the object have to be known. These rigid configurations of markers are often
called targets and in the case of the iotracker consist of four markers as shown in Figure 3.3.
The iotracker attempts to uniquely identify markers of each target within a larger, unstructured
set of observed marker 3D positions. Therefore, it compares the Euclidean distances between
all pairs of observed 3D positions with the known distances between markers of each target.
Consequently, the iotracker targets are assembled in a way to maximize differences of distances
between the markers on the same target as well as between sets of multiple targets.

To account for the presence of noise and different types of process errors, two distances di
and dj are considered equal if |di − dj | < ε.

The problem of finding targets in the point cloud can be seen as a case of the maximum clique
problem. Maximum clique is a well-studied problem in graph theory for which fast algorithms
exist [102]. Nevertheless, it is np-hard, which is why a polynomial-time complexity reduction is
applied, that is based on a form of geometric hashing.

3.1.4.1 Complexity Reduction

At startup, the Euclidean marker distance matrix is computed for each target and its entries stored
in a one-dimensional look-up table (Figure 3.4 first line). These tables are used at runtime to
rule out unlikely clique-to-marker matches before the maximum clique problem is solved.

According to the evaluation presented in [105], absolute marker tracking errors have an
approximately Gaussian distribution. Uncertainties calculated from the measured distribution’s
standard deviation are integrated with the tables as shown in Figure 3.4. The entries stored in
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Figure 3.3: Picture of an iotracker target composed of four markers.

this look-up table are referred to as correlation scores, because they represent the probability
with which any given marker-pair (or more precisely, their separating distance) is part of the
same target.

With each new frame, the Euclidean distances for all combinations of 3D marker positions
are calculated creating a matrix (Figure 3.4 second line). For every distance value in the matrix,
the algorithm looks up the correlation scores in the tables described above and stores it in a
separate correlation score matrix. Then, row-wise summation of the matrix’s elements produces
correlation scores of each marker in vector form. The values contained in the vector can then
be thresholded to determine if a marker is likely to be part of a certain clique or not. The
calculations necessary for this algorithm can be parallelized very well and significantly reduce
the number of possible marker correspondences.

3.1.4.2 Clique Search

During the previous complexity reduction step a large number of markers are ruled out to be part
of the solution set. However, usually more markers than the targeted clique size (usually four)
remain candidates. These candidates for a clique are interpreted as nodes of a graph connected
by undirected edges. On this graph the maximum clique search is performed to retrieve vertex
cliques. If just one clique is found, which can be considered the normal and ideal case, the
algorithm is finished. If multiple possible cliques are found, the square sum of marker-to-model
alignment errors is used to determine the best solution. Also predicted poses from previous
frames can be used to select a clique. If no solution for the desired vertex number can be found,
but there are more than three vertices left in the original graph, the search is restarted for smaller
cliques with at least three markers (a minimum of three markers is needed to determine 6DOF
in the next step).
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Figure 3.4: Quadratic-time complexity reduction (top). Formulation of the model-fitting prob-
lem as maximum-clique search (bottom). (Source: [105])

3.1.5 Pose Estimation

Once the maximum clique problem is solved, the clique can be aligned with the data by mini-
mizing the least squares distance between observed markers and the clique’s idealized markers
as stored in the model. This distance value is also used as error function (model alignment error)
in the other steps. The 3D transformation necessary to align the model correctly can be calcu-
lated using a closed-form solution (e.g. as described by Horn [58]). The pose is the output of
this step and can be subjected to filtering if necessary.

3.1.6 Predictive Filtering

Predictive filtering can help to reduce jitter and latency of the tracking and even compensate
for very short occlusions of markers. The pose of tracked objects is therefore subjected to
Double Exponential Smoothing Prediction (DESP) as described by LaViola [81]. Exponential
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smoothing filters a time series p0, p1, p2, ...pt by calculating the filtered value by Spt = αpt +
(1− α)Spt−1. The weights put on different measurements decays exponentially over time with
α∈ [0, 1] parameterizing the speed of decay. Double exponential smoothing applies exponential
smoothing twice, which is expected to be better suited to follow trends in human motion [81].
Thereby, DESP models a given time series using a linear regression equation and then applies
exponential smoothing not only on the values of the time series but also the parameters (y-
intercept and slope) of this equation. The trend captured by the evolving parameters can then be
used to make predictions of position and rotation into the future.

3.2 Algorithms for Marker-Based Infrared Optical Motion
Capture

In general, a MoCap system has to solve two main problems in order to determine the posture
of a user. First, a model, matching the current user’s physical properties, has to be created.
Then, this model must be fitted to the tracking data in each frame in order to determine the
user’s posture. In the case of marker-based infrared optical MoCap, the data is an unstructured
point-cloud of marker positions.

Our system solves both problems with a minimum of user interaction, while providing pos-
ture information in real-time.

Not much information is available on the intrinsic functioning of commercially available
systems and how they create or adapt a skeleton model for a specific user and fit it to the marker
positions during the tracking process. This thesis and the related publications attempt to fill this
gap. Chapter 4 describes the applied algorithms and methods that were used to achieve these
goals in order to develop a highly accurate, commercial grade, robust optical motion capture
system.

3.2.1 Skeleton Calibration for Full Body Motion Capture

Current commercially available full body MoCap systems (e.g. Vicon [153]) and research pro-
toypes often rely on a predefined skeleton model with a certain number of markers, which have
fixed positions on the tracked subjects [59]. This reduces the flexibility of adaptation to dif-
ferent users and use for more specific applications only needing input from a part of the body.
Furthermore, precise placement of markers requires expertise and hinders easy application.

Therefore, in our system the skeleton of a user is calibrated from arbitrary (albeit within
certain constraints) marker placement.

Several methods have been proposed for the automatic calculation of a skeleton model from
marker-based motion capture data. Often, they rely on the calculation of the center of rotation
between segments defined by their 6 DOF pose. To track position and rotation of a segment three
or more optical markers [136, 26, 115] or magnetic tracking [98] have been used in this context.
In these approaches using two adjacent segments with 6 DOF the joint positions are calculated
using a least squares fit. However, these methods require many markers or (inaccurate) magnetic
tracking (with one sensor attached to each segment). The method described in [70] suggests
using a computationally more expensive algorithm, which requires less markers. Since the basic
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method by Kirk et al. is essential to our calibration algorithm, it is described in the following
subsections. An unshortened version of this description can be found in [125]. Details on how
we have improved the approach to be more robust and reliable can be found in Section 4.2.

The basic steps of the algorithm are the following

1. Marker correspondence - assigning the markers ids (Section 3.2.1.1)

2. Marker clustering - group markers on a segment (Section 3.2.1.2)

3. Joint position calculation (Section 3.2.1.3)

4. Computation of skeleton parameters (Section 3.2.1.4)

3.2.1.1 Marker Correspondence

For most skeleton calibration algorithms including the one of Kirk et al. [70] correspondence of
markers between frames has to be identified. Many current approaches rely on marker data from
systems with active markers [70], where finding correspondence is trivial, because the system
delivers the marker-ids, e.g. through light modulation [104]. Optical trackers using passive
markers don’t relay the marker identities to the system. They just produce a cloud of points for
each frame and correspondences have to be found from frame to frame. As long as the tracking
frame rate is high enough and the markers don’t move too fast, positions of markers will not
differ by much in adjacent frames. Therefore, in simple scenarios correspondences can be easily
established by labeling close marker positions in successive frames as belonging to the same
physical marker.

In practice, however, markers get lost and reappear during the tracking process, due to tem-
poral occlusion by clothing or limbs. To retrieve the identity of a reappeared marker, however,
Kirk et al. suggest a more sophisticated algorithm.

A marker that reappears, after it has been occluded, is treated as if it were a new marker and
assigned a new identity. Thus, one physical marker on the actor’s MoCap suit can have multiple
identities over the captured time span. As long as that only happens to very few markers, it could
very well be ignored and every identity treated as if it were a marker on the tracked subject. For
more markers disappearing/reappearing, however, this results in a degradation of the following
stages‘s accuracy. Therefore an algorithm is needed to find all those identities, that belong to
one marker, and merge them into a single data set.

For this purpose [70] suggests a method that exploits the fact, that the tracked subject often
moves through the same poses. When two frames are identified to show the same pose and
two markers have similar coordinates, it is very likely that they correspond to the same physical
marker. The pose, however, is subjected to global rotation and translation, which has to be
removed before the positional data of markers can be compared.

To accomplish this task [70] introduces a data structure they call Marker Set (MS). Each of
the n virtual markers, for which an identity is found, has its own MS. A MS contains the data
of all the frames for which the virtual marker exists and thus holds all information available
about it as well as the relationships to other markers. We will use a nomenclature consistent
with [70] in this section, thus naming the MS of the ith marker pi. These n MS are now to be
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grouped together into the n′ physical markers. n′ is assumed as the maximum number of markers
captured in a single frame. So, if no frame exists, that contains all markers, the algorithm will
evidently fail to deliver a correct result.

To determine which MS should be grouped and which shouldn’t a distance function is cre-
ated. This distance function allows us later to use a clustering algorithm on the MS. This method
is based on the idea that the user repeatedly assumes the same global pose. The distance Dij

between a MS pi and a MS pj according to [70] is defined as the minimum distance between
markers i and j over all pairs of poses, that is

Dij = min
a∈pi,b∈pj

‖mi,a −Amj,b‖ (3.1)

Here a and b denote single frames of MS pi and pj . mi,a is the position of marker i in frame
a, while A is the matrix that performs the global rotation and translation necessary to align the
pose in frame b with that in frame a. So, for all frames of pi, the distance to all frames of pj is
calculated one frame at each side at a time. Then the minimum of those distances is considered
the distance between the MS.

To be able to calculate these distance values one assumption has to be made. It is crucial
that the MS have at least three markers in common, of which the identity is already known.
Otherwise A and thus the rotation and translation can not be estimated, which, however, should
never happen anyway. If there are less than three markers, it would mean for the case of full
body MoCap, that the tracker has lost more than 90 percent of the markers. That in turn would
negatively affect the other stages as well, because they are depending on continuous data.

Since each MS has hundreds or even thousands of frames, it is evident that calculating the
distance between all pairs of frames of two sets generates a gigantic computational overhead.
Due to the fact that there are no huge changes of the pose in consecutive frames, especially at
high capture rates, the calculations can be speed up significantly. Kirk et al. suggest using only
sample frames from every MS. Starting from the sample frames that had the smallest distance,
neighboring frames can be evaluated as well. Results show that this optimization produces the
same matches as the original algorithm.

Furthermore, it has to be taken into account that MS which overlap can not belong to the
same physical marker. Thus calculating the distance of MS that have frames in common is
avoided setting it to the highest possible value.

Finally, having calculated the distance values of all pairs of MS, a clustering algorithm can
be applied to group the sets together, producing n′ markers. For that purpose Spectral Clustering
is used, which is explained in more detail in [125].

Finding marker correspondence in imperfect data can be a challenging task and the meth-
ods described above failed in many of our data sets. Therefore, we have introduced numerous
improvements to the algorithm as described in Section 4.2.1.

Other methods in related work for finding marker correspondence are based on rigid cliques
of multiple markers placed on each segment [59], where inter-marker distances are used to iden-
tify markers. The latter, however, results in a large number of markers, because in approaches
like [59] four or more markers are used per limb. Furthermore, some systems rely on markers
being arranged in a predefined setup or manually assigned to skeleton segments.
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3.2.1.2 Marker Clustering

After the 3D trajectories of all markers have been found, the next step is to determine which
markers are placed on the same limb and group them together. For this purpose automatic
methods for partitioning markers have been developed, like those suggested in [70, 136, 51].
These algorithms are all using measurements of the distance between markers to determine
marker-limb associations. Again the method of [70] is described in more detail. The basic idea
is, to assume that a limb of a human body is an (almost) rigid object. Thus, two markers placed
on a single limb are never to move apart from or closer to each other, but always remain at a
constant distance. In practice, however, the markers of one segment will move relative to each
other due to skin or muscle movements, an ill-fitting body suit, or measurement errors of the
tracking system. So the algorithm has to determine whether the movement comes from errors
or - in case it is large enough - from the bend or twist motion of a joint. As a measurement, the
standard deviations sij of distances between markers i and j are calculated over a representative
sample of frames. Using the standard deviations, a distance or affinity matrix W is created,
where the elements Wij are depending on sij .

Based on this matrix markers can be clustered into groups each of which belongs to a seg-
ment of the skeleton. For the clustering algorithm Kirk et al. suggest Spectral Clustering.

3.2.1.3 Joint Position Calculation

After having clustered the markers into groups for every segment of the skeleton model, the
topology and the joint positions can be estimated. These two tasks are very closely related; in
fact the same method is used to infer them. To decide whether or not a joint is placed between
two segments and, in case it is, to determine where to site it, a cost function is used. Two assump-
tions concerning the model are necessary for this cost function to work. First of all, human joints
in the model are approximated by ball joints. This of course is a harsh idealization, especially
for joints like the knee, where the center performs translational movements between one and two
centimeters. However, in general, this approximation is close enough. The second assumption,
which has to be made, is that markers stay at the same place relative to the bones. This, however,
might not be entirely true either - skin movement and muscle deformation introduce variations -
but the overall error is expected to be comparatively small.

Consider the case of only two segments A and B for which the assumptions apply. They
are thus connected by an idealized rotational joint AB. A marker fixated on segment B of this
structure can now be observed to always be at the same distance to AB. In fact it is moving
around on a sphere centered at the joint position, when A is used as a fixed reference. Assuming
that AB is unknown, this information can be used to estimate the joints position. An optimal
joint between the two segments thus is placed on a position in each frame, where the distance
to the markers of the adjacent segments remain the same over the whole capture time. In other
words, the variance of distance over time between the joint and the markers has to be minimized
in order to optimize the joint position. This is a non linear least squares problem and can be
solved using a standard non linear optimization algorithm.

Using the variance as a cost function the topology of the skeleton model can be inferred.
The value produced by the cost function for a (virtual) joint between two segments is called
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joint cost. To obtain the topology the segments and joints are being interpreted as a graph,
where the segments are the nodes and the joints are the edges. The joint costs are considered the
edge weights. Therefore, the joint cost for all possible pairs of segments has to be calculated.
The optimal skeleton then is the minimum spanning tree of the graph, which is inferred by the
algorithm of Prim [133]. This gives us a hierarchical tree as representation of the skeleton model.

Minimizing the joint cost for every pair of segments, however, is computationally very
costly, which is why [70] suggests an optimization for that matter. Instead of calculating the
variance of distance over all frames only sample frames are used. Furthermore, decreasing the
precision by which joint positions are optimized reduces computation time even more.

Joint Cost Function The core of all these calculations is the cost function, a sum of variances,
which has to be minimized. Therefore, the function and its properties are described here in more
detail. The variance is always evaluated between the markers of two clusters ba and bb, which
in turn contain |ba| and |bb| markers. Only one joint c - between ba and bb - is considered at a
time and its position in frame f is denoted cf . Furthermore, the coordinates of cf are xcf , ycf
and zcf , which are the variables of the cost function. Note that these coordinates have to be
optimized for every frame in order to minimize the function. The position of marker i at frame
f is given by mi,f and the number of frames for which a position of mi exists |mi|. xi,f , yi,f
and zi,f denote the coordinates of marker i at frame f .

Starting with the basic building block of the function, the average distance between a marker
and the current joint is:

d̄(c,mi) =
1

|mi|

|mi|∑
f=1

√
(xcf − xi,f )2 + (ycf − yi,f )2 + (zcf − zi,f )2 (3.2)

The variance in distance of a marker and the current joint can be written as:

var(c,mi) =
1

|mi|

|mi|∑
f=1

(√
(xcf − xi,f )2 + (ycf − yi,f )2 + ...− d̄(c,mi)

)2

(3.3)

Finally, the joint cost is the sum of all the involved markers’ variances divided by the number
of markers:

jc(a, b) =
1

|ba|+ |bb|
∑

mi∈ba∪bb

var(c,mi) +
[
α · d̄(c,mi)

]
(3.4)
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The expression in brackets is suggested by [70] to avoid that the algorithm finds the trivial
solution, which would be placing the joint infinitely far away. A joint at infinity has a variance
of zero, as does the optimal solution. Adding a penalty to the joint cost, that increases with the
distance to the markers, thus, avoids this problem. α here serves as a weight determining the
importance of the additional term.

Now that the joint cost has been defined, the next step is to minimize it. Since the func-
tion depends nonlinearly on the parameters, the joint positions, sophisticated algorithms like
Levenberg-Marquard or nonlinear gradient descent have to be used. According to Kirk, these
two iterative algorithms have about the same performance, in both, speed and accuracy. How-
ever, they both depend on good initialization values to converge to a reasonable solution. There-
fore, we have introduced the improvements described in Section 4.2.3.

3.2.1.4 Computation of Skeleton Parameters

After the joint positions have been optimized two joints connected to a single limb can still vary
in distance. Thus the length of a limb is not fixed. This phenomenon can have a number of
reasons, such as noise in the input data due to the inaccuracy of the tracking system, markers
moving on the skin or the fact that human joints are only approximate rotational joints. However,
it often is important to have a skeleton with rigid segments for performance animation and
error measurement. For this reasons, a skeleton with rigid segments is created and then fitted.
Therefore, as much useful marker and joint data as possible is collected over all frames. Then
the sections of the skeleton are lined up individually and marker and joint data is averaged over
multiple frames. These averages are then used in a second step to put the skeleton back together
in a reference pose. The length parameters, that can be inferred from the newly assembled
skeleton, are the best compromise between the measurements of all frames.

The algorithm is run on a per segment basis. For each segment only frames are used, which
contain all the attached marker and joint data (i.e. have no occluded markers). The first frame
for which this is true is considered the reference frame fr. The set of marker/joint positions of
the current segment in the ith frame fi is denoted si. For all segments the following steps have
to be processed

1. Iterate over all frames and find the set of segment-frame data S = {s1, s2...sn}, where
no markers of the current segment are occluded. Positions of markers and joints will be
treated equally in the following and denoted with x′ji for the jth marker/joint in si. Thus
si = {x′1i, x′2i, ...x′mi}, where m is the number of markers and joints of the segment.
These positions are no absolute values but seen relative to the centroid, where the centroid

of si is
_
ci = 1

m

m∑
j=1

xji, where xji are the absolute positions (where x′ji = xji −
_
ci).

2. The method of Horn [58] provides a closed-form solution to find the rotation and trans-
lation between two Cartesian coordinate systems based on the coordinates of a number
of points. With this approach we calculate the transformation Ti(si) that best aligns the
segment si (i.e. its marker and joint positions x′ji) with the position it has in the reference
frame sr. (thus Ti(si) ≈ sr). Note that connections between segments are broken up and
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therefore after the transformation the skeleton for one joint has two different positions for
both adjacent segments.

3. For every marker or joint now a cloud of positionsCj exists withCj = {T1(x′j1), T2(x′j2),
..Tn(x′jn))

The coordinates of Cj are averaged and produce rigid positions
_
X
′
j for each marker and

joint attached to the segment.

After these steps have been completed for all segments a reference skeleton consisting of
rigid bodies can be assembled. This can be used to measure parameters like segment lengths
and can be deployed for example for animation.

Additionally, it can be used to improve the accuracy of joint positions by fitting it back to
the marker data as described in our improved approach in Section 4.2.4 and evaluated using the
error function introduced in Section 4.2.4.1.

Recent approaches published after our method, such as [6], introduced new algorithms for
skeleton calibration working in real-time and using a Kalman filter to predict occluded markers.
However, in the context of our work real-time performance is not an issue and marker tracking
and prediction has shown to work robustly.

3.2.2 Skeleton Tracking

Skeleton tracking or fitting [136] describes the process of adapting the position and the joint ro-
tations of the skeleton model in a way that fits the recorded data. Little information is published
on the intrinsic functionality of skeleton tracking in commercially available full body MoCap
systems. Some algorithms, like the global skeleton fitting described in [136], rely on the identity
of the markers to be known. However, this is a constraint, which for reasons of stability, we
don’t want to depend on.

In an alternative approach, as used in [115], a rigid clique (or body) is placed on each skeletal
segment. These cliques, consisting of three or more markers with fixed distances, can be used
to derive position and orientation of the segment. As described in [59] these can also be trained
dynamically. However, it depends on the markers to be fixated on rigid structures and four
markers per segment, limiting applicability. Furthermore, kinematic models for different joints
and body parts have been developed and analyzed (e.g. for the knee [4]), but little is published
on generic models for the tracking of a human body.
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CHAPTER 4
Full Body Motion Capture System

Medical indications requiring rehabilitation and foci of therapy can be very diverse, as pointed
out in Section 2.9. For generic use in a rehabilitation context a Motion Capture (MoCap) system
therefore has to provide movement parameters of different extremities, ideally capturing full
body movements. Furthermore, Holden emphasizes the importance of skilled movements [57]
for which rehabilitation applications need accurate tracking of limbs with multiple degrees of
freedom. Therefore, full body MoCap, in this context, is defined as capturing the user’s body in
a way that allows for the reconstruction of six degrees of freedom (DOF) for every skeletal seg-
ment in a simplified skeleton model, which is available in a complete kinematic chain. MoCap
systems based on optical tracking technology exist, but little has been published on the applied
algorithms as described in Sections 2.4 and 3.2. Furthermore, state-of-the-art systems are ex-
pensive and often lack a convenient workflow needed for our field of application. Therefore, we
have developed the MoCap system described in this chapter.

Our setup comprises of an infrared optical tracking system (see Section 3.1.1) and a number
of software components performing different tasks in the MoCap and data processing pipeline.
The physical setup can be seen in Figure 4.1. The theoretical foundations of the algorithms
described here can be found in Chapter 3. For a more detailed description of the MoCap system’s
integration with applications and the rest of our framework please refer to Chapter 6.

Details of the system presented here have been published in [129] and [130]. In this chapter
first an overview of the MoCap system’s workflow in a rehabilitation scenario is presented in
Section 4.1. Then Section 4.2 provides details on the methods used for the calibration of a
skeleton model. Section 4.3 describes the algorithms used to fit the skeleton model to the tracked
marker positions, thus providing real-time MoCap data. How this data can be pre-processed for
use in an application is described in Section 4.3.3.

4.1 Workflow Overview

In order to successfully use a MoCap system for serious games in rehabilitation, it is important
to have a workflow that can be easily handled. An overview of the workflow can be seen in
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Figure 4.1: Our MoCap setup and serious game with magnifications of an iotracker-camera.

figure 4.2. The main steps are visualized and numbered in Figure 4.2 and listed below:

1. Skeleton calibration

2. Skeleton tracking/fitting

3. Data preprocessing and transformation

4. Game play and configuration

5. Feedback and evaluation.

Before the MoCap session can be started, the user puts on the motion suit equipped with
passive markers as shown in Figure 4.1).

In the first step (1) a skeleton model has to be generated and adapted for each new patient.
Using a separate tool, the “skeleton calibration assistant” (Figure 4.3), from the marker positions
alone, a skeleton model is calibrated fully automatically using the algorithm described in Section
4.2. To execute the algorithm the user has to perform some initial calibration movements often
referred to as the “Gym motion” [136, 54]. For a successful calibration the user moves the joints
of interest to their full extent for about 10-20 seconds. For practical use with less experienced
users, the skeleton calibration assistant shows movement sequences, which have proven to work
well. However, no restrictions are imposed on the Gym motion except that it has to start in the
T-Pose [44].

Out of the skeleton models generated from the sequences, the assistant automatically sug-
gests the best for further processing to the user. The evaluation of the skeleton is based on the
cost function described in Section 4.2.4.1. Finally, the choice of a skeleton is acknowledged and
is automatically labeled with bone names by comparison with a predefined template. This is
important in order to map the joint angles and segments in the application, e.g. to an avatar. The
labeled skeleton is then handed to the tracking software and the calibration assistant shuts down.
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Figure 4.2: Visualization of the workflow in our system.

Figure 4.3: Skeleton calibration assistant: GUI and skeleton visualization (left), magnification
of Gym motion instruction (right)
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Figure 4.4: Motion capture module in the iotracker.

The MoCap module as shown in Figure 4.4, integrated within the iotracker server, is respon-
sible for fitting the skeleton to the 3D positions of the markers in each frame (2). The algorithm
is described in more detail in Section 4.3. The module loads the skeleton model file and opti-
mizes the internal representation. Then it starts the MoCap process by fitting the model to the
tracking data. The product of this step are angles for all joints of the skeleton model plus the
position and orientation of the skeleton in 3D space. We consider this to be the “raw” MoCap
data. The iotracker server implements a number of interfaces to external applications, which can
retrieve the postural information from the MoCap module as detailed in Section 6.8.

For further use of input data often specific information (3) has to be retrieved (e.g. positions
of certain limbs, movement velocities). To transform and extract this data from the raw data
produced by the iotracker server and other devices described in Section 6.6, we are using Open-
Tracker as introduced in Section 2.8. Within OpenTracker we can easily manipulate and extract
data from “raw” MoCap data using specialized nodes. Examples for extracted data used in the
serious game described in Chapter 7 include:

1. Walking speed, which is calculated from the stridelength inferred from the heel-positions
and the time stamps contained in the data-packages.

2. Reaching height, which is calculated from the position of a hand.

3. Turning velocity of the head, which is calculated from the rotation of the neck-joint and
the time stamps.

How these parameters are calculated is described in Section 4.3.3. More information about
OpenTracker and how it is used as middleware-layer of our ARTiFICe-framework, can be found
in Section 6.5.1. In addition to live manipulation of the data, ARTiFICe is also used to write
measured “raw” and extracted data to files for later evaluation by the therapist.

In the next step (4), the processed data is sent to the ARTiFICe application-layer, where it
is used for interaction with the game. The game records game related data and also integrates a
configuration scene, which allows customization for each patient, as described in more detail in
Chapter 7.

Finally, the recorded data is evaluated to determine the progress of the patient throughout
the game and in therapy (5).
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4.2 Skeleton Calibration

The skeleton calibration algorithm allows quick adaptation of the system to different users, by
automatically generating an approximate skeleton model. There is no need to take measurements
by hand or place markers on precisely predefined positions, which are both time consuming
matters.

A basic version of the skeleton calibration was already developed by the author within his
master thesis [125] and therefore its workflow will be only briefly outlined here. For a full
description the reader is referred to [125].

The skeleton calibration algorithm is flexible enough to cope with arbitrary articulated struc-
tures connected by rotational joints. This is especially interesting with a view towards universal
accessibility. A skeleton can easily be calibrated for people with a significantly different body
model. For wheel chair users, for example, the skeleton can be calibrated for upper-body only.
For amputees the suit can be adjusted with Velcro strips and the skeleton calibrated for the re-
quired limbs. In the context of rehabilitation we can easily create skeleton models of body parts
of interest by placing markers only there and running the algorithm. Thus, skeleton models for
generic motion capture input, e.g. for a new rehabilitation exercise in a serious game, can easily
be generated.

The applied algorithms follow the general approach introduced by Kirk et al. [70] and
described in 3.2.1. However, several improvements were made, especially to make skeleton
calibration more robust when using imperfect tracking data. Furthermore, mechanisms allow
for more flexible marker placement and increased speed of the calibration calculations. The
algorithmic improvements are outlined in the following sections and follow the same structure
introduced in Section 3.2.1.

Data is recorded by the tracker during calibration sequences and processed in the following
main steps.

4.2.1 Marker Correspondence

Passive markers in an infrared optical tracking system cannot be uniquely identified per se. The
skeleton calibration, however, is depending on the markers being unambiguously labeled during
the whole sequence. Therefore, in the first step Kirk et al. suggest identifying correspondence
between markers from one frame to next based on the proximity of positions as described in
Section 3.2.1.1. We use Double Exponential Smoothing Prediction (DESP) as introduced in
Section 3.1.6 to estimate the position of a marker in the next frame(s), which better accounts for
faster movements or lower frame rates.

We observed that the precision of the marker’s 3D position-reconstruction might seriously
suffer shortly before they disappear due to occlusions and after they reappear. This results in
markers “jumping around”, thus changing their position dramatically in consecutive frames.
Since for our tracking system that doesn’t occur too often, these problematic markers are simply
discarded. Therefore, a threshold, which marks the maximum a marker is allowed to move from
one frame to another, is used. Markers that “jump” over this threshold are then ignored for a
short period of time. We use a threshold of 50 mm as well as a time delay of 1/20 of a second,
which are depending on the tracking system used and have been determined experimentally.
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Nevertheless, during longer occlusions even predicting marker ids is not always sufficient.
In a second step we are therefore applying a new method based on the idea of Marker Sets de-
scribed in 3.2.1.1 to match labeled sequences of markers with the support of clustering. Our new
algorithm improves robustness of the labeling using the results of the second step (clustering).
We define and minimize an intra cluster distance variation value in order to reduce negative in-
fluence of tracking errors (e.g. “ghost marker”). Also marker identification after occlusions is
improved.

4.2.1.1 Using Inter-Marker Distances to Improve Marker Correspondence

Occlusions and erroneous data pose a challenge on finding marker correspondences, which with
the methods proposed in 3.2.1.1 still fails for certain data sets. First we cluster the Marker
Sets (MSs) as described in 3.2.1.1 to get an initial estimate of the MSs belonging to the same
physical markers. This first estimate of marker correspondences is also clustered into segments
as described in 3.2.1.2. In our novel approach, however, we then attempt to iteratively improve
these correspondences and clusters by swapping and deleting MSs by following these steps:

1. Cluster the MSs into Merged Marker Sets (MMSs) using the minimum distance Dij de-
scribed in section 3.2.1.1. This is similar to the original step 1 except we consider only
markers spatially local to the main marker of Marker Sets pi and pj for calculating the
transformation matrix A between them. This way a user does not have to assume the
same pose globally, but only with e.g. an arm. After clustering, an mmsi consists of a set
{ms1,ms2, ...msn} of MSs.

2. Cluster the MMS into Segment Merged Marker Sets (SMMSs) using the variance of dis-
tance varDistij . Note that varDistij (see Section 3.2.1.2) is calculated from markers in
the same frames (i.e. between two MMSs mmsi and mmsj , that have marker positions
in at least two common frames. Dij on the other hand is computed from Marker Sets
that don’t overlap in time as detailed in Section 3.2.1.2. This is analogue to step 2 in the
original algorithm.

3. Iterate over the SMMSs and find the SMMS sk with the largest varDistij between two
MMSs mmsi and mmsj . The algorithm then finds the MS responsible for the deviation
in mmsi and mmsj and removes it to a pool P of unused MSs.

4. Try finding MMS(s) were one/(some) member(s) of P can be fit into so that varDistij
does not get significantly increased for all the pairsmmsi andmmsj in the corresponding
SMMS. Alternatively look for pairs of MMSs mmsi and mmsj , which could be merged
together.

5. If the overall varDist is below a certain predefined threshold, or we have reached a spec-
ified maximum of iterations, stop. Otherwise goto 3.

Result of the algorithm is a set of MMSs, with each MMS corresponding to a physical marker
and a set of SMMSs, with each SMMS corresponding to one segment. Furthermore, a pool of
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Figure 4.5: Visualization of the joint position optimization problem (left), Visual representation
of a parameterized skeleton overlay with a video image (right).

unused MSs P contains marker data, which is thrown away. Depending on the size of the pool
the user can be warned in case a lot of data is contained in the pool, which is an indicator, that
there was erroneous tracking data (e.g. reflections in the environment or from retro-reflective
elements on sports clothing interpreted as markers etc.)

While the effectiveness of the algorithm also depends on the number of markers on the
segments, the two main advantages are:

• Detect if two MSs belonging to different segments are clustered together and correct it.

• Given there are two or more markers on a segment and at least one of the markers has
an id. Then the Distij to that marker can help to identify other MSs on that segment. In
other cases it might rule out that a MS belongs to a certain segment. Note, that the method
described above does not help to avoid markers switching ids when on the same segment,
if there is only two of them, because the value of Distij stays the same if they do.

4.2.2 Marker Clustering

The identification of markers situated on the same skeletal segment has been integrated with the
search for marker correspondence described in the previous section and is therefore not detailed
here. More information on the applied clustering algorithms can be found in Section 3.2.1.2 and
[125].

4.2.3 Joint Position Calculation

Assuming that the joints are approximately rotational joints, the markers of two segments con-
nected to a joint should ideally stay in the same distance to the joint during all frames (see
Figure 4.5). As suggested in [136] and [70] this is formulated as a least square fit problem and
optimized as detailed in 3.2.1.3. For this purpose we are using the nonlinear conjugate gradient
method [134]. It minimizes a given nonlinear function using the function’s gradient and details
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on the implementation can be found in [125]. However, the success and performance of the opti-
mization very much depends on the initial values. Since the joint positions are found iteratively,
start values close to the optimum require far less iterations and avoid being trapped in local min-
ima. For the estimation of the topology the center of gravity of two segments’ markers is used
as initialization for their in-between joint. Then the algorithm optimizes for a limited amount
of about 20 frames and computes the joint positions/cost between all possible combinations of
bones. The combinations with the lowest cost are then interpreted as the actual joints. These
calculations already produce a first estimate of skeleton parameters such as offsets of markers
from segments/joints.

In our extended method we have added an initialization step to the original algorithm, before
the global optimization of the joint cost function described in 3.2.1.3 is started. Using the param-
eters from the calculation of the topology we can initialize the global optimization. Therefore,
we use the first distance estimates in a local optimization algorithm to ensure good initialization
for the precise calculation of the joints’ positions.

4.2.3.1 The Local Optimization Function

The results of the topology estimation can be used to find good initialization values for the final
joint calculation. This results in an improvement of performance and convergence as compared
to the algorithm described in 3.2.1.3, where no specific initialization procedure is suggested. As
an input our method uses the average distance d̄old(c,mi) between a joint c and the markers mi,
as it was found during the calculation of the topology. Then, for every frame (locally), the initial
position of the joint is set to a value where the square of difference between the actual and the
average distance is minimized. Again the nonlinear conjugate gradient method is used for the
minimization of the cost function described here.

Since the optimization is performed for each frame individually and joint by joint only three
parameters xc, yc and zc are needed for the joint coordinates. Before the local optimization, they
are initialized to the center of gravity of the segments’ b′as and b′bs markers. The coordinates of
the ith marker mi at the frame to be treated are given by xi,yi and zi.

ljc(a, b) =
1

|ba|+ |bb|
∑

mi∈ba∪bb

(√
(xc− xi)2 + (yc− ...− d̄old(c,mi)

)2
(4.1)

Minimizing this function gives us optimized initialization values for the joint position in that
frame described by xc, yc and zc. This method has shown to be stable and robust, especially for
erroneous data. Calculating initial values in a closed-form approach using triangulation has also
been tested, but has shown to be less robust to inaccuracies of tracking or the initial parameter
estimation.

4.2.4 Computation of Skeletal Parameters

Once the joint positions are calculated for every frame, the offsets between markers and joints
can be calculated and averaged as introduced in Section 3.2.1.4 and detailed in [125]. These
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offsets can then be used in skeleton tracking to identify markers and correctly position segments
and joints in the marker point cloud. Figure 4.5 shows a visualization of the skeleton calibration
results. In our workflow we want to (help the user) decide, if the calibration result is sufficient.
Therefore, we need an error estimate of the skeleton model.

4.2.4.1 Error Estimation of Skeleton Parameterization

After having calculated parameters of the skeleton model consisting of rigid sections, it is im-
portant to assess the quality of the model and if it can be used for tracking. With a view towards
the application scenario in an every day clinical setting, we want to do that with as little user
intervention as possible. We therefore introduce an error measurement based on the joint cost
function described in Section 3.2.1.3. It produces a single value, which can be easily thresholded
or interpreted otherwise. The idea is to assess how well the skeleton model fits the data, there-
fore, its pose has to be adapted for each frame, so it matches the originally captured markers
of the calibration sequence. Starting at the root segment, the joint transformations are adapted
successively until all marker positions have been fitted optimally.

The skeleton is fitted to the data one segment at a time, which allows a closed-form solu-
tion. This in turn has the advantage of being very fast and robust, while the result still shows
descriptive.

The Algorithm From the standard algorithm described in 3.2.1.4 we retrieve a skeleton model,
that assumes the pose in the reference frame r. This skeleton model consists of multiple seg-
ments sri,r at different levels in the skeleton hierarchy l. Each of the segments has a number
of markers {m1,r,m2,r, ...mn,r}, the positions of which are defined relative to the inner joint of
the segment. Now joint transformations have to be found to fit the skeleton model to the marker
positions in a frame f .

Let Ti,f be the transformation matrix containing the rotation of segment i from the reference
frame to the desired pose in frame f . For each frame f we now want to find the transformations
necessary to best fit the markers {m1,f ,m2,f , ...} at the frame.

First the root segment sr0,r = {m1,r,m2,r, ...mn,r} of our parameterized skeleton in refer-
ence frame r has to be matched with the markers of the root segment s0,f = {m1,f ,m2,f , ...mn,f}
at frame f (where hierarchy level l = 0). In other words the transformation T0,f has to be found,
where s0,f ≈ srt0,f = T0,f ∗ s0,r. Again the method of Horn [58] as described in Section
3.2.1.4 is used for a closed-form solution of the transformation. The transformation is applied
to the whole skeleton structure including all children.

In the next step we calculate the transformations at hierarchy level l = 1, i.e. for all children
segments of the root. Similarly to the previous step the segment of the reference frame with its
markers sri,r is matched to the corresponding segment si,f in frame f calculating the transfor-
mation Ti,f . The transformation is again applied to all children of the segment. Calculation of
transformations are continued until the final level of the skeleton hierarchy has been reached.
Finally, from the transformations in the skeleton hierarchy, we can calculate transformed global
positions for all markers contained in the skeleton model for all frames denoted as mrtf,j .
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The error function measures the average square of distances between the marker positions
(mf,j with coordinates xf,j , yf,j and zf,j in frame f ) as measured by the tracking system and the
markers of the reference skeleton transformed into the pose of frame f (mrtf,j with coordinates
xrtf,j , yrtf,j and zrtf,j) over all frames. The function is thus given by:

error =
1

|f |

|f |∑
i=1

 1

|m|

|m|∑
j=1

(
(xrti,j − xi,j)2 + (yrti,j − yi,j)2 + (zrti,j − zi,j)2

) (4.2)

Results of this function allow to assess, compare and if necessary discard calibrated skeleton
models. Typical values for the error are below 100 in our system with the marker coordinates
given in millimeter.

Skeleton calibration is an offline procedure during which skeleton models are calculated
sequentially from one or multiple calibration sequences. Due to the offline nature of this pro-
cessing step, sophisticated algorithms such as non linear optimization or spectral clustering can
be used. However, the MoCap process itself is performed in real time.

4.3 Skeleton Tracking

The skeleton tracking algorithm detailed in this section attempts to fit the skeleton model to
the marker positions generated by the iotracker. The methods are partially extensions of those
designed for target tracking described in Section 3.1. The basic steps will therefore only be
referenced in this section.

Using the skeleton calibration described in the previous section, we are able to reconstruct a
full body kinematic constraint model of the user’s skeleton in an offline process. This kinematic
model is stored in an XML file as hierarchical chain of rigid segments, connected by rotational
joints as illustrated in Figure 4.6. Every segment is associated with one or more optical markers,
the position of which relative to the segment remains static, building a rigid clique.

At runtime the iotracker produces 3D marker positions as described in Sections 3.1.2 and
3.1.3. The skeleton model is then fitted to these marker positions to obtain a skeleton pose for
every frame.

The full parameterization of the skeleton model (body posture) is given by the set of all joint
angles plus the 6 DOF global transformation of the kinematic tree (usually the upper torso).
During the calibration procedure our tools automatically identify the upper torso (or any other
segment of choice configurable through the skeleton XML file) and label it as the root segment.

Our skeleton model fitting algorithm is composed of the following steps (see Figure 4.7).
Algorithmic details are given in the next subsections.

1. Prediction of the expected body posture.

Upon first run or re-initialization no previous body posture estimates exist. Therefore,
in these cases we are using a generic one (a standing pose or the so-called T-pose) as
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Figure 4.6: Kinematic model for skeleton tracking.

Figure 4.7: Overview of the skeleton tracking pipeline
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initialization. Otherwise, we use predictive forward kinematics to compute the expected
body posture from the last known pose as described in Subsection 4.3.1.

2. Rigid marker clique search, generation of a classification graph.

We try to identify every segment, with a rigid clique of two or more optical markers, in the
point cloud, by using inter marker distances. The method used here is similar to the one
described in Section 3.1.5. However, we usually have less markers on a segment than on
the targets described in Section 3.1.1. Therefore, most of the time, clique search will result
in multiple hypotheses how the model could be fitted to marker positions in the current
frame. From the differences between the actual relative distances and the ones stored in
the skeleton model, a model alignment error is calculated.

Every hypothesis, whose model alignment error lies below a certain threshold, is stored in
the vertex of a classification graph, instead of immediately deciding on a unique solution.
The graph edges represent geometric transformations between different cliques and are
computed upon insertion of new vertices. Details on this step are described in Subsection
4.3.2.

3. Classification graph pruning.

From the hypotheses in the classification graph, we first compute the absolute pose of the
associated segment in as many degrees of freedom as possible. We then test this pose
against the expected posture (determined in Step 1). If the difference between both poses
exceeds a certain experimentally determined threshold (12 degrees and 50 millimeters in
our implementation), the vertex and all of its edges are removed from the graph. We then
test the remaining edges of the classification graph against the kinematic constraints of
the skeleton model by pair wise examination of adjacent segments. When we find an edge
that does not satisfy the kinematic constraints, we remove both connected vertices from
the classification graph.

4. Filling in missing information.

In the event that occlusions prevent parts of the inner kinematic chain (e.g. upper or lower
arm) from being unambiguously reconstructed, but the end-effector pose (hands, feet) is
known, we attempt to solve for the middle joint pose by an iterative inverse kinematics
approach [24]. From here, we repeat Step 3 and 4 until all ambiguities are resolved.

5. Posture estimation.

In most cases, all ambiguities are resolved in Step 3 and only one vertex remains for each
clique (containing the hypothesis, how it best matches the data). In the rare event that there
are multiple hypotheses remaining, we assign scores to the hypotheses based on the model
alignment error. We then select the highest-scoring hypothesis from the classification
graph and remove the remaining hypotheses. We label all markers according to the clique
and associated segment they are matched with. If necessary, occluded optical markers are
substituted with “virtual markers”. Based on the uniquely labeled optical marker set, we
iteratively compute the full skeleton parameterization (using forward kinematics) with the
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(a) Distance limits for markers on adjacent seg-
ments.

(b) Pair-wise distances of multiple markers on
adjacent segments.

Figure 4.8: Distance limits of markers on adjacent segments.

goal of minimizing the model-alignment error, which is similarily calculated as described
in Section 4.2.4.1.

4.3.1 Prediction of the Expected Body Posture

The full parameterization of the skeleton model’s transformations is given by the set of all joint
angles plus the 6-DOF transformation (position and orientation) of the root segment. The torso,
as the center of the body, is usually chosen as the root of the kinematic tree. During the calibra-
tion procedure, the Skeleton Calibration Assistant will automatically identify the torso (or any
other segment of choice) and label it as the root segment, which will be named segment 0 in the
following. For a kinematic chain of n segments, let θi be the joint-angle between segment i and
segment i− 1. Given θ1...θn, the frame of segment n relative to segment 0 is:

T 0
n =

n∏
i=1

T i−1
i (θi) (4.3)

Where T i−1
i (θi) is the transformation matrix from the frame of segment i to segment i−1. In

absence of a valid measurement for θk(k = 1..n), it is not possible to compute T i−1
i (θi) for any

i ≥ k. We solve this problem by employing a double-exponential smoothing-based prediction
filter (DESP), as described in Section 3.1.6, for every joint angle θi, which provides us with
estimates of the joint angle in absence of actual measurements. DESP can be used to predict
the rotation (in quaternion representation) multiple frames to compensate for short occlusions
and other tracking errors, but the quality will naturally decrease with the number of frames, for
which no actual measurements are available.

4.3.2 Algorithmic Extensions for Kinematic Chains of Rigid Cliques

In an unstructured point cloud, unique marker identities can only be established by inspecting
known pair-wise distances between markers. For carefully designed rigid-body targets the algo-
rithm for clique search described in 3.1.4 works very well. However, with the proposed arbitrary
positioning of markers on a MoCap suit, often multiple similar distances between markers can
be observed in the entire point cloud, which leads to labeling ambiguities. Due to the relatively
large number of markers in a Motion Capture configuration, it is not enough to just use the known
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pair-wise distances between markers on the same segment in order to establish unique marker
labels. Therefore, we extended the complexity reduction algorithm described in Section 3.1.4.1
from a single rigid clique of markers to kinematic constraint models. We precompute additional
multi-dimensional marker-to-marker distance lookup tables from the calibrated skeleton. This
computation is performed as a separate offline step. Figure 4.8a) shows a simple two-segment
skeleton fragment connected by a spherical joint, where each segment has exactly one rigidly
attached marker (marker1 and marker2). In an unstructured point cloud, only markers that
are found to lie at a distance between dmin and dmax frommarker1 should be considered likely
to be labeled marker2. The value-pair [dmin, dmax] is computed a-priori for every pair-wise
combination of markers on adjacent segments.

Distance lookup-tables can be extended to span multiple markers on adjacent segments as
pointed out in the following example.

Example:
For any given distance dm1,m2 (where dmin <= dm1,m2 <= dmax) between marker m1 (on

segment1) and marker m2 (on segment2), distance dm1,m3 between marker m1 and marker
m3 (on segment2) can be stored in a lookup table. Figure 4.8b) illustrates this example. For
reasons of efficiency and memory usage, distance values are discretized with step sizes of mul-
tiple millimeters. Using the distance lookup tables described above, we iteratively inspect the
distance relationships between markers on adjacent segments. This allows for significant im-
provements in marker labeling accuracy, with minimal computational overhead.

The output of the skeleton tracking step is the body posture as described above for every
frame and so-called “points of interest” (POIs) as described in the next section.

4.3.3 Points of Interest

A POI is a specific position defined within the skeleton model. It can be defined relatively to a
joint while being located on a segment. POIs can define positions on the skeleton that have a
special relevance for (medical) applications. POIs have two main purposes:

1. POIs can be used to define a set of virtual markers.

2. POIs can define positions on the skeleton that have a special relevance for the (rehabili-
tation) application (e.g. heel position for gait-analysis or a point on the upper position of
the shoulder to detect shoulder-elevation).

Virtual Marker Sets The flexible marker arrangement in our MoCap system offers many
advantages, while it has one major disadvantage. When in use with an application that relies
solely on the input of 3D marker positions, it is almost impossible to automatically put a marker
in context (i.e. label it and assign it to a segment of the internal representation). Manual labeling
is also not an option, since we want to keep human interaction to a minimum. Therefore, the
solution is to specify a set of virtual markers, which always remain in the same relative position
on the segment. This position can be easily specified and calculated as soon as the tracking
system has computed the pose of the skeleton from the real world markers. Furthermore, the
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tracking system labels the virtual markers with a unique label, which enables the application to
recognize a certain marker even from one tracking-session to another.

Therefore, virtual marker sets can be used with character animation or motion analysis soft-
ware, which have their own skeleton representation. In these applications the virtual markers
are assigned to the skeleton only once by hand and can then be reused with different real world
marker sets.

It is also possible to emulate other marker-sets with virtual markers (e.g. Helen Hayes
marker-set as described by Tabakin et al. in [144]). These can then be used on-the-fly with
existing configurations and applications.

Finally, virtual markers have the advantage that they can be placed at arbitrary positions
even inside the body, where they can be used for example to determine joints, segments or other
relevant landmarks.

An example, where two physical marker sets (Figure 4.9) have been mapped to the same
virtual marker set, is shown in Figure 4.10. The visualization application is based on the tool
developed in [45].

Relevant Positions In many cases, a certain point on/in the skeleton/body is needed for pro-
cessing in a certain application. However, if we want to keep the marker-setup flexible, we
cannot rely on placing a marker on each of these positions (for landmarks in the body this also
is virtually impossible).

For the chronic pain rehabilitation game and the exercises (see Chapter 7), that are being
mapped to game-interactions, the exact position of certain body-parts is of high importance.
Thus the foot (heel)-position needs to be tracked precisely during walking, so we can exactly
determine the point in time, when the foot touches the ground. This is important for the synchro-
nization of the walking cycle with the EMG-values. For another exercise, we want to evaluate
the arm-elevation. Therefore, we can define a point on the wrist as POI and thus measure the
elevation-level of the arm.

The position of a POI is defined in the skeleton-XML-file by its offset relative to a joint-
position. In addition, it is associated with a segment to define the order in which it is processed
within the skeleton hierarchy. From this relative position the absolute position is calculated for
every frame by the tracking-software.

For computation the hierarchy of the skeleton is traversed and the segment/joint-positions
updated according to the current joint-angles. Finally, the offset of the POI is added to the ref-
erenced joint/segment-position resulting in the absolute POI-position. The XML-representation
of the POI and its translation is then transmitted through the interfaces described in Chapter 6.

4.3.3.1 Movement Velocities

From tracking data of different POIs over time walking speed, head rotation velocity and hand
movement velocity are calculated. The IOTMCSkelMod OpenTracker node (see Sections 2.8
and 6.6.3 for details) uses the heel positions for calculation of the walking speed on a treadmill.
The algorithm expects the vector of the walking direction as input (usually defined according to
the placement of the treadmill in the room). Once events with heel positions start arriving they
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Figure 4.9: Two MoCap-suits with different marker-sets (passive markers).

are cached and analyzed for local maximum and minimum positions in the direction of walking.
Once an extreme position has been recorded for each foot the stride length of the corresponding
step can be calculated. From the input’s timestamps we calculate according step times and sub-
sequently velocity of each step. The overall walking velocity transmitted to the application layer
is averaged over several steps to increase robustness. Furthermore, error detection mechanisms
ensure that only regular steps are considered and issues like temporary occlusion of markers or
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Figure 4.10: Points-of-interest visualized. Please note that the avatar is just added to better
illustrate the locations of the POIs and not perfectly aligned with the real-world-position.

other tracking failures don’t produce faulty velocity measurements. This is especially important
for the application described in Chapter 7, where we want to measure walking velocities with an
accuracy of 0.1 km/h, while we expect approximately constant stride lengths.

Hand movement velocity is calculated based on POIs located on the wrist and their times-
tamps. We first measure distances between successive positions and calculate the velocity based
on the time differences.

Rotation speed of the head is measured similarly, only that it is calculated for the different
rotational axes separately, thus resulting in three different velocity measurements.

4.4 Technical Evaluation

4.4.1 Performance

The iotracker server application runs on a quad-core CPU (Intel Core2Quad Q9300 with 2,5
GHz with around 75% CPU load). The skeleton tracking is implemented in a highly parallelized
way using OpenMP and utilizes all cores. Especially step 2, which is the most computationally
intensive, is well suited for parallelization. During our evaluations we were running the iotracker
server and the game (developed in Unity3D) along with other input modalities (automatic speech
recognition and electromyography) on the same PC. Therefore, we used a Workstation with two
Intel Xeon DP X5355 processors (a total of 8 cores). CPU load was at around 85% during active
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gameplay. The latency of the MoCap system consists of Firewire data transfer latency of 18ms
(in case of 60 Hz tracking), since all camera images are transferred to the PC for processing.
Additionally, overall latency is determined by the time needed for skeleton tracking, which is
typically between 5 and 10 ms for one skeleton on the above CPUs.

4.4.2 Infrared-Optical Tracking System

Basic measurements of the iotracker have been presented in [105]. Measurements indicate low
latency (20−40ms) for the targeted amount of markers, minimal jitter (RMS less than 0.05mm),
submillimeter location resolution and relatively high accuracy with a RMS distance error of
±0.5cm. For a more detailed description of the marker tracking performance please refer to
[105].

4.4.3 Skeleton Calibration

In the standard skeleton configurations, that have finally been used in the application described in
Chapter 7, the upper body is connected to the upper arm directly via a rotational joint. However,
in early experiments we placed additional markers on the shoulder blade and calibrated it as an
additional segment in the model.

An evaluation of the serious game with ten patients has been conducted as described in
more detail in Section 7.5. Each patient was participating in the game interventions in a period
of four weeks with one or two game sessions per week. During the evaluation the usability
of the skeleton calibration procedure was rated good. All patients were capable to perform
the requested skeleton calibration exercise and the calibration assistant produced and selected a
functional skeleton model for each individual in almost all cases (87.5 %, see Section 7.4.2 for
more details). Since accurate skeleton calibration depends on a correct labeling step, it can be
assumed that labeling also worked in at least 87.5 % of the calibration sequences.

Furthermore, the MoCap system was working stable and produced robust tracking data
throughout the evaluation. Due to the lack of ground truth no absolute measurements of the
system’s accuracy have been made. Measuring human motion data with non-intrusive means
(e.g. a goniometer) is usually highly inaccurate and depends on the tester and articulation used.
Acquiring kinematic data of a human body by intrusive means on the other hand requires an
enormous effort (e.g. radiostereometry [150] or bone pins [4]) for which we lack the means.

4.4.4 Skeleton Tracking

Visual inspection and subjective evaluation of the motion data showed smooth movements with
little jitter. Evaluation of the joint angles showed also little jitter and high relative accuracy.
Plots of unfiltered tracking data produced by our system can be seen in Figure 4.11 (curves
of angles with graduation in the sub-degree domain). We have measured the rotation of the
head relative to the torso on the up-axis. Even during fast motions like shaking of the head
our system produced a smooth curve of measurements and even the inferred rotation-velocity
introduced little jitter. When looking at slower motions our system produces values with sub-
angular accuracy, which exhibit high plausibility. In addition, movement parameters calculated
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Figure 4.11: Rotation angle and velocity of the head relative to the torso around the up-axis
during fast movement, i.e. head shaking (top), rotation of the head in the sub degree domain
(middle), reaching height and velocity of a hand (bottom)

from positional information show little jitter in position and velocity. Finally, measurements
regarding range of motion of assessed exercises show good repeatability.
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CHAPTER 5
Consumer Devices as Alternative

Motion Capture Devices

5.1 Motivation

As stated in Chapter 1 home-based exercises play a crucial role in rehabilitation. The iotracker,
however, is too expensive and difficult to setup in a home environment and we have therefore
evaluated Microsoft Kinect (Section 5.2) as an alternative MoCap solution to iotracker in Section
5.3. This low-cost and plug-and-play tracking component can capture certain movements and
exercises with an accuracy, which is sufficient for our rehabilitation context, while it might not
be so well suited for others. However, a single Kinect only covers a relatively small tracking
space. Therefore, we have built a system consisting of several Kinects to assess the applicability
in wide-area tracking scenarios as detailed in Section 5.4. The systems and findings described
in this chapter have been published in [131, 127] and [93].

5.2 Setup

We have integrated Microsoft’s Kinect in our ARTiFICe framework [93] as described in Chapter
6. Kinect has been designed as a natural user interface using gestures instead of controllers to
provide input to conventional games. As opposed to the iotracker based MoCap system, it uses
only one camera for tracking and works without markers. Instead, a dot pattern is projected
onto the environment and user(s) by an infrared laser. Projected points are traced by the camera.
Projector and camera are positioned at a certain calibrated distance from each other within the
Kinect casing. Therefore, the dots recorded in the camera image and the original pattern can be
used to reconstruct a depth image. The depth image in turn is used to calibrate and fit a human
skeleton model, resulting in a skeleton pose [135]. In addition, from skeleton poses over time
gestures can be recognized using the middleware layer “Flexible Action and Articulated Skele-
ton Toolkit” (FAAST) [143]. In addition to the skeleton pose, FAAST recognizes gestures, that
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can be used within a game. FAAST wraps the OpenNI/NiTE framework as well as Microsoft’s
Kinect for Windows SDK, that provide alternative solutions for lower level access to the Kinect.
The accuracy of Kinect is limited by the resolution of the camera and by the fact that only one
perspective is used.

5.3 Evaluating Accuracy of a Single Kinect

We conducted a brief technical evaluation of Microsoft’s Kinect. The main focus of this eval-
uation was to determine, whether certain exercise movements (as they are used for the serious
game described in Chapter 7) can be tracked satisfactory. To compare our MoCap system with
Kinect we have recorded unfiltered movement data simultaneously with both systems. We ran
iotracker and Kinect on two different workstations connected by a local area network. The data
from Kinect was streamed to the iotracker PC, where time-stamped values were written to file.
For movements typically used in the mini games we then compared significant parameters be-
tween the two MoCap systems. In addition, we test played two of the mini games described in
Chapter 7 by using Kinect. Although both systems work within the infrared spectrum of light,
the systems did not negatively affect each other’s measurements. The first aspect, which we
investigated was the user’s hand positions and parameters derived from these. We started com-
paring the reaching height relative to the torso, as reported by both systems. Figure 5.1 shows
the height values of the right arm as they are used within the game. Measurements show good
conformance except that the hand position calculated by Kinect extends slightly larger (about 5
to 7 cm). This is amplified by the fact that the hand position is defined slightly different in both
systems. Later studies like [97] confirmed deviations of around 7 cm for the wrist positions.
Furthermore, for Kinect jitter in positional data is clearly visible in the extreme positions. Jitter
also strongly disturbs the velocity, which we calculated on a frame by frame basis. Figure 5.1
shows a comparison of velocity graphs. Since velocity is being used to determine smoothness
of motion this is considered problematic for our application.

Due to the positional differences, latency between the systems could not be exactly deter-
mined. However, aligning the extreme positions of the movements we have estimated the Kinect
data to arrive somewhat below 100 milliseconds later than the iotracker data. Taking into ac-
count the latency of 20-40 ms of the iotracker and that the abovementioned network transmission
between the two workstations running iotracker and Kinect adds a few milliseconds, overall la-
tency of Kinect is estimated to be around 100ms.

The second aspect under investigation were walking movements. We have taken a look at
variations of foot positions in the walking direction, while walking on a treadmill, which are used
to calculate the stride length and walking speed consecutively. The Kinect sensor was placed in
front of the treadmill, creating a difficult scenario in which the player was partly occluded by
the treadmill’s structure and foot positions could only be calculated from depth information. A
visualization of the setup’s depth image provided by FAAST can be seen in Figure 5.1. Once
Kinect properly recognized the player within the structure, it performed rather well for our
purpose. Iotracker reported larger values for stride length compared to Kinect. That could be
caused by different definitions of foot positions (a comparison of foot positions is shown in
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Figure 5.1: Comparison of measurement between iotracker and Kinect/FAAST. Handposition
and velocity (upper row). Treadmill and test user with skeleton model visualized by FAAST
during the walking measurements (lower row left) and foot positions in walking direction (lower
row right)

Figure 5.1). Jitter is again recognized to be stronger than in our system and even stronger than
for the hand positions. Nevertheless, Kinect provides useful measurements for our purpose.

Head rotations are another aspect that is crucial for the serious game described in Chapter 7.
However, tracking of head rotations was not available in OpenNI/NiTE. This feature was only
introduced with Microsoft’s Kinect for Windows SDK version 1.5, that was released approxi-
mately one year after we ran these tests. Therefore, we could not evaluate these measurements
nor test that specific part of the game. The head tracking solution of the Kinect for Windows
SDK is based on face tracking from an RGB image. Therefore, technical limitations of this
approach are very likely to lead to relatively inaccurate measurements.

Overall Kinect works surprisingly well as an alternative MoCap system used to control our
game targeted at rehabilitation of chronic pain patients. Our tests have shown that it correctly
captures some of the exercises used within the game. Two out of three mini games were playable,
although with certain restrictions. Kinect, however, can’t measure all required parameters and
lacks accuracy required for others, especially with regard to a medical evaluation.

5.4 Extending Tracking to Wide Area

As introduced in Section 2.5, recent developments in consumer hardware have introduced marker-
less MoCap as input to games for entertainment but also serious games for rehabilitation [79].
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Low-cost depth cameras enable applications to capture human movements in a non-intrusive and
stable way. Ready-to-use software modules and middleware, for retrieving sensor data and hu-
man pose information of a simplified skeleton model, have been distributed by sensor manufac-
turers [91, 110]. Furthermore, application interfaces make integration in existing and customized
applications possible. Finally, ease of deployment and good usability makes them applicable in
a home environment. By moving control into the third dimension compelling experiences can
be created and new ways of interaction established.

To a limited extent this has been explored in different ubiquitous computing projects, where
boundaries between devices (ideally) become transparent to the user and a unified form of inter-
action can be applied (for an overview see [107]). However, the application of wide area tracking
in such a context provides a whole set of new possibilities: As introduced in [162] MoCap data
can be used to interact with three-dimensional objects or projected surfaces and menus. In a
game a virtual avatar could follow a player around in his apartment and could be interacted with
by gestures. If the game is distributed on different platforms, a PC, game console or smartphone
could then provide visualization of the game content. Serious games for rehabilitation could
also greatly benefit from an extended capture space. Only then for example natural walking and
gait analysis could be integrated in a game.

Nevertheless, systems, such as Microsoft’s Kinect, are designed for use within a classical
home entertainment setup and are therefore limited to confined spaces. The tracking volume is
rather small due to the limited field of view of the integrated camera and technical constraints
(i.e. range of IR illumination) restrict the possible distance between user and sensor. In addition,
occlusions, especially with multiple users, result in incomplete postural information. To our
knowledge, our system presented in the following, was the first to use multiple depth cameras
to enhance full-body tracking data and expand the MoCap area beyond a single room. We are
integrating commercially available depth cameras and motion capture middleware in a flexible
networked software environment, which allows us to improve the tracking quality and scale
the captured volume almost arbitrarily. Deploying multiple Kinects in a single room causes
interference, if the projected dot patterns of the individual sensors overlap. However, a certain
amount of overlap between sensors is necessary to allow seamless coverage of a capture volume
and for calibration as described in the next subsection. We found that skeleton tracking quality
did not deteriorate substantially even with two adjacently positioned Kinects. These finding
has been confirmed by [11], which was published simultaneously to our work [127]. Berger et
al. also measured the percentage of error pixels for multiple Kinects and different placements,
which increased with the number of Kinects. However, the error largely stayed in the low one-
figured range except for highly specular materials and four Kinects. Nevertheless, we have tried
to limit overlap to smaller areas and a small amount of sensors to reduce unnecessary errors. To
reduce errors further or in situations where more overlapping sensors are required, an approach
similar to [64] could be used. Kainz et al. attached vibration motors to the sensors to blur the
pattern for other simultaneously measuring sensors.

5.4.1 Software and Calibration

We are using consumer hardware (i.e. Microsoft’s Kinect [91] or Asus Xtion [7]) together with
the OpenNI [110] software framework and NiTE [109] middleware. OpenNI offers interfaces for
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low-level communication with devices, while NiTE offers higher-level features such as skeleton
tracking and gesture recognition. For reasons of simplicity we will call the hardware compo-
nents “sensors” in the rest of the chapter. In order to use data from multiple sensors, it has to be
transformed into the same coordinate system. For that, the relative positions of sensors to each
other are needed. We utilize the MIP Multi Camera Calibration tool [122], which can be used to
calibrate intrinsic and extrinsic parameters of RGB and depth cameras. The origin of our world
coordinate system is that of an arbitrarily chosen master sensor. The other sensors’ positions
are calibrated relative to the master. Therefore, the sensors have to have an overlapping field of
view. With the Kinects’ RGB cameras we take multiple pictures of an A0-sized checkerboard
calibration pattern in the overlapping regions. From the images we calculate the transformation
from one camera space to the other using the calibration tool. For sensors, which don’t overlap
with the master, transformations can be concatenated, as long as they can be calibrated relative
to some other camera. Evidently, this might significantly reduce accuracy of the calibration,
however, for many applications a good calibration relative to the next sensor will usually be
sufficient. Good calibration of the sensors requires some effort, because multiple pictures have
to be taken with the calibration pattern in different positions and these have to be manually an-
notated or deselected, where automatic detection of the pattern fails. Calibration of one camera
relative to another can therefore take up to an hour. Alternatively, other methods of calibration
incorporating visual features, the depth map or prior knowledge of the environment could be
used to improve the global registration of the cameras. Kainz et al. [64] for example suggest
a method combining tracking values of 2D markers and depth measurements to compensate for
variations in depth values of individual sensors. Results of [64] indicate that for accurate sur-
face reconstruction the refined calibration strongly improves the results, because deviations of
few centimeters already result in distorted 3D models. However, for our use case improvement
might be less significant, because of the error introduced by the skeleton model fitting process
[97], which in many cases can be higher than variation of depth between sensors.

5.4.2 Design

Our flexible combination of MoCap data enables us to almost arbitrarily scale the tracking vol-
ume. To achieve this, we are using a local area network to connect different sensors and to
distribute tracking data. Furthermore, sensors are grouped in a modular way and arranged in a
tree-structure connected by the network. Possible arrangements are shown in Figure 5.2. The
different elements in the structure of our system are called cell and node. A cell consists of a
single sensor together with associated software components to derive human pose data from it.
A system diagram of a cell can be seen in Figure 5.3 a). It is the basic structure of our system.

A node is placed on top of one or more cells, collects tracking data and manages interaction
between its cells. It communicates with other nodes and is therefore also responsible for network
communication. A diagram of a node is depicted in Figure 5.3 b). One of the most important
tasks of a node is the merging of MoCap data from different cells. It waits for input from all
cells, which are currently tracking a user, and then utilizes the collected data to create the most
probable skeleton pose. How different skeleton poses are fused is described in the next section.
Usually, for reasons of applicability (e.g. length of sensor cables), a node will also be associated
with the spatial structure of the building (i.e. a node will usually not extend beyond a room).
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Figure 5.2: Arrangement of cells and nodes. a) node with local cells b) nodes with local and
networked cells c) nodes with one cell each connected to a root node via network

Figure 5.3: System diagrams of the different elements of our system. a) cell b) node c) visual-
ization client.
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The root node of the tree-structure has a special task. It collects and merges data from all nodes
and makes it available to other applications. The elements described above enable us to create
flexible network structures as depicted in Figure 5.2. The elementary setup consists of one node
only with one or more local cells connected to it and is depicted in Figure 5.2 a). In a more
elaborate configuration, multiple nodes are connected to cover a larger area as shown in Figure
5.2 b). With this setup multiple rooms can also be covered easily. Finally, Figure 5.2 c) shows
a special case, where each node has only one local cell attached. This is the configuration we
used in our tests for reasons described in the next subsection.

5.4.3 Implementation

Our system is implemented in C++ and uses OpenNI version 1.1.0.39 [110] to retrieve data
from the sensors. NiTE (version 1.3.1.4) [109] provides software implementation for all OpenNI
modules including the user generator. This module performs human skeleton tracking on a per-
cell basis. Furthermore, we make extensive use of the Boost [16] library for various purposes
like serialization and network communication.

5.4.3.1 Cell: Acquisition of Pose Data

Each cell encapsulates OpenNI modules, which are necessary to retrieve user and depth data.
The latter is used purely for visualization. We implemented custom data structures for the use
and serialization of data. Data is distributed over the local area network using TCP-connections.
Two types of data have to be distributed: calibration data and skeleton pose data.

Initially, the skeleton of each user must be calibrated to reflect his real measurements. This
has to be done only once while the user is within the tracking area. To perform the calibration
the user has to stand in front, facing the sensor in Y-pose for about half-a-second as described in
[110]. Once finished, the skeleton calibration is handed over to the containing node for distribu-
tion to other cells. This accounts for the version of the NiTE-middleware used in the implemen-
tation. Later versions have been released where no calibration pose is required. Skeleton pose
data is generated in all cells for every frame, whenever the sensor delivers an update. This is
also the case for frames, where no user is detected by a sensor and an empty pose is generated.
Updates in every frame are important for the merging process as discussed in Paragraph 5.4.3.2
b). The cell sends the pose to the node, in which it is contained, for further processing. A schema
of a skeleton pose object is depicted in Figure 5.4. It contains translation and rotation for each
joint and a confidence value for each transformation, as delivered by OpenNI. In addition, for
each joint transformation of the pose we add a weight attribute indicating the number of sensors
used to generate it. This is important for the merging process, where a pose calculated from two
sensors should have more importance than one from just one sensor. For one user the payload
data of a pose update can be up to approximately one kilobyte. Therefore, the bandwidth re-
quired for the transmission of this data is rather small. Furthermore, in most cases the pose will
be empty for a larger environment, since a user will only be tracked by a small number of cells.
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Figure 5.4: Schema of our skeleton pose structure

5.4.3.2 The Node: Merging and Communication

As stated before, the node has two major purposes - merging of MoCap data and communication.

a) Communication For communication, each node has a client and server available, which can
establish TCP-connections between nodes. The client can be used to connect to one node higher
up in the hierarchy (in the direction of the root). The server, on the other hand, can establish
multiple connections with other nodes one level below in the hierarchy. One connection is
established per node. It is communicated to the rest of the nodes as a networked cell, with the
same properties as a local cell, only that it streams data from the network instead of from a sensor.
Configuration of the connections of each node is established via a local XML-configuration file
or application arguments. Once the nodes are connected, the network can be used to serialize
and pass objects between them. The skeleton calibration is distributed from the root node via
optional intermediate nodes to all cells. Therefore, it has to be performed only in one cell of the
root node. The calibration is then automatically stored in a file and distributed to all cells. While
local cells are loading the calibration from file, for distributed cells the data is serialized over a
TCP-connection.

MoCap data is collected in a node in the form of the pose objects described in Section 5.4.3.1.
No hardware synchronization of multiple sensors is available. For local cells synchronization
of the cell data can be easily achieved on the software side by the mechanisms described in
[110]. For cells receiving data over network connections, the transformations are updated as
soon as they arrive and processed in the next loop of the merging process. If no update arrives
for two frames, the old data is considered invalid. If an empty pose object arrives, the data of
the corresponding sensor is also invalidated. Empty pose objects are otherwise ignored in the
merging process. Due to the delay in the network communication the latency is slightly increased
with networked cells. However, the small packet size of the pose updates limits network load
and ensures fast updates.

58



b) Merging Once a node has received updates from all connected cells (local and networked),
it attempts to merge the MoCap data into one skeletal pose. This fusion is performed on a
per-joint basis taking into account the confidence and weight attributes. Position and rotation
of a joint are treated similarly, except that position vectors are linearly interpolated and for
the rotation quaternions spherical linear interpolation is used. Therefore, we will discuss only
position merging in the following.

First, the positions are sorted according to confidence. If only one position with the highest
confidence is available, it is returned. Otherwise, starting with an empty combined position, the
positions from the cells are added one by one. This is done by linear interpolation between com-
bined and new position. The weight-ratio to the combined positions determines the contribution
of the new position in the interpolation. After each added position, the weights are updated for
the combined position. For positions this can be considered as the weighted average position.

However, for future work we want to keep the implementation more flexible so more elabo-
rate merging strategies can easily be incorporated, which might also take into account positions
with less confidence or other attributes. Nevertheless, in the current NiTE implementation con-
fidence values are limited to 0, 0.5 and 1 to distinguish between low and high confidence. Only
transformations with a confidence of 1 were useful for our purpose, because lower confidence
usually is associated with a very rough approximation. This largely decreases the options for
merging the data. Once position and orientation are merged, they are updated for each joint in
the merged skeleton pose, which is then sent up the hierarchy to the root node. Once all updates
have arrived and are merged at the root level, tracking for the whole tracking area is complete
and can be passed to the application.

5.4.3.3 Interfacing Applications

Nodes also contain an interface, which can be accessed by applications. This interface is usually
only active for the root node and can be configured via XML-file. It consists of a VRPN-server
[147], which sends updates for each frame and has a station defined for each joint transforma-
tion. Applications based on our ARTiFICe framework, as described in chapter 6, are using the
VRPN-client implementation of the ARTiFICe middleware layer to access and utilize data. For
this work we have implemented a small application based on ARTiFICe, which applies the trans-
formation to a stick figure for visualization purposes. A schematic overview of this visualization
client can be seen in Figure 5.2 c). We utilize the functionality of the ARTiFICe core classes,
which receive joint pose and transformation updates for the joints and can map them to game
objects or avatars.

5.4.4 Results

We have evaluated our system with different sensor placements to simulate situations which
occur in wide area tracking. The test setup consists of three nodes with one cell/sensor attached
to each, as depicted in Figure 5.2 c). The nodes are run on three different Windows-PCs with
moderate hardware – two dual-core notebooks and one quad-core PC. Currently, only one sensor
can be used per PC in our setup. This is caused by the fact, that each sensor needs a separate
USB-host controller but mainly due to limitations of the current NiTE implementation. Its user
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Figure 5.5: Sketch of the setup with three sensors

generator only works properly with one sensor per PC. The quality of the merged tracking data
is, of course, to a large degree dependent on the accuracy of the posture delivered by NiTE to
each cell. A short evaluation of the accuracy of the tracking data produced by one Kinect can be
found in Section 5.3 and has been published in [131].

Furthermore, the quality of fused data depends on the extrinsic calibration of the sensors.
With the method and tool presented in Section 5.4.1 we have achieved calibration accuracy of
a few centimeters. This is due to the sensor’s limited shared field of view. However, for most
applications in entertainment, e.g. animation of an avatar, the current calibration accuracy is
sufficient, since with the sensor’s given limited tracking accuracy it doesn’t produce new visible
artifacts.

5.4.4.1 Completing Tracking Data in Overlapping Regions

Here, we are taking a look at an overlapping area of two sensors. At the edge of the view frustum
it can occur, that single limbs are already outside the field of view of the depth camera and are
therefore not properly tracked. However, as long as the torso is visible, a good estimate for the
rest of the body is usually possible. In case the missing limb is visible in another sensor, the
pose can be easily completed. Therefore, placement of the sensors is crucial. The overlap has
to be large enough, so the seamless transition from one cell to the other is possible. On the
other hand overlapping sensors produce disturbance (due to overlapping projected dot patterns)
and therefore should be kept to a minimum. Figure 5.5 depicts the setup for this test of sensors
placed side by side with a small overlap.

Figure 5.6 shows, how each arm is only visible in one sensor. Also, one leg is only tracked
by one node. After merging the data our visualization client uses the completed correct pose for
animation of the stick figure.

5.4.4.2 Extending the Tracking Area

1) Increasing the volume To increase the tracking volume three sensors are placed side-by-
side in a larger area with small overlapping regions. This setup could also be arbitrarily ex-
tended. Figure 5.5 shows the setup of the three sensors, where sensors have been placed at an
approximate height of 1.3 meters and 2.5 meters apart. Experiments with fixating them in higher
positions and tilting downwards strongly decreased tracking quality of the lower extremities. To
our experience level alignment works best. Overlap was about half-a-meter at the range of the
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Figure 5.6: Demonstration of mutual completion of the pose by merging data from different
nodes. Visualizations show the tracked user in the depth images of two sensors and correspond-
ing skeleton pose as mapped to the stick figure by our visualization client.

tracked user. Figure 5.7 depicts snapshots from the depth images and avatar animation, while a
user is changing from one cell to another. Note that the animated avatar in the bottom part of
the figures appears slightly tilted in the areas on the side due to perspective projection. Facing
the sensors and stepping sideways from one sensor’s field of view to the next works very well,
because in this position there is a lot of data available to infer the user’s posture. Tracking a user
from the side, on the other hand, usually produces not the best results, because one arm and leg
are at least partly occluded by the rest of the body. Therefore, limited posture information or
poor confidence is often produced. In this scenario it can hardly be compensated for by merging
data, because all sensors have similar perspectives on the user. Placing sensors orthogonally, as
described in the following subsection, greatly improves tracking quality in these cases.

2) Extending from room to room For the final tests we were taking a look at the possibility
of covering a larger indoor environment with multiple rooms. We have therefore placed two sen-
sors inside the room and one outside the door orthogonally to the other two sensors as depicted
in Figure 5.8. Figure 5.9 shows the correct transition from one room to the other. Placing sensors
normal to each other also improves tracking of movements, which can only be captured poorly
from some perspectives e.g. tracking walking from the side is difficult due to occlusions. How-
ever, small pathways make an exact extrinsic calibration of the sensors difficult and sometimes
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Figure 5.7: Different snapshots of one user changing from one cell to another.

Figure 5.8: Photo of our setup with one sensor in the next room.

result in artifacts due to limited overlaps.

5.5 Discussion

We have evaluated our low-cost wide area MoCap system in different situations, which fre-
quently occur in multi-camera setups. Merging the skeleton pose at a higher level (as opposed
to merging the depth data before a skeleton is fitted) improves tracking data in many cases. In
addition, it makes the system easier scalable. A video1 shows the system in action.

1https://www.youtube.com/watch?v=qWSay6Cc840
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Figure 5.9: Snapshots of a tracked user from setup with orthogonal sensor placement in two
rooms. Left side shows how multiple perspectives improve tracking. Right side shows the user
in two different rooms.

For extending our work to the tracking of multiple users we would have to keep track of
the global position of each user and identify each newly detected user in a cell by a global id.
This plan is somewhat hindered by the fact that the skeleton calibration produced by OpenNI is
only available in a binary file of one megabyte or above. Therefore, serialization and transmis-
sion takes a considerable amount of time in our current implementation. While a waiting period
of 20 seconds might be acceptable for a single user, longer breaks with every newly added
user in a multiuser environment would be very disruptive. Later versions of OpenNI/NiTE
and Microsoft’s KinectSDK allowed new users to be tracked without any specific calibration
pose, a feature that would significantly improve usability especially in a multiuser system. The
KinectSDK has no estimate for the confidence of the tracked joints, although recent versions
of the KinectSDK differentiate between joint data that is not tracked but “inferred” by calcula-
tion from other tracked joints and actually “tracked” joint data. Combining data from multiple
sensors using elaborate pose merging strategies incorporating movement trends and stronger em-
phasizing confidence values would be promising. However, with the acquisition of Primesense
through Apple and associated discontinuation of support for the NiTE middleware, there seems
to be no immediate opportunity.
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CHAPTER 6
A Framework for VR/AR and

Multimodal Feedback

Developing applications and serious games for rehabilitation, especially with a VR setup, re-
quires a lot of time and effort, because in addition to the implementation of game logic and con-
tent, often input/output devices and technologies have to be integrated and their data processed.
Support for integration of non-desktop devices is usually not available in standard game engines.
With a suitable framework on the other hand the development process can be significantly sim-
plified and sped up. Therefore, for serious games in rehabilitation and other applications in
research and teaching we have developed a Virtual and Augmented Reality (VR/AR) framework
- ARTiFICe [93] -, that is lightweight and flexible but still powerful. Furthermore, it is extensible
to easily integrate new devices and technologies. In addition the framework provides software
modules that eases development of 3D interaction techniques and distribution in the application.
These features together with the integration of an off-the-shelf game engine makes it very well
suited for the development of serious games.

The ARTiFICe framework also facilitates development of collaborative AR applications and
interaction techniques for mobile devices employing Vuforia [111] for tracking. However, hand
held AR scenarios are not the focus of this thesis. The interested reader is kindly referred to
[93] and [92] for further details. In contrast to the latter, this chapter focuses on integration of
MoCap data, biosignals and haptic feedback.

This chapter is organized as follows. Section 6.1 gives a short motivation followed by related
work in Section 6.2. Section 6.3 introduces the components of a VR/AR system in general. An
overview of the framework architecture and data flow is provided in section 6.4 and detailed in
sections 6.5.1 through 6.5.2. Section 6.6 describes the integrated devices and how they interface
with the framework, while Section 6.8 describes interfaces to external tools. Section 6.7 provides
information on the workflow of creating a new application, while Section 6.9 gives an overview
of setups and application developed based on the framework.
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6.1 Motivation

For the development of serious games in rehabilitation and other applications in VR/AR a frame-
work should be flexible, extensible and should provide good usability at low cost. Existing
toolkits and approaches, as described in the next section, have various drawbacks regarding
these dimensions. Therefore, we decided to develop a framework based on an off the shelf game
engine for collaborative and distributed VR/AR applications supporting multiple users and var-
ious input devices for interaction.

Overall our framework provides the following features:

• An extensible middleware layer providing abstraction of input devices and convenient
interfaces (Section 6.5.1).

• An application layer implementing reusable and adaptable modules for 3D event handling,
interaction and distribution that can be used in collaborative applications for different
VR/AR setups (Section 6.5.2).

• Integration of various input devices such as 2D fiducial markers, 3D mice, video game
controllers, depth cameras, 6 DOF targets, biosignal acquisition systems (Section 6.6 in
Subsections 6.6.1-6.6.4).

• Support of a range of output devices e.g. stereo monitors, stereo projectors, head mounted
displays (HMD), smartphones and haptic feedback devices (Section 6.6 in Subsections
6.6.5-6.6.6).

• A graphical user interface and scene management for authoring and rapid prototyping of
VR/AR applications (Section 6.7).

• A number of flexible interfaces to external applications (Section 6.8)

• Support for versatile VR/AR setups (non-immersive, semi-immersive, immersive) on dif-
ferent operating systems and platforms (Section 6.9).

6.2 Related Work

Since the mid-1990s, a large number of VR/AR frameworks have been developed and a variety
of systems supporting distributed VR applications emerged [55]. Most software frameworks are
based on scene graph libraries, for example open source toolkits such as Studierstube [123], VR
Juggler [31], Avango [76] or commercial ones like 3DVIA Virtools [154]. They provide varying
support of multiple input and output devices. In the following, we briefly discuss frameworks
related to our work.

Studierstube is an application framework for collaborative Augmented Reality. Its devel-
opment started in 1996 and continued for almost ten years while it was used for research and
teaching. It simultaneously supports multiple users as well as multiple applications, which are
embedded as nodes in a scene graph. While this open source C++ based framework is very pow-
erful, it is hard to maintain, does not provide a graphical user interface for scene management
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and is difficult to learn within a short period of time, which is important if used for teaching. In
addition, recent technologies and devices such as mobile phones or depth imaging sensors are
difficult to integrate.

3DVIA Virtools is a commercial development and deployment platform for interactive 3D
content creation. It supports multiple users and physics behaviour to create immersive and dis-
tributed applications using industry standard VR peripherals. It offers a comprehensive graph-
ical development environment and can deploy to a wide range of output devices. However, its
application for research and teaching is limited due to high licensing costs.

One of the first AR frameworks using off the shelf software to design and develop AR appli-
cations was DART [86]. DART is based on the Macromedia Director multimedia programming
environment. It uses the familiar Director paradigms of a score, sprites and behaviors to allow a
user to visually create complex AR applications. DART also provides low-level support for the
management of trackers, sensors, and cameras via a Director plug-in Xtra. However, DART is
not suitable for research and teaching due to licensing costs for Director. In addition, it lacks
stereo output support and the time line based scene management is rather made for story telling
environments than VR/AR applications. Our ARTiFICe framework on the other hand supports
a number of different VR setups as described in Section 6.7.

Similar to Virtools, Unity3D [151] features an editor for authoring 2D and 3D content and
comprises a game engine for executing the application. Current license models make Unity
attractive for personal and academic use. Nevertheless, Unity3D by itself is no VR/AR frame-
work but is designed for creating 3D video games and other interactive content. It offers a
powerful rendering engine providing lighting, physics, network communication for collabora-
tion and content distribution. Furthermore, it provides an integrated programming environment
using C#, JavaScript or Boo while development can be done under Windows as well as Mac OS
X. The final application can be built – generally without changes – for various platforms such as
Windows, Mac, iOS, Android, all major game consoles, Flash and web clients. Although some
sophisticated plugins exist for Unity3D integrating e.g. VRPN devices [159], a unified approach
for device integration and many other features of a VR/AR framework are missing so far. Our
framework in large parts uses Unity3D as its underlying development platform and rendering
engine. Most VR/AR specific extensions were built around Unity3D as described in Section
6.5.2.

6.3 Components of a VR/AR system

The five classic components of a VR system according to Burdea et al. [22] are the User, Task,
I/O Devices, VR Engine and Software&Databases. This still holds true for most modern se-
tups, but emphasis has shifted due to new developments. While [22] states that “special-purpose
computer architecture designed to match the high I/O and computation demands of real-time VR
simulations”, technological advances during the recent years have made it possible to run VR
applications on standard PC (and even mobile) hardware. Larger flexibility of hardware together
with the emergence of the VR/AR frameworks described in section 6.2 has led away from the
concept of building monolithic VR-systems for a single purpose. Figure 6.1 takes into account
these recent developments and shows the architecture of a modern VR/AR Framework decou-
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Figure 6.1: VR/AR Reality System Architecture.

pled from the Computing Platform rather than the VR Engine combining both as suggested by
Burdea. The central part is of course the user (or multiple users) following a certain task, while
interacting with the virtual environment. Therefore, human factors play an important role in the
design of any VR/AR system and framework. Stanney et al. identify three primary subtopics:
human performance efficiency in VR; health and safety issues; and potential social implications
of VE [141]. In the context of our VR/AR framework human performance efficiency is the most
important topic, since it incorporates a number of factors, which are influenced by the frame-
work. Thus human sensory physiology has to be taken in account e.g. visual perception for
designing visual presentations. Also sensory integration issues in multimodal interaction can be
accounted for in the framework when integrating visual, haptic and audio devices. Finally, well-
designed metaphors and 3D interaction techniques can be intuitive to a novice user and help in
effectively carrying out a task [141]. In addition, the task itself might influence efficiency, with
different tasks being more or less suited to be performed in VR/AR.

The system hardware (shown in gray in Figure 6.1) comprise input and output devices whose
spatial position and orientation might be tracked and a computing platform with fast interfacing
and powerful graphics processing capabilities.

As stated earlier developing serious games for rehabilitation or other VR/AR software ap-
plications can be tedious work without proper authoring support by the underlying framework.
Many modeling tasks have to be performed (geometric, kinematic, physical), I/O data have to be
mapped, some form of scene management is required and intelligent behavior (game logic) has
to be implemented [22]. Furthermore, data has to be retrieved from or written to databases in
many cases. Support for these tasks should be provided for in the framework through an editor
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for authoring 2D/3D content and reusable components for 3D interaction and data access.
The VR/AR software framework handles I/O data, and optionally distribution of data over

network (for multiple users or for remote I/O devices). Various input devices and especially
technologies for tracking are in use to determine the location of input and output devices as well
as specific body parts of the user up to full body motion capture. Input data of these devices
is received by the computing platform (e.g. workstation, mobile device) and handed over to
the VR/AR framework. Convenient interfaces are usually provided by a (tracking) middleware
layer. The middleware processes and transforms input data to provide it for subsequent usage
within the application. Based on this input data the user can employ provided 3D interaction
techniques. Recent low-cost video game controllers as well as powerful mobile hardware offer
great opportunities by supporting multiple users in interactive collaborative virtual and aug-
mented reality applications. If multiple users work together, communication is controlled by a
network layer while 3D interaction is handled by an event handling mechanism. Subsequently,
the virtual scene is visualized to the user on its output device using the rendering engine.

Ideally, a VR/AR framework should offer high quality real-time rendering, physics support,
networking and scene management to build rich 3D applications. Additionally, for research
and teaching purposes, a virtual reality framework must be inexpensive, quick to familiarize
with, well documented and flexible for feature extension and rapid integration of novel hardware
solutions.

6.4 ARTiFICe Architecture Overview and Data Flow

Our ARTiFICe framework follows the basic structure of a modern VR/AR framework introduced
in the previous section. In Figure 6.2, an overview of the framework with its components and
the data flow is illustrated.

The framework has been developed as a loosely coupled modular system, thus it is largely
independent of the computing platform and can be easily extended to support novel I/O devices.
Input data from various devices is fed into the framework using a transparent and adaptive mid-
dleware layer (Section 6.5.1). The middleware transforms all input data in a consistent way and
delivers it to the application layer through comprehensive interfaces.

The application layer (Section 6.5.2) is built on top of an external game engine. Within the
application layer, the ARTiFICe core handles the 3D event data, offers distribution support and
delivers the data to the game engine’s scene management. Furthermore, human performance ef-
ficiency, as introduced in the previous section, is enhanced by providing interaction techniques
as adaptable and extensible modules. To provide various 2D as well as 3D interaction tech-
niques for use in applications, the ARTiFICe core offers multiple implementations of interaction
metaphors and is easy to extend with novel concepts (Section 6.5.2.5). The interaction module
offers a single interface to process 3D event data from an input device to control the virtual inter-
action device and to manipulate virtual content. In addition, multiple haptic feedback devices are
integrated in the framework. They can be controlled through different easily accessible haptic
output modes available through the application layer (Section 6.5.2.7), that have been designed
to follow human sensory physiology and skin perception. The virtual scene with real-time inter-
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Figure 6.2: ARTiFICe framework components and data flow.

action is then visualized on different output devices using the game engine’s rendering module.
Furthermore, 3D audio output is generated by the game engine.

Besides interaction with 3D content, the co-presence of multiple users interacting with the
same content at the same point in time opens up great possibilities for collaborative tasks. Hence,
we integrated a distribution framework into the ARTiFICe core to enable real-time user-managed
collaboration for various hardware setups for two or more users over the network (Section
6.5.2.6).

Unity3D offers a powerful rendering engine and the possibility to extend its functionality
through scripts and plugins to access devices described in Section 6.6. In addition, the powerful
editor of Unity3D makes it well suited for the various modeling tasks introduced in the previous
section and extended in Section 6.7. Furthermore, Unity3D provides a free to use license that
includes all features we need for scene management, authoring, rendering and physics support.
Further details about the ARTiFICe core are given in the next sections.

The following section describes the design and implementation of different components of
the framework in more detail.
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6.5 ARTiFICe Framework: Design and Implementation
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Figure 6.3: Detailed framework components.

This section presents details on the design and implementation of our ARTiFICe framework,
which follows the architecture of a modern VR/AR framework as introduced in the previous two
sections. Figure 6.3 shows a detailed view on our framework with its data flow and components.
The main elements of the framework are the middleware and the application layer highlighted
in blue and orange respectively. The following subsections provide details on these two layers
(middleware layer Section 6.5.1 and application layer Section 6.5.2).

6.5.1 Middleware Layer

6.5.1.1 Design

The middleware in our ARTiFICe framework has to serve multiple purposes. Firstly, as can
be seen in Figure 6.3, it integrates many different input devices. Secondly, it pre-processes
input events of these devices including 3D event data, physiological data or video data. Thirdly,
data has to be passed to the application layer through consistent and convenient interfaces, so
applications are independent of changes in the hardware setup.

71



6.5.1.2 Implementation

To gather and process the input of various devices in one single software layer, we use Open-
Tracker (OT) [114], as introduced in Section 2.8. It is an open source (tracking) middleware,
which offers transparent and flexible device integration, pre-processes input events and passes
them through a multi-modal data flow network to the application layer. It is framework pro-
viding functionalities required for tracking in VR/AR applications and easing the development
and maintenance of hardware setups. Furthermore, it can transform and extract data (e.g. in-
formation about velocities, specific positions etc.) from the skeleton pose data produced by the
tracking device.

The class central to OpenTracker is Context, which runs the main loop, configures and man-
ages all modules and the data flow as described in Section 2.8. In the ARTiFICe framework an
OT Context can be either run in

1. a separate process or in

2. a separate thread of the application.

Method 1 uses network communication (TCP sockets) to exchange data between OpenTracker
and the application layer using a custom XML protocol described in Section 6.5.2. In both
cases a new OT node called UnitySink provides a single sink for all input devices, which caches
data for transfer to the application layer. For the first case UnitySink encapsulates a TCP socket
server and a serializer, which generates XML strings from the input events. The server thread
then sends the XML-packets to the client on the application side.

For the second case synchronized methods are available for the application-thread to pull
data from the memory shared with UnitySink directly. The UnitySink-node is then referenced
directly during run-time by the ARTiFICe core, which provides the fetched data to the applica-
tion.

Both interfaces have their merits and drawbacks, which makes them more or less suitable
in certain contexts. Method 1 provides better decoupling between the layers, which has been a
design goal for our framework. Especially for testing of the complex setup described in Chapter
7 this interface has shown to be beneficial because input of devices could be easily simulated by
generating appropriate XML packets or redirected to a different test application. Furthermore,
interface 1 is more flexible in terms of data and devices as can be seen in Section 6.5.2.4. It can
support generic input as long as the input device and data format has been implemented on the
application side.

Multiple devices have been implemented as described in Section 6.6 supporting not only
tracking, but also MoCap, biosignal acquisition systems, speech input and even results from
emotion recognition. Data formats required for some of these input devices are not natively sup-
ported by OpenTracker and could therefore not be distributed over network. However, especially
for input which is typically generated on dedicated machines (e.g. MoCap), this can be crucial.
Nevertheless, data serialization and parsing adds an additional overhead to the processing queue
and might therefore not be desirable, especially on devices with less computational power (e.g.
mobile). Also for less experienced users/developers or an application area with less demands on
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flexibility regarding device integration (e.g. desktop AR/VR) launching the OT Context from
the application is more straight-forward. Therefore, we have added Method 2 to the framework.

In any case, OT as middleware in ARTiFICe provides a transparent interface and loose cou-
pling between the set of physical devices and the application layer, passing and processing track-
ing and physiological data from input devices.

6.5.2 Application Layer

6.5.2.1 ARTiFICe Core Design

The ARTiFICe application layer integrates multiple modules which provide core and extended
functionality required in VR/AR applications, as illustrated in Figure 6.3. The core function-
ality provides interfaces to the application to access the middleware and modules for 3D event
handling (Subsection 6.5.2.3), handling of generic input (Subsection 6.5.2.4), interaction (Sub-
section 6.5.2.5) and distribution (Subsection 6.5.2.6). In addition, a haptic feedback module
(Subsection 6.5.2.7) allows the user to create and render haptic output parallel to the visual and
audio output.

6.5.2.2 ARTiFICe Core Implementation

The ARTiFICe modules have been implemented as collections of C# classes, utilizing func-
tionalities and based on the structures provided by Unity3D. All virtual objects in the scene
are managed by Unity3D’s scene authoring. Therefore, Unity3D provides a container class
called GameObject to which geometry, transformation nodes, textures, physical properties as
well as C# classes custom-implemented by the user can be attached to control visual appearance
and overall behavior of a virtual scene object. Using a form of the Decorator Design Pattern
GameObjects can be extended by so-called Components, that implement the behavior of an
object. In addition to readily available Components the user can also implement his/her own
scripts and attach them to GameObjects. We made extensive use of that concept in our frame-
work. GameObjects can also be grouped in a logical manner forming a transformation hierarchy.
For in depth explanations please refer to the Unity3D documentation [151].

Two software modules in the ARTiFICe core build the counter-pieces for transferring data
from the middleware layer to the application layer, as described in Subsection 6.5.1.2:

1. The Generic Input Client

2. The Tracking Manager

The Generic Input Client implements a TCP socket client receiving data in XML format from
the socket server contained in UnitySink.

The ARTiFICe Tracking Manager controls the 3D event dataflow between middleware and
application layer. If OpenTracker is not run as a separate process, it reads the OpenTracker
configuration files and loads the dependent tracking libraries at application start-up. It also starts
an OpenTracker instance and stops OpenTracker at application shutdown. If ARToolkit+ is used,
the Manager also parses the Openvideo configuration file and opens and closes an OpenVideo
handler for marker tracking.
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A detailed explanation of the implementation of the generic input client as well as the mod-
ules for 3D event handling, interaction, distribution and haptic feedback is given in the next
subsections.

6.5.2.3 3D Event Handling Module

Design The 3D Event Handling Module receives 3D events containing a 6 DOF pose from the
Tracking Manager and provides methods to the application to access these data in a convenient
and efficient way.

Implementation The 3D Event Handling module feeds tracking data of an input device into
the transformation Component of a GameObject to map a tracked real physical position and
orientation to a virtual object. The overall concept of the 3D Event Handling module is shown
in Figure 6.4.

The tracking base class inherits from the Unity3D base class MonoBehaviour to be able to
attach the deriving classes to any virtual scene object. For the various tracking setups, a subclass
for each supported device was implemented. The device subclass is attached to a virtual scene
object. As soon as the application starts, TrackProvider creates ARTiFICe Trackers through the
ARTiFICe Manager, which is implemented as singleton. Each ARTiFICe Tracker is interfaced
to the corresponding OT UnitySink-node as described in Subsection 6.5.1.2 and thereby provides
the input data of all used devices to the tracking framework. In addition, for 2D marker tracking
we developed our own multi-marker tracking support to be able to track cuboid-formed 3D
objects and determine its pose.

All concrete tracking subclasses provide a consistent tracking data layer, which can be used
as tracker object for further processing within the interaction framework.

In addition, Avatar provides a convenient interface for using tracking data to animate a
humanoid model through tracking data. The script manages a list of bones, which can be con-
figured to receive tracking data e.g. from Kinect through VRPN. The user can flexibly map the
tracking poses to GameObjects, which are part of an avatars skeleton hierarchy, thus animating
the model.

6.5.2.4 Generic Input Client

Design A flexible interface for the input of arbitrary data generated by input devices or mid-
dleware is helpful for many applications, such as that described in Chapter 7. The goal of this
interface is to provide the user with a maximum of flexibility, while keeping the required pro-
gramming effort on the application side minimal.

Implementation In a client/server approach data is transfered from a TCP socket server in the
middleware to a TCP socket client implemented in the application layer. In the application layer
the data is parsed and distributed based on the content. Game objects within Unity can subscribe
to information from the various input devices and can be customized to utilize the data according
to the device. Motion capture and posture data can for example be used to position and orient an
in-game avatar or various biosensory inputs can be applied to adjust objects in the game world.
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Figure 6.4: 3D Event Handling class hierarchy.

The data arrives in a custom XML format consisting of various XML elements. The root
node states the type of data and child-nodes and attributes contain information like timestamps,
confidence values, data primitives and combined types, vectors and others. Figure 6.5 shows
two examples of schemas for XML elments for a) a generic single measurement value as used
for e.g. EMG or heart rate and b) a rigid body pose with 6 DOF.

Figure 6.5: Visualization of XML Schema of the a) SingleMeasurement XML element and b)
RigidBody XML element transferred between middleware and application layer.

The class hierarchy of these generic input devices is shown in Figure 6.6.
Each specific input device class inherits properties from a general InputDevice, which con-

tains various functions for parsing XML packets and processing incoming data needed by all
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of the classes. The specific device class then overwrites methods and adds variables and data
structures that are device-specific. Each active input device is added to the list managed by
NetworkComponent.

The class NetworkComponent is central to the architecture and handles the client side of
the network communication on the one hand and manages a list of InputDevices on the other.
GameDataInterface handles one or more Unity3D GameObjects with attached GameControllers
and can be customized for every game or application. Depending on the data used, some de-
vices have their specific implementation of GameController to map the data to a GameObject
according to the applications requirements. Through GameDataInterface, GameControllers can
subscribe to InputDevices in the list inherited from NetworkComponent. When new data is re-
ceived, the monitoring GameController is notified and can read and use it within the application.
How often this data should be monitored/handled can be adjusted according to the requirements
of the game itself. The different GameControllers can also be connected to the InfoController
and/or the StorageController. InfoController provides methods for storage and retrieval of user
specific parameters (e.g. range of motion of the neck, which should be reached in a therapy
application). StorageController on the other hand can be used to write log data and information
required for later evaluation of game and input data, e.g. in a user study.

Figure 6.6: Generic Input Device class hierarchy.

Big parts of the functionality are being shared by the different components. It has therefore
been a goal from the beginning to design the framework in a way that makes it easy to add
new components without much component-specific integration being necessary. This has been
achieved with an object oriented approach with low coupling and high coherence between the
objects in the framework. Using XML to describe the data transferred between components has
allowed the system to be very flexible. By using TCP/IP for communication between the input
device and the game allows to distribute the computational load of data processing and analysis
over different machines.

For the MoCap data the interface on the application side is described here in an exemplary
fashion. BodyPostureDevice takes care of parsing the XML packets. During an initial phase the
NetworkComponent receives structural information of the skeleton and once parsed by BodyPos-
tureDevice BodyPostureController generates the joint composition of the body being monitored.
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After this is complete, the rotation for a specific joint can be updated independently from the
others. Furthermore, BodyPostureController creates and remembers the initial body posture of
an avatar. The joints that are used during the movement are then mapped directly onto the values
placed on the avatar puppet within the game world. This way, assuming that the joint struc-
ture remains the same, we can apply the movements to any avatar/3d-model within the game
world. Other InputDevices and Controllers work in a similar fashion, but usually without an
initialization phase.

6.5.2.5 Interaction Module

Design A common task in VR/AR applications is that of 3D object selection and manipulation.
Various Interaction Techniques (IT) have been successfully deployed in related work [108, 40,
17]. Usually, these techniques require tracking data input of a hand and head (or body) pose.
The 3D Event Handling Module or the Generic Input Client provide the required tracking data
while the development of specific techniques is simplified by templates and examples in the
Interaction Module.

Implementation The basic architecture of our interaction module is illustrated in Figure 6.7.
Raw tracking data is fed into the transformation Component of a virtual scene Unity3D GameOb-
ject, which subsequently can be used as input to interaction techniques (IT).

Figure 6.7: Interaction class hierarchy.

Using the 3D Event Handling Module as described in Section 6.5.2.3 we can map the raw
tracking data to a specific GameObject, which will be referred to as tracker object. The inter-
action module then processes and uses the transformation of the tracker object according to the
choosen specific IT. The abstraction layer ObjectSelectionBase provides a straight forward and
clean interface of data handling and offers a transparent layer to integrate new techniques into
the framework. The only information which must be handed over to ObjectSelectionBase is a
list of the selected object(s) and the absolute pose of the interaction object, calculated by the
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IT. This data is then processed by the InteractionBase class and delivered to all selected virtual
scene objects. Virtual scene objects which should be selectable must have the ObjectController
class attached. Depending on the given pose the ObjectController manipulates the position and
orientation of the selected scene object.

As concrete 3D interaction techniques, our framework integrates several standard VR in-
teraction metaphors, such as a simple VirtualHand, GoGo [108], Aperture [40] and HOMER
[17].

6.5.2.6 Collaboration & Distribution

Design To provide multi-user support for interaction with different input devices and remote
collaboration, we implemented a collaboration and distribution module. It is loosely coupled
with the interaction module and enables distribution independent of the setup.

Implementation An overview of the distribution module and its connection to the interaction
module is given in Figure 6.8. The NetworkBase class provides functions to initialize the server
and to connect a client to the server. All connected clients are managed by the UserManager
class, implemented as singleton. To reduce hardware necessary for realizing a client-server ap-
plication and to improve overall usability, one device can act as server and client simultaneously.

Figure 6.8: Distribution class hierarchy.

For distributed collaboration each selectable scene object must attach a NetworkObjectCon-
troller, which distributes selection and manipulation functionality over the network. To enable
exclusive access of a scene object ExclusiveAccessObjectController prevents simultaneous us-
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age by multiple users. As long as a user manipulates the scene object it is locked for other users.
To provide exclusive object access to a specific user the UserManagmentObjectController is
used.

The network functions are based on the Unity3D network layer using UDP for communica-
tion. We are using a client-server architecture with a direct connection between the server and
all clients (star topology). For data exchange remote procedure calls (RPC) and state synchro-
nization are employed. To prevent data loss the state synchronization is buffered.

6.5.2.7 Haptic Feedback Module

Design Haptic output can aid to communicate the state of objects in a virtual scene or give
feedback in motor learning or motion guidance tasks. Lindeman et al. [83] showed that provid-
ing tactile contact cues to users of VR systems can increase situational awareness. Furthermore,
from visual feedback alone, interaction with virtual objects is often difficult, since depth is hard
to judge even with stereoscopic displays, in cases where the sense of touch is missing. Fur-
thermore, giving haptic feedback on pose, movement path, reaching or other tasks involving
multiple DOFs can be applied in a rehabilitation scenario. Therefore, the haptic output module
offers modes for three different functionalities:

1. Haptic augmentation of objects

2. Haptic position and rotation indication

3. Haptic indication of velocity

Haptic Augmentation of Objects
The haptic feedback module can augment interactions with virtual objects in an approach

similar to [83]. We are using physics simulations to detect collisions with the user’s body and
generate 3 DOF directional tactile feedback. This module calculates direction and intensity of
the feedback and activates the corresponding tactor, which can be used flexibly for different
body parts and objects due to its low level of abstraction and complexity.

Haptic Position and Direction Indication
The rotation of a joint in the human skeleton has a maximum of three DOF and in a low-

level, bottom-up approach, we could consider giving feedback on these three DOF to each limb
in a similar and flexible manner.

The basic concept is to use two tactors to indicate rotation around one axis by activating a
tactor on one side to push or pull the limb in a direction [82, 71].

Our haptic feedback module is used to guide a user’s limb into a predefined, or interactively
specified, posture using a minimum of two actuators per DOF, to indicate directional movement.
This form of feedback can be used for example for driving arm movements or as navigational
cues as illustrated in Figure 6.9.

An error function calculates the feedback strength and direction based on current and target
rotation, and a second user (e.g. a therapist in a rehabilitation scenario) can adjust the feedback,
or add/remove DOFs for different limbs.
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Besides the primary vibrotactile feedback for this module, we also support pneumatic ac-
tuation, which provides a stronger tactile sensation. More complex mechanical configuration,
however, limits its scalability to a larger number of DOFs.

Haptic Indication of Velocity
Interaction, e.g. for selection and manipulation as described in Section 6.5.2.5 is focused

on either hands or arms in many applications, and it is therefore useful to encode more haptic
information in these areas. This is challenging due to the limited area and resulting spatial and
temporal interference.

Vibrotactors are, however, robust, relatively small and lightweight, consume little power, and
can be used wirelessly and in spatial locality. Controllability of frequency and amplitude with
quick actuation allows for implementations of different levels of abstraction and information
encoding. This has made them popular for many applications, including our dense tactile display
for an arm.

The sensory saltation effect can also be employed to add information like vectors or speed
of intended movement. While the saltation effect has already been used to indicate rotations
of the arm [82] or direction and rotation in a planar setting [61], indication of a vector in three
dimensions on the arm, and especially speed, have been less explored.

Our module is designed to provide movement speed sensation in three directions by employ-
ing a dense tactile display, where speed is indicated by triggering the vibrotactors in sequence,
as shown in Figure 6.10.

By controlling burst durations and onset times, perceived stroking movements can be gener-
ated at a desired target speed. The actuators are turned on for a pulse duration (tpulse) of 20-200
ms, where 20 ms was chosen as the minimum speed which subjects could perceive as a moving
tactile stroke in a pilot study. With a tpulse of 200 ms, a single loop of indication would take

Figure 6.9: (Left) Vibrotactors 1-2 and 3-4, indicate rotations around axes A and B, respectively.
(Right) Activation patterns for navigation with pneumatic feedback vest (active tactors = red).
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Figure 6.10: Sequential pulsing of three vibrotactors to indicate directional speed.

approximately two seconds, which was chosen as a practical maximum for our applications.
tactivation is the sum of pulses of a single tactor. The actuation intervals are calculated from user
anatomy (i.e., arm length) and target velocity (vtarget) using the equations:

tinterval =

armlength
vtarget

− (3 ∗ tactivation)

2
(6.1)

tinterval,calibrated = tinterval ∗ factorcalib (6.2)

Preliminary experiments with five study participants on perceived absolute speed, indicate in-
dividual differences that can be corrected with a calibration factor (factorcalib) as described in
Section 6.9.3.4.

The module implementing the rich vibrotactile display can also be configured to present
translational forearm-directions through sequentially triggered tactors in seven different direc-
tions (See Figure 6.11). It allows the guidance towards target poses, where target speed can be
chosen according to factors such as desired loop time or optimal user perception.

Implementation Figure 6.12 shows a somewhat simplified class hierarchy of the haptic feed-
back module, with the most important classes. FeedbackCalc is the base class for the three
main methods of haptic output specified above and can be attached to GameObjects. Spe-
cialized classes then implement the specific method. FeedbackCalcColide3D calculates direc-
tion and intensity of output based on a physics simulation and collisions of objects. Feed-
backCalc(Rot/Pos)3D calculate feedback based on positional/orientation differences between
GameObjects. FeedbackCalcVel computes a representation of directional velocities, which has
been used for example in the preliminary study described in Section 6.9.3.4.

81



Figure 6.11: Sequential triggering of vibrotactors can be used to indicate a) speed and b) direc-
tion vectors.

Figure 6.12: Haptic module class hierarchy.

FeedbackCaller is the central class to the module. It provides an interface that other classes
and scripts can use to initiate haptic output with specified strength in a direction (Note that all
three methods above provide feedback in a certain direction). Classes inheriting from Feed-
backCaller like TactorCaller and FeedbackTnGamesCaller provide implementations of specific
haptic devices (Tactaid vibrotactile actuators and TN Games 3RD Space vest) as described in
Section 6.6.6. Devices themselves can be accessed through the plug-in mechanism of Unity3D,
while we provide a common interface to the application.

To make authoring of applications with haptic feedback easier, we have added a few exten-
sions to the Unity3D editor. The most important are TactorActivator and Plot2D. TactorActi-
vator provides a GUI for adding and configuring haptic feedback to GameObjects as shown in
Figure 6.13. Our GUI makes it straightforward to visually map the feedback to different limbs
of a virtual avatar and to arbitrary feedback axes on the body. Plot2D on the other hand creates a
window, which can display haptic feedback exerted on arbitrary GameObjects at runtime (Figure
6.14). Both access FeedbackCaller to set/retrieve parameters.

Directional speed can only be triggered serially as shown in Figure 6.11, through sequential
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Figure 6.13: Our graphical interface allows direct editing of haptic feedback on an avatar in a
virtual 3D environment.

Figure 6.14: Our GUI provides straightforward access for controlling and adjusting tactile feed-
back.

tactor activation, and depends on a presented prerecorded teacher movement. In the current
implementation the sequences are independent of the user’s performance and can be considered
support rather than feedback.

6.6 Devices and Integration

As introduced in Section 6.3 I/O devices are one of the core components of a VR/AR system.
We have integrated support for several tracking systems in our framework to allow interaction

83



with the whole body. Furthermore, new software components for biosignal amplifiers allow
for acquisition of physiological data. Finally, the ARTiFICe module for haptic output devices
provide different options for haptic feedback. Currently, ARTiFICe supports the following input
and output devices:

• Iotracker via customized interface or VRPN

• Microsoft Kinect for Windows

• TMSi Mobi

• g.tec g.MOBIlab

• ARToolkit markers

• 3D Connexion SpaceNavigator

• Razer Hydra

• Optical tracking targets (iotracker, wide area)

• (Handheld devices - Android 2.1 or higher)

• Vibrotactile feedback (actuators from e.g. Tactaid)

• Pneumatic feedback (3RD Space Vest from TN Games)

• All devices that are supported by OpenTracker and VRPN

The following sections provide a categorization of input devices and details on their integration.

6.6.1 Desktop Interfaces

Design For desktop setups, ARToolKit [65] as well as ARToolkit+ [158] are easy to use track-
ing libraries providing a square planar shape for pose estimation and an embedded 2D pattern
for distinguishing markers. They calculate camera position and orientation relative to physi-
cal markers in real time and thereby enable the development of a wide range of Augmented
Reality applications. ARToolkit is usually applied for desktop based AR environments while
ARToolkit+ enhances the original ARToolkit library and is optimized for usage on mobile de-
vices.

Implementation We use ARToolkit+ within our framework, which has been previously inte-
grated into OT by implementing the ARToolKitSource node. OpenVideo [101], a data integration-
and processing framework, is applied to acquire video frames from the webcam, which are pro-
cessed by ARToolkit+ and later streamed into Unity3D to provide a view of the real world scene.

We integrated a 3D Connexion SpaceNavigator (3D mouse) [1] and Razer Hydra [60] into
OT. We have implemented the OT source nodes SpaceDeviceSource and HydraSource to provide
easy to use 6DOF desktop interaction. For an in depth discussion of the implementation and
about working with ARTiFICe and Razer Hydra, the reader is kindly referred to [32].
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6.6.2 Tracking Devices

Design Many applications especially with semi as well as fully immersive setups require track-
ing beyond the desktop. Therefore, iotracker [105] as a infrared optical tracking system has been
integrated. It tracks arbitrary physical objects equipped with passive markers with an update rate
of 60Hz and very low latency and jitter and high accuracy.

Implementation We integrated iotracker in our framework by interfacing OT using VRPN and
through the OT UnitySink-node as introduced in Section 2.8. A simple EventGenerator inserts
events of the OpenTracker standard data type into the tracker tree. This is straight forward,
since that is what OpenTracker has originally been designed for. Therefore, the iotracker server
software works as a VRPN server and a VRPNSource-node is used to connect OpenTracker to
the iotracker.

6.6.3 Motion Capture

Design The MoCap systems described in Chapters 4 and 5 are well integrated with the ARTi-
FICe framework. Depending on the application, it might be desirable to use either the MoCap
data of the complete skeleton (e.g. for animation of an avatar) or only specific bones or positions
on the skeleton (e.g. hand positions for selection and manipulation tasks). For a straightforward
use of bone poses we have implemented the interface of the 3D Event Handling Module de-
scribed in Subsection 6.5.2.3. This results in more information than necessary to be transmitted
since all limbs are linked together and therefore positions are not arbitrary. However, the imple-
mentation is straight-forward, since it only requires minor extensions to the existing 3D Event
Handling Module. For transmission of the whole skeleton transformation in consistent form we
used a custom network interface.

Implementation For streaming skeleton-based motion-capture data into OpenTracker, we have
implemented the following two options:

1. The MoCap software interprets every bone as single rigid-body target and makes it avail-
able over VRPN. Accordingly, the OT VRPNSource node produces events with all the
orientations and positions. This interface is implemented in the iotracker server software
as well as in the software of the Kinect based wide area tracking system detailed in Chap-
ter 5.

2. Before the actual MoCap data, the skeleton model is transmitted to the framework. Af-
ter that only a pivot point and the joint angles are propagated into the data flow network
through a specialized OT source node (IOTMCSource) node. The framework and dedi-
cated OpenTracker nodes can then use the skeleton model, to reconstruct the pose starting
from the pivot point and following the joints angles. Therefore, the required data rate
is reduced by almost half compared to transmitting the whole pose for each bone. This
option can be considered minimal in terms of the required data. Efficient transmission
can be important in case the Tracking-PC has to transfer the tracking data over a network.
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This representation also makes animation easier than with the other option. This option is
only available in the iotracker software.

Besides marker-based optical tracking we also wanted to allow markerless full body mo-
tion tracking. Therefore, we integrated Microsoft Kinect using the OpenNI/NITE [110, 109]
framework and FAAST [143]. OpenNI/NITE provides an API to access raw depth data as well
skeleton data, which are calculated based on the depth data. FAAST runs as self-contained
application and reads this data. It provides gesture recognition support and full body tracking
data via VRPN (see Section 2.8 for details) to OT. Using the OT UnitySink-node introduced in
Section 6.5.1.2 and method 1 described above, we feed real-time skeleton tracking and gestures
into the ARTiFICe core. Data from the wide area MoCap solution described in Section 5 can be
integrated through VRPN in a similar fashion.

For both options, there is also the possibility of identifying certain moves or postures in
OpenTracker using scripts. These in turn can then be used to trigger e.g. button events and
propagate only those through the network. Additionally, for option 2, the IOTMCSkelMod OT
filter node calculates “points of interest” and derived parameters like walking or movement
velocities for use in the application layer as described in Section 4.3.3.

6.6.4 Biosignal Acquisition Systems

Design Muscle activity not always results in visible motion and therefore, it is difficult to track
using conventional MoCap devices. Furthermore, it has been shown that feedback supported
with biosignals, muscular activity in particular, is a suitable tool to reduce disabilities of patients
with chronic musculoskeletal pain [157]. Other physiological measurements like heart rate or
skin conductance can also be highly relevant in a rehabilitation scenario [47].

Therefore, we have integrated two biosignal acquisition devices (TMSI Mobi [149] and
Gtec g.MOBIlab [50]) into our system through the middleware layer described in Section 6.5.1.
Both biosignal acquisition systems have a number of sensors including electroencephalography
(EEG), electrocardiogram (ECG), electromyography (EMG), galvanic skin response (GSR), res-
piration and others. For our purposes in chronic pain rehabilitation we are primarily using EMG
as shown in Figure 6.15, while other sensors would be easy to activate.

Implementation As introduced in Sections 2.8 and 6.5.1 OpenTracker is a generic data-flow
network designed to deal with tracking data, but not limited to it. Therefore, we chose Open-
Tracker as an abstraction layer that provides a common interface to all input devices and biosig-
nal sensors used throughout our framework. Two biosignal acquisition devices have been in-
tegrated in OT, the gMOBIlab of g.tec and the Mobi produced by TMSi. Both devices have
dedicated OT modules, which provide and run a source node in the OT data flow network. The
source node in turn generates events from the data received from the sensors. The modules can
be configured with associated elements in the OT configuration XML file (see Section 2.8 and
[114, 100] for details) and run a separate thread for data acquisition.

The OpenTracker integration of gMOBIlab accesses gMOBIlab via the serial port and is
largely based on the implementation of Alexander Bornik as contained in [100]. Several adapta-
tions have been made especially in the MobilabDriver component to add support for Windows
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Figure 6.15: a) EMG-electrode placement for upper Trapezius muscle. b) EMG-electrode place-
ment for the lower back.

and the MobilabSource OT-node to improve convenience. MobilabDriver provides methods
for opening and closing the serial port and retrieving data/sending commands to gMOBIlab. It
therefore encapsulates the whole gMOBIlab and serial communication code which is used for
accessing the device. The data provided to connected filter nodes is the original gMOBIlab
data at the full sample rate without any transformations. These operations can be done within
OpenTracker using filter nodes e.g. for smoothing EMG data.

The application described in Chapter 7 required a higher sampling rate for the EMG data
and therefore the TMSi Mobi featuring sampling rates of up to 2048 Hz has also been integrated
into ARTiFICe/OT.

The integration of the TMSi Mobi was implemented in a similar fashion to the gMOBIlab.
TMSIDriver handles all the communication over serial port/Bluetooth. However, the communi-
cation protocol is more complex than with the gMOBIlab and data packages are compressed for
transport over Bluetooth. Therefore, TMSIDriver and related components have to also take care
of message parsing and decompression. TMSISource passes samples with the raw data on to the
data flow network, where processing of the data can be similarly handled as with gMOBIlab.

In addition to the basic gMOBIlab and Mobi device integration, a filter has been imple-
mented, which can extract the heart rate from the ECG signal. HeartrateFilter implements
an OpenTracker filter node looking for local maxima/minima in the ECG signal and using the
timestamps of the events averages the heart rate over a configurable amount of time. EMG data
of the biosignal acquisition systems is also processed using specifically designed OpenTracker
filters. Typical EMG data ranges between 6 and 500 Hz. To avoid heavy movement and con-
tact artifacts the sampled signal is typically sent through a high pass filter [73]. Therefore, we
have implemented a custom configurable high pass filter for OpenTracker. Raw EMG spikes
have random shape, due to the nature with which different motor units in the muscle fire during
movement, which is why usually smoothing algorithms are applied [73]. In our case we have
decided for a Root Mean Square (RMS) filter configured to average over 128 samples. These
settings have been shown to work well in previous research on chronic neck and shoulder pain
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[20]. The filtered data is finally sent to the UnitySink node, which connects to the application
layer.

6.6.5 Video and Audio Output

For rendering in the ARTiFICe framework we are using Unit3D’s pipeline [151]. Unity3D’s
rendering engine supports both OpenGL and DirectX. A flexible camera management allows
to render stereo output for different output devices in semi-immersive and immersive setups.
For Augmented reality applications the camera image can be used as an OpenGL texture and
rendered in the background. Furthermore, Unity3D’s shader system allows to efficiently correct
for lens distortion in HMDs with wide fields of view. Finally, recent updates have optimized the
rendering pipeline for virtual and augmented reality devices natively supporting several HMDs.

Unity3D’s audio system supports 2D and 3D audio, which can be spread out between speak-
ers (stereo to 7.1 surround) [151]. Furthermore, a number of blending effects and filters are
available.

6.6.6 Haptic Feedback

As introduced in Section 6.5.2.7 the haptic feedback module in the application layer can imple-
ment classes inheriting from FeedbackCaller like TactorCaller and FeedbackTnGamesCaller.
that wrap the drivers of specific haptic devices (Tactaid vibrotactile actuators and TN Games
3RD Space vest). The drivers are accessed through the plug-in mechanism of Unity3D, while
we provide a common interface to the application.

Vibrotactile Feedback Vibrotactile feedback is provided using tactors from Tactaid. Our
dense tactile display uses twelve vibrotactors on the arm, as shown in Figure 6.16. Our cus-
tom control board [41] drives the tactors at 250 Hz, the recommended frequency for human skin
perception [38], and communicates wirelessly with the host PC using Bluetooth. We use pulsed
vibrations, instead of continuous, as it is better for perception, as shown in related work [139]
and confirmed in our early experiments. We have experimented with different activation patterns
and tactor configurations. Figure 6.11 shows the positions where vibrotactile stimuli are applied
for our dense tactile display.

Pneumatic Feedback Pneumatic feedback is provided using a 3RD Space Vest from TN
Games [43], which applies pressure using four actuators on the chest and four on the back, as
shown in Figure 6.9. Designed as a gaming peripheral the eight pneumatic actuators driven by a
small compressor can be controlled separately through valves controllable through TN Game’s
SDK and driver.

6.7 Application Development Workflow

In the following we briefly describe the workflow to build a new VR/AR application. First, a
new Unity3D project is created and the ARTiFICe framework is added to the project folder. All
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Figure 6.16: Vibrotactor hardware.

input devices and biosignal acquisition systems are configured in a single OT configuration file.
Cameras, lights and scene objects are then added to the virtual environment using the Unity3D
graphical scene management. They are encapsulated as Unity3D GameObjects. Virtual entities
which act as tracker-, interaction- or selectable scene objects are subsequently connected to the
according classes of the ARTiFICe framework. Finally, the project is built and deployed to the
desired platform and run as single or multi user VR/AR application.

By focusing on a well-defined virtual scene management, loose coupling of input devices
and interaction techniques, we created an environment which allows technically experienced
users to adapt the framework to their needs for application development. In addition, we provide
an easy to use framework to help students getting over the initial hurdles of creating quick
prototypes of an embodied AR experience.

6.8 Interfacing with the Framework from other Tools

The ARTiFICe framework is also flexible and extensible in terms of its interfaces being open for
access by applications or modules outside the framework. Therefore, we used for example the
socket interfaces with our customized XML protocol described in 6.5.2.3 for medical evaluation
(C-Motion Visual3D) for character animation (Autodesk MotionBuilder). For both tools we
have implemented plug-ins capable of utilizing the data. Furthermore, other tools supporting
VRPN [147] can be easily interfaced through the interface introduced in Section 2.8 and 6.5.

6.8.1 MotionBuilder

Autodesk MotionBuilder is the industry-leading, real-time 3D character animation software for
games, feature film, and television productions. Its core focus is on interactive real-time work-
flows. MotionBuilder is a package designed for 3D data acquisition, manipulation, and vi-
sualization. With its many functionalities and good extensibility it is a good test bed for the
implementation of MoCap algorithms and also offers options for further use of the iotracker for
animation purposes.
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Figure 6.17: MoCap data is captured using a MoCap suit and the iotracker (visualized in the
lower right corner using the iotracker-client). The data (a labeled point cloud) is then streamed
to MotionBuilder, where it can be attached to a character. The pose of the character is then
adapted to the tracking data in real time.

6.8.1.1 Integration with MotionBuilder

The basic concept of integrating MoCap data from the iotracker into MotionBuilder is shown
in Figure 6.17. The iotracker sends the data to a specified client workstation using its own
XML-protocol. Iotracker and client can also be collocated on one PC but in many cases they
will be distributed on two different machines. On the client-side the data is received by the so-
called Optical Device Plug-In, streaming the data into MotionBuilder. There the marker set is
visualized as point cloud and can then be assigned to a character for animation.

The MotionBuilder integration works with rigid body targets as well as a MoCap suits. In
order for the MotionBuilder plug-in to work, the marker-labels have to stay constant during the
whole session. Therefore, for MoCap data we have used POIs as virtual markers instead of the
real physical markers, which can’t be identified per-se. Additionally, this makes handling of the
tracking-data much easier, because marker(POI)-positions have to be assigned to the avatar only
once. After that MotionBuilder can easily identify the POIs by their labels.

Virtual Marker-sets defined by POIs have also been tested in MotionBuilder. For that reason
we equipped two MoCap-suits with different marker-sets and had two users perform the skeleton
calibration. This resulted in two different skeleton-models. For these we defined the same POIs
in the skeleton.xml for each user. Finally, we had the users perform some movements to test
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the mapping from real-world marker-set to virtual marker-set. Visual inspection of the resulting
animation showed good compliance.

Due to the use of POIs the tracker is able to recover lost marker labels by using the skeleton-
model. Therefore, the tracker is ruling out degradation of animation quality and occlusions are
not an issue even without the use of rigid-body targets.

6.8.2 C-Motion Visual3D

Visual3D offers biomechanical analysis for researchers and clinicians. Clinically, the software
package is used for performance-analysis and movement-assessments.

Visual3D supports any arbitrary marker sets, conventional gait, Helen Hayes and variations,
custom marker configurations, and minimal marker sets. Additionally, it supports a full 6 degree
of freedom segmented analysis. It provides kinematics, inverse dynamics (kinetics), inverse
kinematics (global optimization) and even some forward dynamic computations. Furthermore,
computations for analyses can be added in Visual3D or with MatLab.

The Visual3D software processes synchronized analog data (EMG, force plates, etc.) and
the data from motion capture in real-time. Therefore, Visual3D can be used to collect data and
provide real-time feedback of selected movement activities. This in turn enables the therapist to
gain analysis data during the therapy sessions.

Finally, computations and calculations in Visual3D are well documented with little propri-
etary functionality - public references exist for many calculation performed. There are numerous
filters available for signal processing, and several automatic event recognition methods are sup-
ported.

6.8.2.1 Integration with Visual3D

Integration of the ARTiFICe framework with Visual3D has been achieved using Visual3D’s real-
time plug-in interface. C-Motion for that purpose offers a C++ API, which implements methods
for streaming data into Visual3D. In addition, useful features of the API like XML-file handling
and recording to c3d-files have been used in our plug-in.

As with Motion Builder, points-of-interest (POIs) are being used instead of markers to avoid
having to adapt the skeleton-model for every change of the marker-setup.

The basic idea of the integration is illustrated in Figure 6.18. First a customized plug-in
connects to the tracking software (directly or indirectly via OpenTracker) using TCP-sockets.
The framework then sends XML-packets to the plug-in containing labeled POIs.

The plug-in then parses the POI-packets and extracts the positional information. From the
plug-in, they are written into a buffer provided by Visual3D. The POI-positions are used within
Visual3D as marker- and landmark-positions. Using this data Visual3D is able to update the
skeleton-parameters and the pose of the skeleton for the current frame.

The skeleton-parameters are adapted using the “Model Builder Real-time” feature from Vi-
sual3D, which can capture a static trial (a snapshot of the marker-positions in one or multiple
frames). From the static trial Visual3D automatically updates the bone-lengths of the skeleton
(for example the thighbone can be scaled according to the distance between hip-joint and knee
as shown in Figure 6.18).
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Figure 6.18: Screenshot of the iotracker-client and Visual3D showing visualizations of the local
bone-coordinate-systems as well as the POIs with their labels. The thigh-bone shows exemplary
how a bone is scaled to the POIs and animated live by using POI-positions.

The pose for each frame is updated using the inverse kinematic algorithms provided by
Visual3D, which uses the skeleton and the marker-/POI-positions as input.

In addition, the plug-in offers the functionality to save a real-time stream of motion-data in
.c3d format. C3D is an open file format created by Vicon Motion Systems and can be considered
a de-facto standard, because many of the major analysis software products can import this file
format. Therefore these files can be used as an interface to other tools if needed.

6.8.2.2 Evaluation of Motion Data Using Visual3D

Visual3D offers functionalities to create graphs and charts to evaluate the patient’s movements.
The therapist starts the iotracker-server as well as Visual3D. In Visual3D, she then loads the

skeleton-model predefined for the virtual marker-set being used. Then she initializes the plug-in
(as depicted in Figure 6.18), which connects to the framework and starts streaming the data.

Using the “Model Builder Real-time” feature from Visual3D, she can capture a static trial
(a snapshot of the marker-positions in one or multiple frames). From the static trial Visual3D is
then able to automatically, update the bone-lengths of the skeleton.

Using the “Signals and Events” functionality of Visual3D, the therapist can then create
graphs and charts to evaluate the patient’s movements. This includes positional information
as-well-as joint angles and calculation of metrics like root-mean-square, median, integration
etc. Depending on her preferences (and the license type of Visual3D) the therapist can either
watch this evaluation in real-time and/or save it as .c3d file for further use.
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Figure 6.19: Visualization of the skeleton model’s local coordinate systems (upper left), joint
angle curve after the data was streamed into Visual3D (upper right), Motion Builder (bottom)
showing animated avatar with marker positions.

6.9 Results

Our ARTiFICe framework was heavily tested and evaluated using different setups, as described
in detail in Sections 6.9.2 to 6.9.3.5 and Chapter 7.

6.9.1 Test Platform

The framework was tested on various workstations, mostly running Windows XP and Windows
7 (32/64bit). Many parts of the framework, can also be deployed on Mac OS X. Mobile appli-
cations were run on multiple Android devices, all running Android v2.1 and higher.

6.9.2 Test Environment

ARTiFICe was used for the master’s degree course “Virtual Reality Lab Exercise” at Vienna
University of Technology from winter term 2011/12 on up till now. In total, more than 150 stu-
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dents developed distributed and collaborative VR/AR applications with ARTiFICe, using several
interaction techniques in combination with ARToolkit markers, 3D Connexion SpaceNavigator
and Microsoft Kinect for Windows.

ARTiFICe is currently used within a number of on-going research projects which involve
fully immersive setups, distributed mobile interaction and various input devices.

6.9.3 VR/AR Setups

In the following section, we present different VR/AR environments that were developed with
ARTiFICe using various hardware setups and interaction devices. These systems are using a
wide variety of devices and offer different degrees of immersion as introduced in Section 2.7.

6.9.3.1 Singe-User Non-Immersive VR/AR

A desktop VR application was realized using Razer Hydra as a highly accurate 6DOF interaction
device. In an application for geometry education virtual scene objects are controlled using the
Hydra, as illustrated in Figure 6.20b). A desktop AR application using multiple ARToolkit
markers forming a MagicBook [14] is shown in Figure 6.20a). An ARToolkit cube is used
as multiple-purpose interaction device. A serious game targeting rehabilitation in the context
of subacromial impingement syndrome has been developed [39] (see Figure 6.21). The game
utilizes the Microsoft Kinect for full body motion capture of the patient, features multiple fully
customizable exercises and embeds them into meaningful play for the patient. Gestures of the
unencumbered arm are used for general interaction with the game environment, while movement
of the disabled arm is only required during specific exercise interactions. The game is visualized
on a 2D projection screen.

(a) Desktop AR setup with ARToolkit (b) Desktop VR setup with Razer Hydra

Figure 6.20: Single-user desktop VR/AR setups.
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Figure 6.21: VR setup with Kinect full body MoCap for interaction with a serious game for
rehabilitation.

6.9.3.2 Multi-User Non- & Semi-Immersive VR/AR

In addition to non-immersive VR/AR desktop setups, we used ARTiFICe to realize combined
non/semi-immersive environments. In Figure 6.22, a collaborative and distributed multi-user
scenario is shown. User 1 controls the speed and direction of a flying object by gesture recogni-
tion and full body motion capture using Microsoft Kinect (Figure 6.22a). User 2 interacts with a
3D Spacenavigator, controlling the height of the flight and clearing the object’s flight path using
GoGo interaction technique (Figure 6.22b).

User 2 uses a non-immersive 2D screen visualization in a desktop environment, while User
1 is provided with a 3D visualization, using stereo projection with shutter glasses.

6.9.3.3 Multi-User Semi- & Fully Immersive

We used our framework to develop a server-client application to provide training for prosthesis
patients [96]. The software consists of a server application to control all parameters and a client
application to visualize the virtual environment in the HMD. In Figure 6.23, a demo setup of this
fully immersive application is shown; a 6DOF rigid body target is used to track the user’s arm
for controlling the virtual prosthesis. Tracking of HMD- and arm target is done using iotracker.
Customized electromyography sensors and amplifiers are used to control the opening and closing
of the virtual prosthesis.

Stereo projection provides the HMD view to an audience to share the HMD user’s experience
for discussion and explanations in a semi-immersive VR/AR.

6.9.3.4 Haptic Feedback Module Preliminary Experiments

We conducted a small preliminary evaluation of ARTiFICe’s haptic feedback module. We built
a small application on top of the framework to assess perceptional response of participants to
vibration patterns for arm speed indication. Five subjects volunteered for the user study. Two
of the participants (1 and 2) were male and three (3-5) were female. Two movements (Figure
6.11), intended for translating and bending/extending an arm, were tested. The system randomly
provides several patterns, which show different speeds. The indicated speed is normalized by
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(a) Stereo projection with full body motion capture.

(b) Desktop VR with 3D Spacenavigator.

Figure 6.22: Multi-user desktop/semi-immersive VR setup.
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Figure 6.23: Immersive VR using optical tracking, combined with multi-user semi-immersive
stereo projection.

Figure 6.24: Plot of a user’s measured arm speed versus the indicated arm speed

dividing an user’s arm length by burst duration as shown in Figure 6.10. Users are instructed that
the speed at which the vibrotactile stroke moves is the same as the required arm movement speed
and that they should follow the movement as indicated. For the larger part of the experiment,
the subjects were wearing headphones producing pink noise in order to avoid the subjects to be
affected by sounds from vibration motors. The application recorded the movements as captured
by iotracker. Figure 6.24 exemplarily plots the measured speed (vertical axis) at indicated speeds
(horizontal axis) of one subject. It can be observed that the standard deviation increases with
the indicated speed, which could mean that higher speeds are harder to perceive or to reproduce.
However, this has to be evaluated in further studies.

We fitted regression lines to the data and performed an analysis (values Table 1). The values
of proportion of variance explained (R2) have a median of 84% for translational and 87% for
rotational tests. Furthermore, large F values (Table 6.1) indicate high significance of our linear
regression model. Therefore, a strong linear correlation between the indicated speed and the
measured speed can be observed.

The only exception is translational indication with subject 5. This might be due to an in-
sufficient instruction on the experiment. From the collected data, we could see that subject 5
translated the instructed speed into the frequency with which the arm was moved and not into
the actual speed, which was kept constant. Thus, in this case the regression analysis shows no
correlation between indicated speed and subject reaction speed.
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Table 6.1: Variability and significance of regression

From the strong linear correlation of the other subjects, however, we can interpret, that differ-
ent speeds can be perceived and transformed into actual movement speeds. The proportionality
coefficients are unequal to one, which means that the subjects were able to reproduce a speed
linearily depending on the indicated speed, but not the actual absolute speed. We hypothesize
that this can be improved by calibration which maps the actual speed to human reaction. We
scaled the indicated speed linearly relative to the calculated coefficients and continued to apply
a linear model.

After calibration using the correlation from the first part of the study, the users repeat the
same experiment to see if the system is able to show absolute speed. One user finished the eval-
uation after the calibration. In translational movement, regression analysis results showed the
proportionality coefficient improved from 0.79 to 0.89. In rotational movement, the proportion-
ality coefficient improved from 4.6 to 1.6. This result supports our idea that, after calibration,
the system can indicate absolute speed for a user.

6.9.3.5 ARTiFICe as Basis for a Motion Guidance System

Based on our ARTiFICe framework we have designed and implemented a Motion Guidance
System based on visual and tactile feedback, with a number of modules providing different
modalities and dimensions of feedback. The components in our system can be flexibly com-
bined into new applications thanks to their modular nature. Our components generate visual,
vibrotactile and pneumatic feedback for generic use with arbitrary limbs, or for specific tasks
like arm movement or navigation as described in [126]. These methods for motion guidance
could be also interesting for motor learning in a rehabilitation scenario.

6.9.4 Conclusion and Future Work

This chapter provided details on our VR/AR framework ARTiFICe with a view towards use with
serious games in rehabilitation. Many applications and games have been implemented based on
ARTiFICe. Various devices have already been integrated in the framework and new ones will be
added in the future. Furthermore, we plan to provide our framework as open source project to
the developers and research community.
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CHAPTER 7
A Serious Game for Chronic Pain

Rehabilitation

7.1 Introduction

This chapter introduces the medical background, design, development and evaluation of a seri-
ous game prototype intended to assist rehabilitation of patients with chronic pain of the lower
back and the neck. The findings presented here have been published in [129, 131, 128, 63].
Experts in movement science from Roessingh Research and Development (RRD) helped to de-

Table 7.1: Mini games, their medical rationale and the MoCap data used.

Game name Game description Medical rationale MoCap data
Temple of Magupta The player runs

through an ancient
temple, collects ar-
tifacts and avoids
obstacles

Physical recondition-
ing, increase walking
speed

Movement rate

Face of Chronos The patient climbs a
mountain by extending
the arms upwards un-
til the next hold is
reached and collects ar-
tifacts placed on holds

Increase reaching
ability, velocity and
smoothness of the
motion, relaxation of
the trapezius muscle
after reaching

Movement characteris-
tics of the hand and arm
(path, velocity), muscle
activity of the left and
the right trapezius mus-
cles (EMG)

Three Wind Gods The player imitates a
series of head move-
ments executed by fic-
tive characters.

Increase Cervical
Range Of Motion
(CROM), and in-
crease velocity and
smoothness of cervical
motion

Measures of CROM
and current rotation
(flexion/extension,
right/left bending,
left/right rotation),
velocity, acceleration
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Figure 7.1: Our MoCap system and two of the mini games during the preliminary testing. “Face
of Chronos” (left), “Three Wind Gods” (right).

termine the medical requirements and led efforts on the medical evaluation during the EU-FP7
project PlayMancer (FP7-ICT-215839-2007). RRD is a research center for rehabilitation tech-
nology and linked to the Roessingh rehabilitation center in Enschede. The game has been de-
signed based on the considerations and principles introduced in Section 2.9 and consists of a
common game environment into which multiple mini-games containing different rehabilitation
exercises are embedded. An overview of the mini games, their medical rationale, therapy goals
and used MoCap data is listed in table 7.1. They are embedded within an adventure setting,
linking the games with a common story line and the successful concept of exploration games.
Pictures of test users playing the mini games can be seen in Figure 7.1. All mini games provide
the patient with visual and textual feedback on his performance during gameplay. Furthermore,
the player receives virtual collectible items and a narrative reward in the form of a story.

Technically, the game is based on the ARTiFICe framework as introduced in Chapter 6.
The full body MoCap system as described in Chapter 4 and the biosignal acquisition system
introduced in Section 6.6.4 are employed to track exercises and work as main source of input
data for the serious game.

The following sections describe:

• Medical background of chronic pain (Section 7.2).

• Game design and how general and specific requirements are met (Section 7.3).

• Evaluation at multiple stages of development (Section 7.4).
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7.2 Medical Background & Requirements Specific to Pain
Rehabilitation

According to cognitive-behavioral models [52, 155], patients with chronic pain are in a vicious
circle. Deviating activity patterns, like maladaptive pain-related cognitions (i.e. fear of move-
ment), inadequate coping strategies (i.e. avoiding physical activities) and physical disuse result
in a decrease in physical condition, muscle strength and increase in illness and sick-role behavior
[52, 152]. Therefore, therapeutic activities performed in pain rehabilitation practice, focus on
adapting cognitions, improving coping strategies, increasing physical functioning and normal-
ization of activities of daily living. An important way to do this is by letting patients experience
and execute physical exercises. Exercises commonly used in chronic pain rehabilitation focus
on:

• Mobility and coordination by activities that target increased range of motion, increased
velocity and smoothness of the motion.

• Improving a patient’s physical conditioning by endurance exercises like walking.

• Relaxation of muscles by exercising both total body relaxation as well as local muscle
relaxation.

Changing motor functioning is considered a dynamic process. Subjects need to become aware of
their inadequate functioning during daily life and need to learn skills to change it. Subsequently,
they need to be motivated to develop intentions to change and then actually change. So, besides
monitoring physical performance, giving appropriate feedback about the performance to the user
is important in the context of pain-rehabilitation and thus also for serious games in this context.

7.2.1 Mobility and Coordination

Sandlund et al. showed that patients with neck-/shoulder pain have reduced ability to reach over-
head due to their pain [120]. Besides, patients with neck-/shoulder pain demonstrate decreased
range of motion (ROM) and lower peak velocity compared to asymptomatic controls [163, 137].
Furthermore, patients exhibit significantly higher variability in ROM and reduced smoothness
of movements. Therefore, many patients can significantly benefit from increasing their neck
mobility by exercising.

7.2.2 Physical Reconditioning

Previous studies have shown that patients with chronic low back pain (CLBP) have lower pre-
ferred walking velocity compared to controls [140] and their physical activity is deteriorated due
to disuse and deconditioning [53]. Little by little these patients become less active, physically
and socially. By walking, patients with chronic pain can, train their physical condition and in-
crease their walking velocity. Furthermore, the walking capabilities of a patient can also be used
as a measurement of physical condition through e.g. the six-minute walking test [8].
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7.2.3 Relaxation

Relaxation of the whole body as well as local muscle groups is an important part of a healthy
activity pattern [152]. In this work we concentrate on local muscles or more specifically the
upper trapezius. Changes in the activation of upper trapezius have been observed in people
with neck and shoulder disorder [20]. The electromyography (EMG) of patients with neck pain
demonstrated greater activation of accessory neck muscles during a repetitive upper limb task
compared to asymptomatic controls. During separate elevation of the shoulder both trapezius
muscles are mostly activated in pain patients. This co-contraction has to be reduced. The patient
has to learn selective activation of the left or right trapezius muscles during separate elevation
of the shoulder. Furthermore, patients exhibit prolonged activation of their muscles after a task
[20]. In other words they are not able to relax their muscles, which they are not necessarily
aware of because of the low level of activation. Nevertheless, according to Bults et al. low levels
of prolonged activation contribute to chronic pain. However, in their study [20] they showed
that patients with chronic neck and shoulder pain can alter their activity patterns if they receive
feedback on their muscle relaxation times.

7.3 Game Design and Rehabilitation Key Concepts

As mentioned in Section 2.2 configurability, motivation, repetition, feedback and progress mon-
itoring can be assumed key factors when designing serious games with a rehabilitation back-
ground.

We have derived certain design criteria from the above factors and requirements to be im-
posed on game play and elements interconnecting them with game aspects as described in the
following subsections. Section 7.3.1 describes the importance of configurability and how it has
been implemented in our game. A discussion of how we want to motivate the patient throughout
the game can be found in Section 7.3.2. Then Section 7.3.3 describes how the concept of repe-
tition is incorporated within our game, followed by details on the feedback provided to patients
within the game in Section 7.3.4. We aim to provide feedback for the patient to ensure that he is
capable to fulfill the exercise tasks correctly and to support motor learning effects (see also [57,
129]).

7.3.1 Configurability

Configurability and the right amount of challenge have been identified as important concepts in
Section 2.9. Therefore, we made the game precisely configurable to the patient’s capabilities.
When a patient first logs on to the game, a profile is created. The game can be configured in-
dividually to each patient’s needs by calibrating goals and baselines. This is meant to measure
(calibrate) the player’s physical vantage point in the various exercises and use this information
to set the difficulty of the game. For this purposes a scene has been implemented in the game as
depicted in Figure 7.2, which is dedicated to measuring the physical capabilities of the patient
with regard to the exercises. From the recorded baselines, levels of difficulty, parameters of the
mini games and therapy goals can be calculated. The configuration employs a semi-automatic
process in which the therapist chooses a parameter, which is followed by the avatar performing
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the corresponding movement. The patient imitates the movement, while the system measures
the parameter and the therapist confirms the correct execution. The therapy goal can be auto-
matically calculated, manually entered or captured by the system, while the therapist physically
supports the patient (e.g. lifts the arm of the patient). A fully automatic calculation based on
measurements has shown to be not flexible enough. Firstly, it is rather difficult, even for an expert
to give a general quantification of a goal. Secondly, the improvement of a patient’s achievements
is not continuous. Measurable differences are often very small and depend also to significant
part on the patient’s condition of the day or external influences (e.g. a smaller accident outside
the game) of the patient. Therefore, we created options to correct the goals within the system. If
the configured settings don’t provide the right amount of challenge (e.g. the patient makes faster
progress than expected), the therapist can adjust them easily for the next session. Following each
games session the therapist and patient can take a look at the data stored in the patient’s profile
to determine the progress and issues that have to be worked on. Providing the right amount
of challenge is crucial for multiple aspects. Firstly, the physical challenge of the rehabilitation
exercises should be close to capabilities to be effective, without however surpassing the pain
threshold. Secondly, from the perspective of game design it is important to match the game
play challenges precisely with the player’s skills to achieve “flow”, fun and avoid boredom and
frustration as introduced in Section 2.9.

7.3.2 Motivation & Game Play

The core idea of applying serious games in this context is of course to provide motivation by
making rehabilitation “fun” for the patients. This chapter largely discusses the game from a
medical and technical perspective, however careful considerations in game design ensure that
motivation is maintained throughout the game (as introduced in Section 2.2.1), e.g. through
meaningful play and rewards (see Section 2.9 for a overview of design concepts for serious
games). Facing and overcoming challenges is part of life and also an important part of games
[29]. Crawford categorizes the dimension of challenges in games. In our game each mini-game
provides it’s own set of challenges for the player. Most of these challenges are of sensorimotor
nature but also sequential reasoning is required in some cases. Conflict with an “active agent”
(i.e. a human opponent or artificial intelligence) is also a central element of many games [29].
However, in our game we avoid conflict to leave the initiative with the user, which is important
from a therapy perspective as stated earlier. Furthermore, adding an active agent would make
the course of the game less predictable. However, for the evaluation of the therapy results within
the user study it was important to have standardized reproducible situations. Nevertheless, in
the future it would be interesting, if competition and other social effects could even improve
motivation.

Considerations regarding game design are detailed in this and the following sections, where
it seems appropriate.

7.3.2.1 Storyline & Game Concept

The overall concept of the game is that of an exploration game in an adventure setting. For the
game environment an island scenario has been chosen, which is hypothesized to produce positive
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Figure 7.2: Configuration scene used to adapt the game to the patients’ capabilities.

associations of vacation, fun, relaxation and adventure. Furthermore, it is an environment largely
decoupled from problems, which patients/players face in their every day lives. A tropical island
is a pleasant, calm setting, and a place most people want to visit (warm and sunny, nature,
peaceful). The main location was also chosen and designed graphically in order to be visually
pleasing and calming. Patients may not be regular gamers and therefore will be less reluctant
to enter the game world if it appears pleasing and welcoming. The fact that it is the player’s
choice (as mentioned in the introduction narrative) to sail to the island emphasizes that he is
an empowered explorer rather than a stranded victim. Putting the patient in an active role is
important from the rehabilitation perspective and hoped to transfer to the patient’s real life.

In addition, an island scenario can be easily extended without much explanations in the
story with additional islands or areas. Therefore, new exercises for the patients can be easily
incorporated and combined in a modular fashion depending on the requirements of the patients.

The indication of chronic pain in the lower-back and neck is largely independent of age and
gender. Therefore, it was one of the premises to create a storyline that appeals to a wider range of
people. The combination of a realistic environment with mythological/fantastic elements offers
a good option with many successful examples (Indiana Jones, Harry Potter, fairy tales, etc.). The
storyline is inspired by the timeless Atlantis myth as well as Maya and Aztec cultures.

104



In the game the player arrives with his ship at a deserted island and discovers the remains of
an ancient civilization. The ship is the base of the patient. While on the ship, the game can be
configured individually to each patient’s needs and abilities by calibrating goals and baselines
for the mini games. During the mini games the player can collect items. When the player has
collected enough items, he is rewarded by unlocking the next part of the story, which should
provide additional motivation.

The basic idea of the implemented award system is to partially decouple the advance in
the game from therapeutic progress, while still giving sufficient feedback on the performance
through the game. Therefore, a patient who suffers a temporary decrease in his health condition
is not additionally punished by losing in the game. This concept is also supported by Crawford
[29] stating that “Losing should be a rare event, just frequent enough to maintain the illusion of
risk, but not frequent enough to intimidate the player.” Therefore, putting effort in the game is
being rewarded even if the therapeutic progress lags a bit behind.

The advancement of the patient in the game is determined by two parameters: The number
of artifacts, which have been collected in the mini games and the number of tables with the story
that have been unlocked. These can be looked at anytime in the inventory on the ship and contain
a narrative reward. Altogether there is nine tables, which tell the whole story of the Magupta
Empire. Unlocking of the tablets is depending on the number and type of artifacts. A patient
is also able to collect enough artifacts, if there is little or no therapeutic progress. However, as
an incentive for the patient to execute the exercises precise and with full commitment collecting
the items gets easier with a good exercise performance. On the other hand cleverness and tactics
help with the advance in the mini games. Within the game there are various types of artifacts
comprising different value and combining items of the same type yields bonus scores.

Figure 7.3) shows the game states and possible transitions between them. The game flow
follows the same structural steps every time the patient plays:

1. Ship: It is a central element in the game, which also serves as a menu for navigation
between the other states (Figure 7.4a). It links to calibration, status on progress (in-game
achievements) and offers choices on the next task(s).

2. Island: For the game a 3D island world has been modeled in which the player can freely
roam around (see Figure 7.4b). Embedded in this scenario are multiple mini-games, which
can be activated by touching the corresponding symbols. Originally the patients were
supposed to move around on the island by walking on the treadmill. However, this idea
has been abandoned in an early design iteration, because this mode offers only limited
control over the treatment protocol by the therapist. In the final prototype the player can
be transferred to specific island locations using a graphical user interface and start the
respective mini-games by using the in-game island map. The island itself can now be
explored by the patient after each therapy session as an additional reward.

3. Mini-game world: After a mini-game is started, the player is transferred in the mini-game
3D world, much like the 3D island scene at the triggering location. The player or the
practitioner may decide to end the mini-game at any point and return the island. When
a mini-game is finished (successfully or unsuccessfully), the player may start again, exit
back to the island, or be transported back to the ship.

105



Figure 7.3: The different game states and possible transitions.

(a) The ship scene, that serves as central ele-
ment in the game.

(b) 3D island world, that can be explored by the
player.

Figure 7.4: Overview of game scenes.

4. Ship: The player is rewarded (if the task was successful or the effort was sufficient to
merit a reward). The player can now choose to either do another task or end the game.

7.3.3 Repetition & Minigames

The mini-games embedded in the game environment contain the therapeutic core of the serious
game. Every mini-game emphasizes one or more therapeutic goals. Exercises, that have been
shown to be efficient during conventional therapy, have been integrated with the gameplay.
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During the requirement analysis therapists have selected exercises for the mini-games ac-
cording to the following criteria:

• Therapeutic benefit: Exercises should be efficient with regard to therapeutic progress

• Movement analysis: Biosignals and movement data is recorded in the patient profile.
Thus, later analysis can provide insights on movement patterns and deviations with certain
medical indications.

• General and specific applicability: Exercises should on the one hand cover a general part
of therapy, but on the other hand contain also elements, which are specific to certain patient
groups (e.g. Neck movements with whip lash patients)

During the mini-games the patients have to execute the exercises repeatedly as specified by
the therapist in the calibration step to be successful in the game and ensure therapy progress.
However, within the games it has been taken care that it is not just blind repetition of the same
movements, but also a choice or cognitive component added. For example in the mini-game
“Face of Cronos” the patient can select, which arm to use for the next move, which in turn
influences the artifacts he/she can collect. In “Three Wind Gods” the patient has to memorize,
which movements to perform next, thus providing a cognitive challenge and distracting him/her
from the actual exercise.

The following describes the three mini-games for the chronic pain patients. The mini-games
are not linked, in order to allow for various combinations and repetition of exercises.

• Temple of Magupta

• Three Wind Gods

• Face of Cronos

7.3.3.1 Temple of Magupta

The player explores a collapsing tunnel in an ancient temple (Figure 7.5) while controlling an
avatar from third-person view. The path is split into five lanes. At any time, the player may
command his avatar to change lane to the left or right, except if he is already in the leftmost or
rightmost lane respectively. The goal for the player is to reach the room at the end of the tunnel
within the given time. Along the path the player should pick up artifacts laying on the ground
of the tunnel, while at the same time avoiding obstacles, such as holes in the floor and falling
debris. Artifacts and obstacles may be found in any of the five invisible lanes. The player may
have to change lanes frequently, in order to avoid obstacles in the current lane and to pick up
approaching artifacts in other lanes and also plan ahead (e.g. focus on a certain type of artifact or
combination thereof, which gain higher reward). The patient’s voluntary walking velocity on a
treadmill controls forward movement of the avatar. Lateral movement of the avatar is controlled
by the patient’s speech and not the movements for various reasons. Firstly, the walking pattern
and activity of the trapezius muscle should not be influenced by additional gestures, because
they are recorded for later analysis. Secondly, abrupt movements on the treadmill can be painful
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Figure 7.5: Mini-game Temple of Magupta.

for the patient and threaten his safety. Safety and health of the patients has been one of the main
premises throughout the development of the system and therefore we used a treadmill with safety
rails on the sides. The main therapeutic goal of this mini-game is to improve the overall physical
condition of the patient. He should be motivated to move more, increase walking velocity and
thus achieve a training effect.

7.3.3.2 Face of Cronos

In this mini-game, the avatar is climbing a rock face as depicted in Figure 7.6. By using voice
commands, the player chooses which arm to use (“Left” or “Right”). To help the avatar climb
the rock wall, the patient has to reach overhead in the direction of the next virtual hand grip.
Once that goal is accomplished, the avatar climbs one step higher on the face. The distance to the
handhold as well as the height of the rock face depends on the configured parameters. An artifact
is earned as a reward for every successful overhead reach. Due to the number of repetitions set
by the therapist during calibration, the patient will have a certain number of reaches he can
use to reach the top of the cliff. To be able to arrive at the top within the limited number of
reaches the player has to achieve a certain height every time. If a reach goes below baseline,
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Figure 7.6: Mini-game Face of Cronos.

the following attempts will have to compensate. This might be easy at first, but the player will
become tired, which will gradually increase the difficulty. The same applies for the number
of repetitions entered during calibration by the therapist. The game mechanism challenges the
patient to perform the movements correctly until the very last. Reaching the top will award the
player with bonus artifacts, which contribute to the overall game progress and will eventually
unlock tablets. In case a player does not make it to the top of the cliff he is not rewarded with
bonus points, but still keeps the artifacts collected during the climb. Additionally, the patient
receives real-time feedback about the muscle tension in both trapezius muscles. The patient
is instructed to relax as quickly and as much as possible in between movements, in order to
gain consciousness about his or her muscle tension. This is especially important after a larger
number of reaches, when relaxation intervals become increasingly important for sustaining the
full movement range. The underlying goal of this mini-game is to improve overhead reaching
ability.
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Figure 7.7: Mini-game Three Wind Gods.

7.3.3.3 Three Wind Gods

This mini-game’s main game element is a stone structure with wind pipes located at the beach
(Figure 7.7), which can be activated by the player through different head movements. Each pipe
produces a unique sound and the challenge is to play them in a certain sequence or melody.
First the game presents the sequence visually and through audio and complexity increases with
the level. The therapist adapts the number of levels and therefore repetitions depending on the
abilities and therapy goals of the patient. The patient has to carry the movement through the
whole configured range (e.g. “Yes”-movement over 95 degrees). Three characters show the
head movements which the patient has to reproduce. These movements, corresponding to the
characters, are flexion–extension, rotation, and lateral flexion–extension of the neck. For every
successful reproduction of a movement, an artifact is earned as a reward. Furthermore, the game
rewards smooth movement with bonus artifacts. The overall goal of this mini-game is to improve
the patient’s neck mobility.
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7.3.4 Feedback & Game Output

During game play the three mini games provide game feedback (scores, collected items) as well
as visual, auditory and textual feedback on the patient’s performance. In most cases transformed
feedback, as introduced in Section 2.6, is displayed through game objects. Feedback on results
is also important within the therapy process as explained in Section 2.2. Therefore, the patient
may view his progress in the game or have a look at the profile after each game session. The
profile presents objective data, recorded during gaming (e.g. reaching ability, cervical range of
movement. Thus feedback on the patient’s therapy progress provides knowledge of results. In
addition a number of game elements and mechanisms provide feedback to the patients during
the mini-games producing knowledge of performance.

Feedback is also important from a game design perspective. Salen et al. emphasize the
concept of meaningful play for successful game design [119], as introduced in Section 2.9.
They state that “Meaningful play in a game emerges from the relationship between player action
and system outcome”. They point out the importance of discernibility of a player’s actions for
meaningful play. In other words if a user can’t see his actions reflected in the games feedback,
interaction with the game becomes random and most likely frustrating for the user.

Therefore, in our game objects, animations, progress bars, scales, sounds give various forms
of feedback to the player. In addition, the player’s progression within the mini-games is in-
tegrated with the larger context of the game, with integration being the second key factor of
meaningful play. Scores collected in individual mini-games reveal new parts of the story after
the mini-game is completed.

The following paragraphs present details on the feedback provided in every mini-game.

7.3.4.1 Temple of Magupta

The mini-game provides visual feedback by multiple objects and interface elements. The ani-
mation of the avatar gives a rough estimate of the current speed, which should be sufficient for
more experienced players. Additionally, there are two speed indicators in the game. One for the
avatar (the character in the game), and one for the player (the speed the patient walks with on the
treadmill). The player’s speed indicator has three levels: red, yellow and green. The red speed
level covers velocities from zero to 10% below baseline speed which the patient is walking on
the treadmill. As long as the player’s speed is in the red level, the avatar’s speed will decrease.
The yellow speed interval is from 10% below baseline to 10% above baseline. As long as the
player keeps within this interval, the avatar speed will not change. Finally, the green speed level
ranges from 10% above baseline speed and above. As long as the player keeps within this in-
terval, the avatar speed will increase until it reaches maximum. In addition, there is a time-limit
for the player to explore the temple, which is displayed in minutes and seconds. Furthermore,
graphic elements show how many artifacts of each type have been collected and give an estimate
how much are needed for a bonus.

7.3.4.2 Face of Cronos

The game displays hand position and muscle activity through graphic elements. Animations
show the avatar climbing, after a new hold has been reached. Additional feedback such as the
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remaining distance and number of reaches is provided in textual form.

7.3.4.3 Three Wind Gods

Game objects and a graphic scale show the range of neck movement, which the patient has
already covered. In addition to visual feedback, audio feedback is added, because due to the
head movements the display is not always in view. To indicate when the player has reached the
required ROM for a movement, a brief ’scoring’ sound is played, which at the same time is part
of the melody. At the start of the level the player will hear the sounds that he needs to reproduce.

7.4 Evaluation in a Preliminary Medical Study with an Early
Game Prototype

7.4.1 Evaluation Design:

Preliminary tests have been conducted to assess the MoCap system, the workflow and an early
version of the game prototype. While some quantitative measures have been taken, we have con-
centrated on evaluating the usability using qualitative measurements. The evaluation was con-
ducted with experts in movement science from Roessingh Research and Development (RRD).
In total three male pain subjects (age 23-60) and seven healthy participants male and female
(age 22-30) volunteered to participate in the preliminary tests. The three pain patients, had pain
complaints regarding neck, shoulder or back at least one week during the month prior to the
evaluation (median 20 days (7-20)). At RRD premises the motion capture system and the game
environment was installed (Figure 7.1). With this setup the patient could test the game, after
being instructed and while being monitored by a therapist. For the evaluation an iotracker sys-
tem and TMSI MOBI as described in Section 6.6.4 were used. A projector displayed the game
content to the patient, while the therapist had her own control monitor. A treadmill was used for
one of the games.

The protocol for conducting the preliminary evaluation of the game followed the basic work-
flow described in Section 4.1. After having finished the three mini games the subject filled in a
self composed questionnaire. This questionnaire consists of three parts: questions (1) specific
for the different elements of the game/system e.g. suit, EMG, treadmill, (2) about the emotional
perception of end users with gaming and (3) about preference for therapeutic implication(s).

Items were rated on a seven point Likert scale from one (strongly disagree) to seven (strongly
agree), on a visual analogue scale (VAS) or on yes/no.

7.4.2 Results

The overall median duration of the MoCap calibration was 4:25 minutes. On average three
calibrations were performed and 87.5% of all calibrations were correct. All participants were
capable to perform the calibration exercise and qualified this movement as not difficult.

During the evaluation the update frequency of the MoCap system was stable at 50Hz. No
major tracking errors have been detected, the system was running robustly. Visual inspection of
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the motion data showed smooth movements with little jitter and evaluation of the joint angles
showed also little jitter and high relative accuracy.

The duration of the mini games “Temple of Magupta”, “Face of Chronos” and “Three Winds
Gods” were respectively; 2:30 minutes, 2:30 minutes and 4:05 minutes.

Overall the participants were modest regarding the enjoyment they perceived while interact-
ing with the games. The overall median level of enjoyment for the three mini games was between
a score of 5.7 and 6.05 on a 10 point VAS scale. However, it has to be stated at this point, that
neither the graphical models were finished at the time of the evaluation, nor the reward system
and levels of difficulty. The mini game “Temple of Magupta” was rated the most enjoyable
mini game by 50% of the participants. It was the most active and dynamic out of the three mini
games. Following verbal and written feedback by the participants game objects, which were too
small or poor in contrast have been adjusted accordingly. Patients rated the “Three Wind Gods”
to take the most effort and to be most exertive out of the three mini games. In other words, this
game was labeled to be (too) challenging to play (it has also a cognitive component) and phys-
ically demanding. They had to approach their maximum range of motion, which can be painful
especially for the patients (score of 7.1 on effort expectancy and 6.3 on perceived exertion). Ac-
cording to the therapists, this might be explained by the fact that the game puts much emphasis
on the painful movement (i.e. range of motion). Therefore, the mini-game has been made a
little bit easier and the required ROM reduced by a few percent. Another explanation for the
lack of enjoyment is, that the movement sequences were too long and as Crawford points out in
[29]: “Most people find highly sequential tasks, such as long calculations or memorizing com-
plex sequences of actions, to be a tedious challenge.” Therefore, additional visualizations help
the patient to reproduce the correct sequence in the final prototype. Patients rated the “Three
wind gods” to be of lowest therapeutic relevance. One explanation for this is the fact that one
of the “Three wind gods” was hardly visible on a projection screen, causing subjects to make
mistakes more easily. Therefore, for the final game a visual/audio guidance for the patient has
been implemented and game elements, that were considered to small or low in contrast, have
been improved/exchanged. Results presented in the next section indicate that this adaptation of
the challenge has made the mini-game more enjoyable.

The majority of participants (90%) would recommend this “serious gaming modality” to be
added to their current rehabilitation treatment. One participant stated that a “serious gaming
modality” would motivate them to increase their training intensity. About half of the patients
would recommend a “serious gaming modality” to a friend (66.7%) or to another patient (50%).
Most participants believed it is very valuable to see movement (which they execute) to be re-
flected in the game.

Feedback collected in this early user study has been of very high importance for development
of the final game prototype and various improvements have been implemented to improve the
user experience.
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7.5 Evaluation in a Final Medical Study with the Final Game
Prototype

The evaluation was conducted by experts in movement science from RRD with Stephanie Jansen-
Kosterink being the principal investigator. This study is believed to be the first evaluation of a
serious game for patients suffering from chronic pain and comprises a stage 1–2 evaluation, ac-
cording to the staged approach of tele-medicine evaluation proposed by DeChant et al. [33].
The primary aim of this pilot study was to explore the user experience in terms of usability, sat-
isfaction, level of motivation, and game experience of patients playing the game. The secondary
aim of this pilot study was to explore the progression in terms of the performed motor skills
(walking velocity, overhead reach ability, and cervical range of motion (CROM) and the clini-
cal changes (physical condition, level of disability, and pain intensity) brought about in chronic
musculoskeletal pain patients playing the game over 4 successive weeks. The findings of this
study have been published in [131], [128] and [63].

7.5.1 Study Design

7.5.1.1 Participants

Patients were recruited from a local physical therapy practice and by an advertisement in the
newsletter of a patient association for chronic pain patients. Interested patients could contact
the researchers and received an information letter concerning the study. Only those patients 18
years and older and with low back pain or pain in the neck/shoulder region for at least 12 weeks
(without specific pathological causes) were included. Patients were excluded if they (1) had
an insufficient understanding of the Dutch language, (2) had visible impairment that inhibits the
perception of the screen on which the game is projected, or (3) were receiving (physical) therapy
for their physical complaint at the time of the study. Because of the explorative character of
this study, no sample size calculation has been conducted beforehand. To be able to answer
the objectives of this study, the goal was to include at least 10 patients. The medical ethical
committee approved the study. All patients gave their informed consent prior to participation.

7.5.1.2 Setup

At RRD premises the motion capture system, biosignal acquisition device and the game environ-
ment as described in Chapters 4 and 6 had been installed. In this environment the patients could
play the game, after being instructed and while being monitored by a therapist. A video projec-
tor was used to display the game content to the patient, while the therapist had her own control
monitor. Figure 7.1 shows this setup. For the mini game “Temple of Magupta” the patient had
to walk on a treadmill.

Relevant motions of the patient’s body and muscle activation levels control the game. To
track the patients’ movements while playing they were equipped with a tight-fitting suit (a jacket,
a pair of trousers, and a cap) with 36 reflective markers attached to it as shown in Figure 7.8.
Easy-to-put-on suits were available for male and female patients and in various sizes (small,
medium, large, and extra large). The suits were washable. At the start of the treatment a clean
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Figure 7.8: Setup with the MoCap system and a user wearing the MoCap suit.

suit was provided to every patient; on the patient’s request the suit was washed during the treat-
ment period. Furthermore, surface electromyography electrodes are placed on both left and right
upper trapezius muscles, on the halfway point of the line between the spinous process of C7 and
the acromion. A reference electrode is placed over the spinous process of C7 and the signal is
sent to a computer wirelessly.

7.5.1.3 Treatment Protocol

The patients were asked to visit Roessingh Research and Development lab (Enschede, The
Netherlands) and to play the game for four weeks with a frequency of one or two times a week.
After 4 weeks of training with this frequency, first clinical changes can be expected. In addition,
this amount of sessions should enable patients to give a reliable judgment concerning their expe-
rience. During every game session, a therapist assisted the patient. The first gaming session was
focused on the calibration of the MoCap system and to assist the patient become acquainted with
the game. Subsequently, by using the baseline and goal-setting module, the individual baseline
values were assessed, and individual goals were configured for each motor skill. This module
also automatically updates the baseline values of the patient if the patient performs at beyond the
baseline level. Then the patient was introduced to the mini-games, and the aim of every mini-
game was explained. During subsequent sessions, the patients played every mini-game at least
three times. Depending on the primary complaint (low back or neck/shoulder pain) or patient’s
preference, a mini-game might be played more than three times. Each gaming session lasted
between 45 and 60 minutes (15-20 minutes preparation / 30-40 minutes gaming).
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7.5.1.4 Measurements

User experience ISO 9241-210 defines user experience as “a person’s perceptions and re-
sponses that result from the use or anticipated use of a product, system or service.” In the
assessment of the user experience during the game we focused on usability, satisfaction, level of
motivation, and gaming experience. The usability of the game was assessed against the System
Usability Scale (SUS) [19]. The SUS presented 10 statements about the perceived usability of
the game. Patients could indicate on a scale of 0–4 to what extent the presented statements were
true for them. To obtain the final SUS score, the sum of the patient’s answers was multiplied
by 2.5. The SUS score ranges from 0 to 100 (low and high usability, respectively). The English
version of the SUS was translated into Dutch, as there was no validated Dutch version available.
The overall satisfaction with the game was assessed by a request to rate the game on a scale from
0 to 10 (low and high usability, respectively) and an open-ended question asking about the over-
all experience of the game. The level of motivation was assessed by posing two questions. For
the first question, patients rated their level of motivation related to the game on a 7-point Likert
scale, ranging from “demotivating” to “motivating”. The second question was answered with
yes or no: “Did the game motivate you to perform your exercises?” The game experience of the
patients during gaming was assessed by the enjoyment, frustration, environment (graphics and
sounds), and game play (scenario and rules) scale of the Core Elements of Gaming Experience
Questionnaire (CEGEQ) [25]. This questionnaire presents 17 statements. Patients could indicate
on a scale ranging from 0 to 7 to what extent these statements were true for them. The summed
score per category gave a view of each patient’s overall gaming experience. The English version
of the CEGEQ was translated into Dutch, as there was no validated Dutch version available. All
the questionnaires were assessed immediately after weeks of gaming (post-test).

Game output The progression on the performed motor skills was assessed by analyzing the
game data. After every game session, the game data were saved in a patient-specific folder.
In this folder were saved the walking velocity (“Temple of Magupta”), the movement time and
velocity and three-dimensional wrist position (“Face of Cronos”), and the rotation of the head
around the three axes (“Three Wind Gods”), as well as other game data.

Clinical changes The physical condition of the patient was assessed by the 6-minute walk test
[8]. The objective of this test is to walk as far as possible for 6 minutes on a flat surface such as a
hallway. During the test, patients were permitted to slow down, to stop, and to rest if necessary.

The subjectively experienced disability of patients with pain was assessed by a generic dis-
ability questionnaire, namely, the Pain Disability Index (PDI) [145]. The PDI is a selfrating
scale. Answers are provided on a categorized 11-point scale with “not disabled” and “fully dis-
abled” at the extremes. In a chronic pain population, the psychometric properties of the PDI
appeared to be sufficient [145]. Pain intensity of the back region or neck/shoulder region was
assessed by means of a visual analogue scale (VAS) [46]. Patients were asked to rate their ex-
perienced level of pain during the last month. The VAS consists of a 10-cm horizontal line with
“no pain” on the left and “worst pain ever” on the right extremity of the line. Psychometric
properties have proven to be sufficient. The 6-minute walk test, PDI, and VAS were assessed
prior to (pre-test) and immediately after 4 weeks of gaming (post-test).
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Analysis To assess the user experience, the mean scores post-test of the assessed question-
naires were calculated. Because of the pilot characteristics of this study, all patients were asked
to play all three mini-games, even if the motor skill(s) requested in the mini-games did not cor-
respond with their specific needs. For this reason the progression on the performed motor skills
of the game are presented separately for the whole group and for the patients with a significant
impaired function for these motor skills.

For the “Temple of Magupta” mini-game, the average walking speeds for each game week
are presented. The average walking speed was calculated over the total “Temple of Magupta”
mini-game, per session.

For the “Face of Cronos” mini-game, the average overhead reaching heights, based on wrist
positions, for each game week are presented. The wrist position was determined as the maximum
wrist height per movement relative to the shoulder. The maximum height of every reach was
defined as the point, between the start and end of a movement, in which the velocity of the
wrist was 0 m/second. For every game session, an average value was calculated to describe the
reaching heights.

For the “Three Wind Gods” mini-game, the average range of motion (in degrees) of the
cervical axial rotation from left to right (no movement) for each game week is presented. For
every game session, an average value was calculated to describe the CROM. Data processing
and calculation were done using Matlab software (version R2008b; MathWorks, Natick, MA).
To investigate the changes of game output over the weeks, mixed-model analysis for repeated
measures was used. Time of measurement (week) was used as a within-subjects factor. Post
hoc comparisons were made when required, and Sidak’s adjustments were used to correct for
multiple tests. At a group level, the overall clinical effect of our game over time (pre-test versus
post-test) on physical condition, disability, and pain intensity was analyzed using a paired non-
parametric test (Wilcoxon). SPSS version 19.0 software (SPSS, Inc., Chicago, IL) was used for
statistical testing. Alpha was set at 0.05 to test for statistical significance.

7.5.2 Results

Ten patients (two male and eight female) participated in this study. All patients met the pre-
defined inclusion criteria and completed the 4 weeks of gaming. The mean age was 54.9 years
(standard deviation [SD] 11.8; range, 27–68). Six of the patients reported primary neck/shoulder
complaints, and four patients reported primary low back complaints. The average pain intensity
of the patients was 5.9 (SD 2.1) and the average disability score was 27.3 (SD 13.5), indicating
mild to moderate disability levels. All patients were able to walk without a walking aid. Four
of the patients were employed and worked for 28–40 hours per week, three of the patients were
retired, and three patients were unemployed (Table 7.2).

7.5.2.1 User Experience

With respect to the reliability analysis of the SUS, Cronbach’s alpha of the 10 items was 0.5,
indicating poor reliability. The usability of the game was rated good (SUS score ≥71.4 [10]),
with a mean SUS score of 77.5 (SD 9.5; range, 60.0–97.5). The overall satisfaction with the
game was high. The patients gave the game an average rating of 7.6 (SD 0.7; range, 6–8) out of
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Table 7.2: Demographic Characteristics of the Included Patients.

Characteristic Value
Age (years) 54.9 (SD 11.8; range, 27–68)
Gender 20% male

80% female
Complaints 60% neck/shoulder pain

40% low back pain
Pain intensity 5.9 (SD 2.1; range, 1.6–8.0)
Disability score 27.2 (13.5; range, 6–55)
Work status 40% employed

30% retired
30% unemployed

10. Four patients responded to the open question about the overall experience of the game. The
patients stated:

“The game distracted me, I was less aware of the pain and therefore I was able to relax and
play the game.” (Patient number 3)

“I liked to play the game.” (Patient number 4)
“The Temple of the Mapugta mini-game I enjoyed most, the other two games I enjoyed less.

These mini-games were insufficiently stimulating for me.” (Patient number 5)
“Playing the game caused distraction from my pain, therefore I was able to execute the

requested exercises better; I walked longer and stretched my neck more.” (Patient number 9).
Nine of the 10 patients found the game motivating; one patient gave a neutral answer. All

the patients found that the game motivated them to perform the requested motor skills. The
outcomes on game experience are presented in Figure 7.9. With respect to the reliability analysis
of the CEGEQ, Cronbach’s alpha of the 17 items was 0.9, indicating good reliability. Patients
enjoyed playing the game and experienced very little frustration. The high scores indicate that
the patients were satisfied with the game environment (graphics and sounds) and game play
(scenario and rules).

7.5.2.2 Progression on Performed Motor Skills

The results on the progression in performed motor skills (walking velocity, reaching height,
and CROM) are presented first for the whole group and second for those patients with relevant
impairment.

7.5.2.3 Walking Velocity

Group Mixed-model analysis for repeated measures showed that the scores on walking ve-
locity did not change significant over time (P≥0.22). The average baseline (voluntary) walking
velocity was 3.4 km/hour (range, 2.5–4.5). In the first week, the average walking velocity dur-
ing gaming was 4.0 km/hour (SD 0.6; range 3.2–5.2), and in the final week the average walking
velocity during gaming increased to 4.8 km/hour (SD 0.6; range, 3.7–5.6) (Figure 7.10 a).

118



Figure 7.9: Overview of overall scores on the Core Elements of Gaming Experience Question-
naire (CEGEQ) subscales of enjoyment, frustration, game environment, and game play.

Figure 7.10: Average walking velocity of (a) all patients and (b) the patients with an impaired
walking velocity during the “Temple of Magupta” mini-game.

Impaired patients Four patients (numbers 2–4 and 10) had an impaired walking velocity of
4.2 km/hour or less on the 6-minute walk test performed pre-test [67]. Looking at their walking
velocity during playing the game, game data showed an average baseline walking velocity of
3.1 km/hour (range 2.5–3.5). In the first and final weeks these values were 3.6 km/hour (SD 0.3;
range 3.2–4.0) and 4.6 km/hour (SD 0.8; range, 3.7–5.3), respectively (Figure 7.10 b).

7.5.2.4 Reaching Heights

Group Mixed-model analysis for repeated measures showed that the scores on reaching height
did not change significant over time (P≥0.17). The average baseline reaching heights for the left
and right arms were 2.05 m (range 1.91– 2.16) and 2.05 m (range 1.93–2.14), respectively. For
the left arm, the average reaching height in the first week of gaming was 2.08 m (SD 0.03; range
2.02–2.13). In the final week of evaluation, the average reaching height of the left arm increased
to 2.10 m (SD 0.02; range 1.98–2.15). For the right arm, the average reaching height in the first
week was 2.05 m (SD 0.02; range 1.85–2.15). In the final game week, the average reaching
height of the left arm increased to 2.10 m (SD 0.01; range 2.03–2.17) (Figure 7.11a).
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Figure 7.11: Reaching height overhead of (a) all patients and (b) the patient with an impaired
reaching height during the “Face of Cronos” mini-game.

Figure 7.12: Cervical range of motion of all patients (all had impaired motion) during the “Three
Wind Gods” mini-game.

Impaired patient Only one patient (number 2) had a discrepancy of overhead reaching height
between the left and right arm in the first week. The reaching height of the right arm was 23 cm
below the measurement of the left arm. The reaching height of the right arm of this patient in
the first week was 1.85 m, and increased to 2.12 m in the final week (Figure 7.11b).

7.5.2.5 CROM

Group/impaired patients Mixed-model analysis for repeated measures showed that the CROM
scores changed significantly over time (P≤0.03). During the first week, the CROM for cervical
axial rotation, from left to right, during gaming was 129.1◦ (SD 6.8; range, 119.9◦–138.5◦). The
CROM for cervical axial rotation, from left to right, of a healthy patient is 151.7◦ [137]; all pa-
tients had an impaired CROM (≤ 151.7◦). During the final gaming week, the CROM increased
to 139.5◦ (SD 16.1; range, 121.0◦–161.2◦) (Figure 7.12). During the final week, three patients
(numbers 2, 4, and 9) reached the CROM cutoff point ( > 151.7◦) for healthy patients [137].

7.5.2.6 Clinical Effectiveness

The physical condition of the patients was assessed by using the 6-minute walk test. Pre-test,
the average walking distance was 445 m (SD 77). At post-test, the average walking distance
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Table 7.3: Outcome on Pain Intensity, Pain Disability, and 6-Minute Walk Test.

Mean (SD)
Pre-test Post-test

Pain intensity 59 (21) 50 (24)
Pain disability index 27.2 (13.5) 26.3 (15.0)
6-minute walk test 445 (77) 465 (46)

increased by 20 m to 465 m (SD 46). However, this difference was not significant (P = 0.212).
The PDI decreased by almost 1 point at post-test. Nevertheless, the difference between pre-test
and post-test scores for disability was not significant (P = 0.505). After 4 weeks of gaming, the
perceived pain intensity of the patients decreased from 59 (SD 21) on a 100-mm VAS to 50 (SD
24) as shown in Table 7.3. Again, this average difference was not significant (P = 0.284).

7.5.3 Discussion

The presented pilot study focused on a first evaluation of the game for patients suffering from
chronic musculoskeletal pain. The primary aim was to explore the user experience of the patients
with the game. The secondary aim of this pilot study was to explore the progression in terms
of the performed motor skills (walking velocity, overhead reaching ability, and CROM) and
the clinical changes (physical condition, disability, and pain intensity) induced in chronic pain
patients using the game for 4 weeks. Patients experienced the game as positive. They rated the
usability of the game as good and the games clearly motivated patients to perform their exercises.
Furthermore, patients enjoyed playing the game and liked the game environment and game play.

Despite the short training period, overall the patients made a nonsignificant progression in
terms of the requested motor skills in the mini-games during the 4 weeks of gaming, especially
those patients with impaired motor skills. After 4 weeks of gaming, generally patients were
capable of walking faster and reaching higher and experienced an increase in neck mobility.
Based on our results, it is expected that serious gaming has a true potential for physical rehabil-
itation This is especially true when used in combination with telerehabilitation applications that
enable home-exercising. Home-based exercise programs are known to be effective [84], but the
overall low conformance with such programs remains problematic [142]. Furthermore, a high
conformance to a rehabilitation program has a positive effect on clinical outcomes [28]. Serious
games in rehabilitation, such as ours, encourage patients to perform their exercises, so they have
the potential to overcome the generally low compliance with home-based exercise programs.
Another positive aspect of our serious game is the availability of game data. These data provide
the therapist with detailed information on the progression of a patient in terms of the various
trained motor skills. By using the available game data, the therapist can better align the game
session to the needs of the individual patient, and the transparency of the treatment is increased,
which matches the current trend in healthcare. However, none of the commercially available
exergames currently provides the healthcare professional with this type of game output.

Previous randomized controlled trials have shown the potential of games targeting the re-
habilitation of stroke patients [75, 121] or patients with acquired brain injury [48]. Clinical
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trials to test the benefits of serious games in rehabilitation are necessary before such games are
incorporated into rehabilitation programs [88].

Our pilot study is a first step toward the implementation of serious games in the physical
rehabilitation of chronic musculoskeletal pain patients. The framework for telemedicine evalu-
ation proposed by DeChant et al. [33] was used, and in line with this framework, the presented
pilot study was a stage 1–2 evaluation. In the terminology of DeChant et al., [33] the evaluation
of an application starts with an evaluation of the technical efficacy (accuracy and reliability) of
the application and an evaluation of the primary objective of the application in terms of access,
quality, or cost (stage 1–2). During the subsequent deployment, a comprehensive evaluation is
necessary, using multiple end points such as the quality, accessibility, and costs of this healthcare
approach (stage 3). The final step in the evaluation of an application is to examine whether the
overall evaluation of an application in one system can also apply in other settings (stage 4) [33].
Even though the framework is designed for telemedicine evaluation, it can be adopted for eval-
uation of serious games in healthcare and also help other researchers to organize the evaluation
of their serious games for rehabilitation in a clinical setting.

Although the sample size of our pilot study is low and there was no control group, it still
extends the knowledge about the use of games in the physical rehabilitation of chronic pain
patients [5]. By playing our game, patients made a progression in the requested motor skills. In
rehabilitation a progression of 15 percent is often considered as clinically relevant [164]. Given
our results on a group level, the progression made on walking velocity is clinically relevant. On
an individual level 70 percent of the patients made a clinically relevant progression on walking
velocity, 10 percent of the patients made a clinically relevant progression on reaching height,
and 30 percent of the patients made a clinically relevant progression on CROM.

One of the limitations of this study is the use of nonvalidated Dutch versions of the SUS and
CEGEQ, because no other validated Dutch questionnaires to assess usability and game experi-
ence were available. Given the Cronbach’s alpha of these questionnaires, the reliability of the
SUS and CEGEQ were indicated as poor and good, respectively. Therefore the use of this Dutch
version of the CEGEQ is recommendable, but for the future, use of the current Dutch version of
the SUS should be reconsidered.

A next step in the evaluation of our serious game is to compare it with conventional physio-
therapy for patients suffering from chronic musculoskeletal pain and to assess them on clinical
benefit, user experience, and costs (stage 3). The following adjustments could increase the po-
tential of our game as a tool for rehabilitation. First, the current version of the game only involves
three mini-games, and an increase of the number of mini-games would be beneficial. With more
mini-games available, a game session could be better adjusted to the rehabilitation goals of the
individual patient, and that patient’s treatment protocol can be refined. Second, the duration
of the treatment protocol in this study was 4 weeks. Patients visited the Roessingh Research
and Development lab to play the game one or two times a week over 4 weeks. Because of the
positive effects of intensity, frequency, and duration of training on physical fitness [77], it can
be assumed that extending the treatment protocol (for example, duration of 6 weeks instead of 4
weeks and frequency of at least twice a week) could further positively influence the outcome.

A final suggestion is to adjust the game for remote physical rehabilitation. In the current
setting, patients were dependent on the availability of the therapist and the Roessingh Research
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and Development lab to play the game. Besides, an elaborate MoCap system was needed to
generate input for the game. For a remote physical rehabilitation setting, there must be an easy-
to-use and cheap alternative for this MoCap system, such as Microsoft’s Kinect. In a previous
study, Microsoft Kinect was integrated into our game and tested as an alternative low-cost Mo-
Cap system. In this setting, two of the mini-games (“Temple of Magupta” and “Face of Cronos”)
could be controlled by the requested motor skills [131]. Concerning our game as a tool for re-
mote physical rehabilitation, a next step is to evaluate the game in combination with low-cost
maintenance-free motion capturing systems in a home setting and see if the outcome on accessi-
bility and quality are comparable with the outcomes of this study. Our existing knowledge about
telerehabilitation suggests that our game has the potential to increase the quality and accessibil-
ity of health-care and perhaps lower costs. Patients can play the game during a self-scheduled
time span in their own environment. This would fit with the current trend of self-management
of the patient [68].

In conclusion, our serious game for chronic pain rehabilitation has demonstrated potential
efficacy in a small sample of adults with musculoskeletal pain. It could be a novel tool for
improving outcome of physical rehabilitation, because it motivates patients to perform their
exercises, and as a result, their motor skills and physical condition improve.
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CHAPTER 8
Conclusion

8.1 Summary and Discussion

This thesis has focused on the development of methods allowing full body interaction emphasiz-
ing algorithms and implementation of Motion Capture (MoCap) systems. A framework has been
presented, that facilitates the implementation of (serious) games and applications using MoCap
and other Virtual Reality (VR) technologies. Furthermore, design, development and evaluation
of a game for chronic pain rehabilitation based on our framework was described.

Key concepts of VR technology in rehabilitation, such as motivation, repetition and feedback
and other design considerations of serious games were identified, discussed and their application
exemplified.

The development of an affordable full body MoCap system, based on optical tracking data,
was described including a detailed description of the algorithms and methods for skeleton cali-
bration and tracking. In that, we attempted to bridge the gap to commercial MoCap systems, for
which little has been published on the applied algorithms. Furthermore, our MoCap system was
designed and developed with a focus towards the application in a serious game for rehabilitation.
Therefore, features such as a flexible marker-setup and a workflow that can be easily handled
in an every-day clinical setting have been emphasized. The system worked robustly over an
extended period of time during evaluation with a serious game targeting patients suffering from
chronic musculoskeletal pain and showed good usability.

Home-based exercises were introduced as an important and interesting application area of
serious games for rehabilitation, that can help guide a patient in his relearning process (e.g.
correcting errors in movement patterns), which is done by a therapist during conventional occu-
pational or physical therapy. Marker-based infrared optical MoCap systems, however, are too
expensive and difficult to maintain in a home environment and we therefore evaluated Microsoft
Kinect as an alternative MoCap solution. This low-cost and plug-and-play tracking component
showed to capture certain movements and exercises with an accuracy, that is sufficient for our
rehabilitation context, while it was not so well or not at all suited for others. However, it can
be expected that accuracy of markerless MoCap technologies will be improved in the future.
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RGB-D sensors such as the Kinect require no markers or sensors on the human body and are
easy to setup. Therefore, it can be hypothesized that they will play a vital role in the future of
home-based games in rehabilitation.

Nevertheless, a single Kinect only covers a relatively small tracking space. Therefore, we
have designed and developed a system consisting of several Kinects to assess the applicability in
wide-area tracking scenarios. We distributed tracking data over network and merged poses in a
flexible approach, that enabled us to almost arbitrarily scale the tracking volume. The evaluation
showed, that combining multiple sensors worked for many of the assessed situations, although
MoCap data still suffered from errors caused by the optical tracking principle (e.g. partial self-
occlusion of the user).

Developing applications and serious games for rehabilitation, especially with a Virtual Re-
ality (VR) setup, requires a lot of time and effort, because in addition to the implementation of
game logic and content, often input/output devices, such as the above, have to be integrated and
their data processed. Therefore, for serious games in rehabilitation and other VR applications in
research and teaching we have developed a powerful framework - ARTiFICe -, that is lightweight
and flexible. Furthermore, we integrated several new devices and technologies for tracking and
biosignal acquisition. In addition, the framework incorporates modules for interaction, distribu-
tion and haptic feedback. These features together with the integration of an off-the-shelf game
engine makes our framework very well suited for the development of serious games. The ver-
satility of the ARTiFICe framework was demonstrated by the different VR environments, that
were developed based on the framework using various hardware setups and interaction devices.
These systems are using a wide variety of devices and offer different degrees of immersion.

Finally, the design and development of a serious game based on the ARTiFICe framework
was described, that targets rehabilitation of patients with musculoskeletal chronic pain of the
lower back and neck, a group that has previously been neglected by serious games. Medical
requirements of the indication as well as key concepts of rehabilitation and design considerations
and their integration in the game design were detailed.

A user study with a preliminary prototype of the game presented interesting insights and
showed how important user feedback is in the game development process. Small details of the
game, such as poor visibility of certain game elements or a poorly adjusted level of challenge in
the game, have been identified to significantly reduce enjoyment and improved accordingly.

The final game prototype had been evaluated in a user study with a sample of ten adults
with musculoskeletal pain in a training period of 4 weeks and the results presented in this thesis
showed potential efficacy. Despite the short training period, overall the patients made a progres-
sion in terms of the requested motor skills in the mini-games during the 4 weeks of gaming,
especially those patients with impaired motor skills. After 4 weeks of gaming, generally pa-
tients were capable of walking faster and reaching higher and experienced an increase in neck
mobility. On a group level, the progression made on walking velocity is clinically relevant.

The game clearly motivated patients to perform their exercises, they enjoyed playing the
game and liked the game environment and game play. Therefore, serious games in rehabilitation,
such as ours, encourage patients to perform their exercises, and could have the potential to
overcome the generally low compliance with home-based exercise programs.

Another positive aspect of our serious game is the availability of game data. These data
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provide the therapist with detailed information on the progression of a patient in terms of the
various trained motor skills. By using the available game data, the therapist can better align
the game session to the needs of the individual patient. Furthermore, the transparency of the
treatment for the patients can be increased, which matches the current trend in healthcare.

8.2 Open Issues

• Improving the skeleton model: The skeleton model introduced in our MoCap system
is based on purely rotational joints with 3 degrees of freedom. During an extended cali-
bration step the system could calculate constraints for the joints, which would reduce the
amount of possible solutions during tracking. Furthermore, a translational component in
the skeleton model’s joints could be introduced to represent real human joints more accu-
rately. Both measures could be used to gain either more robust or accurate tracking data in
certain situations, or allow simplifications of the setup (e.g. reduce the number of markers
required).

• Extending evaluation of the MoCap system: To acquire ground truth kinematic data of
human MoCap data for evaluation is difficult and requires intrusive means and an enor-
mous effort. However, a simulation with detailed kinematic models of the human joints,
muscles and skin could provide datasets for an extended evaluation.

• Multiuser low-cost wide area MoCap system: Tracking multiple users can be interest-
ing for a number of applications including serious games for rehabilitation. To extend our
work to the tracking of multiple users, we would have to keep track of the global posi-
tion of each user and identify each newly detected user in a cell. Furthermore, skeleton
calibration data of the users has to be shared, which requires efficient transmission of that
data over the network.

• Elaborating pose merging strategies of the low-cost wide area MoCap system: Com-
bining data from multiple sensors could be improved through either merging data on a
point cloud level or by application of more elaborate pose merging strategies. The earlier
method should be more effective in certain situations (e.g. when merging depth data of
two sensors each of which alone would be insufficient to produce a skeleton at all, such
as combining two half images of a user’s torso). This in turn could be used to increase
the spacing between sensors or overall accuracy. However, calculating, transmitting and
merging point clouds (and reprojection to a depth image required for the MoCap algo-
rithm) would generate a substantial overhead. More elaborate pose merging strategies on
the other hand could employ movement trends through, e.g. double exponential smoothing
prediction, for combining poses. Furthermore, in absence of reliable confidence values of
poses, they could be derived from the user’s posture relative to the sensor (e.g. a sensor’s
view on the right shoulder will evidently produce low confidence of the left shoulder).

• Extending haptic feedback: Haptic indication for motion dynamics, such as velocity,
showed to work well in our evaluation. In current work, building upon these findings,
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we attempt to provide gesture training through haptic feedback. Using carefully designed
vibrotactile stimuli and patterns we want to facilitate the learning phase required for users
new to an interactive environment.

• ARTiFICe as an open source framework: We plan to release our framework as open
source project to developers and the research community.

• Extending the game for chronic pain rehabilitation: The current version of the game
only involves three mini-games, and an increase of that number would be beneficial. With
more mini-games available, a game session could be better adjusted to the rehabilitation
goals of the individual patient, and that patient’s treatment protocol could be refined.

• Adaptation of the game for remote physical rehabilitation: In the current setting, pa-
tients were dependent on the availability of the therapist and the Roessingh Research and
Development lab to play the game. Besides, an elaborate MoCap system was needed to
generate input for the game. For a remote physical rehabilitation setting, there must be
an easy-to-use and cheap alternative for this MoCap system, such as Microsoft’s Kinect.
Kinect was integrated into our game and tested as an alternative low-cost MoCap system.
It allowed at least partial control of the mini-games by the requested motor skills in several
cases. However, the mini-games and exercises would need to be adapted to the capabilities
of the sensor and the sole control by the patient.

• Extending the evaluation of the game: A next step in the evaluation of our serious
game is to compare it with conventional physiotherapy for patients suffering from chronic
musculoskeletal pain and to assess them on clinical benefit, user experience, and costs.

Concerning our game as a tool for remote physical rehabilitation, a next step is to evaluate
the game in combination with low-cost maintenance-free motion capturing systems in a
home setting and see if the outcome on accessibility and quality are comparable with the
outcomes of this study. Our existing knowledge about telerehabilitation suggests that our
game has the potential to increase the quality and accessibility of health-care and perhaps
lower the costs.
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