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## Abstract

The difficulty in reducing diffuse pollution is inherently due to the distributed nature of diffuse pollution as compared to clearly defined point sources like waste water treatment plants (WWTPs), but also because the nutrients that are stored in the soil and transmitted to the surface waters are controlled by many complicated and heterogeneous natural processes which is much more difficult to control as compared to WWTPs. By understanding the natural mechanisms that control the storage and transmittance of nutrients and the water that carries them in typical agricultural catchments, better nutrient transport models can be made and subsequently better solutions can be found to help reduce the discharge of nutrients from agricultural lands to surface waters. The goals of the thesis are to develop the methodology to measure and analyze the data associated with solute transport, to identify the source reservoirs and the flowpaths of water and solutes, and ultimately to develop a qualitative and quantitative understanding of the interacting source and flowpath dynamics in an Austrian headwater agricultural catchment.

With many flowpath inputs to the stream (e.g. tile drainages and springs) and some with little to no baseflow during periods of the year, the ability to continuously measure solute concentrations required a unique solution. In Chapter 2, a new device to house water monitoring devices is presented and successfully deployed in the Hydrologic Open Air Laboratory (HOAL) catchment. The device was called the Water Monitoring Enclosure (WME) and it ensures a minimum internal water level which ensures that the enclosed water monitoring devices remain submerged even when there is no flow into the WME. The limited diameter of the inflow pipe buffers the flow velocity within the WME as some devices are sensitive to dramatic changes in flow velocity. The WME also conveys sediment through the system to ensure that the aggregation of sediment would not interfere with the internal water monitoring devices.

Clearly visible point inputs to the stream can be directly measured using water monitoring devices, but the truly diffuse water that enters the stream via groundwater must be estimated in a more indirect way. The continuous exchange of stream water and groundwater requires a more advanced methodology to estimate the fluxes as well as the groundwater solute concentrations. Chapter 3 presents a new methodology to estimate the stream to groundwater fluxes and associated groundwater solute concentrations, and a comparison to existing methodologies. The newly developed method assumes that the inflowing and outflowing fluxes occur simultaneously and uniformly along the entire stream reach. Through the use of artificial stream simulations, the new method had
the highest performance compared to the other methods and that all methods produced significantly different results depending on the flux distribution assumptions.

In the HOAL catchment, baseflow contributes the majority of the water and solute load throughout the year. Nitrate concentration was found to be seasonally variable throughout the year with higher concentrations in the winter and spring periods. Chapter 4 specifically addresses the question of the seasonal variability of the nitrate concentration by analyzing the seasonal source and flowpath dynamics in addition to other seasonal biochemical explanations. The cause of the seasonal nitrate concentration was due to the alternating source aquifer contributions throughout the year with the deep aquifer typically contributing $75 \%$ of the water during the summer and $50 \%$ in the winter. The shallow aquifer supplied the vast majority of the nitrate load with the perennial tile drainages acting as the dominant flowpath to the stream for the shallow aquifer water.

Runoff events play an important role in the transport of many substances in addition to the water, but are significantly more difficult to estimate compared to baseflow due to additional processes that occur during runoff events. Using the developments from the work in the previous chapters, Chapter 5 determines the representative source and flowpath dynamics of water and solute load during runoff events in the HOAL. Two large runoff events contributed over $50 \%$ to the total event runoff flow and nitrate load. The shallow aquifer and the rain water contributed equally to the event flow and combined contributed over $80 \%$ of the total event runoff flow with the top soil contributing the remainder. Large runoff events had different source and hydrograph responses as compared to smaller events. Small events had little top soil water with most of the nitrate load originating from the shallow aquifer, while the large events had a significant contribution from the top soil water with the soil water and the shallow aquifer contributing equally to the nitrate load.

The thesis has advanced the knowledge of the source and flowpath dynamics of water and solutes in a typical Austrian headwater agricultural catchment. This thesis has improved the collection of solutes in headwater catchments, improved source separation models and associated analysis methods, and provided additional knowledge for the development of large comprehensive transport models which will better identify and target significant pollutant sources and flowpaths that contribute to pollutant loads of surface waters.
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## Chapter 1

## Introduction

Excessive discharges of nutrients to the aquatic environment have been found to adversely affect human health and aquatic ecosystems (Romstad et al., 1997; Walling et al., 2002). Mass algal blooms in rivers and lakes from an abundance of nitrogen and phosphorous can produce harmful toxins and encourage bacteria that subsequently reduce oxygen levels for fish stocks. This eutrophication of lakes, rivers, and coastal zones is currently one of the primary issues facing surface water environmental policy (Clercq, 2001). As the regulation and technology of point source pollution associated with waste water treatment plants (WWTPs) have been greatly improved over the last decades to promote the removal of nutrients, diffuse agricultural discharges have become the dominant source of excess nutrients entering surface waters.

Reducing diffuse pollution is inherently difficult due to the distributed nature of diffuse pollution as compared to clearly defined point sources like waste water treatment plants (WWTPs), but also because the nutrients that are stored in the soil and transmitted to the surface waters are controlled by many complicated and heterogeneous natural processes which is much more difficult to control as compared to WWTPs. By understanding the natural mechanisms that control the storage and transmittance of nutrients and the water that carries them in typical agricultural catchments, better nutrient transport models can be made and subsequently better solutions can be found to help reduce the discharge of nutrients from agricultural lands to surface waters. The research was carried out at the Hydrologic Open Air Laboratory (HOAL) which is a typical catchment of the prealpine area alongside the eastern Alps with intensive agriculture associated with the seasonality of rainfall, runoff, and drainage density (Merz and Blöschl, 2007).

The estimation of yearly baseflow in typical monitoring procedures of weekly or biweekly sampling can accurately estimate the cumulative water and solute loads. On the other hand, runoff events are both unpredictable in occurrence and in the flow and solute load response, and periodic sampling is not sufficient to accurately estimate the flow and solute loads (Aulenbach, 2013). Much work has been performed to optimize the sample collection for runoff events (Aulenbach and Hooper, 2006; Aulenbach, 2013), but for those who require a high temporal resolution in addition to longer monitoring programs
spanning months or years the costs for both the laboratory analyses and labor become prohibitive. In situ sensors for continuous monitoring have become increasingly popular within the last couple decades for both wastewater and non-wastewater applications (Newman, 2001; Kaelin et al., 2008; Kim et al., 2009; Kestel et al., 2010). Hydrologists have been using similar devices for many decades to measure physical water parameters (i.e. water level, temperature, electrical conductivity, etc), and now with in situ ion sensitive electrodes (ISE) solute concentrations can be continuously monitored at a reasonable cost and accuracy. Water sensors require an adequate place to be installed to monitor a discharge point. This can be especially difficult in locations with low flows, steep gradients, and high sediment loads like tile drainages. In these circumstances, a special enclosure to house the water monitoring devices would be necessary to both ensure the proper functioning of the devices and representative measurements of the parameters.

Point flows like tile drainages can be measured directly using specialized water monitoring devices, but distributed diffuse inputs to streams like groundwater flow cannot be measured directly to obtain a representative aggregate estimate. Simple aggregate methods can be applied along a stream reach by measuring the upstream and downstream discharge and solute loads to estimate the amount of diffuse groundwater entering the stream. Although this may be a relatively simple procedure to accomplish, the assumption that all flow within a stream reach must be either flowing into the stream or flowing out of the stream is in many cases an over simplification (Castro and Hornberger, 1991; Harvey and Bencala, 1993). Depending on local topography, geology, and the groundwater table, gains and losses into and out of the stream can be very dynamic even over short distances (Harvey and Bencala, 1993; Anderson et al., 2005; Payn et al., 2009). There are a number of methods to estimate gross stream gains and losses from stream to groundwater exchange (SGE), but the usage of solute tracers provides a representative aggregate estimate of the SGE and the tracers themselves are inexpensive (Kalbus et al., 2006). When tracers are applied during baseflow (i.e. steady-state) conditions, analytical methods can be used to analyze the collected flow and tracer concentration data, but certain assumptions about the spatial distribution of the gain and loss fluxes must be made. Several assumptions have been made in the past, but no study has determined which spatial distribution assumption is the most accurate and if a better assumption could be made.

With sufficient monitoring and estimates of the flowpaths entering the stream, questions arise regarding the cause of the seasonality of important solutes. One of these recurring seasonal patterns over several years that many researchers have observed is the seasonal pattern of nitrate concentration in streams that increases in winter and decreases in summer (Martin et al., 2004). There are several explanations in the scientific literature for the apparent seasonality of nitrate loads and concentrations and include higher summer in-stream nitrogen uptake and denitrification rates (Mulholland et al., 2008; Peterson et al., 2001; Alexander et al., 2009), increased leaching from seasonal biochemical changes in the vegetation and soil microorganisms (Holloway and Dahlgren, 2001; Ocampo et al., 2006; Molenat et al., 2008; Arheimer et al., 1996; Burns et al., 2009),
and changes in the relative source water contributions throughout the year not associated with seasonal biochemical reactions (Martin et al., 2004; Grimaldi et al., 2004; Pionke et al., 1999). A thorough examination of the source and flowpath dynamics of the nitrate and the seasonal biochemical reactions during baseflow conditions would be required to determine the dominant mechanism causing the seasonal nitrate concentration.

Runoff events contribute significant quantities of flow and solute load to surface waters, but are significantly more difficult to estimate and have additional sources and flowpaths that add to the complexity to the understanding of the hydrologic system compared to baseflow conditions (Aulenbach, 2013). Hydrograph separation through end-member mixing analysis (EMMA) has been applied by many researchers to understand the source water contribution dynamics of runoff events, but are almost always applied on a small number of runoff events (Klaus and McDonnell, 2013). If the source and flowpath contribution dynamics are to be representative for a full year rather than a couple runoff events, then source separation and flowpath analysis would need to be performed on a large representative sample of runoff events over a few years. EMMA can be applied to separate the contributing sources from any flow location when sufficient discharge and solute concentrations are continuously monitored during runoff events (Christophersen et al., 1990). As tile drainages have been found to contribute significant amounts of solute load to surface waters, applying EMMA to input flowpaths to the stream like tile drainages in addition to the catchment surface water outlet will provide insight into the flowpath contributions and dynamics as well as the source contribution dynamics (Schilling and Helmers, 2008; Tan et al., 2002a).

### 1.1 Thesis research questions and goals

The overall goals of the thesis are to determine the major sources and flowpaths of water and solutes as well as the processes involved with the water and solute transport dynamics in the HOAL catchment. The following research questions and associated chapters will be addressed to further the overall research goals:

- What housing device could be used for water monitoring sensors at discharge locations with significant hydrological constraints? (Chapter 2)
- What is the most accurate tracer method to estimate stream to groundwater exchange in small streams? (Chapter 3)
- Does the deep aquifer have a constant inflow to the stream throughout the year? (Chapter 4)
- Do the alternating source water contributions to the outlet cause the nitrate concentration seasonality? (Chapter 4)
- Do large events have different source water contribution dynamics as compared to small events? (Chapter 5)
- Does the shallow aquifer contribute most of the nitrate load to event runoff throughout the year? (Chapter 5)

The thesis is organized by chapters, and each chapter is a manuscript that has been published by or has been submitted to a scientific peer-reviewed journal. Chapter 2 will describe a new device to house water monitoring devices which was successfully deployed in the Hydrologic Open Air Laboratory (HOAL) catchment. Chapter 2 has been published in the journal Water Science and Technology (Exner-Kittridge et al., 2013). Chapter 3 presents a new methodology to estimate the SGE and associated groundwater solute concentrations, and a comparison to existing methodologies. Chapter 3 has been published in the journal Hydrologic Earth System Sciences (Exner-Kittridge et al., 2014). Chapter 4 addresses the question of the seasonal variability of the nitrate concentration by analyzing the seasonal source and flowpath dynamics in additional to other seasonal biochemical explanations. Chapter 4 has been published in the journal Science of the Total Environment (Exner-Kittridge et al., 2016). Chapter 5 will determine the representative source and flowpath dynamics of water and solute load during runoff events in the HOAL. Chapter 5 has been submitted to the journal Water Resources Research. The knowledge gained from the thesis will help improve the development of large comprehensive transport models which will better identify and target significant pollutant sources and flowpaths that contribute to pollutant loads of surface waters.

## Chapter 2

## A simple and flexible field-tested device for housing water monitoring sensors at point discharges

### 2.1 Abstract

The Water Monitoring Enclosure (WME) provides a simple and flexible housing for many types of sensors for continuous measurements of water parameters (physical, chemical, or biological) and provides the opportunity of representative sampling for external analyses. The WME ensures a minimum internal water level and this ensures that the internal monitoring equipment remains submerged even when there is no flow into the enclosure. The limited diameter of the inflow pipe and water volume in the WME buffers the flow velocity from dramatic changes. The device ensures that the sediment entering the enclosure from the inflow will be conveyed through the enclosure with minimal sediment accumulation. The device is powered purely from natural hydraulic forces, so it requires no power source, and requires little additional maintenance beyond periodic cleaning. If desired, the WME can also measure discharge entering the device through additional modifications. Water samples were taken throughout the year to validate the effectiveness of the WME. The comparisons of the influent water to the water in the WME for all parameters were below the laboratory analysis standard error or below the limit of quantification indicating that the water in the WME is representative of the influent water.

### 2.2 Introduction

Measurements and samples of water parameters are a fundamental aspect of all water related research and monitoring aside from purely theoretical research. As technology
improves and scientific questions plunge deeper into the finer scales of time and space, water measurements have been migrating from grab measurements and samples taken personally at a field site to permanently or temporarily installed instrumentation continuously collecting data. This type of instrumentation has clear advantages. Researchers can acquire data at a high frequency and during periods or at locations that might be difficult to capture (i.e. short duration rainfall events, distant or temporarily inaccessible field sites, etc). Unfortunately, continuous monitoring equipment also tend to be much more complex and subsequently more maintenance prone than simple grab measurements or samples.

Direct laboratory analysis is still the most accurate method to analyze water chemistry as the equipment is regularly maintained, calibrated, and validated to ensure a specific level of data quality. Researchers who only require a couple dozen samples for periodic field tests have used automatic samplers to take samples remotely at a high temporal frequency (Tan et al., 1998; Burns et al., 2001; Roser et al., 2002; Ensign and Paerl, 2006). But for those who require a high temporal resolution in addition to longer monitoring programs spanning months or years, the costs for both the laboratory analyses and labor become prohibitive.

Researchers have recognized that if long duration high temporal resolution measurements of water chemistry are to be performed then the laboratory would need to be mostly divorced from the actual measurement process. Currently, there are two overarching methods to remotely collect high temporal resolution water chemistry using temporary or permanent installations. The first is typically known as on-line measurement devices. These devices effectively miniaturize and automate aspects of the laboratory analysis (i.e. filtration, addition of chemical additives, etc.) at a fixed location directly at the water body for sampling. The second is to use an in situ sensor as a proxy for the measurement of the chemical compound. The former method has been used extensively in wastewater monitoring (Legnerová et al., 2002; Carrasco et al., 2007; Stenholm et al., 2008). The ability of an automated on-line device to draw in a sample and prepare the sample through filtration or chemical additives is useful when the sample may have high concentrations of many toxic substances. The primary trade-off of such a highly complex device with automated pumping and filtration systems is that it requires a great deal of maintenance to upkeep the device.

In situ sensors have become increasingly popular within the last couple decades for both wastewater and non-wastewater applications (Newman, 2001; Kaelin et al., 2008; Kim et al., 2009; Kestel et al., 2010). Hydrologists have been using similar devices for many decades to measure physical water parameters (i.e. water level, temperature, electrical conductivity, etc). The advantages of in situ sensors include a very small size relative to the on-line devices, simpler construction and operation, lower cost, and temporal resolution that can be finer than on-line devices. The primary disadvantage is a lower accuracy and higher detection limit to the on-line devices.

Both the on-line devices and the in situ sensors have physical measurement constraints that must be taken into account before installation to ensure proper measurement quality. The constraints become especially problematic when measuring in natural
environments with low discharges ( $\mathrm{i} 5 \mathrm{l} / \mathrm{s}$ ). Both types of devices require a water depth of at least $20-30 \mathrm{~cm}$ depending on the type of measurement device. The water could either be a free flowing stream or an intermediate pool of water. For sensors with polymer membranes, the water level must not drop below the measurement device as the sensors must always stay wet. Additionally for in situ sensors, large ranges in the water velocity can significantly affect electrochemical signals. If parameters associated with suspended solids are to be measured (i.e. turbidity, phosphate, etc), then resuspension during storm flow events should be greatly limited to ensure that the sampling is representative of the influent water. Suspended solids sampling are generally more difficult to be representative of the influent water than dissolved solids. Harmel et al. (2006) found that while sampling uncertainty for dissolved solids were $\pm 25 \%$, the uncertainty for suspended solids were over $50 \%$. Finally, continuously deposited sediments into the measurement pool could reduce the optimal water depth and in the worst case bury the measurement device.

Given the above constraints for the installation conditions for water measurement devices, researchers traditionally have had two general options when installing equipment in natural environments. The first is to simply excavate a pool directly below the influent water and place the measurement devices (or pump tubing) directly into the pool. The main drawback of the pool is that it requires frequent excavation of the sediment deposited into the pool. Due to the reduction in the flow velocity from the influent water to the pool, sediment will inherently deposit into the pool and not be naturally transmitted through the system. Additionally, the flow velocity in the pool could vary dramatically depending on the volatility of the influent water. The second option is also to excavate a pool, albeit a smaller one to that of the first option, and use a tube with a pump to draw up the water into an external container where the measurement devices are housed. The pump-container option is advantageous in that the excavated pool can be much smaller than the first option and subsequently reduce the sediment deposition. The pump-container option would ensure both a minimum water level and a consistent flow velocity for the measurement devices. The key disadvantage for the pump-container option is the pump itself. Additional mechanical moving parts like a pumping system increases the likelihood of malfunction and breakdown especially during winter months where freezing can be an issue. An ideal option would have the relative simplicity of the first option, the consistent flow velocity of the pump-container option, and the ability to continuously transmit sediment through the measurement system.

We have designed, built, and tested a measurement system with all of the above constraints. The Water Monitoring Enclosure (WME) provides a simple and flexible housing for sensors for continuous measurements of many types of water parameters (physical, chemical, or biological) and provides the opportunity of representative sampling for external analyses (e.g. remote mini-laboratories or automatic samplers) . The WME ensures a minimum internal water level and this ensures that the internal monitoring equipment remains submerged even when there is no flow into the enclosure. The limited diameter of the inflow pipe and water volume in the WME buffers the flow
velocity from dramatic changes. The device ensures that the sediment entering the enclosure from the inflow will be conveyed through the enclosure with minimal sediment accumulation. The device is powered purely from natural hydraulic forces, so it requires no power source, and requires little additional maintenance beyond periodic cleaning. If desired, the WME can also measure discharge entering the device through additional modifications.

### 2.3 Test site

The test site chosen for the WME was the Hydrologic Open Air Laboratory (HOAL) catchment located in Petzenkirchen in Lower Austria approximately 100km west of Vienna. The catchment has an area of 67 hectares and the land cover is characterized as $90 \%$ agriculture, $5 \%$ impermeable surface, and $3 \%$ forest. There are twelve point discharges that drain into the catchment stream. These include seven subsurface tile drains, two springs, and four surface tributaries. Baseflow can range from 0.001/s at some of the subsurface drains and surface tributaries to $5 \mathrm{l} / \mathrm{s}$ at the catchment outlet. Average baseflow at the subsurface drains and surface tributaries is $0.1-0.21 / \mathrm{s}$ with a maximum measured discharge of approximately $131 / \mathrm{s}$. In total, four WMEs were installed within the catchment.

### 2.4 Design and construction

Figure 2.1 illustrates the individual components of the WME. There are five primary components: (1) center shaft, (2) plunger, (3) bladder, (4) outer enclosure, and (5) outflow siphon.

Figures 2.2 represents the fully constructed WME. The WME is almost entirely composed of polyvinyl chloride (PVC). The only exception is the plunger rod, which is composed of stainless steel. This type of PVC was primarily used due to its low corrodibility and ultraviolet resistivity. The inflow piping to the WME is standard 50 mm diameter PVC attached directly to WME. The overflow should be located directly opposite of the inflow with a 50 mm diameter pipe. The outflow opening at the bottom of the center shaft is $40-45 \mathrm{~mm}$ diameter. A 75 mm diameter PVC pipe is subsequently attached to the bottom of the center shaft, which is ultimately reduced to 50 mm once it connects to the siphon. The plunger is set within the center shaft with the bladder set around the center shaft. Both the plunger and the bladder should be of a diameter that would allow them to move freely within the center shaft with a changing water level. An adjustable screw fixed to the upper end of the plunger and set atop of the bladder ensures that when the bladder moves vertically the plunger will also move with it. The adjustable screw on the plunger rod can be raised or lowered to modify the minimum and maximum water level within the WME. The plunger should have a flexible rubber seal on the bottom end to facilitate a water tight seal when in the closed position. The total height of the WME without the center shaft should be determined by the instrumentation to be placed inside the WME. Our WME had a wall height of 30 cm
and a total height to the bottom center of the WME (excluding the center shaft) of 35 cm . An inverted siphon should be placed at the outflow piping of the WME and should not rise above the bottom of the center shaft where the plunger would be in the closed position. The overflow should be connected to the outflow piping directly after the siphon using a "T" joint PVC pipe as shown in Figure 2.2.


Figure 2.1: The individual components of the WME and associated dimensions: (1) center shaft, (2) plunger, (3) bladder, (4) outer enclosure, and (5) outflow siphon.

### 2.5 Function

The WME is designed to provide four key functions: (1) maintain a minimum water level to ensure that the measurement sensors do not become dry, (2) allow sediment to be continuously transmitted through the WME, (3) limit the flow velocity range, and (4) be simple and require little maintenance.

The 50 mm diameter inflow restricts the amount of flow into the WME that can be readily discharged at the bottom of a $40-45 \mathrm{~mm}$ diameter outlet (Figure 2.1). The inflow restriction removes the need for a large overflow in case of severe clogging of the outflow and limits the magnitude of the flow velocity in the WME. The inflowing water is directed perpendicularly into the WME to allow for proper circulation and mixing


Figure 2.2: Fully assembled and installed WME with foundation poles. The holes in the lid of the WME are for the placement of the measurement sensors.
within the WME. The sloped bottom funnel ensures that any sediment deposition will be gradually transported down towards the WME outlet during flushing and ultimately removed.

When a maximum water level threshold is reached within the WME, the bladder quickly lifts the plunger to allow a high velocity flow pulse through the outflow pipe. Following the initial opening of the plunger, the water level gradually drops since the outflow discharge is greater than the inflow discharge. Once the water level reaches a minimum threshold, the bladder lowers and the plunger closes the outflow. The mechanism is intended to always fully open regardless of the inflow rate to ensure proper sediment conveyance. In some instances with a long outflow pipe, the closing of the plunger to the outflow may bounce several times before completely closing due to natural water hammer.

The inverted siphon shape was configured to retain a volume and level of water directly below the outflow, but not as to exceed the height of the plunger inside the WME as this can cause poor sealing of the plunger. The closed volume of water in the siphon ensures that when the water level in the WME reaches the maximum threshold,
and the plunger is subsequently lifted by the bladder, the water exiting the outflow does not exert a counter force on the plunger potentially pulling the plunger back to a closed position. Without the siphon, the bladder and plunger mechanism would not open fully when the initial maximum threshold is reached, and consequently a steady state would be reached where the inflow would equal the outflow. Due to the high velocities in the siphon compared with the inflow and within the WME, no sediment accumulation occurs in the siphon.

### 2.5.1 Discharge measurements

When water is regularly entering the WME, the plunger opens and closes at a regular frequency relative to the incoming flow. With a consistent flushing frequency from the incoming flow, measuring the time between the flushings allows for the estimation of discharge from the WME. The mechanism functions similarly to a tipping bucket rain gauge and can be installed with similar instrumentation.

$$
\begin{equation*}
Q=\frac{t_{2}-t_{1}}{V} \tag{2.1}
\end{equation*}
$$

Where $Q$ is the discharge, $t_{1}$ is the time of the initial opening of the plunger, $t_{2}$ is the time when the plunger closes, and $V$ is the difference of the volume of water at the maximum water level and the minimum water level in the WME. In this situation, $V$ is not equivalent to the volume of flushed water as the flushed water includes the inflow water during the flushing in addition to the $V$. For practical purposes, it may not be possible to measure both an opening time and a closing time, which could require two separate devices logging two separate time stamps. Measuring the time once per opening is more feasible, but a relationship must be derived between the times of the sequential openings of the plunger to the time between the opening and the closing of the plunger.

### 2.6 Functional assessment

Several tests were performed to verify the effectiveness of the WME. The tests included (1) a verification that the water chemistry in the WME is representative of the influent water and (2) a verification of the regularity of the flushings for use in estimating discharge.

### 2.6.1 Chemical assessment

For the chemical assessment, one sample was collected at the influent water (directly before the intake of the WME) and one sample was collected from within the WME at four separate times over a 1 -year period. Table 1 summarizes the results from the chemical analysis of the samples. The sample representativeness error (SRE) was estimated with the following equation:

$$
\begin{equation*}
S R E=\frac{\left|\frac{C_{a 1}}{C_{b 1}}-1\right|+\left|\frac{C_{a 2}}{C_{b 2}}-1\right|+\ldots+\left|\frac{C_{a n}}{C_{b n}}-1\right|}{n} \tag{2.2}
\end{equation*}
$$

Where $S R E$ is the sample representativeness error, $C_{a}$ is the concentration of the influent water, $C_{b}$ is the concentration of the water in the WME, and $n$ is the total number of sample sets. In our comparison, we had four sample sets.

In addition to the four sample sets that were taken over the course of a year, another set of 25 samples were taken on one day at the same WME to test the laboratory analytical error. These samples were taken in quick succession and with great diligence to ensure that minimal error could be attributed to the sample collection and sample transportation. The term laboratory analytical error includes both sample preparation and analytical error. Only three chemical parameters (e.g. phosphate, nitrate, and chloride) were analyzed due to cost limitations. The laboratory analytical error was calculated by the coefficient of variation (standard deviation divided by the mean) of all 25 samples. The results are shown at the bottom of Table 2.1 as lab analytical error.

The majority of the parameters had neither a consistent bias nor did they have an error greater than $2 \%$ of the original measurements. Although several parameters (e.g. DOC, TOC, phosphate, ammonium, and total phosphorus) had larger errors, these parameters were near or below the limit of quantification of the laboratory analytical techniques. Phosphate was close to the quantification limit of the laboratory analysis, while nitrate and chloride were well above the quantification limit. Nitrate and chloride with a concentration well above the detection limit had errors of approximately 0.01 and 0.05 respectively, while phosphate with a concentration near the detection limit had an error of approximately 0.30 . Indeed, the error found between the influent water and the WME is well under the error for phosphate and at or below the error for nitrate and chloride. DOC and TOC had errors above $3 \%$, and we were unfortunately not able to derive lab specific analytical errors. According to the DIN/EN 1484 standards for the laboratory analysis of DOC and TOC, the analytical error can be on average 1 to $2 \mathrm{mg} / \mathrm{l}$. As the average differences for the sample sets for DOC and TOC were 0.13 and $0.35 \mathrm{mg} / \mathrm{l}$ respectively, the $S R E$ can be attributed to the analytical error. During a normal sampling campaign, sample collection, sample transportation, sample preparation, and sample analysis all add error. Harmel et al. (2006) found that under typical conditions the cumulative probable uncertainty was $4 \%$ to $48 \%$ for sample collection, $2 \%$ to $16 \%$ for sample preservation/storage, and $5 \%$ to $21 \%$ for laboratory analysis. For this reason, it is surprising that our sample comparisons between the influent water and the WME had only a couple percent error for most of the parameters.

### 2.6.2 Discharge assessment

The data for the assessment of the consistency of the flushing frequency of the WME during constant discharge was collected at 10 separate times throughout the year and had a coefficient of variation of 0.01 . The error in the WME estimation of discharge compared to the manual measurements of discharge during the previously mentioned 10 measurement times throughout the year was 0.05 . The error was estimated using equation (2), but replacing concentrations with discharges. The flow ranges assessed ranged from $0.04-0.51 / \mathrm{s}$. Beyond approximately $0.71 / \mathrm{s}$ the plunger remains opened continuously and therefore cannot be used to estimate discharge. If there is a need to

| Location | Date |  |  |  |  |  |  |  |  |  |  |  | 들 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Influent Water | 2011-01-14 | 2.1 | 3.2 | 0.031 | 0.012 | 9.32 | 0.106 | 9.84 | 19.3 | 301 | 19.2 | 26.0 | 7.31 | 636 |
| WME | 2011-01-14 | 2.2 | 2.7 | 0.026 | 0.012 | 9.41 | 0.089 | 9.85 | 22.0 | 302 | 18.4 | 25.6 | 7.35 | 634 |
| Influent Water | 2011-02-23 | 2.1 | 2.1 | 0.008 | 0.010 | 13.79 | 0.015 | 13.70 | 0 | 325 | 23.7 | 39.8 | 7.64 | 770 |
| WME | 2011-02-23 | 2.4 | 2.4 | 0.007 | 0.020 | 13.94 | 0.020 | 14.17 | 0 | 331 | 23.8 | 39.4 | 7.63 | 770 |
| Influent Water | 2011-05-09 | 0.4 | 0.5 | 0.011 | 0.011 | 13.90 | 0.027 | 13.95 | 1 | 335 | 27.7 | 45.8 | 7.53 | 783 |
| WME | 2011-05-09 | 0.4 | 0.9 | 0.011 | 0.011 | 13.90 | 0.024 | 14.18 | 1 | 336 | 27.4 | 44.2 | 7.46 | 781 |
| Influent Water | 2012-01-11 | 1.0 | 1.3 | 0.007 | 0.017 | 10.85 | 0.021 | 11.14 | 0.0 | 356 | 24.4 | 35.7 | 7.67 | 780 |
| WME | 2012-01-11 | 0.9 | 1.1 | 0.006 | 0.021 | 10.92 | 0.018 | 11.33 | 0.5 | 347 | 23.8 | 35.1 | 7.56 | 772 |
| Lab limit of quantification (mg/l) |  | 0.3 | 0.3 | 0.014 | 0.029 | 0.10 | 0.070 | $0.02$ | 0.03 | $0.01$ | $\begin{gathered} \hline 1.5 \\ 0.02 \\ 0.05 \end{gathered}$ | 0.02 | 0.01 | 0.00 |
| SRE |  | 0.07 | 0.23 | 0.13 | 0.17 | 0.01 | 0.18 |  |  |  |  |  |  |  |
| Lab analytical erro |  |  |  | 0.30 |  | 0.01 |  |  |  |  |  |  |  |  |

Table 2.1: Chemical comparisons between the influent water and the WME taken at four times.
measure discharge with the WME, then a slight magnetic force between the plunger and the outflow pipe may be required to ensure a proper closing.

### 2.7 Design limitations

During the operation of the WME, we found two functional limitations and issues. The first occurred at a site with very low discharge ( $\mathfrak{j} 0.041 / \mathrm{s}$ ) combined with a heavy fine sediment load (up to $100 \mathrm{mg} / \mathrm{l}$ of silt). In this situation, the WME did not flush frequently enough to continuously remove all of the sediment transported into the WME. The maximum sediment accumulation that we found was about 4 cm of sediment deposited over a two week period.

The second issue was the accumulation of precipitated calcium carbonate within the WME. Normal agricultural practice in Austria (and many parts of the world) includes periodic spreading of lime on the agricultural fields to ensure that the soil does not become acidic. As with most chemicals that are spread onto agricultural fields, the calcium eventually makes its way through the various pathways and into the main water bodies. During our first 8 months of operation, we had only minimal accumulation of calcium carbonate that caused minimal functional issues for the WME. The first major rain storm after the farmers applied the calcium bicarbonate caused significant accumulations of calcium carbonate at nearly all of the WME stations. The primary issue with the build up of calcium carbonate is that the flushing mechanism of the plunger
within the center shaft seizes from the shrinking diameter in the center shaft and the additional friction. The seizing occurred on approximately a third of the devices and the others had some degree of problems opening properly from an incomplete plunger seal.

Both issues of the sediment accumulation at very low flows and calcium carbonate cementation are situational issues and should be dealt with as such. Periodic cleaning of the WME is necessary to ensure optimal performance and the frequency of cleanings will be unique for each installed WME due to the local environmental conditions. During the period when calcium carbonate was accumulating rapidly, our WMEs were cleaned once every two weeks. During the remainder of the year, the WMEs would only need to be cleaned once every couple months or in some cases not at all.

### 2.8 Conclusions

The WME has been shown to provide a simple, flexible, and effective housing for many types of water measurement devices. The WME can function in many environments that may be remote and without electricity for long periods of time at nearly any range of flow. The WME ensures a minimum internal water level and this ensures that the internal monitoring equipment remains submerged even when there is no flow into the enclosure. The limited diameter of the inflow pipe and water volume in the WME buffers the flow velocity from dramatic changes. The device ensures that the sediment entering the enclosure from the inflow will be conveyed through the enclosure with minimal sediment accumulation. The device is powered purely from natural hydraulic forces, so it requires no power source, and requires little additional maintenance beyond periodic cleaning.

The functional assessments have shown that the WME has a minimal effect on the chemistry of the water and with the addition of a small magnet the WME can also measure discharge accurately up to $0.51 / \mathrm{s}$. In certain environments, the WME must be cleaned regularly to ensure the proper functioning of the few moving parts within the WME. We cannot emphasize enough the importance of regular maintenance for any water monitoring device regardless of how simple and basic the device may be.

## Chapter 3

# An evaluation of analytical stream to groundwater exchange models: a comparison of gross exchanges based on different spatial flow distribution assumptions 


#### Abstract

3.1 Abstract

In this paper, a new method for estimating gross gains and losses between streams and groundwater is developed and evaluated against two existing approaches. These three stream to groundwater exchange (SGE) estimation methods are distinct in their assumptions on the spatial distribution of the inflowing and outflowing fluxes along the stream. The two existing methods assume that the fluxes are independent and in a specific sequence, while the third and newly derived method assumes that both fluxes occur simultaneously and uniformly throughout the stream. The analytic expressions in connection to the underlying assumptions are investigated through numerical stream simulations to evaluate the individual and mutual dynamics of the SGE estimation methods and to understand the causes for the different performances. The results show that the three methods produce significantly different results and that the mean absolute normalized error can have up to an order of magnitude difference between the methods. These differences between the SGE methods are entirely due to the assumptions of the SGE spatial dynamics of the methods, and the performances for a particular approach strongly decrease if its assumptions are not fulfilled. The assessment of the three methods through numerical simulations, representing a variety of SGE dynamics, shows that the method introduced, considering simultaneous stream gains and losses, presents overall the highest performance according to the simulations. As the existing methods provide the minimum and maximum realistic values of SGE within a stream reach, all three


methods could be used in conjunction for a full range of estimates. These SGE methods can also be used in conjunction with other end-member mixing models to acquire even more hydrologic information as both require the same type of input data.

### 3.2 Introduction

Groundwater and surface water interactions are an important process in hydrologic systems ( Winter, 1998). These interactions within and around streams and rivers impact decisions on municipal water supply extractions, water pollution, riverine habitat, and many others. To make better decisions on these impacts, the stream to groundwater exchange (SGE) need to be accurately quantified as stream losses and gains can account for a substantial proportion of the total flow and chemical load of a stream.

In general, when people consider how to estimate the flow losses or gains along a stream reach they would take a discharge measurement upstream, a discharge measurement downstream, subtract the two values, and the result would be considered the gain or loss of flow within the stream reach. Although this may be a relatively simple procedure to accomplish, the assumption that all flow within a stream reach must be either flowing into the stream or flowing out of the stream is in many cases an over simplification (Castro and Hornberger, 1991; Harvey and Bencala, 1993). Depending on local topography, geology, and the groundwater table, gains and losses into and out of the stream can be very dynamic even over short distances (Harvey and Bencala, 1993; Anderson et al., 2005; Payn et al., 2009). Consequently, what might have originally been estimated as a small gain to the stream from simply subtracting the upstream and downstream discharges might end up becoming a small loss out of the stream and a large gain into the stream. Without a proper method to estimate SGE, any attempt at estimating a water or nutrient mass balance would be difficult and laced with errors.

Harvey and Wagner (2000) and many other researchers use a more realistic conceptual model of flow pathways within a stream (Figure 3.1). These major flow pathways include initial (or upstream) discharge $\left(Q_{u p}\right)$, final (or downstream) discharge ( $Q_{\text {down }}$ ), stream gains from groundwater ( $Q_{\text {gain }}$ ), stream losses to groundwater ( $Q_{\text {loss }}$ ), and hyporheic flow $\left(Q_{h y p}\right)$. In this conceptual model, $Q_{\text {gain }}$ is considered to be pure groundwater entering the stream, and $Q_{\text {loss }}$ is stream water permanently leaving the stream. Hyporheic flow occurs when stream water temporarily leaves the stream into the surrounding groundwater (or more specifically the hyporheic zone), but returns again to the stream at some downstream location. During this temporary departure from the stream, additional biochemical reactions may occur that would not necessarily have occurred while in the stream itself. The mass is still retained in the stream and not lost (permanently) to the groundwater. Although the hyporheic flow pathways do occur and can be very important for stream ecosystems (e.g. the movement of oxygen into the hyporheic zone, nitrogen cycling, etc.), hyporheic flow will not be directly addressed in this study as the authors are most interested on fluxes that are permanently adding or removing mass over a significant length of stream. As hyporheic flows only temporarily leave the stream, the mass of the water is still retained over sufficient distances.


Figure 3.1: A conceptual overview of the major inflows and outflows within a stream reach. $Q_{u p}$ is the upstream discharge in volume per time, $Q_{d o w n}$ is the downstream discharge, $Q_{\text {gain }}$ is the groundwater entering the stream, $Q_{\text {loss }}$ is the stream water leaving the stream to the groundwater, and $Q_{h y p}$ is the hyporheic flow water that is temporarily leaving the stream into the hyporheic zone. (Reproduced after Harvey and Wagner (2000))

There are a number of methods to estimate gross stream gains and losses (Kalbus et al., 2006). The general categories are seepage meters, (heat or chemical) tracer tests, and hydraulic gradients derived from groundwater piezometers. Each has advantages and disadvantages. Seepage meters and groundwater piezometers are point measurements that can be accurate at a specific point, but in a heterogeneous system they may not represent the stream as a whole. On the other hand, chemical tracer tests are an aggregation of all fluxes along a stream reach, but do not represent any particular point along the stream. For this study, the focus is on the total aggregated flows over the stream reaches, so chemical tracer tests were found to be the most appropriate and inexpensive. Kalbus et al. (2006) and Scanlon et al. (2002) have a more thorough qualitative review of the different SGE methods.

Using chemical tracer tests for the source of data, the estimation of gross stream gains and losses is most frequently performed through numerical models like those similar to the OTIS model developed by the USGS (Runkel, 1998). While able to estimate fluxes in steady-state conditions, these types of models are primarily designed for non-steady-state conditions and provide many output parameters in addition to the inflow and outflow fluxes, and as a consequence require more input data than in steady-state conditions for estimating only SGE (e.g.stream cross-sectional area, flow advection, flow dispersion, etc). Additionally, the OTIS type models would require the estimation of parameters through a trial-and-error or an automated nonlinear least squares (NLS) procedure that are not directly measured. Under steady-state conditions, the data and parameter requirements for estimating only SGE are substantially lower requiring only discharge and tracer concentration measurements upstream and downstream. If steadystate is appropriate, then analytical methods are sufficient.

There are two existing analytical methods to estimate SGE under steady-state conditions ignoring hyporheic flowpaths. These methods use simple mass balance equations to estimate both gains and losses within a stream reach and assume that the fluxes are
independent and in a specific sequence. In this paper, a new analytical method has been developed using different assumptions on the spatial distribution of the inflowing and outflowing fluxes along the stream. The new spatial distribution assumption is simultaneous and uniform inflows and outflows over the entire stream reach.

The goal of our study is to quantitatively evaluate the accuracy and sensitivity of the new method against the existing steady-state SGE tracer methods. This evaluation is performed through a combination of analytical comparisons and numerical stream simulations as described in the following sections.

### 3.3 Methods

### 3.3.1 Theoretical basis of the SGE tracer methods

All tracer based methods designed to estimate SGE start with the conservation of mass equations under steady-state conditions for both the tracer and the water flux and assume complete mixing of the individual flows:

$$
\begin{gather*}
Q_{u p} C_{u p}+Q_{\text {gain }} C_{\text {gain }}=Q_{\text {down }} C_{\text {down }}+Q_{\text {loss }} C_{\text {loss }}  \tag{3.1}\\
Q_{u p}+Q_{\text {gain }}=Q_{\text {down }}+Q_{\text {loss }} \tag{3.2}
\end{gather*}
$$

where $Q_{\text {down }}$ is the downstream discharge (in volume per unit time), $C_{d o w n}$ is the downstream concentration (in mass per unit volume), $Q_{u p}$ is the upstream discharge, $C_{u p}$ is the upstream concentration, $Q_{\text {gain }}$ is the discharge from the groundwater to the stream, $C_{\text {gain }}$ is the concentration of $Q_{\text {gain }}, Q_{\text {loss }}$ is the discharge from the stream to the groundwater, and $C_{\text {loss }}$ is the concentration of $Q_{\text {loss }}$.

If we assume that $C_{\text {gain }}$ will be estimated later from the tracer test, then there are three unknown variables (i.e. $Q_{\text {gain }}, Q_{\text {loss }}$, and $C_{\text {loss }}$ ) and two equations. As we want to solve for $Q_{\text {gain }}$ and $Q_{\text {loss }}$, we must make some assumption about $C_{\text {loss }}$ to make the derivation solvable. The two existing SGE estimation methods mentioned in the introduction make specific assumptions on the distribution of gains and losses throughout the reach (see Figure 3.2) to make appropriate assumptions about $C_{\text {loss }}$. The first method, we call "Loss-Gain", assumes $C_{l o s s}=C_{u p}$, while the second method, we call "Gain-Loss", assumes $C_{\text {loss }}=C_{d o w n}$. In both variants, the methods assume that the mixing of $Q_{\text {gain }} C_{\text {gain }}$ and $Q_{\text {loss }} C_{\text {loss }}$ are mixed separately and in a sequence defined by the above assumptions. The Loss-Gain variant assumes that the mixing sequence begins with $Q_{\text {loss }}$ followed by $Q_{\text {gain }}$, while Gain-Loss is vice-versa.

Combining equations (3.1) and (3.2), the solution for $Q_{\text {loss }}$ for Loss-Gain is:

$$
\begin{equation*}
Q_{l o s s, L G}=Q_{u p}-Q_{d o w n}\left(\frac{C_{d o w n}-C_{g a i n}}{C_{u p}-C_{g a i n}}\right) \tag{3.3}
\end{equation*}
$$

Similarly, the equation for $Q_{\text {loss }}$ for Gain-Loss is:

$$
\begin{equation*}
Q_{\text {loss }, G L}=Q_{u p}\left(\frac{C_{u p}-C_{\text {gain }}}{C_{\text {down }}-C_{\text {gain }}}\right)-Q_{\text {down }} \tag{3.4}
\end{equation*}
$$

To get $Q_{\text {gain }}$ for both methods, we need to include equation (3.2) into equations (3.3) and (3.4):

$$
\begin{align*}
Q_{\text {gain }, L G} & =Q_{\text {down }}\left(\frac{C_{\text {down }}-C_{u p}}{C_{\text {gain }}-C_{u p}}\right)  \tag{3.5}\\
Q_{\text {gain }, G L} & =Q_{u p}\left(\frac{C_{\text {down }}-C_{u p}}{C_{\text {gain }}-C_{\text {down }}}\right) \tag{3.6}
\end{align*}
$$

If we use an artificial tracer (e.g. Bromide salt), we can safely assume $C_{\text {gain }} \approx 0$ and the resulting equations are as follows:

$$
\begin{align*}
Q_{\text {loss }, L G} & =Q_{u p}-Q_{\text {down }} \frac{C_{\text {down }}}{C_{u p}}  \tag{3.7}\\
Q_{\text {loss }, G L} & =Q_{u p} \frac{C_{u p}}{C_{\text {down }}}-Q_{\text {down }} \tag{3.8}
\end{align*}
$$

and $Q_{\text {gain }}$ becomes:

$$
\begin{align*}
Q_{\text {gain }, L G} & =Q_{\text {down }}\left(1-\frac{C_{\text {down }}}{C_{u p}}\right)  \tag{3.9}\\
Q_{\text {gain }, G L} & =Q_{u p}\left(\frac{C_{u p}}{C_{\text {down }}}-1\right) \tag{3.10}
\end{align*}
$$

These methods can be applied conceptually along a stream length as illustrated in the A and B sections of Figure 3.2. $Q_{u p}$ is the upstream discharge and $Q_{\text {down }}$ represents the downstream discharge. Depending on the equation variant, $Q_{\text {gain }}$ is added or $Q_{\text {loss }}$ is removed from $Q_{u p}$ at the beginning of the stream and $Q_{\text {loss }}$ is removed or $Q_{\text {gain }}$ is added at the end of the stream resulting in a downstream discharge of $Q_{\text {down }}$. As these methods make no assumptions about the exact location along the stream for $Q_{\text {gain }}$ and $Q_{\text {loss }}$, they can occur over any length of the stream as long as they occur in sequence and independently.

If a stream reach has some amount of $Q_{\text {gain }}$, then there is a certain significance to the Loss-Gain and Gain-Loss methods. The concentration of the conservative tracer starting at the location of $Q_{u p}$ and ending at the location of $Q_{\text {down }}$ will have a tracer concentration that starts at the value of $C_{u p}$, changing towards the concentration of $C_{\text {gain }}$ whenever $Q_{\text {gain }}$ enters the stream, and finally ending downstream at a value of $Q_{\text {down }}$ (which again is a value towards that of $C_{\text {gain }}$ ). As this occurs in every possible stream reach where $Q_{\text {gain }}>0$ and $C_{\text {gain }} \neq C_{u p} \neq C_{\text {down }}, C_{u p}$ and $C_{\text {down }}$ represent the end point concentrations along a stream reach. Subsequently, the Loss-Gain (with


Figure 3.2: The conceptualizations of the three SGE methods. A) The LG(min) method assumes $Q_{\text {gain }}$ occurs in the first section followed by $Q_{\text {loss }}$ in the last section. B) The GL(max) method assumes $Q_{\text {loss }}$ occurs in the first section followed by $Q_{\text {gain }}$ in the last section. Both the LG(min) and GL(max) methods assume that $Q_{\text {gain }}$ and $Q_{\text {loss }}$ occur in sequence and independently, although the lengths of the first and last sections are arbitrary and can be of any length that when summed together equal the total length. C) The SIM method assumes that $Q_{\text {gain }}$ and $Q_{\text {loss }}$ are constant and occur simultaneously throughout the entire length of the stream reach.
the $C_{u p}$ assumption) and Gain-Loss (with the $C_{d o w n}$ assumption) methods represent the minimum and maximum possible SGE values given the initial mass balance assumptions from equations (3.1) and (3.2). This also means that any other SGE method must result in SGE values between the Loss-Gain and Gain-Loss methods. To provide the reader with an intuitive sense of both the underlying spatial distribution assumptions and the end point that these two methods represent, the Loss-Gain method will be called "LG(min)" and the Gain-Loss method will be called "GL(max)".

From studies that tested multiple stream reaches for SGE, almost every stream reach had both gains and losses regardless of the method and of the reach length (Anderson et al., 2005; Ruehl et al., 2006; Payn et al., 2009; Covino et al., 2011; Szeftel et al., 2011). Additionally, studies that have tried to identify the spatial distribution of groundwater inflows and outflows to and from the stream have found a wide variety of diffuse flow locations throughout the stream and were not limited to one or two flow locations every several hundred meters (Malard et al., 2002; Wondzell, 2005; Schmidt et al., 2006; Lowry et al., 2007; Slater et al., 2010). This indicates that even short stream reaches typically have many instances of gains and losses to and from the stream and that limiting the flux instances to one flux each regardless of the stream length may not be the most
accurate assumption.
Following this rationale, this paper presents a new method based on a different assumption for the spatial distribution of SGE as compared to the GL(max) and LG(min) methods, namely that both $Q_{\text {gain }}$ and $Q_{\text {loss }}$ occur simultaneously and uniformly throughout the entire stream section. This new method is denoted as "SIM". Equations requiring the same input data as the $G L(\max )$ and $\mathrm{LG}(\min )$ methods are derived in Sect. 3.3.2 and length is integrated into the mass balance equation (Figure 3.3).

### 3.3.2 Derivation of the method for simultaneous gains and losses

In this section, the fundamental equations of mass balance for the tracer and water flows will be applied on a control volume represented in Figure 3.3 under the assumption of simultaneous and uniform gains and losses throughout the stream reach and stationarity in time in order to obtain the expressions predicting $Q_{\text {gain }}$ and $Q_{\text {loss }}$ as functions of $Q_{u p}$, $C_{\text {up }}, Q_{\text {down }}, C_{\text {down }}$ and $C_{\text {gain }}$. First, applying mass balance for discharge:

$$
\begin{equation*}
Q(x)+q_{g a i n} d x=Q(x)+\frac{\partial Q(x)}{\partial x} d x+q_{l o s s} d x \tag{3.11}
\end{equation*}
$$

where $x$ is distance along the stream, $Q(x)$ is the discharge at length $x, q_{g a i n}$ is the added discharge per unit length of stream, and $q_{l o s s}$ is the lost discharge per unit of length. Both $q_{g a i n}$ and $q_{l o s s}$ are assumed constant for a given stream reach. In the one-dimensional and stationary case, we can write $\frac{\partial Q(x)}{\partial x} d x=d Q$. After rearranging and integrating from the beginning of the reach over an arbitrary length:

$$
\begin{equation*}
\int_{Q_{u p}}^{Q(x)} d Q=\int_{0}^{x}\left(q_{g a i n}-q_{l o s s}\right) d x \tag{3.12}
\end{equation*}
$$

which becomes:

$$
\begin{equation*}
Q(x)=Q_{u p}+\left(q_{g a i n}-q_{l o s s}\right) x \tag{3.13}
\end{equation*}
$$

Then, applying mass balance for the tracer:

$$
\begin{align*}
& \dot{m}(x)+C_{\text {gain }} q_{\text {gain }} d x= \\
= & \left(\dot{m}(x)+\frac{\partial \dot{m}(x)}{\partial x} d x\right)+C(x) q_{l o s s} d x \tag{3.14}
\end{align*}
$$

where $\dot{m}(x)$ is the mass flow at length $x, C(x)$ is the concentration at length $x$, and $C_{\text {gain }}$ is the concentration of $q_{\text {gain }} . \dot{m}(x)$ is defined as $\dot{m}(x)=Q(x) \cdot C(x)$. The inflowing concentration $C_{g a i n}$ is assumed constant for a given stream reach. Again in the onedimensional and stationary case, we can write $\frac{\partial \dot{m}(x)}{\partial x} d x=d \dot{m}$. Taking into account the
definition of $\dot{m}(x)$, we can write $d \dot{m}=d(C \cdot Q)=Q \cdot d C+C \cdot d Q$. Rearranging the equation we get:

$$
\begin{equation*}
Q(x) d C=C_{g a i n} q_{g a i n} d x-C(x)\left(d Q+q_{l o s s} d x\right) \tag{3.15}
\end{equation*}
$$

Substituting equations (3.12) and (3.13) for $Q(x)$ and $d Q$ respectively in equation (3.15), and rearranging:

$$
\begin{equation*}
d C=\frac{C_{g a i n} q_{g a i n} d x-C(x)\left[\left(q_{g a i n}-q_{l o s s}\right) d x+q_{l o s s} d x\right]}{Q_{u p}+\left(q_{g a i n}-q_{l o s s}\right) x} \tag{3.16}
\end{equation*}
$$

Simplifying and integrating from the beginning of the reach over an arbitrary length $x$ :

$$
\begin{equation*}
\int_{C_{u p}}^{C(x)} \frac{d C}{C(x)-C_{g a i n}}=-q_{g a i n} \int_{0}^{x} \frac{d x}{Q_{u p}+\left(q_{g a i n}-q_{l o s s}\right) x} \tag{3.17}
\end{equation*}
$$

which becomes:

$$
\begin{equation*}
\ln \frac{C(x)-C_{g a i n}}{C_{u p}-C_{g a i n}}=-\frac{q_{g a i n}}{q_{g a i n}-q_{l o s s}} \ln \frac{Q_{u p}+\left(q_{g a i n}-q_{l o s s}\right) x}{Q_{u p}} \tag{3.18}
\end{equation*}
$$

Evaluating equation (3.13) for $x=L$, where $L$ represents the total length of the stream reach:

$$
\begin{equation*}
q_{\text {gain }}-q_{l o s s}=\frac{Q_{\text {down }}-Q_{u p}}{L} \tag{3.19}
\end{equation*}
$$

Substituting equation (3.19) in equation (3.18) and evaluating for $x=L$ :

$$
\begin{equation*}
\ln \frac{C_{\text {down }}-C_{\text {gain }}}{C_{u p}-C_{g a i n}}=-\frac{q_{\text {gain }}}{\frac{Q_{\text {down }}-Q_{u p}}{L}} \ln \frac{Q_{\text {down }}}{Q_{u p}} \tag{3.20}
\end{equation*}
$$

Calling $Q_{\text {gain }}=q_{\text {gain }} \cdot L$ and rearranging:

$$
\begin{equation*}
Q_{\text {gain }, \text { Sim }}=\left(Q_{u p}-Q_{\text {down }}\right) \frac{\ln \left[\frac{C_{\text {down }}-C_{\text {gain }}}{C_{u p}-C_{\text {gain }}}\right]}{\ln \left[\frac{Q_{\text {down }}}{Q_{u p}}\right]} \tag{3.21}
\end{equation*}
$$

If we substitute equation (3.2) for $Q_{\text {gain,Sim }}$ in equation (3.21), the solution for $Q_{\text {loss }}$ is:

$$
\begin{equation*}
Q_{l o s s, S i m}=\left(Q_{u p}-Q_{\text {down }}\right) \frac{\ln \left[\frac{Q_{\text {down }}\left(C_{\text {down }}-C_{\text {gain }}\right)}{Q_{u p}\left(C_{u p}-C_{\text {gain }}\right)}\right]}{\ln \left[\frac{Q_{\text {down }}}{Q_{u p}}\right]} \tag{3.22}
\end{equation*}
$$

where $Q_{\text {gain,Sim }}$ and $Q_{\text {loss,Sim }}$ are the SIM equations for the SGE into and out of the stream, respectively.

As with the previous methods, if we use an artificial tracer (e.g. Bromide salt) we can safely assume $C_{\text {gain }} \approx 0$ and the resulting equations are as follows:

$$
\begin{equation*}
Q_{\text {gain }, \text { Sim }}=\left(Q_{u p}-Q_{\text {down }}\right) \frac{\ln \left[\frac{C_{\text {down }}}{C_{\text {up }}}\right]}{\ln \left[\frac{Q_{\text {down }}}{Q_{\text {up }}}\right]} \tag{3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\text {loss }, \text { Sim }}=\left(Q_{u p}-Q_{\text {down }}\right) \frac{\ln \left[\frac{Q_{\text {down }} C_{\text {down }}}{Q_{u p} C_{u p}}\right]}{\ln \left[\frac{Q_{\text {down }}}{Q_{u p}}\right]} \tag{3.24}
\end{equation*}
$$

Equations (3.21)-(3.24) are discontinuous when $Q_{u p}=Q_{\text {down }}$. Fortunately, this is a removable discontinuity and can be solved by applying L'Hôpital's rule (Arfken and Weber, 2005). Applying L'Hôpital's rule to equation (3.21) and differentiating for $Q_{u p}$ results in the following:

$$
\begin{equation*}
Q_{g a i n, S i m}=-Q_{u p} \cdot \ln \left[\frac{C_{d o w n}-C_{g a i n}}{C_{u p}-C_{g a i n}}\right] \tag{3.25}
\end{equation*}
$$

Equation (3.25) is the solution for the condition that $Q_{u p}=Q_{d o w n}$ and applies to both $Q_{\text {gain,Sim }}$ and $Q_{l o s s, S i m}$ as they will produce the same result in that situation. This is only a mathematical exception and should not be needed in practice as $Q_{u p}$ and $Q_{\text {down }}$ should not truly be equal when measuring in the natural environment due to the natural heterogeneity of streams and the inherent measurement error of the method to measure discharge.

Naturally occurring tracers (e.g. chloride salt) can also be applied to the SGE equations with additional information about $C_{g a i n}$. As long as a quasi-steady-state condition applies and that $Q_{\text {gain }}>0$, the only additional information to be collected would be the $C_{u p}$ and $C_{\text {down }}$ prior to the injection of the tracer. For the derivation, we can use any one of the three SGE methods ( 6 possible equations) and they all will produce the same final equation as the final equation is not reliant on spatial distribution assumptions. For a more thorough derivation starting from the initial mass balance equations, refer to Appendix A. For simplicity, we will use the $Q_{\text {gain }, L G}$ equation from equation (3.5). As the value of $Q_{\text {gain }, L G}$ will be the same before and after the tracer injection, we can make two versions of the $Q_{\text {gain }, L G}$ before and after the tracer injection with a different $C_{u p}$ and $C_{d o w n}$ prior to the injection of the tracer and post injection of the tracer.

$$
\begin{align*}
& Q_{\text {down }}\left(\frac{C_{d o w n, p r i o r}-C_{u p, p r i o r}}{C_{\text {gain }}-C_{u p, p r i o r}}\right)= \\
= & Q_{\text {down }}\left(\frac{C_{\text {down,post }}-C_{u p, p o s t}}{C_{\text {gain }}-C_{u p, p o s t}}\right) \tag{3.26}
\end{align*}
$$



Figure 3.3: A conceptual representation of the analytical formulation of the SIM method.

With some rearrangement, we come to our final equation:

$$
\begin{equation*}
C_{g a i n}=\frac{C_{u p, p r i o r} C_{d o w n, p o s t}-C_{d o w n, p r i o r} C_{u p, p o s t}}{C_{u p, p r i o r}-C_{u p, p o s t}-C_{d o w n, p r i o r}+C_{d o w n, p o s t}} \tag{3.27}
\end{equation*}
$$

where $C_{u p, p r i o r}$ is the upstream concentration prior to the tracer injection, $C_{u p, p o s t}$ is the upstream concentration from the tracer injection, $C_{d o w n, p r i o r}$ is the downstream concentration prior to the tracer injection, and $C_{d o w n, p o s t}$ is the downstream concentration from the tracer injection. The only main disclaimer to the application of this equation in the field is that the difference between $C_{u p, p r i o r}$ and $C_{d o w n, p r i o r}$ must be large enough to be statistically significant when estimated using available laboratory or field measurement techniques. The accuracy of the measurement techniques is a general problem for any chemical tracer test performed to estimate SGE. If the difference between the $Q_{u p}$ and $Q_{\text {down }}$ is very small, much tracer may be needed to accurately measure a concentration difference between $C_{u p}$ and $C_{\text {down }}$. This issue will become more important with larger rivers as the proportion of the $Q_{\text {gain }}$ and $Q_{\text {loss }}$ to the $Q_{u p}$ is substantially reduced.

It would also be possible to estimate $C_{g a i n}$ from groundwater piezometers adjacent to the bank of the stream. As the intent of our study was to determine integrated values over a stream reach rather than point values, we preferred to use equation (3.27) as it is an integrated value of $C_{\text {gain }}$.

The application of tracer methods to measure SGE in the field is typically performed by two different techniques: constant injection and slug injection. These two techniques have been well researched in the scientific community and will not be evaluated in this study (Wagner and Harvey, 1997; Payn et al., 2008). Both techniques can be used with the above SGE methods and provide very similar results. As slug injections cause the $C_{\text {down }}$ to not be in steady-state, $C_{\text {down }}$ must be continuously measured and integrated over the measurable period of time. A more thorough explanation can be found in Payn et al. (2008, 2009); Covino et al. (2011). For simplicity, we will assume constant injection with steady-state conditions.

### 3.3.3 Evaluation methods

## Analytics

All three SGE methods were broken down analytically to better understand the dynamics of the equations of the methods. We wanted to know what caused the differences in the results of the three SGE methods and how these differences were related. The relative differences between the methods were accomplished by the ratio of one method's equation to another both analytically and illustratively.

## Numerical simulations

Perfect measurements or estimates of SGE are impossible using any existing method. Arbitrarily comparing results of different methods using field collected data will only indicate that the different methods produce different results, and it will not indicate if one method is more accurate than another. Consequently, we thought that it would be appropriate to simulate artificial streams with known SGE for comparisons. With SGE perfectly known, we could effectively evaluate the accuracy of the different methods.

We simulated the lateral inflows and outflows per unit length throughout a stream using an autoregressive integrated moving average (ARIMA) model performed using the arima.sim package in the R statistical computing environment ( $R$ Development Core Team, 2011). The routine generates a variety of artificial time series with both a randomness and memory component. To represent a small stream, the ARIMA model was designed to take a random discharge between $1-5 \mathrm{l} / \mathrm{s}$ as input discharge and a random input tracer concentration between $20-150 \mathrm{mg} / \mathrm{l}$ to represent practical tracer test concentrations.

In an attempt to create realistic simulations of the streams, we tuned the ARIMA model to have spatial flux dynamics based on studies using distributed temperature sensing (DTS) of groundwater inflows within streams (Lowry et al., 2007; Westhoff et al., 2007a; Briggs et al., 2012; Mwakanyamale et al., 2012). The quantitative surrogate we used for the spatial flux dynamics was the average length that the fluxes would switch from inflow to outflow or vice-versa within a stream reach. For example, if we simulate a stream with 1000 m total length and the fluxes in this stream oscillates between inflows and outflows 10 times then the average length per switch would be 100 m . For our
simulations, we used two different switch lengths of 100 m and 200 m and total stream lengths of 1000 m and 2000 m . The switch lengths had a strong linear relationship with the correlation lengths and resulted in correlation lengths of 40 m and 70 m for the switch lengths of 100 m and 200 m , respectively. Correlation length is commonly defined as the length at $1 / e$ on the autocorrelation distribution (Blöschl and Sivapalan, 1995).

We used stream lengths of 1000 m and 2000 m in the simulations for two main reasons. First, the stream lengths of 1000 m and 2000 m scale well with the switching lengths of 100 m and 200 m and could easily be converted to non-dimensional values if needed. Second, the lengths fit within practical tracer test lengths that have been performed in the past to determine stream to groundwater exchange, albeit towards the upper end (Covino et al., 2011). In practice, the appropriate stream lengths will be dependent on the discharge in the stream, the available mass of tracer, and the sensitivity and accuracy of the laboratory analytical methods.

The ARIMA model allowed us to create 5000 simulations of stream fluxes within a hypothetical stream. We ran four series of 5000 simulations. Series A had a 1000 m stream length and a 100 m average switch length, Series B had a 1000 m and a 200 m average switch length, Series C had a 2000 m and a 100 m average switch length, and Series D had a 2000 m and a 200 m average switch length. The spatial discretization of the model was 1 m for all series and simulations. These four series of simulations were to test the effects of both length and intermittency on the stream flux methods. Without loss of generality, we defined $C_{\text {gain }}=0$ for the simulations, which would be equivalent to the use of an artificial tracer (e.g. bromide salt) for the tracer test.

We tested two distinct assumptions when deciding on the appropriate SGE ARIMA model. One assumption was that both $Q_{\text {gain }}$ and $Q_{\text {loss }}$ can occur simultaneously at one point. For example, if the groundwater table is sloped perpendicular to the stream then water would be flowing into one side of the bank, while water would be flowing out of the other side of the bank. In this assumption, we created two separate and independent vectors of $Q_{\text {gain }}$ and $Q_{\text {loss }}$ along the stream. The second assumption was that both $Q_{\text {gain }}$ and $Q_{\text {loss }}$ cannot occur simultaneously at one point. In this assumption, only one vector of SGE was created that could oscillate between $Q_{\text {gain }}$ and $Q_{\text {loss }}$. We decided to omit the option for simultaneity of $Q_{\text {gain }}$ and $Q_{\text {loss }}$ throughout the stream as this assumption coincided too closely with the assumption in the SIM method. To ensure a more rigorous evaluation against the SIM method, we decided to omit the ARIMA model assumption of simultaneity and only use the non-simultaneity assumption for the simulations.

We attempted to simulate the stream with realistic dynamics of SGE, but we also tried to keep the model complexity as simple as possible. Although we did attempt to cover a wide range of SGE conditions when creating the many simulations, undoubtedly we did not cover all possible SGE conditions that could exist in nature. Realistically, the scientific community does not even know the full range of possibilities for natural SGE. We have also likely created simulations of SGE that do not exist in nature. Both issues are unavoidable when creating hydrologic simulations, particularly with the stochastic generation approach used in this paper. The hope is that the flux distributions of the simulations do closely represent reality for the purpose of our evaluation.

The statistical evaluation consisted of several methods and procedures. First, we took all of the simulated scenarios ( 5000 in our case) within an individual series and averaged the inflows and outflows for each simulation. This gave us an average inflow to the stream and outflow from the stream over the entire length of the stream for each scenario and served as our "true" values of the fluxes that the other SGE methods would be compared to. Next, we calculated the SGE of each scenario using the three SGE methods from the starting and end values of the scenarios. We did not include additional randomness in the input values for the SGE methods, which would equate to measurement error. This is due to the large variety of measurement devices and techniques that could be used in a tracer test, and each device and technique would have different measurement errors associated with them. Additionally, we calculated the net flux (we will call "Net") simply by subtracting $Q_{u p}$ from $Q_{\text {down }}$. We considered the Net as the upper error benchmark for the evaluation as the estimation of Net requires less information and should therefore perform worse than the other three SGE methods that require more information.

Once the SGE was calculated for all of the methods to be evaluated, we used as a performance measure the absolute normalized error for method $m$ and for each simulation $i$, defined as:

$$
\begin{equation*}
\varepsilon_{i}^{m}=\left|\frac{Q_{\text {est }, i}^{m}-Q_{\text {true }, i}}{Q_{\text {true }, i}}\right| ; i=1, \ldots, 5000 \tag{3.28}
\end{equation*}
$$

where $Q_{e s t, i}^{m}$ is the estimated gross gain or loss value from the SGE method $m$ and simulation $i$ and $Q_{\text {true }, i}$ is the average flux from the ARIMA model at simulation $i$. The results of $\varepsilon_{i}^{m}$ are two vectors (one for gross gains and one for gross losses) for each of the four methods. Each vector contains 5000 elements, one for each scenario. To make an overall evaluation for each method, we simply took an average of all of the scenarios in each series for both vectors of gains and losses:

$$
\begin{equation*}
\bar{\varepsilon}^{m}=\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{m} \tag{3.29}
\end{equation*}
$$

where $\bar{\varepsilon}^{m}$ is the mean absolute normalized error (MANE) for each method $m$ (either flux leaving the stream or entering the stream) and $n$ is the total number of scenarios in each series (5000). This is a compound measure of relative bias and accuracy.

We also used the normalized root-mean-square error (NRMSE) as a supplement to the MANE:

$$
\begin{equation*}
N R M S E=\frac{\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(Q_{\text {est }, i}^{m}-Q_{\text {true }, i}\right)^{2}}}{\frac{1}{n} \sum_{i=1}^{n} Q_{\text {true }, i}} \tag{3.30}
\end{equation*}
$$

The use of the NRMSE to supplement the MANE is to provide a higher weight to larger errors and scatter as compared to the MANE.

In addition to calculating the $\bar{\varepsilon}^{m}$ for all of the SGE methods, we compared the $\varepsilon_{i}^{m}$ within each of the SGE methods to determine how frequently one method outperformed another:

$$
r_{m 1, m 2}=\frac{1}{n} \sum_{i=1}^{n} \begin{cases}1 & \text { if } \varepsilon_{i}^{m 1}<\varepsilon_{i}^{m 2}  \tag{3.31}\\ 0 & \text { if } \varepsilon_{i}^{m 1} \geq \varepsilon_{i}^{m 2}\end{cases}
$$

where $r_{m 1, m 2}$ is the frequency of $m 1$ SGE method outperforming $m 2$ SGE method.
Once $\varepsilon_{i}^{m}$ and $\bar{\varepsilon}^{m}$ were estimated, we wanted to determine the causes of the errors in the individual methods. This was accomplished through a correlation of the $\varepsilon_{i}^{m}$ to various combinations of the input parameters.

### 3.4 Results

### 3.4.1 Analytics

When there is 0 flux of either $Q_{\text {gain }}$ or $Q_{\text {loss }}$ all three equations produce the same results. For example, if $Q_{\text {loss }}=0$ then equation (3.2) becomes:

$$
\begin{equation*}
Q_{\text {down }}=Q_{u p}+Q_{\text {gain }} \tag{3.32}
\end{equation*}
$$

As $Q_{\text {down }}$ and $Q_{u p}$ are previously known, there is only one solution for $Q_{\text {gain }}$ regardless of the other equations. Similarly, as the ratio of $Q_{\text {gain }}$ to $Q_{\text {loss }}$ grows to infinity or to 0 , the results for the three equations will converge.

Although somewhat obvious, if all of the assumptions are met for any of the SGE methods then the method will perfectly reproduce reality. For example, if there is only inflow to the stream from $1-100 \mathrm{~m}$ followed by only flow out of the stream from 101-1000m then the $\mathrm{GL}(\max )$ equation will estimate both fluxes perfectly.

If $Q_{\text {gain }}>0$ and if $C_{\text {gain }}<C_{u p}$ then $C_{\text {down }}<C_{u p}$. Similarly, if $C_{\text {gain }}>C_{u p}$ then $C_{\text {down }}>C_{u p}$. This indicates that $C_{u p}$ and $C_{\text {down }}$ are the concentration end points within the stream reach. As formulated in equations (3.7)-(3.10), the $\mathrm{LG}(\mathrm{min})$ and $\mathrm{GL}(\max )$ equations are divided by the end point concentrations of the stream and will therefore represent the minimum and maximum values of fluxes within a stream reach. The $\mathrm{LG}(\min )$ equations will always produce the minimum flux values, while the GL(max) equations will always produce the maximum flux values. Consequently, as LG(min) and GL(max) have the minimum and maximum flux values, the flux values for the SIM equations must be somewhere in between the two.

The GL(max) and LG(min) methods are very similar, and subsequently can be compared quite easily. Dividing the inflow and outflow equations for the two methods can show the rate of increase of one method over the other:

$$
\begin{equation*}
\frac{Q_{\text {loss }, G L}}{Q_{\text {loss }, L G}}=\frac{C_{u p}}{C_{\text {down }}} \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{Q_{\text {gain }, G L}}{Q_{\text {gain }, L G}}=\frac{Q_{u p} C_{u p}}{Q_{\text {down }} C_{\text {down }}} \tag{3.34}
\end{equation*}
$$

For both $Q_{\text {loss }}$ and $Q_{\text {gain }}, \mathrm{GL}(\max )$ grows from $\mathrm{LG}(\min )$ at a rate proportional to the concentration ratio, and additionally $Q_{\text {gain }}$ grows with load ratio. As $Q_{\text {loss }}$ and $Q_{\text {gain }}$ increase in a stream reach, $Q_{\text {down }}$ will change and $C_{\text {down }}$ will decrease. In the case of a lower $C_{\text {down }}$ caused by higher SGE, the ratio between the results of GL(max) and LG(min) grows larger (Figure 3.4).


Figure 3.4: Relative comparisons between the different methods due to changes in the input ratios. The rows are the ratios of two of the SGE methods and the columns are the results for $Q_{\text {loss }}$ and $Q_{\text {gain }}$. If we look at the two graphs in the second row for example, if the ratio of the input parameters $C_{u p}$ and $C_{\text {down }}$ is 5 and the ratio of the input parameters $Q_{u p}$ and $Q_{\text {down }}$ is 1 then the SIM method will result in $Q_{\text {loss }}$ and $Q_{\text {gain }}$ being approximately 2 times larger than the LG(min) method. The Y-axes of $\frac{Q_{u p}}{Q_{\text {down }}}$ is on a logarithmic scale to ensure equal space weighting on the plot for $Q_{u p}$ and $Q_{\text {down }}$. The X-axes are plotted from 1 to 10 as $C_{u p} \geq C_{\text {down }}$.

Unfortunately, the SIM method does not simplify nearly as well as the others due to the non-linearity of the SIM equations. For a better visual comparison, the three methods were plotted together with axes of concentration and discharge ratios (Figure 3.4). As shown analytically in equations (3.33) and (3.34), the ratio of GL(max) to LG(min) is insensitive to discharge for $Q_{\text {loss }}$ and sensitive to both discharge and concentration for $Q_{\text {gain }}$. The ratios of SIM to the other methods illustrate the non-linearity of the method. The methods' ratios for $Q_{\text {gain }}$ show a surprising similarity in the distribution of the contours even though the magnitudes are different.

### 3.4.2 Numerical simulations

Figure 3.5 presents the major input and output parameter density distributions created by the ARIMA simulations for the inflow and outflow profiles. The parameter distributions for $Q_{l o s s}, Q_{\text {gain }}$, and $Q_{\text {net }}$ closely follow a normal distribution. As defined in the model, $Q_{u p}$ and $C_{u p}$ are equally distributed between $1-5 \mathrm{l} / \mathrm{s}$ and $20-150 \mathrm{mg} / \mathrm{l}$, respectively.


Figure 3.5: The major input and output parameter density distributions of the ARIMA numerical model for Series A (1000m with 100 m average switch length).

The results of the numerical simulations are presented in Tables 3.1, 3.2, and 3.3.

Plots of the estimated gains and losses to the actual gains and losses for each of the methods for Series A are illustrated in Figure 3.6. The plots for the other scenarios have similar patterns only with a greater or lesser degree of spread. The numerical simulations indicate that the SIM SGE method is on average the best performer when compared to the other two SGE methods with a $1: 1$ slope to the true value, the lowest $\bar{\varepsilon}^{m}$ and the NRMSE in every series, and the highest $r_{m 1, m 2}$ in nearly every series. However, the LG(min) method has a slightly higher $r_{m 1, m 2}$ to Net as compared to SIM. The LG(min) method also performed very well as compared to the SIM method according to the NRMSE. The LG(min) method had effectively the same error as SIM in Series B and is very close in Series D, both of which have the longer switch lengths. Interestingly, simply using the net discharge between upstream and downstream (Net) results in lower error values for $\bar{\varepsilon}^{m}$ as compared to GL(max) in both 2000m series and GL(max) performed poorer than Net in all Series according to the NRMSE. This is attributed to the fact that Net by definition cannot have an error of 1 or greater. Similarly, LG(min) also cannot have errors 1 or greater and must have errors less than those of Net. If 0 is used for all the values of $Q_{\text {gain }}$ and $Q_{\text {loss }}$ in the error assessment of $\bar{\varepsilon}^{m}$ then $\bar{\varepsilon}^{m}$ would be exactly 1. GL(max) and SIM can have errors greater than 1 as they can have values larger than the true value, which is clearly exemplified by the GL(max) equation's high $\bar{\varepsilon}^{m}$ and the NRMSE in some series.

Figures 3.7 and 3.8 show the six simulations with the smallest $\varepsilon_{i}^{m}$ for both $\mathrm{LG}(\mathrm{min})$ and GL(max). Not surprisingly, they performed best when the assumptions of the individual methods were met. Figure 3.9 shows the six simulations with the smallest $\varepsilon_{i}^{m}$ for SIM. No obvious conclusion can be drawn from the simulations other than an evenly random spread between $Q_{\text {gain }}$ and $Q_{\text {loss }}$ with no clear spatial trend unlike the other methods.

The ratios of $C_{u p}$ to $C_{\text {down }}$ and $Q_{u p} C_{u p}$ to $Q_{\text {down }} C_{\text {down }}$ show a strong correlation to the $\varepsilon_{i}^{m}$ of the SGE methods (Figure 3.10). They are the same ratios that were found during the analytical evaluation described by equations (3.33) and (3.34). Both LG(min) and GL(max) have stronger correlations than SIM. SIM appears to have an error trend towards lower values rather than the full range of the correlation.
$\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ also have a strong correlation to the midpoint concentrations and loads. GL (max) had a strong correlation to the ratios of $C_{\text {mid }}$ (the midpoint of the concentration profile of the stream) to $C_{d o w n}$ and $Q_{u p} C_{u p}$ to $Q_{m i d} C_{m i d}$ (the midpoint of the load profile of the stream). $\mathrm{LG}(\mathrm{min})$ had a very strong correlation to the ratios of $C_{m i d}$ to $C_{u p}$ and $Q_{\text {down }} C_{\text {down }}$ to $Q_{m i d} C_{m i d}$.

### 3.5 Discussion

### 3.5.1 Stream to groundwater exchange methods evaluation

As described in earlier sections and shown by Figure 3.6, the LG(min) and GL(max) methods represent the minimum and maximum realistic SGE values and consequently will always produce SGE values below or above the true SGE values unless the individual


Figure 3.6: A plot of simulated inflow and outflow flux values by the estimated values from the three SGE methods using the $Q_{u p}, Q_{\text {down }}, C_{u p}$, and $C_{d o w n}$ from Series A simulations ( 1000 m with 100 m average switch length).
spatial flux assumptions are perfectly met. This does not mean, however, that the SGE estimates from $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ will be equidistant from the true SGE value as shown in Figure 3.6 and Tables 3.1 and 3.2.

LG(min) performed consistently better than GL(max) through all of the numerical simulation assessment measures (i.e. $\bar{\varepsilon}^{m}$, the $N R M S E$, and $r_{m 1, m 2}$ ). As described in the previous sections, the GL(max) equations can create results that can be many times larger than the other methods and consequently can be many times larger than the true value from the ARIMA model. Although these circumstance may account for a small proportion of the total simulations, they can cause the average error to be very high. These large deviations are exemplified in the NRMSE measure due to the square of the difference. Net was clearly superior in Series C and D for the $\bar{\varepsilon}^{m}$ and for all Series for the NRMSE, but GL(max) had a solid majority over Net in the $r_{m 1, m 2}$. In the Series A, GL(max) and Net had a similar $\bar{\varepsilon}^{m}$, but according to $r_{m 1, m 2}$ GL(max) performed better almost $80 \%$ of the time. Indeed, if the top $10 \%$ of the simulations with the highest errors were removed from Series C then GL(max) and Net would have approximately the same $\bar{\varepsilon}^{m}$. Nevertheless, even with the help of removing $10 \%$ or $20 \%$ of the simulations with


Figure 3.7: The simulated SGE profiles from Series B (1000m with 200 m AVG switch length) of the six scenarios with the smallest normalized error ( $\varepsilon_{i}^{m}$ ) for LG(min). A clear pattern can be seen according to the spatial assumption of the method. Predominant stream losses are at the beginning, while stream gains are towards the end of the reach. Red indicates losses, while blue indicates gains.
the highest errors, both $\mathrm{LG}(\min )$ and SIM perform substantially better than GL(max).
Since the LG(min) and GL $(\max )$ methods bound the realistic values of SGE, any new method must have spatial flux distribution assumptions that cause the SGE estimate to be in between LG(min) and GL(max). The SIM method has such assumptions. The ARIMA stream simulation model randomly generated stream flows with a specific reach length and switching length, and this was to evaluate the effects of both reach length and intermittency on the three SGE methods. According to the $\bar{\varepsilon}^{m}$ and the NRMSE, $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ were affected by both the switch length and the stream length. SIM was affected by stream length, but was not significantly affected by switch length. As $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ are affected by switch and stream length, the reader can extrapolate from Table 3.1 that as the stream length decreases and the switch length increases the errors for $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ will continue to decrease and potentially below that of SIM.

No net emphasis on the $Q_{\text {gain }}$ or $Q_{\text {loss }}$ was programmed into the ARIMA model

Gain-Loss Series B


Figure 3.8: The simulated SGE profiles from Series B (1000m with 200 m AVG switch length) of the six scenarios with the smallest normalized error $\left(\varepsilon_{i}^{m}\right)$ for GL(max). A clear pattern can be seen according to the spatial assumption of the method. Predominant stream gains are at the beginning, while stream losses are towards the end of the reach. Red indicates losses, while blue indicates gains.
as shown by the normal distribution and mean of approximately 0 of $Q_{n e t}$ in Figure 3.5. The introduction of a $Q_{\text {net }}$ emphasis towards a higher $Q_{\text {gain }}$ would cause the SGE estimates of $Q_{\text {loss }}$ of the three methods to slightly decrease or stay the same and the SGE estimates of $Q_{\text {gain }}$ to have significant improvement. A emphasis towards a higher $Q_{\text {loss }}$ would cause the SGE estimates of $Q_{\text {loss }}$ of the three methods to slightly improve or stay the same and the SGE estimates of $Q_{\text {gain }}$ to have a significant reduction in accuracy. Nevertheless, the accuracy rankings would remain the same as those listed in Table 3.1. If a weight was introduced into the ARIMA model on one type of spatial flux distribution, then the SGE model (i.e. LG(min) or GL $(\max )$ ) that most closely represented this weight would have a reduction in the error.

Most of the $\varepsilon_{i}^{m}$ errors in $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ could be correlated by the ratio of the upstream and downstream concentrations for $Q_{\text {loss }}$ and the ratio of the upstream and downstream loads for $Q_{\text {gain }} . Q_{\text {loss,GL }}$ had an especially strong correlation. LG(min) on the other hand had an especially strong correlation to the concentration and load

Simultaneous Series B


Figure 3.9: The simulated SGE profiles from Series B (1000m with 200 m AVG switch length) of the six scenarios with the smallest normalized error $\left(\varepsilon_{i}^{m}\right)$ for SIM. No consistent or obvious pattern can be seen within the scenarios. Red indicates losses, while blue indicates gains.
midpoints along the stream (not shown in figures). As with much of the previous results, the midpoint correlations follow precisely the assumptions of the methods. LG(min) assumes that the $Q_{\text {loss }}$ occurs at the beginning and if the ratio of $C_{m i d}$ to $C_{u p}$ does not follow a relationship that the method assumes then it will produce a larger error. At least in $\mathrm{LG}(\mathrm{min})$, it appears that if the concentration ratio does not follow the predicted pattern by the time it reaches the midpoint then the method is more likely to create erroneous results. A similar pattern can be seen in GL(max), but not nearly as strong as the upstream and downstream ratios. Unfortunately, SIM did not have such clear correlations. There only appears to have an error trend towards smaller upstream and downstream ratios.

There is much scientific literature on the estimation of SGE from chemical tracers. Many have preferred to use the well established OTIS numerical model, which effectively solves the differential equations with a finite difference model with similar spatial flux assumptions to our SIM method. We found only one study that took the OTIS model and tested the three different assumptions that we also tested (Szeftel et al., 2011).


Figure 3.10: A correlation of various input parameters to the normalized error $\left(\varepsilon_{i}^{m}\right)$ of the SGE methods for Series A. Both the LG(min) and GL(max) methods have strong correlations, while SIM only tends to have an error trend at lower ratios.

However, the reasoning behind their test appeared to be precisely the opposite of ours. As they stated in the methods, they assumed that simultaneous inflows and outflows at a single cell was unrealistic and implemented the LG(min) and GL(max) type scenarios to provide more realistic alternatives. Although they did not test the accuracy of the three methods, they concluded that the spatial flux distribution assumptions of the SGE methods have a significant impact on the SGE estimates and that breakthrough curve (BTC) analysis is not sufficient to determine the spatial variability.

Like us, others have instead preferred to use the more simple analytical equations to estimate SGE (Harvey and Wagner, 2000; Payn et al., 2009; Covino et al., 2011). One of the earliest to hint at using tracers with analytical equations to determine SGE was Zellweger et al. (1989). The use of tracers with dilution gauging to estimate SGE was only mentioned in passing as an explanation for the differences in the estimation of discharge from a flow meter and from dilution gauging. Later, Harvey and Wagner (2000) picked up on the idea of using dilution gauging with a current meter to estimate SGE. Their description for the procedure to estimate SGE was purely qualitative and did not fully explain the underlying assumptions in the method that they proposed (i.e. the spatial distribution of the fluxes). The dilution gauging method to estimate discharge was ref-
3. Groundwater exchange model comparisons

Table 3.1: $\bar{\varepsilon}^{m}$ : The average value of $\varepsilon_{i}^{m}$ for each series and for both $Q_{\text {loss }}$ and $Q_{\text {gain }}$.

| Series | Stream <br> Length (m) | AVG Switch Length (m) | Corr. <br> Length (m) | Flux <br> Type | SGE Method |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Net | LG <br> (min) | GL <br> (max) | SIM |
| A | 1000 | 100 | 40 | $Q_{\text {loss }}$ | 0.821 | 0.243 | 0.675 | 0.115 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.821 | 0.264 | 0.849 | 0.135 |
| B | 1000 | 200 | 70 | $Q_{\text {loss }}$ | 0.775 | 0.183 | 0.421 | 0.111 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.763 | 0.204 | 0.591 | 0.143 |
| C | 2000 | 100 | 40 | $Q_{\text {loss }}$ | 0.852 | 0.393 | 2.390 | 0.170 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.855 | 0.422 | 2.949 | 0.194 |
| D | 2000 | 200 | 70 | $Q_{\text {loss }}$ | 0.815 | 0.306 | 1.268 | 0.168 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.821 | 0.339 | 1.652 | 0.202 |

erenced back to Kilpatrick and Cobb (1985). Based on the dilution gauging method and the description provided by Harvey and Wagner (2000), they effectively proposed the use of the GL(max) method. Payn et al. (2009) and Ward et al. (2013) estimated SGE using both the $\mathrm{LG}(\min )$ and the GL(max) methods. They also found significant differences in the estimations between the two different methods and correctly identified that the $\mathrm{LG}(\min )$ and the $\mathrm{GL}(\max )$ methods produce the minimum and maximum values for SGE, respectively. Similar studies were also performed in sewer systems (Rieckermann et al., 2005, 2007). Although in these studies, the conceptual model included only $Q_{\text {loss }}$ and not $Q_{\text {gain }}$ and subsequently did not need to use a spatial distribution of fluxes assumption to solve for $Q_{\text {loss }}$.

### 3.5.2 Connections with end-member mixing models

End-member mixing models or end-member mixing analysis (EMMA) as they tend to be known is a method to estimate the relative contributions of defined source waters at a specific downstream discharge measurement point. For example, EMMA can estimate the amount of groundwater contribution within a single hydrograph. EMMA is used extensively for this precise purpose.

Similarly to the SGE methods, EMMA uses the mass balance equations with distinct chemical tracers that represent the end-member sources to formulate the model. The EMMA equations start with the assumption that the discharge at a specific point along the stream $(x)$ is composed of the source waters. We will name these sources Source 1 (S1) and Groundwater (GW):

$$
\begin{equation*}
Q(x)=Q_{S 1}(x)+Q_{G W}(x) \tag{3.35}
\end{equation*}
$$

where $Q(x)$ is the total discharge at location $x$ along the stream, $Q_{S 1}(x)$ is the part of $Q(x)$ from Source 1, and $Q_{G W}(x)$ is the part of $Q(x)$ from groundwater. The chemical

Table 3.2: $N R M S E$ : The value of he $N R M S E$ for each series and for both $Q_{\text {loss }}$ and $Q_{\text {gain }}$.

| Series | Stream <br> Length (m) | AVG Switch <br> Length (m) | Corr. <br> Length (m) | Flux <br> Type | SGE Method |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Net | $\begin{aligned} & \mathrm{LG} \\ & (\mathrm{~min}) \end{aligned}$ | $\begin{aligned} & \text { GL } \\ & (\max ) \end{aligned}$ | SIM |
| A | 1000 | 100 | 40 | $Q_{\text {loss }}$ | 0.784 | 0.269 | 1.639 | 0.198 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.776 | 0.267 | 1.624 | 0.196 |
| B | 1000 | 200 | 70 | $Q_{\text {loss }}$ | 0.724 | 0.210 | 1.056 | 0.201 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.705 | 0.205 | 1.029 | 0.196 |
| C | 2000 | 100 | 40 | $Q_{\text {loss }}$ | 0.830 | 0.417 | 7.581 | 0.292 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.834 | 0.419 | 7.617 | 0.294 |
| D | 2000 | 200 | 70 | $Q_{\text {loss }}$ | 0.779 | 0.331 | 3.771 | 0.294 |
|  |  |  |  | $Q_{\text {gain }}$ | 0.786 | 0.334 | 3.807 | 0.297 |

load mass balance is the following:

$$
\begin{equation*}
Q(x) C(x)=Q_{S 1}(x) C_{S 1}+Q_{G W}(x) C_{G W} \tag{3.36}
\end{equation*}
$$

where $C(x)$ is the concentration of $Q(x)$ at location $x, C_{S 1}$ is the concentration of Source 1 , and $C_{G W}$ is the concentration of the groundwater.

Unlike the SGE methods that apply the mass balance equations over the length of a stream reach, the EMMA equations only apply the mass balance equations at one specific point and as a result do not need the same spatial flux assumptions to solve the mass balance equations as the SGE methods (i.e. does not require a $Q_{\text {loss }}$ term).

Combining equations (3.35) and (3.36) and solving for $Q_{G W}(x)$, we get the following:

$$
\begin{equation*}
Q_{G W}(x)=Q(x)\left(\frac{C(x)-C_{S 1}}{C_{G W}-C_{S 1}}\right) \tag{3.37}
\end{equation*}
$$

Equation (3.37) will produce the same result regardless of the spatial flux assumptions associated with the SGE methods presented in this study.

Equation (3.37) is strikingly similar to equation (3.5). Indeed, if we apply the $\mathrm{LG}(\mathrm{min})$ method at an arbitrary discharge location $(x)$ and use $C_{u p}$ as $C_{S 1}$, then we would produce the same result for both EMMA and SGE (if we want to make the LG(min) spatial assumption). As described above, this is not due to shared assumptions. The $\mathrm{LG}(\min )$ method assumes that all of the $Q_{\text {gain }}$ enters the stream after the $Q_{\text {loss }}$ and thus the $Q_{\text {gain }}$ estimated by the $\mathrm{LG}(\min )$ method must be the groundwater proportion of $Q_{\text {down }}$.

If EMMA can be applied to a single stream measurement location and produce the same results as the LG(min) SGE method, the next natural question would be could EMMA be applied on multiple downstream measurement locations and still produce the same results as $L G(\min )$ ? If we estimate the groundwater proportions at two downstream

Table 3.3: $r_{m 1, m 2}$ : The ratios of the frequency that the methods in the rows ( $m 1$ ) have a smaller $\varepsilon_{i}^{m}$ than the methods in the columns (m2). In simpler terms, the table shows how often the methods in the rows outperform the methods in the columns.

measurement locations using EMMA, could we subtract the two to get estimate gross gain of groundwater over that stream reach? Figure 3.11 illustrates the use of EMMA for estimating the groundwater proportions of the upstream $\left(Q_{G W, u p}\right)$ and downstream $\left(Q_{G W, \text { down }}\right)$ measurement locations and the gross gains and losses from the two sources. In this scenario, we want to consider if $Q_{\text {gain,EMMA }}=Q_{G W, d o w n}-Q_{G W, u p}$. Using equation (3.37) at $Q_{u p}$ and $Q_{\text {down }}$, we get the following:

$$
\begin{align*}
& Q_{\text {gain }, E M M A}= \\
= & Q_{\text {down }}\left(\frac{C_{\text {down }}-C_{S 1}}{C_{G W}-C_{S 1}}\right)-Q_{u p}\left(\frac{C_{u p}-C_{S 1}}{C_{G W}-C_{S 1}}\right) \tag{3.38}
\end{align*}
$$

where $Q_{\text {gain, EMMA }}$ is the hypothetical $Q_{\text {gain }}$ from the EMMA equations. To determine the underlying assumptions in the above equation, we must rearrange the equation back to the basic mass balance equation from equation (3.1) including both equation (3.38) and equation (3.2).

$$
\begin{equation*}
Q_{u p} C_{u p}+Q_{\text {gain }, E M M A} C_{G W}=Q_{\text {down }} C_{d o w n}+Q_{l o s s} C_{S 1} \tag{3.39}
\end{equation*}
$$



Figure 3.11: A conceptual illustration of the application of EMMA at two measurement locations along a stream reach and the associated gross gain and loss components between the two measurement locations. $Q_{G W, u p}$ is the groundwater proportion of $Q_{u p}$ and $Q_{G W, \text { down }}$ is the groundwater proportion of $Q_{\text {down }} . Q_{\text {loss }, S 1}$ is the gross loss specifically from Source $1, Q_{\text {loss }, G W}$ is the gross loss specifically from the groundwater, and $Q_{\text {gain,GW }}$ is the gross gain from the groundwater (and the only gross gain). The SGE methods estimate the total gross loss $\left(Q_{\text {loss }, S 1}+Q_{\text {loss }, G W}\right)$ and gross gain $\left(Q_{\text {gain }, G W}\right)$. Subtracting $Q_{G W, \text { up }}$ from $Q_{G W, \text { down }}$ estimates $Q_{\text {loss,S1 }}$ and the net of the groundwater components $\left(Q_{\text {gain }, G W}-Q_{\text {loss }, G W}\right)$.

As stated in Sec. (3.3.1), the LG(min) method assumes $C_{\text {loss }}=C_{u p}$ and the GL(max) method assumes $C_{\text {loss }}=C_{d o w n}$. $C_{u p}$ and $C_{d o w n}$ represent the end point concentrations within the stream and thus $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ represent the realistic minimum and maximum values for SGE. The use of EMMA according to equation (3.38) makes the final assumption of $C_{\text {loss }}=C_{S 1}$ and represents a concentration end point potentially outside of $C_{u p}$ and $C_{\text {down }}$, which indicates that this is an unrealistic mass balance assumption for SGE models.

For the mass balance equation (3.39) to have physical meaning, we would have to redefine $Q_{\text {gain,EMMA }}$ and $Q_{\text {loss }}$. $Q_{\text {loss }}$ would no longer be the gross loss from the SGE methods, but rather only the loss from Source 1 over the stream reach (we will rename $\left.Q_{\text {loss }, S 1}\right)$. The other gross loss component is from the groundwater $\left(Q_{\text {loss }, G W}\right)$. $Q_{\text {gain,EMMA }}$ would become the net groundwater components instead of only $Q_{\text {gain,GW }}$ (i.e. $\left.Q_{\text {gain }, G W}-Q_{\text {loss }, G W}\right)$. These flow components are shown in Figure 3.11. Conse-
quently, equation (3.39) can be rewritten with $Q_{\text {loss }}$ replaced as $Q_{\text {loss }, S 1}$ and $Q_{\text {gain }, E M M A}$ replaced with the appropriate net groundwater components:

$$
\begin{align*}
& Q_{u p} C_{u p}+\left(Q_{\text {gain }, G W}-Q_{\text {loss }, G W}\right) C_{G W}= \\
= & Q_{\text {down }} C_{\text {down }}+Q_{\text {loss }, S 1} C_{S 1} \tag{3.40}
\end{align*}
$$

Equation (3.40) is the solute mass balance for this scenario. The water mass balance would be the following (in the same form as equation (3.2)):

$$
\begin{equation*}
Q_{u p}+Q_{\text {gain }, G W}=Q_{\text {down }}+Q_{l o s s, G W}+Q_{l o s s, S 1} \tag{3.41}
\end{equation*}
$$

If we combine equations (3.40) and (3.41) and solve for $Q_{\text {loss }, S 1}$, we get the following equation:

$$
\begin{equation*}
Q_{l o s s, S 1}=\frac{Q_{\text {down }}\left(C_{\text {down }}-C_{G W}\right)+Q_{u p}\left(C_{G W}-C_{u p}\right)}{C_{G W}-C_{S 1}} \tag{3.42}
\end{equation*}
$$

The interesting aspect about equation (3.42) is that no spatial flux assumption is yet needed to solve the derivation unlike the SGE methods. $Q_{l o s s, S 1}$ is independent of spatial flux assumptions and so is the result from equation (3.38) which represents $Q_{\text {gain }, G W}-Q_{l o s s, G W}$. Although both $Q_{\text {gain }, G W}$ and $Q_{l o s s, G W}$ must include a spatial flux assumption to be estimated individually, the difference will always be the same regardless of the spatial flux assumption. In this scenario, $Q_{\text {gain,GW }}$ can be estimated using the SGE methods described in Sect. 3.3 and subsequently the components of $Q_{\text {loss }}$. The additional information about Source 1 provides slightly more information about $Q_{\text {loss }}$ without the necessity of a spatial flux assumption.

To take the EMMA and SGE combination to the final logical conclusion, we will include a scenario where there are two components inflows and outflows unlike the previous example with one inflow and two outflows. We will call the two sources "Source 1 " and "Source 2" with variables names similar to those presented above. The mass balance for $Q_{\text {gain }}$ for a stream reach is the following:

$$
\begin{equation*}
Q_{g a i n}=Q_{g a i n, S 1}+Q_{g a i n, S 1} \tag{3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{g a i n} C_{g a i n}=Q_{g a i n, S 1} C_{S 1}+Q_{g a i n, S 2} C_{S 2} \tag{3.44}
\end{equation*}
$$

If we combine equations (3.43) and (3.44) and solve for $Q_{\text {gain,S1 }}$, we get the following equation:

$$
\begin{equation*}
Q_{g a i n, S 1}=Q_{g a i n}\left(\frac{C_{g a i n}-C_{S 2}}{C_{S 1}-C_{S 2}}\right) \tag{3.45}
\end{equation*}
$$

To estimate $Q_{\text {loss }, S 1}$, we need to incorporate $Q_{\text {gain }, S 1}$ into equations (3.40) and (3.41) and change the groundwater terms to Source 2. Combining the resulting equation and solving for $Q_{l o s s, S 1}$ gives the following:

$$
\begin{align*}
& Q_{l o s s, S 1}=\left(\frac{Q_{u p}\left(C_{u p}-C_{S 2}\right)+Q_{d o w n}\left(C_{S 2}-C_{d o w n}\right)}{C_{S 2}-C_{S 1}}\right) \\
& \quad-Q_{g a i n, S 1} \tag{3.46}
\end{align*}
$$

Combining EMMA with SGE methods can provide valuable complimentary hydrologic information. They both require the same type of input data and as a consequence would be easy to apply together. They should not, however, be used interchangeably due to both conceptual and quantitative conflicts.

### 3.6 Conclusions

A new SGE estimation method is presented and derived analytically with the assumptions of constant, uniform, and simultaneous groundwater inflow and outflow throughout a given stream reach. This new method is compared to the two existing methods and presents the smallest error measures when applied to four different sets of artificially generated scenarios. The main control of the model performance for all three cases is the spatial dynamics of the actual SGE in relationship with the assumptions for each method. As the $\mathrm{LG}(\min )$ and $\mathrm{GL}(\max )$ methods bound the realistic values of SGE estimates, the SIM method, or any other new SGE method, produces SGE estimates between those two methods. Although this study found that the SIM method performed better against the numerical simulations, estimating SGE using all three methods would be very valuable as minimum and maximum SGE values can provide information on the full range of realistic SGE values. For the same inputs, the different assumptions of each method can lead to values of gross stream gains and losses differing up to one order of magnitude between approaches. Estimating SGE using the proposed simple analytical method over numerical models solving full hydrodynamic sets of partial differential equations has the clear advantages of much less complexity and less parametrization.

Although separate from the SGE methods, end-member mixing analysis can be used in conjunction with the SGE methods to acquire even more hydrologic information as both require the same type of input data. Nevertheless, these two approaches should not be used interchangeably as they estimate different stream variables and are based on distinct derivations and assumptions.

## Chapter 4

## The seasonal dynamics of the stream sources and input flowpaths of water and nitrogen of an Austrian headwater agricultural catchment


#### Abstract

4.1 Abstract

Our study examines the source aquifers and stream inputs of the seasonal water and nitrogen dynamics of a headwater agricultural catchment to determine the dominant driving forces for the seasonal dynamics in the surface water nitrogen loads and concentrations. We found that the alternating aquifer contributions throughout the year of the deep and shallow aquifers were the main cause for the seasonality of the nitrate concentration. The deep aquifer water typically contributed $75 \%$ of the total outlet discharge in the summer and $50 \%$ in the winter when the shallow aquifer recharges due to low crop evapotranspiration. The shallow aquifer supplied the vast majority of the nitrogen load to the stream due to the significantly higher total nitrogen concentration ( $11 \mathrm{mg}-\mathrm{N} / \mathrm{l}$ ) compared to the deep aquifer ( $0.50 \mathrm{mg}-\mathrm{N} / \mathrm{l}$ ). The main stream input pathway for the shallow aquifer nitrogen load was from the perennial tile drainages providing $60 \%$ of the total load to the stream outlet, while only providing $26 \%$ of the total flow volume. The diffuse groundwater input to the stream was the largest input to the stream (39\%), but only supplied $27 \%$ to the total nitrogen load as the diffuse water was mostly composed of deep aquifer water.


### 4.2 Introduction

Excessive discharges of nutrients to the aquatic environment have been found to adversely affect human health and aquatic ecosystems (Romstad et al., 1997; Walling et al., 2002). Mass algal blooms in rivers and lakes from an abundance of nitrogen and phosphorous can produce harmful toxins and encourage bacteria that subsequently reduce oxygen levels for fish stocks. This eutrophication of lakes, rivers, and coastal zones is currently one of the primary issues facing surface water environmental policy (Clercq, 2001). In response to public concern and scientific evidence over the hazards of water pollution, many developed countries, including the European countries and the European Union (EU) as a whole, have enacted environmental legislation to combat the growing problem of water pollution.

Agricultural management and catchment conditions regulate the nutrient conversions and release into the groundwater and surface water. These include fertilizer application rates and timing, crop type and growth periods, soil type and composition, precipitation rates and seasonality, the size of the riparian area, and many others. Improved knowledge on these important conditions and processes will improve the accuracy of nutrient transport models and ultimately better target those processes that can best reduce excessive nutrients to the water bodies. Natural systems are inherently difficult to isolate and test specific processes to determine the effect and sensitivity of those specific processes to the response of the entire system. Consequently, identifying and determining the causes of recurring changes in the nutrient concentrations and loads over several years in a single catchment where many of the catchment conditions are kept the same (e.g. soils, land management, etc.) may be more appropriate than comparing multiple different catchments with varying catchment conditions over the same period.

One of these recurring nutrient changes over several years that many researchers have observed is the seasonal pattern of nitrogen concentration in streams that increase in winter and decrease in summer. This phenomenon has been observed on all sizes of streams and rivers from headwater streams to major rivers. There are several explanations in the scientific literature for the apparent seasonality of nitrate loads and concentrations. One explanation is attributed to higher in-stream nitrogen uptake and denitrification rates during the summer as compared to the winter (Mulholland et al., 2008; Peterson et al., 2001; Alexander et al., 2009). The second explanation is attributed to increased leaching from seasonal biochemical changes in the vegetation and soil microorganisms associated with certain source waters (Holloway and Dahlgren, 2001; Ocampo et al., 2006; Molenat et al., 2008; Arheimer et al., 1996; Burns et al., 2009). Many of these studies have attributed the riparian zone as the primary source of the seasonal biochemical changes and uptakes. Others have found that the seasonality is caused by changes in the relative source water contributions throughout the year without a clear impact from seasonal biochemical reactions (Martin et al., 2004; Grimaldi et al., 2004; Pionke et al., 1999). A final possible candidate is the seasonal agricultural land management associated with fertilizer application timing and crop growth when direct surface runoff is significant.

There are wide varieties of catchments. Some have unique characteristics that only


Figure 4.1: The baseflow discharge, nitrate concentration, and water temperature of the HOAL catchment surface water outlet from early 2011 to mid 2013.
exist in a few isolated locations, while others have typical catchment characteristics representative of broader regional catchments. We have chosen to investigate a headwater agricultural catchment that has typical characteristics of soils, land use, and precipitation for the region. These seasonal nitrate and total nitrogen concentrations have also been observed at our small headwater agricultural catchment called the Hydrologic Open Air Laboratory (HOAL) in Petzenkirchen, Austria (Figure 4.1).

The goal of our study is to determine the primary mechanisms that cause the seasonal dynamics of the nitrogen loads and concentrations at the surface water outlet of a headwater agricultural catchment. We accomplished this goal through analyses of monthly input and output totals of water and nitrogen loads entering and exiting the catchment, point and diffuse input contributions of water and nitrogen to the surface waters, and finally the source water contributions to the catchment outlet.

### 4.3 Field Site

The study was performed at the Hydrologic Open Air Laboratory (HOAL) catchment located in Petzenkirchen in Lower Austria, approximately 100km west of Vienna (Figure
4.2) (Blöschl et al., 2016). The catchment is about 66 hectares in area with about $82 \%$ of arable land, $3 \%$ riparian forest, $5 \%$ planted trees with grass undergrowth, $8 \%$ grassland, and $2 \%$ impermeable surfaces (e.g. paved roads, buildings, etc.). It also has a first order stream that runs about 620 m through the catchment (Figure 4.2).


Figure 4.2: Overview map for the HOAL catchment in Petzenkirchen, Austria.
The catchment area of 66 hectares is defined as the topographic region where rainfall would flow over the surface and converge to the stream outlet gauge. The stream outlet gauge is named MW. 631 mm and 742 mm of precipitation fell during 2011 and 2012 respectively, while 133 mm and 124 mm left the catchment from surface waters for 2011 and 2012 respectively. The average discharge during these two years was $2.8 \mathrm{l} / \mathrm{s}$ and $2.6 \mathrm{l} / \mathrm{s}$. There are six tile drainage systems along the stream named Sys1, Sys2, Sys3, Sys4, Frau1, and Frau2. Additionally, there are four known springs with two measured directly at the source (Q1 and K1) and two springs measured at a location 40 m down gradient of the actual springs before they enter the main stream (A1 and A2). There are also two locations on the edge of the riparian area that drain much of the overland flow during heavy rainfall events from the adjacent fields called erosion gullies (E1 and E2). Although the term spring may also refer to tile drainages that have perennial flow, springs in this study are defined as locations along the riparian area of the stream where water is visibly flowing out of the soil.

During normal baseflow conditions, water entering the stream at Sys4 will take approximately 3 to 4 hours to reach the catchment outlet. During this time, the riparian area provides almost continuous shading for the stream. The depth of the water in the stream ranges from 5 cm in the upper end to 20 cm at the outlet. The HOAL exhibits general properties which are typical throughout the range of catchments of the prealpine area alongside the eastern Alps with intensive agriculture associated with the seasonality of rainfall, runoff, and drainage density (Merz and Blöschl, 2007).

Based on a detailed soil survey conducted in 2010, the soils throughout the catchment are generally classified as silt loam or more specifically as Cambisols that have $7.2 \%$ sands ( 0.51 coefficient of variation (CV)), $68.7 \%$ silts ( 0.11 CV ), and $24.1 \%$ clays (0.30 CV) (Deckers et al., 2002). The Cambisols also have hydromorphic characteristics such as Stagnosols and Gleysols, and these types of soils cover almost $50 \%$ of the land of the federal province of Lower Austria. The soil survey found that the silt loam extends vertically at least 0.7 m below the surface throughout the catchment. A detailed geologic survey has not been performed in this catchment, but based on core samples from piezometers placed in and around the riparian area and production wells installed by the local farmers the silt loam extends down approximately 5 to 7 m below the surface where it meets a fractured siltstone unit. There is neither information about the thickness of the fractured siltstone unit nor what geologic units are below it. Due to the high clay and silt content of the soil, cracking of the soil occurs frequently during the dry summer months.

The deep aquifer is defined as the water contained within the fractured siltstone unit, while the shallow aquifer is associated with the water draining the shallow subsurface soil (i.e. the silt loam) (Figure 4.3). The origin of the Q1 spring can be seen visually as this fractured siltstone, and subsequently the water from Q1 is used to define the water from the fractured siltstone unit. The chemical and hydrologic dynamics of the deep aquifer are distinctly different from water draining the shallow aquifer. The shallow aquifer water is primarily identified by the baseflow water from the perennial tile drainages (i.e. Sys2 and Sys4) as most of the tile drainages were installed between 1 to 1.5 m below the surface. Distinct chemical characteristics of the deep aquifer as compared to the shallow aquifer include a much lower nitrate concentration, generally higher chloride concentration, much lower dissolved oxygen concentration, higher dissolved silica concentration, and higher ammonium concentration. The other distinct difference between the two aquifers is that the deep aquifer has a lack of hydrograph dynamics during rainfall events. At most discharge inputs to the stream, the associated hydrographs during rainfall events show clear increases associated with the rainfall event magnitude. The inputs to the stream that are purely deep aquifer water (e.g. Q1) show no such dynamics during rainfall events and only change gradually associated with monthly or seasonal hydrologic conditions.


Figure 4.3: A schematic diagram of the sources and pathways of water and nitrogen during baseflow and rainfall conditions in the HOAL catchment. Diagrams (a) and (b) illustrate the source reservoirs during baseflow and rainfall event conditions, and diagrams (c) and (d) illustrate the flowpaths of the water and nitrogen from the reservoirs to the stream during baseflow and rainfall event conditions. The main reservoirs for stream baseflow are the shallow aquifer and the deep aquifer, and in addition to the previously mentioned aquifers the unsaturated soil and the rainfall are the source reservoirs during rainfall events. Diagram (c) illustrates a slightly different cross-section where the deep aquifer outcrops into the riparian zone and manifests as a spring. This cross-section is representative of the location of the Q1 spring found in Fig. 4.2. In both (c) and (d), diffuse groundwater (GW) flow through the soil matrix and macropores are important flowpaths in addition to tile drainage discharge.

### 4.4 Methods

### 4.4.1 Available data

Manual grab samples were collected at all point discharge inputs along the stream including MW (Figure 4.2). These water samples were collected once every 1-4 weeks during 2010-2013 and were analyzed for many physical and chemical parameters. The parameters used in this study include nitrate nitrogen $\left(\mathrm{NO}_{3}-\mathrm{N}\right)$, total nitrogen (TN), total phosphorus (TP), dissolved silica, and discharge. Two 24-bottle autosamplers were installed at MW to collect samples of flow during rainfall events.

MW has all flow routed through an H-flume to capture both baseflow and runoff events. Water level was measured continuously using two independent devices that included a pressure sensor installed in a submerged pipe connected below the H -flume
and an ultrasonic water level sensor installed within the H -flume. Both were used to estimate discharge from calibrated water level to discharge relationships (Shaw, 2011). The two independent water level devices were used to assess the uncertainty in the discharge estimation associated with the water level measurements.

In addition to discharge, MW was measured continuously for nitrate using an Ion Sensitive Electrode (ISE). Other physical and chemical parameters were measured at MW and other sites, but are unrelated to this study. The ISE device had an offset calibration performed approximately once a month and a 2 -point calibration was performed twice a year. Sys1, Sys2, Sys4, and Q1 flow at least $0.05 \mathrm{l} / \mathrm{s}$ throughout the year, while all of the other stations run dry or below $0.01 \mathrm{l} / \mathrm{s}$ for some time during the year. The piezometers installed along the riparian zone had water samples taken four times between 2011 and 2012 in addition to water samples in the stream in close proximity to the piezometer groups.

Three precipitation gauges located within the catchment used precision weighting systems to measure precipitation during 2011 and 2012. The precipitation gauges are distributed evenly throughout the catchment. The gauges measure near real-time (nRT) precipitation at 1 minute intervals. No post-processed corrections to the precipitation data were performed. A meteorological station is located within the town of Petzenkirchen less than 1 km from the catchment and is maintained by the Federal Agency for Water Management, Institute for Land and Water Management Research (IKT). From 2011 to 2012, this station measured incoming solar radiation, sunshine hours, minimum and maximum temperature, minimum and maximum relative humidity, wind speed, wind direction, and precipitation at daily intervals.

Detailed land management information from a survey of the land owners was obtained for 2011-2012 and this information included the plowing, fertilization, sowing, and harvesting schedules for all parcels within the catchment.

## Missing data

Every continuous measurement device had some periods without measurements. This can be attributed to device failure, transmission failure, or data storage failure. Regardless of the type of failure, data are either completely missing or of such low quality that they are unusable. The missing data were estimated to complete the analyses for this study.

During the period from 2011-2012, there were 126 runoff event hydrographs captured at MW that exceeded a rise in discharge above baseflow of $2 \mathrm{l} / \mathrm{s}$. There were 9 additional runoff events that were not captured at MW due to equipment failure and identified based on the rainfall time series. There were 37 runoff events at MW that captured both water chemistry (i.e. chloride and nitrate) and discharge continuously out of the 135 total runoff events.

Rainfall data was missing from 2012-02-10 to 2012-03-25. Missing rainfall data were estimated from the daily rainfall data from the Petzenkirchen meteorological station. Missing event runoff volume data at MW were estimated from a log-log linear regression
to the total rainfall associated with the event. Missing data of the rainfall and event runoff volumes did not overlap.

Missing data for baseflow parameters of any station (i.e. discharge and water chemistry) were estimated based on a normal linear regression to the outlet baseflow. Missing data for the runoff event parameters of any station were estimated based on a log-log linear regression to the event runoff volumes of the outlet. These differences in the type of regressions were used to ensure that the correlation had a relatively equal distribution throughout the range of the values.

### 4.4.2 Monthly Water and Nitrogen Input and Output Components

The primary water and nitrogen inputs and outputs of the catchment were estimated for the years 2011 and 2012. The water components include precipitation, evapotranspiration $(E T)$, and surface water discharge. Other water components like deep groundwater seepage were not included due to lack of data. The nitrogen components include fertilizer applications, crop harvests, and surface water nitrogen load. Other nitrogen components like denitrification were not included due to lack of data.

Precipitation was measured using the precipitation gauges described in Sect. 4.4.1. Discharge was aggregated at the catchment outlet for the total volume of water leaving the catchment per month. Daily $E T$ was estimated using the procedures developed by the Food and Agricultural Organization of the United Nations (FAO) for crop ET $\left(E T_{c}\right)$ (Food and Agriculture Organization of the United Nations, 1998). Daily reference $E T\left(E T_{o}\right)$ was estimated for 2011 and 2012 from the meteorological data of the Petzenkirchen station from Sect. 4.4.1 using the FAO procedures. A daily time series of crop coefficients $\left(K_{c}\right)$ were assigned to each parcel of land within the catchment based on the land management data and the procedures outlined in the Food and Agriculture Organization of the United Nations (1998).

The event runoff volumes were separated from the complete hydrograph from 20112012 by constructing a straight line from the initial rise of the hydrograph to the inflection point at the trailing limb of the hydrograph on a semi-log plot (Shaw, 2011). Baseflow nitrate loads were estimated by assuming that the baseflow nitrate concentrations during the events were the same as the baseflow concentrations before the events. The prior baseflow nitrate concentrations were multiplied by the extracted baseflow discharges to estimate baseflow nitrate loads.

Fertilization and harvest data were gathered about the land management within the catchment and converted to kg of TN (Wendland et al., 2011). Pig manure slurries were applied to the fields in addition to mineral fertilizers. The surface application of manure slurry as performed in the HOAL catchment volatilizes significant amounts of ammonia from the slurry into the atmosphere. Many studies have measured or estimated the ammonia volatilization from manure slurry and have found that there is a wide range in the rates (Huijsmans et al., 2003; Misselbrook et al., 2004; Mkhabela et al., 2009; Gordon et al., 2001; Chantigny et al., 2004; Moal et al., 1995). We decided to assume that $35 \%$ of the manure application was lost as ammonia volatilization based on both Huijsmans et al. (2003); Misselbrook et al. (2004), because the value is consistent and fairly average
throughout the literature. Ammonia volatilization losses were removed from the total fertilizer estimate presented in the manuscript.

Total nitrogen was measured for the manual grab samples, but only nitrate was measured continuously during the bulk of the rainfall events. The grab sample total nitrogen data was then correlated to nitrate using a normal linear regression. The resulting equation from the linear regression was used to estimate total nitrogen from the continuous nitrate data for rainfall events. The $\mathrm{R}^{2}$ and normalized root mean square error (NRMSE) of the linear regression was 0.996 and 0.045 respectively. The mean ratio of nitrate load to total nitrogen in the grab samples was 0.93 from 58 samples.

### 4.4.3 Flowpath Input Assessment

The flowpaths were categorized by how the water physically flows into the stream. Some flowpath inputs are self-explanatory to the descriptions given in earlier sections (i.e. tile drainages, springs, surface waters, and the erosion gullies). The one additional stream input is the diffuse groundwater flowpath. The net diffuse groundwater input was defined as the residual difference of the total discharge from the outlet (MW) to the sum of all the point inputs to the stream. The net diffuse input calculation makes the assumption that no water is flowing from the stream to the groundwater.

Mean yearly concentrations were estimated for all of the inputs by dividing the total yearly loads by the total yearly discharge. The seasonal flowpath input contribution assessment used grab samples from 2010-2013 for all input locations and an estimated baseflow time series extracted and smoothed from the continuously monitored discharge at MW.

In both the yearly lumped baseflow assessment and the seasonal flowpath input contribution assessment, water samples were taken at locations directly before these inputs would enter the stream. As the stream is approximately 620 m long, some inputs may spend longer or shorter periods of time in the stream than others. For example, Sys4 is the initial inflow to the stream and subsequently the water from Sys4 spends the longest period in the stream, while A1 and A2 enter at approximately halfway. Past tracer experiments within the stream (unpublished) and much scientific literature has shown that streams frequently exchange water between the groundwater and the stream water itself (Covino et al., 2011; Harvey and Bencala, 1993; Payn et al., 2009; Lowry et al., 2007; Covino and McGlynn, 2007; Briggs et al., 2012; Westhoff et al., 2007b). Consequently, the pathway assessment may sum all of the masses at the input locations and subtract that from the total mass at the outlet to determine a net diffuse groundwater input to the stream, but in reality the true proportions of the input pathways to the outlet will be lower in proportion to the distance the water has traveled. The diffuse groundwater input contribution to the outlet on the other hand will be higher due to the losses of the other pathways and the gains from the groundwater.

Tile drainages are typically installed in the shallow subsurface, consequently in our catchment they would normally drain the shallow aquifer water. This appears to be true at all locations except one. Although the water at Sys1 flows out of a drain pipe, the water flowing out of Sys1 is chemically and dynamically water from the deep aquifer rather
than the shallow aquifer. Likewise, not all springs are from the deep aquifer. Chemically and dynamically, the water from K1 is distinct from the shallow aquifer. From the historic maps, the location of K1 has a corresponding drainage system associated with it. The original outflow drainage pipe of K1 may have either collapsed or had been removed in the past, nevertheless flow is still routed to the original outlet location and currently manifests as a spring. A1 and A2 appear to be chemically and dynamically a combination of both the shallow and deep aquifer.

### 4.4.4 Baseflow Source Separation Assessment

The end member mixing analysis (EMMA) performed on the outlet baseflow used mass balance equations for a two end member EMMA (Exner-Kittridge et al., 2014). The aggregated nitrate concentrations of known deep aquifer inputs (i.e. Q1 and Sys1) and the perennial tile drainages (i.e. Sys4 and Sys2) were used as the two end-member concentrations for the deep aquifer and the shallow aquifer respectively.

$$
\begin{equation*}
Q_{D A}=Q_{M W}\left(\frac{C_{M W}-C_{S A}}{C_{D A}-C_{S A}}\right) \tag{4.1}
\end{equation*}
$$

where $Q_{D A}$ is the deep aquifer water contribution at MW in $1 / \mathrm{s}, C_{M W}$ is the concentration of nitrate at MW in mg-N/l, $C_{S A}$ is the end-member concentration of nitrate of the shallow aquifer water in $\mathrm{mg}-\mathrm{N} / \mathrm{l}$ defined above as the aggregated flow proportional concentration of the perennial tile drainages, and $C_{D A}$ is the end-member concentration of nitrate of the deep aquifer water in mg - $\mathrm{N} / \mathrm{l}$ defined above as the aggregated flow proportional concentration of the deep aquifer point discharges. Equation (4.1) was applied at every time period when grab sample data with discharges and nitrate concentrations were available.

### 4.4.5 Uncertainty Estimations

Uncertainty in yearly and monthly rainfall aggregates are due primarily to the spatial heterogeneity of rainfall distribution (Grayson and Blos̈chl, 2001). Assuming that the available rainfall gauges are distributed evenly throughout the catchment, a basic estimate of spatial uncertainty in rainfall distribution is the standard deviation of the yearly totals of the individual precipitation gauges. As described in Sect. 4.4.1, the missing rainfall data was filled from rainfall data from the Petzenkirchen weather station. As the amount of missing data was a little over a month, the uncertainty estimates associated with the Petzenkirchen data was determined by aggregated monthly comparisons of the HOAL data to the Petzenkirchen data for 2012. The root mean square error (RMSE) between the HOAL data and the Petzenkirchen data of these months was used for the uncertainty values.
$E T_{c}$ uncertainty was estimated by comparing the yearly and monthly $E T_{c}$ and $E T$ aggregates from estimates of an eddy covariance station $\left(E T_{\text {eddy }}\right)$ installed within the catchment. The eddy covariance station was not installed until August 2012, so $E T_{c}$ and $E T_{\text {eddy }}$ could be compared for the end of 2012 through 2013. The RMSE between
the monthly totals of the $E T_{c}$ and $E T_{e d d y}$ for the available months were used for the uncertainty values.

The discharge uncertainty for the monthly aggregations was estimated from duplicate continuous water level measurements acquired at MW. The estimated discharge from the pressure sensor water level was compared to the ultrasonic sensor estimated discharge, and the average normalized difference between the estimates of the two devices was used as the value of uncertainty.

The uncertainty for the continuous measurements of nitrate were estimated by comparing the field calibrated measurements of nitrate to the periodic grab sample nitrate concentrations from laboratory measurements. Differences in the concentrations were made at all grab sample times and linear interpolations were performed during the periods between the grab sample times to create a continuous series of nitrate concentration differences. These differences were normalized to the continuous nitrate measurements from the ISE devices and aggregated monthly to estimate the monthly nitrate concentration uncertainty.

Uncertainty for the fertilizer applications and crop uptake were not estimated due to a lack of information on the uncertainty of the associated data.


Figure 4.4: Air and stream water temperature overlaid with the nitrate concentrations of the end-members and MW during mid-2010 to the end of 2013.

### 4.5 Results

The air temperature at the Petzenkirchen weather stations and the outlet water temperature from mid-2010 to the end of 2013 are shown in Figure 4.4. Superimposed onto the temperatures are the nitrate concentrations of the deep aquifer point inputs (i.e. Q1 and Sys1), the shallow aquifer point inputs (i.e. Sys2 and Sys4), and the catchment outlet (i.e. MW). The outlet discharge during the summer and winter periods are about 1.0 and $4.5 \mathrm{l} / \mathrm{s}$ respectively, and the nitrate concentrations are about 2.7 and 6.0 mg $\mathrm{N} / \mathrm{l}$. The yearly cycles of temperature are clearly seen and are consistent throughout the several years and range from 2 to $16^{\circ} \mathrm{C}$. Linear regressions of nitrate concentrations to discharge and water temperature for all available data from mid-2010 to the end of 2013 are shown in Figure 4.4. A smaller subset of the data is also illustrated for the nitrate to water temperature regression from early 2011 to April 2013.


Figure 4.5: Linear regressions of nitrate concentrations to discharge and water temperature. All data includes the years from mid-2010 to the end of 2013, while the Subset includes only data from early 2011 to April 2013 represented by Fig. (4.4).

The monthly totals of the main water budget components are shown in Figure 4.6. Precipitation is generally distributed around the summer months, but winter months can also provide significant amounts of precipitation. Baseflow dominated the total surface water outflow from 2011-2012 with $82 \%$ as compared to event flow from 20112012. Two rainfall events in mid-January of both years accounted for $56 \%$ of total event flow volume for both years. $E T_{c}$ tends to follow the incoming solar radiation intensity and the number of sunshine hours throughout the year. Discharge on the other hand is highest around winter and spring when $E T$ is low and precipitation is moderate and slowly diminishes through to autumn.


Figure 4.6: The monthly totals of the water budget components (i.e. precipitation, crop ET, and surface water outflow) to the contributing area above the catchment outlet (MW). The bracketed lines at the top of each monthly bar are the uncertainties in the form of standard deviations.

Figure 4.7 shows the three main nitrogen components that were aggregated monthly. Fertilizer applications primarily occur in spring and autumn and crop nitrogen uptake follows the pattern of $E T_{c}$. Similarly, the total monthly outlet nitrogen load followed the seasonal pattern of the total monthly runoff volume. Similar to the baseflow water volume contribution, the contribution of the baseflow TN load was $73 \%$ compared to event TN load from 2011-2012. During most of the year, the baseflow accounts for nearly all of the total discharge and nitrate load.

The yearly pathway nitrogen concentrations and contributions to the outlet for 2011 and 2012 are shown in Table 4.1. For both years, the net diffuse discharge has the highest contribution to the outlet with about $38 \%$, while the perennial tile drainages and the deep aquifer point discharges contribute an equal amount to the outlet and most of the remaining water (i.e. about $26 \%$ ). The perennial tile drainages contribute most of the TN load to the outlet (i.e. about 60\%) followed by the diffuse discharge (i.e. about $26 \%$ ). The high contribution of the perennial tile drainages are attributed to the relatively high TN concentrations of over $11 \mathrm{mg} / \mathrm{l}$ compared to the other water pathways.


Figure 4.7: The monthly totals of the nitrogen budget components that could be estimated on a monthly basis (i.e. fertilization, crop nitrogen uptake, and surface water load outflow) to the contributing area above the catchment outlet (MW). The bracketed lines at the top of the surface load bar are the uncertainties in the form of standard deviations.

The outlet baseflow dynamics from mid-2010 to the end of 2013 is shown in Figure 4.8. As can be inferred from the discharge in Figure 4.8, the summers of 2010 and 2013 were substantially wetter than 2011 and 2012. The precipitation amounts from the Petzenkirchen meteorological station for 2009, 2010, and 2013 were 1020, 735, and 930 mm . While 2009 and 2013 were exceptionally wet years, 2010 had approximately the same amount of precipitation as 2012 only distributed differently within both years. The nitrate concentration at the outlet oscillates closely to the rise and fall of the baseflow during these years. The nitrate concentrations of the tile drainages and deep aquifer point pathways (i.e. Q1 and Sys1) do not show a similar distinctive oscillation. Although the input pathway nitrate concentrations do not show a seasonal trend, the baseflow contributions of these input pathways do show a change associated with the magnitude of the outlet baseflow. Both the tile drainages and the net diffuse discharge input dominate the baseflow contribution changes over the years. While the contribution of the tile drainages to the total discharge changes very little throughout the year (i.e. 25-

Table 4.1: The baseflow contributions of the various input pathways to the outlet for 2011-2012. Additionally, the yearly average concentrations of nitrate, total nitrogen, and chloride are listed for each pathway category. The ratio values are the yearly loads of the input types normalized to the yearly load of MW (unitless). The concentrations are in $\mathrm{mg} / \mathrm{l}-\mathrm{N}$. Other Point discharges include all of the point inputs to the stream excluding Sys2 and Sys4.

|  |  | MW Sys2+Sys4 Deep Aq Other Point Inputs Diffuse |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }_{5}$ Flow | 1.00 | 0.26 | 0.27 | 0.10 | 0.39 |
| - | $\mathrm{NO}_{3}$ | 1.00 | 0.60 | 0.01 | 0.12 | 0.27 |
|  | ${ }^{2} \mathrm{TN}$ | 1.00 | 0.59 | 0.03 | 0.12 | 0.27 |
| $\checkmark$ | $\mathrm{NO}_{3}$ | 4.81 | 11.09 | 0.11 | 5.44 | 3.36 |
|  | ${ }^{\circ} \mathrm{TN}$ | 5.00 | 11.40 | 0.48 | 5.82 | 3.49 |
|  | ${ }_{5}$ Flow | 1.00 | 0.25 | 0.28 | 0.10 | 0.38 |
|  | $\mathrm{NO}_{3}$ | 1.00 | 0.62 | 0.01 | 0.11 | 0.26 |
|  | TN | 1.00 | 0.61 | 0.03 | 0.11 | 0.26 |
|  | $\mathrm{NO}_{3}$ | 4.46 | 10.81 | 0.12 | 5.00 | 3.00 |
|  | ON | 4.64 | 11.09 | 0.49 | 5.30 | 3.19 |

$30 \%$ ), the contribution of the diffuse input has a substantially larger range (i.e. $0-50 \%$ ).
The results of the baseflow EMMA from the perennial tile drainages and the deep aquifer point pathways end-member concentrations are shown in Figure 4.9. The deep aquifer diffuse water, contrary to the deep aquifer point pathways, does follow a similar pattern to the overall baseflow, but the pattern is less pronounced than the shallow aquifer water. Most of the additional deep aquifer water originates in the net diffuse discharge, while the additional shallow aquifer water originates from both the other point discharges and the net diffuse discharge. In the baseflow of the summers of 2011 and 2012, the deep aquifer constitutes almost all of the other point discharges including the net diffuse discharge. The deep aquifer water typically contributes $75 \%$ of the total outlet discharge in the summer and $50 \%$ in the winter.

### 4.6 Discussion

Agricultural land management could impact the seasonal nitrogen concentrations and loads by fertilization flowing directly from the soil surface shortly after application. Direct discharge of fertilizer from the unsaturated zone into the surface waters occurs mainly by heavy rain events shortly after fertilizer applications. Catchments that have flashy hydrographs and have little to no baseflow throughout the year would have the majority of the yearly nitrogen load from runoff events and subsequently the fertilizer discharge into the surface waters may have a significant contribution (David et al., 1997; Cirmo and McDonnell, 1997). Although runoff events directly after fertilizer applications do occasionally occur in the HOAL, runoff events do not contribute the majority


Figure 4.8: The baseflow input pathways as a proportion of the total outlet baseflow. Strong seasonal dynamics are shown in the surface, tile drainage, and net diffuse waters. Q1 and Sys1 have less pronounced seasonal dynamics. The dominant end member nitrate concentrations of the perennial tile drainages and deep aquifer point discharges bound the outlet concentration.
of the TN load to the outlet, and the seasonality of the fertilizer applications do not fully coincide with the nitrogen loads (Figure 4.7). Rather in the HOAL, the fertilizer applications supply the long term load into the solute reservoirs, and only multi-year reductions in the fertilizer applications would gradually reduce the solute mass in the reservoirs and subsequently the load into the stream.

If in-stream and/or seasonal biochemical reactions would be a source or sink for the nitrogen, then the seasonal temperature and vegetation growth should be the primary factors for these biochemical reactions. The summers of 2010 and 2013 were unusually wet, but they were not unusually cool (Figure 4.4) and had normal crop and riparian growth patterns. Nevertheless, the summers of 2010 and 2013 did have relatively high nitrate concentrations more closely associated with the typical winter periods. In-stream denitrification has been shown to be dominant in streams with very low nitrate concentrations (e.g. less than $0.1 \mathrm{mg} / \mathrm{l}$ ), while in-stream biochemical reactions in agricultural streams with elevated nitrate concentrations (e.g. greater than $1 \mathrm{mg} / \mathrm{l}$ ) would have a


Figure 4.9: The baseflow source components of the outlet assuming that the perennial tile drainage concentrations define the shallow aquifer concentration and the deep aquifer point discharges define the deep aquifer concentration. The outlines of the input pathways from Fig. (4.8) are shown in light gray for reference.
substantially lower impact on the total nitrogen load and subsequently the in-stream nitrate concentrations (Peterson et al., 2001; Mulholland et al., 2008).

The seasonal baseflow dynamics from mid-2010 to the end of 2013 are dominated by changes in the contributions by the tile drainage water and the net diffuse water (Figure 4.8). The deep aquifer point discharges show little seasonal changes other than a slight increase in mid-2013. Although the pathway contributions change seasonally, the concentrations of the perennial tile drainages and the deep aquifer point discharges have little seasonality.

The evidence indicates that the seasonal volatility of the outlet nitrate concentration is attributed primarily to the changing input pathway and source contributions rather than the earlier explanations (e.g. fertilizer applications, in-stream denitrification, biochemical reactions, etc.). This is especially clear from the wet summers of 2010 and 2013. 2011 and 2012 had relatively normal seasonal patterns of temperature and precipitation, which caused a more typical pattern of high baseflow discharges in the winter and spring and low baseflow discharges in summer and autumn. 2010 and especially 2013 had ex-
ceptionally wet summers, yet the outlet nitrate concentrations were similarly high as they were in the winters of $2011 / 2012$ and 2012/2013.

Linear regressions of nitrate concentrations to discharge and water temperature for all available data from mid-2010 to the end of 2013 show a clear positive correlation of nitrate concentration to discharge ( $\mathrm{R}^{2}$ of 0.66 ) and practically no correlation to water temperature ( $\mathrm{R}^{2}$ of 0.05 ) (Figure 4.5). Although, if the period of data was from early 2011 to mid 2013 associated with Figure 4.4 then the correlation of temperature to nitrate concentration would be more prominent with an $R^{2}$ of 0.43 . During years with typical seasonal patterns, discharge and water temperature can have a strong relationship, but at least in our catchment this correlation does not equate to causation.

It is important to emphasize that the net diffuse input was estimated as the residual amount of water and solute load from the total input pathways to the stream. These pathway results assume that diffuse discharge and solutes are only entering the stream as opposed to both diffuse discharge entering the stream and stream water exiting the stream into the groundwater. Based on unpublished tracer tests performed on this stream and from numerous studies on other streams, stream water is also flowing into the groundwater to some extent that changes throughout the year (Covino et al., 2011; Payn et al., 2009; Westhoff et al., 2007b; Briggs et al., 2012; Lowry et al., 2007). One consequence of this interaction is that the gross diffuse groundwater input to the stream is higher than the net diffuse value published here and that the other point inputs have a lower gross contribution to the stream as a function of distance from the outlet. The other consequence is that any biochemical reactions that do occur in the stream that reduce the nitrogen loads are manifested in the net diffuse load estimation.

The two end-member mixing analysis performed on the catchment outlet differentiates the two primary baseflow source components (i.e. deep and shallow aquifer). The results from Figure 4.9 show that most of the contents of the net diffuse water is deep aquifer water. This can also be seen in the yearly average nitrate concentration of the net diffuse water in Table 4.1. Although we did not expect such substantial volatility in the deep aquifer water from our experience with the known point discharges of the deep aquifer water along the stream (i.e. Q1 and Sys1), the EMMA results do show that the total deep aquifer discharge throughout the year does change relative to the total baseflow. We do see some increases in the discharge of Q1 and Sys1 over the years, but significantly lower volatility than the estimated deep aquifer discharge from the EMMA. This result should not be surprising as a higher hydrostatic pressure exerted by the shallow aquifer on the deep aquifer should increase the discharge from the deep aquifer. Indeed, a correlation using a normal regression between the total baseflow and the estimated deep aquifer water component has a very high positive correlation with an $\mathrm{R}^{2}$ and a NRMSE of 0.98 and 0.06 respectively.

If the solute concentrations at the outlet of the catchment are primarily due to the changing source and pathway contributions, then the traditional hydrologic conceptual model of catchments that have large distinct reservoirs of contributing water is consistent with the low solute concentration fluctuations of the source waters. If the catchment source water reservoirs are large enough, then the impact of individual rainfall events,
fertilization applications, and seasons on the total solute concentration of the entire reservoir should be minimal. In order to reduce the overall nitrogen load to the surface waters in these headwater agricultural catchments, long-term reductions in fertilizer applications would be needed rather than changes in the seasonal application rates.

The major source of uncertainty in interpretation is related to the impact of the riparian zone. In addition to some of the above studies related to the seasonal nitrate concentrations and loads, many studies have also found that riparian zones contribute significant amounts of water to the total surface water outflow (McGlynn and McDonnell, 2003; Hooper et al., 1998; Burns et al., 2001). Although, these studies tend to have study areas in more natural environments with well-developed riparian zones rather than agricultural areas with limited riparian zones. Water samples from within the piezometers installed within the riparian zone indicate that the riparian zone water has similar nitrate and dissolved oxygen concentrations as the deep aquifer water. From this nitrate concentration similarity, the identification of the source contributions of the net diffuse water from the deep aquifer or the riparian zone would be uncertain. A mixture of riparian zone water and deep aquifer water could explain the contradiction between the lack of significant seasonality in the measured deep aquifer point discharges and the clear seasonality of the estimated deep aquifer water from the EMMA. Nevertheless, other solutes measured in the riparian piezometers do not coincide with those of the estimated net diffuse water concentrations. For example, the average concentrations of TP and dissolved silica were $0.40 \mathrm{mg} / \mathrm{l}$ and $19.9 \mathrm{mg} / \mathrm{l}$ for the riparian piezometers, 0.04 $\mathrm{mg} / \mathrm{l}$ and $30.0 \mathrm{mg} / \mathrm{l}$ for the net diffuse water, and $0.05 \mathrm{mg} / 1$ and $35.5 \mathrm{mg} / \mathrm{l}$ for the deep aquifer point discharges. Consequently, the contribution of the riparian water in the soil matrix to the stream water appears to be minimal.

### 4.7 Conclusions

The monthly nitrogen loads were dominated by the total monthly runoff volumes. The diffuse groundwater discharge into the stream had the highest contribution to the total yearly flow with $38 \%$ and was followed by the perennial tile drainages and deep aquifer point discharges with about $26 \%$ each. However, the majority of the nitrogen load contribution $(60 \%)$ came from the perennial tile drainages due to their high nitrogen concentrations.

The monthly water and nitrogen volumes, the pathway contributions, and the source contributions indicate that the seasonality in the nitrate concentration is primarily due to the alternating input pathway contributions and ultimately the source contributions throughout the year. In-stream denitrification, biochemical reactions, and fertilizer application timings were not found to be the significant processes in the seasonality of the surface water nitrogen concentrations and loads.

## Chapter 5

## The source and flowpath contribution dynamics of runoff events in an Austrian headwater agricultural catchment


#### Abstract

5.1 Abstract

The goal of this study is to determine the representative source and flowpath dynamics of water and solute load during runoff events in a two year period in a headwater agricultural catchment. Hydrochemical analyses using end-member mixing analysis (EMMA) and hydrologic modeling at a surface water gauge and a tile drainage were used to identify and estimate the source water contributions at both locations. The two largest runoff events during the two years contributed over $50 \%$ to the total event runoff volume, nitrate load, and chloride load. Four source waters were identified to contribute to the surface water outlet during runoff events, while three were identified for the tile drainage. Both the shallow aquifer water $\left(Q_{S A}\right)$ and the rain event water ( $Q_{\text {Rain }}$ ) contributed over $80 \%$ of the event runoff flow at the outlet with the majority of the remainder contributed by the upper unsaturated soil ( $Q_{\text {Soil }}$ ). The majority of the tile drainage event runoff flow volume $(68 \%)$ came from $Q_{\text {Rain }}$, but the majority of the nitrate load ( $61 \%$ ) came from $Q_{\text {Soil }}$. The variability in the source water contributions primarily occurred in $Q_{\text {Soil }}$. The largest $10 \%$ of runoff events had significantly more $Q_{\text {Soil }}(17 \%)$ than smaller events $(3 \%)$, and due to the high nitrate concentrations of $Q_{\text {Soil }}$ half of the nitrate load came from $Q_{\text {Soil }}$ along with $Q_{S A}$ in the large events. The large runoff events tended to have $Q_{S A}$ occurring earlier in events and $Q_{\text {Soil }}$ tended to occur later in events as compared to the bulk of smaller events, while $Q_{\text {Rain }}$ occurred in the center of events regardless of size. The input flowpaths to the stream of the small events consisted of almost entirely point inputs to the stream (e.g. tile drainages and springs), while the larger events had an increasing flowpath contribution of diffuse groundwater and overland flow. The results


from this study has shown that there is significant variability in the source contributions depending on the size and prior conditions of rainfall events. Each source water has a distinct contribution dynamic to downstream surface waters depending on the source location, hydrologic condition, and flowpaths that each take to the stream.

### 5.2 Introduction

Runoff from diffuse sources (e.g. agricultural lands) with tile drainages can contribute the majority of certain types of pollutant loads to surface waters (e.g. fertilizer nutrients) (Drury et al., 1993; Tan et al., 1998). The excess of nutrients in surface water environments negatively impact both the riverine ecosystems and human health (Romstad et al., 1997; Walling et al., 2002). The eutrophication of lakes, rivers, and coastal zones is a major issue facing environmental policy (Clercq, 2001). Understanding the underlying hydrologic and chemical transport processes that contribute to the solute load of agricultural catchments is crucial to finding and targeting effective measures to reduce pollutant loads. There are still significant issues related to hydrologic and solute transport that need to be addressed.

In catchments, the cumulative water and solute loads throughout the year can be dominated by either baseflow or runoff events. Although, even if a catchment is dominated by baseflow, runoff events still generally have a significant contribution. The estimation of yearly baseflow in typical monitoring procedures of weekly or biweekly sampling can accurately estimate the cumulative water and solute loads. On the other hand, runoff events are both unpredictable in occurrence and in the flow and solute load response (Aulenbach, 2013). Due to cost and labor restrictions, event monitoring is sporadic and can lead to significant inaccuracies when attempting to estimate the cumulative flow and load from several events (Preston et al., 1989). Much work has been performed to optimize the sample collection for runoff events (Aulenbach and Hooper, 2006; Aulenbach, 2013), but on-site measurement devices for various solutes that can continuous capture a large proportion of events would be optimal to ensure representativeness for any subsequent analyses performed in catchments.

One major influence on the release of pollutants from agricultural lands are upstream source water reservoirs and the processes that contribute to the downstream surface waters during runoff events. Source water reservoirs in the environment are conceptually understood as large water reservoirs that store both water and solutes for a period of time and due to the size of the reservoir the solute concentrations remain relatively stable. These can include groundwater aquifers of various types, lakes, and rain water. In surface water hydrology, one of the more widespread analysis methods to extract source water reservoirs from runoff events is hydrograph separation. The most basic conceptual model for hydrograph separation is the separation of baseflow from the hydrograph water mobilized from a particular rainfall event utilizing only the hydrograph itself. This does not necessarily equate to specific source waters, but only accounts for a rise in the hydrograph above a prior baseflow associated with a rainfall event (Beven, 2011). As hydrologic models grew in complexity and began to focus on more detailed
hydrologic processes within catchments, water flows within the hydrologic system were separated into multiple reservoirs. Consequently, hydrograph separation became more used to separate water source reservoirs in order to calibrate and/or validate hydrologic models (Beven, 2011). Catchment scale solute transport models require knowledge of the dominant dynamic source reservoirs and flowpaths of the solutes to be modeled.

The use of hydrograph separation from both the flow and the solutes can provide detailed information about the sources and flowpaths of water and solutes in catchments. One of the more prominent methods to separate the source water contribution of a downstream surface water measurement station is end-member mixing analysis (EMMA). EMMA assumes that a downstream hydrograph is composed of upstream source reservoirs with distinct and homogeneous chemical or isotopic concentrations (Christophersen et al., 1990). Typically, EMMA has been applied on small sets of runoff event hydrographs and used to separate the hydrographs into two distinct source reservoirs (e.g. pre-event water and rain event water) (Klaus and McDonnell, 2013). Two source reservoirs are assumed due in part to the limited data at downstream gauges and limited data about the catchment hydrologic conditions. Other studies have increased the number of source reservoirs to three or four in locations where the catchment has been well studied and water chemistry data at gauges are available (Iwagami et al., 2010; Klaus and McDonnell, 2013). In both cases, studies generally analyze only a small subset of the total runoff events during a particular year and consequently may not be completely representative of the total runoff events at a catchment. Larger solute transfer models will benefit the most from studies that are representative both of typical catchments and of the runoff events throughout all seasons of the year.

Isotope EMMA is typically considered the most accurate method to separate source waters due to the isotopes being truly conservative (Klaus and McDonnell, 2013). Unfortunately, the cost and time required to measure dozens of runoff events over years is prohibitive until commercial on-site devices are readily available. Additionally, isotopes may not be the most appropriate tracer to use for differentiating some solute reservoirs as they may not have significant differences between solute reservoirs and may not provide the same source and flowpath information for solute transport (Ladouche et al., 2001). Electrical conductivity (EC) has been used frequently as a surrogate for conservative solutes to separate the rainfall event water from pre-event water (Cey et al., 1998; Muñoz-Villers and McDonnell, 2012; Laudon and Slaymaker, 1997; Pellerin et al., 2008). Due to the chemically lumped nature of EC, it may not be representative of a single conservative solute (e.g. chloride, sodium, silicate) (Obradovic and Sklash, 1986; Pearce et al., 1986).

The flowpaths that the water takes to enter the stream also affect the type and amount of source waters that contribute to the surface waters (e.g. tile drainages, diffuse groundwater flow, etc.) (Schilling and Helmers, 2008; Klaus and McDonnell, 2013). In certain agricultural catchments, tile drainages can contribute the majority of the flow and solute load to the surface waters (Tan et al., 2002a; Macrae et al., 2007). As preferential flowpaths have been found to increase the conveyance of rainfall water and any mobilizable material on the soil surface, tile drainages as even larger conduits
can also increase the contribution of rainfall water and other surface material to the stream (Geohring et al., 1998; Jaynes et al., 2001; Tan et al., 1998). Utilizing the tile drainage input information combined with EMMA can improve the interpretation of source separation results.

For our investigation, we have chosen the existing experimental catchment called the Hydrologic Open Air Laboratory (HOAL) in Petzenkirchen, Austria (Figure 5.1). The HOAL is a headwater agricultural catchment with typical soils, land use, and precipitation characteristics for the region. The HOAL has been thoroughly studied hydrologically and has been instrumented with many measurement devices for the acquisition of various types of physical, chemical, and biologic data (Blöschl et al., 2016).

The goal of the study is to capture a representative sample of the runoff events for flow and solute load, identify the primary source waters that contribute to the runoff flow and solute load, estimate and summarize the source water contributions that are representative of the runoff events during a two year period, and determine the dominance of different flowpaths as they relate to the source water contributions. Source and flowpath analyses of a large number of runoff events during a two year period will provide a valuable representative understanding of the internal hydrologic conditions and processes that dominate the storage and transfer of water and solutes in a typical Austrian headwater agricultural catchment. The results will be more generalizable for the catchment itself as well as similar catchments.

### 5.3 Field site

The study area was the HOAL catchment. The HOAL is located in Petzenkirchen in Lower Austria, approximately 100 km west of Vienna (Figure 5.1). It has a first order stream that runs about 620 m through the southern part of the catchment and the total catchment area is approximately 66 hectares. The land cover is about $82 \%$ of arable land, $3 \%$ riparian forest, $5 \%$ planted trees with grass undergrowth, $8 \%$ grassland, and $2 \%$ impermeable surfaces (e.g. paved roads, buildings, etc.).

The study period was from 2011 to 2012 and during this time 631 mm and 742 mm of precipitation fell on the catchment respectively. The total surface runoff during these two years were 133 mm and 124 mm with average discharge at $2.8 \mathrm{l} / \mathrm{s}$ and $2.6 \mathrm{l} / \mathrm{s}$ respectively. There are 10 known point inputs into the stream. These include six tile drainages (i.e. Sys1, Sys2, Sys3, Sys4, Frau1, and Frau2) and four springs (i.e. Q1, K1, A1, and A2). Additionally, the surface water outlet that defines the contributing area of the catchment is called MW. Sys4 has the highest single point contribution to the total baseflow of MW (Exner-Kittridge et al., 2016) and both MW and Sys4 will be primary data sources for this study.

The soils in the catchment down to 0.7 m below the surface are generally classified as silt loam or more specifically as Cambisols that have $7.2 \%$ sands ( 0.51 coefficient of variation (CV)), $68.7 \%$ silts ( 0.11 CV ), and $24.1 \%$ clays ( 0.30 CV ) (Deckers et al., 2002). Due to the high clay and silt content of the upper soil, cracking of the soil occurs frequently during the dry summer months. A detailed geologic survey has not been
performed in this catchment, but based on core samples from piezometers placed in and around the riparian area and production wells installed by the local farmers the silt loam extends down approximately 5 to 7 m below the surface where it meets a fractured siltstone unit. There is neither information about the thickness of the fractured siltstone unit nor what geologic units are below it. The catchment has general characteristics that are typical throughout the extent of catchments of the prealpine area alongside the eastern Alps with intensive agriculture associated with the seasonality of rainfall, runoff, and drainage density (Merz and Blöschl, 2007).

More detailed descriptions of the HOAL catchment can be found in Exner-Kittridge et al. (2016) and Blöschl et al. (2016).


Figure 5.1: Site map for the Hydrologic Open Air Laboratory (HOAL) in Petzenkirchen, Austria.

### 5.4 Methods

### 5.4.1 Available data

All of the point input flowpaths along the stream were measured continuously for water level which was then used to estimate discharge in $1 / \mathrm{s}$ at 1 min intervals. Two springs (Q1 and K1) were installed with V-notch weirs, while the other point input locations
had H-flumes. Both systems used the measurement of water level from pressure sensors to estimate discharge based on calibrated water level to discharge relationships (Shaw, 2011). The measurement of water level at MW also included an ultrasonic water level sensor for redundancy and improved uncertainty estimation. In addition to discharge, MW and Sys4 had other physical and chemical water parameters measured continuously at 5 min intervals. The relevant continuously measured parameters were chloride and nitrate using Ion Sensitive Electrodes (ISE). Sys4 used the Water Monitoring Enclosure to house the sensors (Exner-Kittridge et al., 2013). Sys1, Sys2, Sys4, and Q1 flow at least $0.01 \mathrm{l} / \mathrm{s}$ throughout the year, while all of the other stations run dry or below 0.01 $\mathrm{l} / \mathrm{s}$ for some time during the year.

Manual grab samples were collected at all flowing locations along the stream including MW. These water samples were collected once every 1-4 weeks during 2011-2012 and were analyzed for many physical and chemical parameters including chloride, nitrate and discharge. Two 24 -bottle autosamplers were installed at MW to collect samples of flow during rainfall events and was utilized in this study to correct the ISE values as needed. An additional autosampler was installed at Sys4 in early 2012 for the same purpose.

Three precipitation gauges are located within the catchment and use precision weighting systems to measure precipitation. The precipitation gauges are distributed equally throughout the catchment and measure near real-time (nRT) precipitation at 1 minute intervals. No post-processed corrections of the precipitation data was performed. A meteorological station is located within the town of Petzenkirchen less than 1 km from the catchment and is maintained by the Federal Agency for Water Management, Institute for Land and Water Management Research (IKT).

### 5.4.2 Flow and solute load assessment

For the runoff event assessment, the continuous discharge and water chemistry data were used for MW and Sys4. Due to the very low flows of many stations (less than $0.1 \mathrm{l} / \mathrm{s}$ ), discharge data and water chemistry was not always available at all stations throughout the year. Gaps in the individual rainfall events within the HOAL were filled by Petzenkirchen meteorological station.

As mentioned in the introduction, traditional hydrograph separation utilizing only the flow assumes that the separated runoff event water is the water mobilized as a consequence of the short term rainfall event. As long as all events are separated consistently, the estimates of these runoff flow and solute load volumes can be compared between all runoff events (Beven, 2011). For the estimation of total event runoff flow volume and solute load, we also performed simple hydrograph separation for comparisons to the total yearly baseflow and to the individual source water contributions. The runoff event volumes were separated from the hydrograph by interpolating a straight line from the initial rise of the hydrograph to the inflection point at the trailing limb of the hydrograph on a semi-log plot (Shaw, 2011). Baseflow nitrate and chloride loads were estimated and removed from the total event load by assuming that the baseflow nitrate concentrations during the events was the same as the baseflow concentrations before the events. The prior baseflow concentrations were multiplied by the extracted baseflow discharges to
estimate baseflow solute loads.
To get a better understanding of the flow contribution of the point inputs to the stream (e.g. tile drainages and springs) as compared to the diffuse and overland flow inputs, we accumulated all available discharge data from the point sources and compared them to the total discharge at MW. As described in section 5.4.1, a total of nine point input stations contribute to the flooding volume during rainfall events. Due to the low flows at many stations and the difficulties of accurately measuring water levels and estimating discharge, the other input stations to the stream other than Sys4 had intermittent periods of discharge data availability. We took all events that have the criteria of having at least six stations available that also must include Sys4 as one of these (as it is the dominant point source). In total, there were 14 available runoff events that matched this criteria and uncertainty values were propagated using standardize methods (BIPM et al., 2008).

### 5.4.3 Source separation (EMMA)

Water sources can be separated using standard EMMA equations derived from basic conservation of mass equations (Exner-Kittridge et al., 2014) and methodology is described in section 5.4.5. The main assumption of the EMMA equations is the conservative mixing of the solute sources before reaching the measurement point. EMMA can be applied at any particular point along a stream, but only represents the proportions of the sources at that particular point. EMMA can also be applied over time on a hydrograph during a runoff event. If EMMA is applied in this way, then the source reservoir concentrations must be fixed during the entire event hydrograph. Fixing the source concentrations over time may be appropriate for some sources (i.e. rainfall and aquifer water), but may be inaccurate for others (i.e. unsaturated zone) (McCallum et al., 2010). Few studies have attempted to vary the end-member concentrations over time due to the difficulty of reliably estimating the end-members over time (Harris et al., 1995; McGlynn and McDonnell, 2003). Unfortunately, some of these assumptions cannot be avoided in practice when attempting to apply EMMA over a large catchment with limited data (Klaus and McDonnell, 2013).

### 5.4.4 End-member identification

A previous study within the HOAL catchment determined that the outlet baseflow is composed primarily of two end-member reservoirs (Exner-Kittridge et al., 2016). These two are the shallow and deep aquifers $\left(Q_{S A}\right.$ and $Q_{D A}$ respectively). During rainfall events, these two flow sources must also be present at the outlet, but additional sources may also appear. The rain water $\left(Q_{\text {Rain }}\right)$ is an obvious possible source as it is a large newly introduced and chemically distinct water volume and has been used as a source water in most source separation studies (Klaus and McDonnell, 2013). Other water sources may not be as obvious. Additional sources found in other studies include riparian water, unsaturated soil water, and water from additional distinct geologic units (Guinn Garrett et al., 2012; McGlynn and McDonnell, 2003).

Sys2 and Sys4 flow perennially and most of the inorganic solute concentrations measured at these tile drainages are very similar (e.g. a mean difference of $10 \%$ and $12 \%$ between nitrate and chloride concentrations respectively). As most of the tile drainages in the catchment are installed between 1 to 1.5 m below the surface and that Sys2 and Sys4 drain opposite sides of the catchment, the relevant inorganic chemistry presented in this study for the shallow aquifer is represented by the baseflow concentrations from the mean values of Sys2 and Sys4 (Figure 5.2). As the tile drainages are installed in the shallow soil, tile drainage effluent water during runoff events could only consist of the shallow aquifer water, the rain water, and the unsaturated zone water.


Figure 5.2: Conceptual diagrams of the sources and pathways that occur during the two hydrologic states of the catchment. During baseflow, only the shallow aquifer and the deep aquifer contribute to the stream flow. During rainfall events, the unsaturated soil and the rainfall itself in addition to the shallow and deep aquifers contribute to the stream.

The spring Q1 originates at the fractured siltstone unit and the water at Q1 has distinct chemical characteristics from Sys2 and Sys4. Comparing Q1 to Sys2 and Sys4, the differences include much lower nitrate concentrations ( 0.1 compared to $10.1 \mathrm{mg} / \mathrm{l}$ ), generally higher chloride concentrations ( 27.9 compared to $22.6 \mathrm{mg} / \mathrm{l}$ ), much lower dissolved oxygen concentrations ( 1.2 compared to $9.1 \mathrm{mg} / \mathrm{l}$ ), higher dissolved silica concentrations ( 35.3 compared to $22.0 \mathrm{mg} / \mathrm{l}$ ), and higher ammonium concentrations ( 0.25 compared to $0.01 \mathrm{mg} / \mathrm{l})$. The other distinct difference between Q1 and the tile drainages is that Q1 has a lack of hydrograph dynamics during rainfall events. Most input flowpaths have a pronounced runoff hydrograph associated with rainfall events. Sys1 also has the same
physical and chemical characteristics as Q1. Q1 and Sys1 has been assumed to represent the relevant solute concentrations for the deep aquifer and have similar representativeness to Sys2 and Sys4 with the shallow aquifer as both Q1 and Sys1 drain areas from the opposite sides of the stream.

Observations of the dilution patterns of chloride and nitrate during runoff events provided an initial qualitative assessment for a fourth end-member. The dilution pattern of chloride during runoff events always dilute the chloride concentration at MW as if the rainfall was diluting a single reservoir or reservoirs with relatively similar chloride concentrations. No abnormal increases or decreases of the chloride concentration were ever observed during a runoff event to indicate an introduction of another source reservoir with a significantly different chloride concentration. On the other hand, the nitrate concentration during runoff events did not show a simple dilution of rainfall on a single reservoir, rather there were increases in the nitrate concentration during periods when the chloride concentration would continue to decrease. The increase in the nitrate concentration during the runoff event would indicate the introduction of another source water with a higher concentration of nitrate as compared to the other three source waters. As another qualitative comparison of the solute concentrations, top soil samples were collected using vacuum pumps at specific areas within the catchment during different times of the year. The samples from the top soil had a chloride concentration similar to that of the shallow aquifer, but the top soil had a nitrate concentration significantly higher than the shallow aquifer (Table 5.1). During irrigation tests in an upland catchment, Anderson et al. (1997) found a significant contribution of water from the upper soil horizons. As the catchment is predominantly arable land with systematic fertilizer applications during the year, the upper unsaturated zone of the soil (soil water $\left(Q_{\text {Soil }}\right)$ ) appeared to be the likely candidate as others have also used in similar studies (Bazemore et al., 1994; Casper et al., 2003; Liu et al., 2004; De Walle and Pionke, 1994).

As has been used in many other source separation studies, chloride was found to have distinct characteristics between the rain water and the other sources (Table 5.1). Due to the frequent fertilizer applications to the top soil, nitrate was found to be distinct between the soil water, the shallow aquifer, and the other two sources (i.e. rain and deep aquifer water) (Table 5.1). Although nitrate may not be conservative over longer time periods of weeks and months, nitrate has been found to be conservative over the short periods of runoff events (Hudak, 2004) and has been used in EMMA studies (Durand and Juan Torres, 1996; Soulsby et al., 2003).

Where there was no contribution from the deep aquifer (e.g. Sys4), chloride and nitrate were used as the solutes in the EMMA to identify the shallow aquifer, soil, and rainfall water during rain event conditions. At MW where the deep aquifer contributed to the flow in addition to the other three source waters, a reservoir cascade model was developed to model the dynamics of the deep aquifer water at the outlet as described in section 5.4.6. All samples collected within the catchment had concentration values that fell within the estimated source water solute concentrations (Table 5.1). Samples for water chemistry concentrations were collected or estimated for the end-members throughout the years. Consequently, a time series of end-member concentrations were
made for both years so that each runoff event would have a distinct set of end-member concentrations to take into account the variability of the end-member concentrations. Although, the variability throughout the year was only expected to be significant in the soil water nitrate concentration. Nevertheless, the end-member concentration would be fixed for the duration of each runoff event.

Representative samples for the end-member concentrations could be collected for the shallow aquifer water, the deep aquifer, and the rain water. Some samples of the top soil were collected using vacuum pumps at specific areas within the catchment during different times of the year, but these samples may not be representative of the actual aggregated unsaturated zone water that reaches the tile drainages and the catchment outlet due to solute concentration stratification (Padilla et al., 1999). Based on the pattern of the chloride dilution during runoff events and from the similarity in the existing vacuum pump samples of the soil water chloride concentration, we decided to assign the chloride concentration of the soil water equal to the shallow aquifer. Others have also found that the shallow groundwater chloride concentration is very similar to the soil water concentration (Bazemore et al., 1994). As the soil water nitrate concentration was significantly higher than the other source waters and due to the importance of nitrate in EMMA for the soil water, the soil water nitrate end-member was determined separately in the procedure described in section 5.4.5.

Table 5.1: Statistics of the four end-members identified in the HOAL. All rows excluding "CV" are concentrations in $\mathrm{mg} / \mathrm{l}$. CV is the coefficient of variation. The "EMMA model" category lists the statistics from the values used for the end-members in the EMMA. The "Vac" category lists the statistics from the values collected by the vacuum pump of the top soil.

|  | End-member | Min | Max | Mean | Median | CV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \overrightarrow{0} \\ & 0 \\ & 0 \\ & \text { a } \\ & \text { an } \\ & \end{aligned}$ | $\mathrm{C}_{\text {Rain,NO3 }}$ | 0.55 | 1.88 | 1.23 | 1.24 | 0.38 |
|  | $\mathrm{C}_{\text {SA,NO3 }}$ | 8.66 | 11.86 | 10.51 | 10.70 | 0.08 |
|  | $\mathrm{C}_{\text {Soil,NO3 }}$ | 15.69 | 27.01 | 22.18 | 24.13 | 0.18 |
|  | $\mathrm{C}_{\text {DA,NO3 }}$ | 0.01 | 0.25 | 0.07 | 0.04 | 0.82 |
|  | $\mathrm{C}_{\text {Rain,Cl }}$ | 0.20 | 0.60 | 0.34 | 0.30 | 0.39 |
|  | $\mathrm{C}_{\text {SA+Soil,Cl }}$ | 19.12 | 25.98 | 22.70 | 23.09 | 0.08 |
|  | $\mathrm{C}_{\text {DA,Cl }}$ | 24.19 | 33.19 | 27.21 | 26.59 | 0.09 |
| $\stackrel{\sim}{\sim}$ | $\mathrm{C}_{\text {Soil,NO3 }}$ | 16.56 | 21.36 | 18.88 | 18.84 | 0.08 |
|  | $\mathrm{C}_{\text {Soil, } \mathrm{Cl}}$ | 15.40 | 20.60 | 18.18 | 18.20 | 0.09 |

### 5.4.5 EMMA equations

The basic form of EMMA uses two mass balance equations:

$$
\begin{equation*}
Q_{\text {Tot }}(x, t)=Q_{1}(x, t)+Q_{2}(x, t)+Q_{3}(x, t)+\ldots+Q_{n}(x, t) \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
Q_{T o t}(x, t) C_{T o t}(x, t)=Q_{1}(x, t) C_{1}+Q_{2}(x, t) C_{2}+Q_{3}(x, t) C_{3}+\ldots+Q_{n}(x, t) C_{n} \tag{5.2}
\end{equation*}
$$

where $Q_{T o t}$ is the discharge at location $x$ at time $t$, the other $Q$ 's are the contributing discharges of the specific $n$ source waters at location $x$ at time $t, C_{T o t}$ is the concentration of a solute at location $x$ at time $t$, and the other $C^{\prime}$ 's are the concentrations of the $n$ sources (i.e. end-member concentrations) and are invariant in time and space. For this study, the locations of $x$ will be MW and Sys4, and EMMA will be applied over all time series measurements $t$ during each runoff event.

In most EMMA studies, the measurement location of $Q_{T o t}$ is measured for discharge and the required solutes (or isotopes). Additionally, the end-member concentrations are either measured or estimated prior to the final separation. Consequently, only the contributing source waters (i.e. $Q_{n}$ ) are unknown. For example if only two sources were to be separated (i.e. $Q_{1}$ and $Q_{2}$ ) from a discharge location with measured flow and a single solute, then only equations (5.1) and (5.2) would need to be combined as long as the concentrations of the two source waters (i.e. $C_{1}$ and $C_{2}$ ) were known. With each added source water to be separated, an additional equation (5.2) with a different solute associated with $C_{T o t}$ would need to be added to the previous equations. The different solutes would need to have significant concentration differences between some of the source waters or substantial estimation uncertainties will arise (Barthold et al., 2011).

In our study, we have four source waters for MW and three for Sys4 (section 5.4.4). To estimate the source water contributions at Sys4, two sets of solutes (in our case nitrate and chloride) would need to be known for all three of the source waters. All three source water end-member concentrations will be known once the soil water nitrate end-member is estimated in section 5.4.5. MW has four source waters, so without an additional measured solute with associated end-members the EMMA for MW cannot be solved. To overcome this issue, we were able to model the $Q_{D A}$ dynamics at MW independently of the EMMA and is described in section 5.4.6. With $Q_{D A}$ and the associated end-members known, the EMMA equations can be solved.

## Soil water nitrate end-member

Section 5.4.4 described how the end-members were identified and assigned for all except the soil water nitrate end-member. The assigned end-members are based on estimates that are independent of the EMMA itself. As stated earlier in section 5.4.4, samples of the soil water were taken, but may not be representative for the entire catchment throughout the two years. Consequently, the end-members for nitrate would need to be estimated through the initial EMMA of Sys4.

The initial set of derivations will be for Sys4. The only difference between Sys4 and the outlet, MW, is that Sys4 does not include the deep aquifer, which simplifies the equations and uncertainties. We first start with the essential mass balance equations from equations (5.1) and (5.2) for the three source waters:

$$
\begin{equation*}
Q_{T o t}=Q_{S A}+Q_{S o i l}+Q_{\text {Rain }} \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
Q_{T o t} C_{T o t}=Q_{S A} C_{S A}+Q_{\text {Soil }} C_{S o i l}+Q_{\text {Rain }} C_{\text {Rain }} \tag{5.4}
\end{equation*}
$$

where $Q_{\text {Soil }}$ is the part of $Q_{\text {Tot }}$ from the soil water, $Q_{\text {Rain }}$ is the part of $Q_{\text {Tot }}$ from the rain water, $C_{\text {Soil }}$ is the solute concentration of the soil water, and $C_{\text {Rain }}$ is the solute concentration of the rain water.

Using the end-member assumptions mentioned earlier, equation (5.4) becomes the following when chloride is used as the solute with the assumption that $C_{S A, C l}=C_{S o i l, C l}$ :

$$
\begin{equation*}
Q_{T o t} C_{T o t, C l}=\left[Q_{S A}+Q_{S o i l}\right] C_{S A, C l}+Q_{R a i n} C_{R a i n, C l} \tag{5.5}
\end{equation*}
$$

Combining equations (5.3) and (5.5) solves for $Q_{\text {Rain }}$ :

$$
\begin{equation*}
Q_{R a i n}=\frac{Q_{T o t}\left(C_{T o t, C l}-C_{S A, C l}\right)}{C_{R a i n, C l}-C_{S A, C l}} \tag{5.6}
\end{equation*}
$$

Chloride was used to estimate $Q_{\text {Rain }}$ and so nitrate would need to be used to determine the other two sources (i.e. $Q_{S A}$ and $Q_{S o i l}$ ). Unfortunately, we do not have reasonable estimates of $C_{S o i l, N O 3}$ which likely changes throughout the year. Due to this lack of information, the multiple equations of equation (5.4) for nitrate becomes underdetermined. If we are going to estimate $C_{\text {Soil,NO3 }}$, then we need to make another assumption to solve the equations. A number of assumptions could be made. In the end, we chose to make an assumption about $Q_{S A}$ at one specific point during the flood hydrograph. The combined nitrate loads of $Q_{S A}$ and $Q_{\text {Soil }}$ can be estimated using the available information:

$$
\begin{equation*}
Q_{S A} C_{S A, \mathrm{NO} 3}+Q_{S o i l} C_{S o i l, \mathrm{NO} 3}=Q_{T o t} C_{T o t, \mathrm{NO} 3}-Q_{R a i n} C_{R a i n, \mathrm{NO} 3} \tag{5.7}
\end{equation*}
$$

We can rename the combined nitrate loads of $Q_{S A}$ and $Q_{\text {Soil }}$ in the following form:

$$
\begin{equation*}
Q_{S A+S o i l} C_{S A+S o i l, N O 3}=Q_{S A} C_{S A, N O 3}+Q_{S o i l} C_{S o i l, N O 3} \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{S A+S o i l}=Q_{S A}+Q_{\text {Soil }} \tag{5.9}
\end{equation*}
$$

Combining equations (5.3), (5.7), (5.8), and (5.9) we can solve for $C_{S A+S o i l, N O 3}$ :

$$
\begin{equation*}
C_{S A+S o i l, N O 3}=\frac{Q_{T o t} C_{T o t, N O 3}-Q_{\text {Rain }} C_{\text {Rain }, \mathrm{NO} 3}}{Q_{T o t}-Q_{\text {Rain }}} \tag{5.10}
\end{equation*}
$$

All of the equations listed in this section are applied at one specific location at all time steps during a flood hydrograph associated with a rainfall event. Subsequently, there is a $C_{S A+S o i l, N O 3}$ at every time step in the flood hydrograph. Our assumption about $Q_{S A}$ is that at the time step of the maximum value of $C_{S A+S o i l, N O 3}$ the value of $Q_{S A}$ at that point is the linear interpolation between the baseflow values of $Q_{S A}$. This linear interpolation was estimated from the traditional hydrograph separation method by constructing a straight line from the initial rise of the hydrograph to the inflection
point at the trailing limb of the hydrograph on a semi-log plot (Shaw, 2011). As the peak value of $C_{S o i l, N O 3}$ and subsequently $C_{S A+S o i l, N O 3}$ tends to be after the peak discharge due to the slower overall response of the soil water, $Q_{S A}$ should be relatively close to this assumption. Consequently as we only fix one point, the dynamics of $Q_{S A}$ during the rest of the flood hydrograph should still be reflected in the analysis.

The solution for $C_{S o i l, \mathrm{NO} 3}$ combines equations (5.8) and (5.9) and becomes:

$$
\begin{equation*}
C_{S o i l, N O 3}=\frac{Q_{S A+S o i l}^{m p} C_{S A+\text { Soil }, N O 3}^{m p}-Q_{S A}^{m p} C_{S A, N O 3}}{Q_{S A+S o i l}^{m p}-Q_{S A}^{m p}} \tag{5.11}
\end{equation*}
$$

where the ${ }^{m p}$ symbol represents the maximum value of $C_{S A+S o i l, N O 3}$ along the flood hydrograph. Note that, unlike the other end-member concentrations, $C_{S o i l, N O 3}$ is derived at a specific discharge point. As Sys4 is defined as not containing the deep aquifer endmember and was used to create the seasonal end-member concentrations for the shallow aquifer, the above procedure to estimate $C_{S o i l, N O 3}$ was performed on Sys4 to assign the seasonally variable end-member of $C_{S o i l, N O 3}$.

### 5.4.6 Original stream water pulse

As mentioned in section 5.4.4, the identified deep aquifer end-member inputs to the stream (i.e. Q1 and Sys1) do not dynamically respond to rainfall events. The discharge remains steady into the stream during runoff events. The constant discharge input may apply to the locations along the stream where deep aquifer water is flowing into the stream, but due to the in-stream hydraulic dynamics of the stream during runoff events a constant deep aquifer discharge may not apply at MW. Consequently, $Q_{D A}$ is assumed to be dynamic during runoff events as with the other source waters. Due to the limited solute concentrations monitored continuously at MW, $Q_{D A}$ would need to be estimated independently from the EMMA. We determined that complex hydraulic routing models would be unnecessary due to the introduction of additional uncertainty and potential incompatibility with the EMMA methodology. We decided to use a simple instantaneous reservoir cascade model to estimate the impact of the original stream water volume from prior baseflow conditions and the continuous constant input of $Q_{D A}$ to the stream.

Conceptually, the model includes a reservoir with one constant inflow and an inflow that varies with time. The outflow is also composed of the same two input components except that both outflow components vary with time. For our example, the constant inflow is the deep aquifer water, while all other components (i.e. $Q_{S A}, Q_{\text {Rain }}$, and $Q_{\text {Soil }}$ ) will be lumped into a single term called $Q_{\text {Other }}$. We start with the basic water mass balance equations for a single reservoir:

$$
\begin{gather*}
Q_{\text {Tot }}^{\text {ut }}=Q_{D A}^{\text {Out }}+Q_{\text {Other }}^{\text {Out }}  \tag{5.12}\\
Q_{\text {Tot }}^{\text {Out }}=Q_{D A}^{I n}+Q_{\text {Other }}^{I n}+\frac{\Delta V_{D A}}{\Delta t}+\frac{\Delta V_{\text {Other }}}{\Delta t}  \tag{5.13}\\
\Delta V_{\text {Tot }}=\Delta V_{D A}+\Delta V_{\text {Other }} \tag{5.14}
\end{gather*}
$$



Figure 5.3: The first flooding test hydrograph of MW comparing the results from the EMMA and the reservoir model. The pre-event water was estimated from EMMA utilizing bromide from the injected water at Sys4.
where $Q_{T o t}^{O u t}$ is the total discharge at MW in $1 / \mathrm{s}, Q_{D A}^{O u t}$ is the discharge of the deep aquifer water component at MW in $1 / \mathrm{s}, Q_{\text {Other }}^{O u t}$ is the discharge of the water at MW excluding the deep aquifer water in $1 / \mathrm{s}, \Delta V_{D A}$ is the change in the volume of the deep aquifer water stored in the stream in liters, $\Delta V_{\text {Other }}$ is the change in the volume of water stored in the stream excluding the deep aquifer water in liters, and $\Delta V_{T o t}$ is the change in the total volume of water in the stream in liters.

We transformed the equations to be solved numerically by separating the change in storage terms:

$$
\begin{gather*}
Q_{\text {Tot }}^{\text {Ot }}=Q_{D A}^{I n}+Q_{O t h e r}^{I n}+\frac{V_{D A, i-1}}{\Delta t}-\frac{V_{D A, i}}{\Delta t}+\frac{V_{\text {Other }, i-1}}{\Delta t}-\frac{V_{\text {Other }, i}}{\Delta t}  \tag{5.15}\\
V_{\text {Tot }}=V_{D A}+V_{\text {Other }} \tag{5.16}
\end{gather*}
$$

where the $i$ designates the current time step and $i-1$ designates that previous time step. Equation (5.16) is valid at any time step.

One assumption that we need to make to solve the linear equations is the sequence and type of mixing in the reservoir. We assume that at each time step the inflow components enter the reservoir, mix completely with the existing water in the reservoir, then the water exits the reservoir as the outflow components. With this in mind, combining
equations (5.15) and (5.16) and with some rearrangement, we get the following equation for the inflow ratios:

$$
\begin{equation*}
1=\frac{\frac{V_{D A, i-1}}{\Delta t}+Q_{D A}^{I n}}{\frac{V_{T o t}}{\Delta t}+Q_{\text {Tot }}^{O u t}}+\frac{\frac{V_{\text {other,i-1}}}{\Delta t}+Q_{\text {Other }}^{I n}}{\Delta t} \frac{\frac{V_{T O t}}{\Delta t}+Q_{\text {Tot }}^{O u t}}{t} \tag{5.17}
\end{equation*}
$$

and the following for the outflow ratios from equation (5.12):

$$
\begin{equation*}
1=\frac{Q_{D A}^{O u t}}{Q_{\text {Tot }}^{O u t}}+\frac{Q_{\text {Other }}^{\text {Out }}}{Q_{\text {Tot }}^{O u t}} \tag{5.18}
\end{equation*}
$$

Based on our previous mixing assumption, the inflow ratios for each component would be equal to the respective outflow component ratio. As we want to solve for $Q_{D A}^{O u t}$, the final equation would be the following:

$$
\begin{equation*}
Q_{D A}^{O u t}=Q_{T o t}^{O u t} \frac{\frac{V_{D A, i-1}}{\Delta t}+Q_{D A}^{I n}}{\frac{V_{T o t}}{\Delta t}+Q_{T o t}^{O u t}} \tag{5.19}
\end{equation*}
$$

We decided to have $V_{\text {Tot }}$ vary between runoff events, but not within the events. We did this rather than vary the $V_{\text {Tot }}$ within runoff events due to the change in $V_{\text {Tot }}$ being ill defined as a function of $Q_{T o t}^{O u t}$ and that we did not expect that varying $V_{T o t}$ within an event would significantly change the resulting $Q_{D A}^{O u t}$. The $V_{\text {Tot }}$ for each event was a function of the initial baseflow discharge. Subsequently, if $\Delta V_{T o t}$ is zero, then $Q_{O t h e r}^{I n}$ would be simply estimated from equation (5.13) rather than having to rely on an upstream measurement or estimate of discharge.

Equation (5.19) is for a single reservoir. As the propagation of a flood wave does not completely mix with the existing water in a stream, we decided to include a linear cascade of many reservoirs in series to simulate incomplete mixing (Beven, 2011). $Q_{D A}^{I n}$ and $Q_{\text {Other }}^{I n}$ would be inputs for the first reservoir, and the outputs of each reservoir would be the inputs of the successive reservoirs. The mixing cascade of reservoirs would be instantaneous and not time dependent, so the estimation of $Q_{\text {Other }}^{I n}$ would still be the same as with one reservoir. Although the $V_{T o t}$ for the entire stream would stay the same for the cascade of reservoirs, each reservoir in series would have a volume equal to $\frac{V_{T o t}}{n_{r e s}}$. Where $n_{\text {res }}$ is the number of reservoirs in the model. $Q_{D A}^{\text {Out }}$ does appear to converge to a fixed limit when $n_{\text {res }}$ is greater than 100 . For this reason, we used a value of 200 for $n_{\text {res }}$.

With this model, all input data are known except for $V_{T o t}$, which as mentioned before is assumed to be constant during a runoff event. $V_{T o t}$ is then the only parameter that can be modified to adjust the output of the model.

To calibrate this reservoir cascade model, we compared the model results to results from two artificial flooding tests performed in the catchment in autumn 2011 (Eder et al., 2014). Two flooding experiments were performed by quickly injecting a large amount of water at the most upstream point (i.e Sys4) of the stream and monitoring the downstream discharge and other parameters. Bromide was dissolved into the injected water at Sys4 and subsequently measured downstream at MW. As the natural baseflow
water has a concentration that is several magnitudes lower than the injected water, a single end-member EMMA from equations (5.1) and (5.2) could be applied at MW to separate the injected water from the original baseflow water.

### 5.4.7 Timing surveys

A center of mass timing survey was conducted for the overall hydrograph and the source components by taking a discharge weighted average of the times during each runoff event. The times for the source components were then categorized into "Early", "Center", and "Late" based on the overall hydrograph. When a source component occurred within 5 minutes of the center of mass of the overall hydrograph, then the component was considered "Center". If the component occurred earlier than 5 minutes before the hydrograph the component was considered "Early", and if the component occurred later than 5 minutes after the hydrograph the component was considered "Late". The decision for the 5 minute window for the "Center" is due to the measurement resolution of the input chemistry data. When the volumes of specific source waters were lower than the estimated uncertainty, those source water were excluded from the survey and labeled "Minimal".

Additionally, a peak timing survey was performed to assess the internal progression of the source components during runoff events. Similar to the center of mass survey, the same categories were used to describe the timing as well as the 5 minute window. But instead of the center of mass, the discharge peaks associated with rainfall pulses were used for the timing points between the hydrograph and the source components. Only six events out of the 40 captured runoff events had a single hydrograph peak, so most events had multiple rain and discharge peaks to provide information about the timing progression of runoff events. When no discernible hydrograph pulse of a source water could be identified associated with a rainfall pulse, the source water was given the label "No Peak" for that specific peak.

### 5.4.8 Uncertainty assessment

The primary sources of uncertainty are from the continuously measured data (i.e. discharge and water chemistry) and the input parameters of the end-member concentrations for the mass balance equations (Barthold et al., 2011). Model structure uncertainty is considered negligible as compared to the above model input uncertainty. All uncertainties will be estimated from a normal distribution based on an error function associated with each parameter. The determination of the error functions for the parameter uncertainty distribution curves are described in section 5.4.8. With the uncertainty distributions, Monte-Carlo simulations were performed based on random sampling of each parameter uncertainty distribution. 5,000 simulations were performed. The final results include distributions of source component estimates at every time step for every flooding event.

## Parameter uncertainty estimations

Discharge uncertainty was defined as a fixed percentage of the discharge magnitude. The mean absolute normalized error (MANE) of the manual grab measurements of discharge to the estimates of discharge used in the continuous time series was used for the discharge uncertainty percentage. To estimate the uncertainty distribution for the Monte-Carlo simulations, the MANE was used as the standard deviation in the random normal distribution.

Based on laboratory testing and grab samples at MW, the uncertainty for the continuous solute measurements from the ISE devices had a large percentage of uncertainty for the low concentrations, but significantly lower as the concentration increased. The function of parameter uncertainty with concentration magnitude was not linear, but the mean of chloride and nitrate ranged from $230 \%$ for a concentration of $0.5 \mathrm{mg} / \mathrm{l}$, to $91 \%$ at $1 \mathrm{mg} / \mathrm{l}$, to $15 \%$ at $5 \mathrm{mg} / \mathrm{l}$, and to $8 \%$ at $20 \mathrm{mg} / \mathrm{l}$. As with the discharge uncertainty, an uncertainty function dependent on the concentration was used as the standard deviation for the random normal distribution.

The uncertainties for the end-member concentrations were estimated from the grab measurements of the designated end-members. The standard deviation for the uncertainty distribution for the rainfall end-members was estimated from the standard deviation of the monthly sample set of the rainfall end-member concentrations. Both the uncertainty for the $Q_{S A}$ and $Q_{D A}$ end-members were estimated from the difference between the representative grab measurement locations (i.e. Sys2 and Sys4 for the shallow aquifer and Q1 and Sys1 for the deep aquifer) divided by the mean at each sample period.

As the chloride end-member concentrations of the soil water were assumed to be the same as the shallow aquifer water, the uncertainty was also assumed to be the same. The $C_{S o i l, N O 3}$ uncertainty was determined by first estimating the maximum realistic $C_{S o i l, N O 3}$ concentration from equation (5.11). $C_{S o i l, N O 3}^{m a x}$ was estimated by assuming that $Q_{S A}^{m p}=0$. As both $Q_{S A+\text { Soil }}^{m p}$ and $C_{S A+S o i l, N O 3}^{m p}$ are always larger than $Q_{S A}^{m p}$ and $C_{S A, N O 3}, C_{S o i l, N O 3}^{m a x}$ should be the maximum realistic concentration when $Q_{S A}^{m p}=0$. To obtain the standard deviation for use in generating the normal distribution, the midpoint value ( $C_{\text {Soil,NO3 }}^{\text {mid }}$ ) was calculated between $C_{S o i l, N O 3}$ and $C_{S o i l, N O 3}^{m a x}$ and the ratio of the difference between $C_{S o i l, \mathrm{NO} 3}$ and $C_{S o i l, \mathrm{NO} 3}^{m i d}$ was used as the standard deviation.

### 5.5 Results

### 5.5.1 Water and solute loads

During the period from 2011-2012, there were 122 runoff event hydrographs captured at MW that exceeded a rise in discharge above baseflow of $2 \mathrm{l} / \mathrm{s}$. There were an additional 7 flooding events that were not captured at MW due to equipment failure and identified based on the rainfall time series. Of the 129 runoff events hydrographs, there were 40 runoff events at MW that captured both water chemistry (i.e. chloride and nitrate) and discharge at a 1 min intervals. These included the top 5 largest runoff events. At Sys4,

72 flooding event hydrographs were captured for flow and 25 events for both flow and solutes. Unfortunately, the top 5 runoff events for Sys4 were neither captured for flow nor solutes. Although the majority of both the flow and the solute load during the two years was from baseflow rather than the runoff events (i.e. $83 \%$ compared to $17 \%$ ), the runoff events still supplied a significant part of the total flow and solute loads (Table 5.2). The runoff coefficients for the runoff events of MW were very low with a range of 0.002 to 0.033 and a mean of 0.008 . The runoff coefficient summary excluded the rain-on-snow events.

Table 5.2: The ratios of the flow condition (i.e. baseflow and event runoff flow) to the total yearly flow volumes and solute loads. $Q_{D A}$ only has a net contribution during baseflow, while $Q_{\text {Soil }}$ and $Q_{\text {Rain }}$ only contribute during runoff events.

|  | Flow Typ | Flow | $\mathrm{NO}_{3}$-N Load | Cl Load | QSA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\stackrel{\rightharpoonup}{\mathrm{N}}$ | Baseflow | $0.85( \pm 0.04)$ | 0.78 ( $\pm 0.07)$ | $0.92( \pm 0.04)$ | (8.13(0.06) |
|  | Runoff events | $0.15( \pm 0.01)$ | $0.22( \pm 0.04)$ | $0.08( \pm 0.03)$ | $0.13( \pm 0.06)$ |
| $\stackrel{\stackrel{\rightharpoonup}{\mathrm{N}}}{ }$ | Baseflow | 0.78 ( $\pm 0.04)$ | 0.70 ( $\pm 0.06)$ | $0.87( \pm 0.04)$ | 0.75 ( $\pm 0.08)$ |
|  | Runoff events | $0.22( \pm 0.01)$ | $0.30( \pm 0.06)$ | $0.13( \pm 0.04)$ | $0.25( \pm 0.12)$ |
| $\begin{aligned} & \hline \stackrel{\text { In }}{0} \\ & \text { Hi } \end{aligned}$ | Baseflow | $0.83( \pm 0.04)$ | 0.76 ( $\pm 0.07)$ | 0.90 ( $\pm 0.04)$ | $0.82( \pm 0.09)$ |
|  | Runoff events | $0.17( \pm 0.01)$ | $0.24( \pm 0.04)$ | $0.10( \pm 0.04)$ | $0.18( \pm 0.08)$ |

The two largest events, both in terms of maximum discharge and total volume, occurred in mid-January of both years and accounted for over half of the total runoff event water volume and solute load for both years (Table 5.3). Both events were rain-on-snow events with soils at field capacity. The five largest events, which was about $3.7 \%$ of the total number of events, accounted for $70 \%$ to $80 \%$ of the runoff event water volume and solute load. The top $10 \%$ of the largest runoff events accounted for over $80 \%$ of the flow and load and over $90 \%$ for the nitrate load and $Q_{\text {Soil }}$. Excluding the top 5 largest events, Sys4 on average contributed about $35 \%$ of the event runoff flow volume and nitrate load and over half of $Q_{\text {Rain }}$ to MW (Table 5.3). Approximately a third of the event flow and nitrate load at MW was from Sys4, and although $Q_{S A}$ from Sys4 was low both the $Q_{\text {Soil }}$ and $Q_{\text {Rain }}$ contribution from Sys4 was substantial.

Log-log regressions of event runoff flow volumes to solute loads and source components showed very high correlations (i.e. $R^{2}$ of over 0.95 ) for MW, but only moderate correlations were found for Sys4 (i.e. $R^{2}$ of about 0.65 ). The mean bulk event nitrate concentration for the lower $90 \%$ of runoff events was $2.85 \mathrm{mg} / \mathrm{l}$ with a CV of 0.14 , while the top $10 \%$ of events had a mean concentration of $11.07 \mathrm{mg} / \mathrm{l}$ with a CV of 0.41 . Sys 4 had a wider distribution with a mean of $4.79 \mathrm{mg} / \mathrm{l}$ and CV of 0.95 for the lower $90 \%$ and a mean of $10.04 \mathrm{mg} / \mathrm{l}$ and CV of 0.41 for the top $10 \%$.

The results from the flowpath contribution assessment from the 14 events are shown in Table 5.4. The total contribution ratio includes all point inputs to the stream and excludes the diffuse groundwater input and the overland flow input. The ratios of the sum of all of the point input stations into the stream to MW ranged from 0.57 to 1.10.

Table 5.3: Mean flow ratios of the contribution of the top largest runoff events to the total event runoff volume at MW. The percentages next to the number of events is the percentage of the events to the total number of events for the two year measurement period. "Sys4 to MW" is the contribution ratio of the runoff events of Sys4 to MW, but exclude the top 5 events as they were not captured by Sys 4 .

| Events | Flow | $\mathrm{NO}_{3}$-N Load | Cl Load | $Q_{S A}$ | $Q_{\text {Soil }}$ | $Q_{\text {Rain }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| All Events | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Top 2 $(1.5 \%)$ | 0.56 | 0.57 | 0.55 | 0.53 | 0.59 | 0.58 |
| Top 5 $(3.7 \%)$ | 0.71 | 0.80 | 0.73 | 0.67 | 0.84 | 0.70 |
| Top 10 $(7.5 \%)$ | 0.80 | 0.89 | 0.84 | 0.79 | 0.93 | 0.77 |
| Top 13 $(10.0 \%)$ | 0.84 | 0.91 | 0.87 | 0.82 | 0.96 | 0.81 |
| Sys4 to MW | 0.35 | 0.37 | 0.21 | 0.12 | 0.43 | 0.55 |

During small events, the point inputs can supply all of the flow to MW. As the runoff events grow larger, the point input contribution decreased steadily. The event volume sum of the point input stations is very well correlated with total event volume at MW with a $\log -\log$ correlation $R^{2}$ and MANE of 0.99 and 0.06 .

### 5.5.2 Original stream water pulse

The results of the bromide EMMA of the flooding experiment show that much of the event peak hydrograph is composed of original pre-event water stored in the stream (Figure 5.3). The injected water appears significantly later than the runoff peak and accounts for approximately $80 \%$ of the runoff event volume. The reservoir cascade model fit well the bromide EMMA with a $V_{\text {Tot }}$ of 16500 liters. This value of $V_{\text {Tot }}$ is equivalent to an earlier cross-section survey of the stream that estimated the baseflow volume of the stream at approximately 22000 liters with an outlet baseflow discharge of $6.3 \mathrm{l} / \mathrm{s}$. As the discharge during the flooding test was approximately $1.5 \mathrm{l} / \mathrm{s}$, a lower value of $V_{T o t}$ for the flooding test is reasonable. These two sets of relationships between baseflow discharge and $V_{\text {Tot }}$ were used to create the linear function to estimate a $V_{T o t}$ given an initial baseflow discharge.

### 5.5.3 Source components

The results from the EMMA for MW are illustrated in Figures 5.4 and 5.5, and the results for Sys4 are shown in Figure 5.6. Figure 5.4 presents the representative top $10 \%$ of runoff events by volume, and Figure 5.5 presents the representative lower $90 \%$ of runoff events. The figure for Sys4 has a mixture of events from the two MW figures. On average for MW, $Q_{S A}$ and $Q_{\text {Rain }}$ contributed approximately an equal amount to the total flow volume (i.e. 0.43 and 0.42 respectively) with a substantially lower contribution of water from $Q_{\text {Soil }}$ (i.e. 0.15) (Table 5.5). The only difference between the top $10 \%$ and the lower $90 \%$ for MW is a lower contribution of $Q_{\text {Soil }}$ to the total flow volume for the smaller events, while the other two components still contribute an equal share to the

Table 5.4: Flowpath contribution ratios during runoff events with sufficient discharge data from the point inputs to the stream. "Other Tiles" include all of the tile drainage systems without Sys4 (i.e. Sys2, Sys3, Frau1, and Frau2). "Springs" include all of the shallow dynamic springs (i.e. A1, A2, and K1). The "Total Pts." column is the sum of the stream point input ratios, while the "MW" column is the water volume of the runoff event at MW in cubic meters. The $\pm$ values in parentheses are the uncertainty ratios associated with the specific stream inputs. The table is ordered by the MW event volume.

| Date | Sys4 | Other Tiles | Springs | Total Pts. | MW $\left(\mathrm{m}^{3}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 2011-10-12 | $0.27( \pm 0.02)$ | $0.27( \pm 0.03)$ | $0.10( \pm 0.01)$ | $0.64( \pm 0.03)$ | 790 |
| 2012-09-12 | $0.40( \pm 0.02)$ | $0.30( \pm 0.03)$ | $0.14( \pm 0.04)$ | $0.84( \pm 0.06)$ | 530 |
| 2012-07-28 | $0.34( \pm 0.02)$ | $0.16( \pm 0.02)$ | $0.17( \pm 0.02)$ | $0.67( \pm 0.03)$ | 470 |
| 2012-09-05 | $0.28( \pm 0.02)$ | $0.19( \pm 0.02)$ | $0.10( \pm 0.02)$ | $0.57( \pm 0.03)$ | 380 |
| 2011-08-04 | $0.52( \pm 0.03)$ | $0.19( \pm 0.04)$ | $0.11( \pm 0.01)$ | $0.82( \pm 0.05)$ | 250 |
| 2011-09-18 | $0.22( \pm 0.01)$ | $0.34( \pm 0.03)$ | $0.17( \pm 0.02)$ | $0.73( \pm 0.04)$ | 230 |
| 2011-12-07 | $0.48( \pm 0.03)$ | $0.21( \pm 0.02)$ | $0.15( \pm 0.02)$ | $0.84( \pm 0.04)$ | 198 |
| 2012-07-26a | $0.32( \pm 0.02)$ | $0.31( \pm 0.05)$ | $0.28( \pm 0.05)$ | $0.91( \pm 0.08)$ | 69 |
| 2012-05-31 | $0.39( \pm 0.02)$ | $0.29( \pm 0.05)$ | $0.30( \pm 0.04)$ | $0.98( \pm 0.07)$ | 60 |
| 2012-07-26b | $0.38( \pm 0.02)$ | $0.37( \pm 0.06)$ | $0.28( \pm 0.06)$ | $1.03( \pm 0.09)$ | 54 |
| 2011-09-08 | $0.27( \pm 0.02)$ | $0.44( \pm 0.09)$ | $0.32( \pm 0.04)$ | $1.03( \pm 0.10)$ | 44 |
| 2012-06-09 | $0.51( \pm 0.03)$ | $0.40( \pm 0.07)$ | $0.19( \pm 0.02)$ | $1.10( \pm 0.08)$ | 41 |
| 2012-08-04 | $0.53( \pm 0.03)$ | $0.32( \pm 0.05)$ | $0.24( \pm 0.02)$ | $1.09( \pm 0.07)$ | 40 |
| $2012-08-26$ | $0.60( \pm 0.04)$ | $0.33( \pm 0.06)$ | $0.17( \pm 0.05)$ | $1.10( \pm 0.08)$ | 35 |

total flow volume. For the nitrate load in the large events, $Q_{S A}$ and $Q_{\text {Soil }}$ contributed approximately equal shares to the total load, while $Q_{\text {Rain }}$ contributes little to the solute load. As the contribution of $Q_{\text {Soil }}$ flow volume decreases in the smaller events, so does the nitrate load contribution and subsequently the dominant source of nitrate load in the lower $90 \%$ of events is $Q_{S A}$. The dominant source of chloride load is from $Q_{S A}$, and the contribution increases as the runoff event volume decreases. Compared to MW, the runoff events at Sys4 contained little $Q_{S A}$, had similar proportions of $Q_{\text {Soil }}$ to the larger events of MW, and the majority of the flow was composed of $Q_{\text {Rain }}$. Consequently, the bulk of the nitrate load at Sys4 was from $Q_{\text {Soil }}$ (Table 5.5).

### 5.5.4 Timing surveys

The component center of mass timing survey shows consistent recurring trends (Table 5.6). For all events, both $Q_{S A}$ and $Q_{\text {Rain }}$ consistently occur during the center of mass of the hydrograph, while $Q_{\text {Soil }}$ either does not flow with appreciable amounts or if there is significant flow then $Q_{\text {Soil }}$ occurs later in the hydrograph. The lower $90 \%$ of events have similar frequency trends for $Q_{S A}$ and $Q_{\text {Rain }}$ as all events, but with nearly no $Q_{\text {Soil }}$.


Figure 5.4: Four examples of the EMMA results for largest $10 \%$ of events at MW with soil water during 2011-2012.

The top $10 \%$ events have a higher tendency for $Q_{S A}$ to occur early and a large majority of $Q_{\text {Soil }}$ occurs later in the hydrograph. As with the lower $90 \%$ category, $Q_{\text {Rain }}$ tends to occur during the center of the hydrograph.

The peak timing survey has some similarities to the center of mass timing survey, but the peak timing survey does have some differences and additional results (Table 5.7). The peaks of both $Q_{S A}$ and $Q_{\text {Rain }}$ do tend to occur at the same time as the overall hydrograph, but unlike the center of mass timing the peaks do not occur early very often. The peaks all tend to occur later more often than the center of mass. There is also a general increase in frequency that the component peak occurs at the same time as the hydrograph peak with the increasing number of peaks. Also, almost $40 \%$ of the time $Q_{\text {Rain }}$ did not have a noticeable first peak with the associated hydrograph peak, while $Q_{S A}$ had nearly all associated peaks.


Figure 5.5: Four examples of the EMMA results for lower $90 \%$ of events at MW and are representative of most events during 2011-2012.

### 5.6 Discussion

### 5.6.1 Runoff event summary

The predominant catchment state for the transport of water, nitrogen, and chloride is baseflow. Nevertheless, event runoff does supply a significant amount of water and solute load that cannot be neglected in water and solute load budgets. In the HOAL, over half of the runoff water and solute load was supplied by only two winter events and up to $80 \%$ during five events. In most catchments, solute loads and water chemistry in general are not continuously monitored due to instrument maintenance requirements and cost. When runoff events are captured, they are typically opportunistic and may not be representative of the yearly distribution of runoff events.

Other studies have found substantial errors in the estimate of solute loads when only periodic sampling was performed (Aulenbach, 2013). Log-log regressions of runoff event volume to the solute loads and source components were quite high indicating that runoff event magnitude is a major factor for transport processes. Nevertheless, if the two largest runoff events were not captured and the solute loads would need to be estimated from the log-log regressions from the other captured events, then the nitrate and chloride loads for the total runoff would be overestimated by approximately $70 \%$ for


Figure 5.6: Four examples of the EMMA results at Sys4 from selected events illustrated in Figures 5.4 and 5.5.
both years. Although if the top five events were not captured, the nitrate load would only be overestimated by $17 \%$ due to the coincidence of some of the other large events compensating for the overestimation of the top two largest events. These estimates assume that discharge was measured for all top events unlike Sys4 where neither solutes nor discharge were captured. As the top two largest events were rain-on-snow events with a relatively small event rainfall, if the discharge and solute loads would need to be estimated from the rainfall alone then the flow and solute loads estimates would be substantially inaccurate.

### 5.6.2 Original stream water pulse - deep aquifer water

During normal small runoff events, the initial pulse of water originally stored in the stream can have a significant impact on the beginning of the hydrograph depending on the initial baseflow discharge and the magnitude of the runoff event. Other studies have observed large proportions of pre-event water in the initial rise of the hydrograph of some events (Brown et al., 1999; Caissie et al., 1996; Gonzales et al., 2009; McGlynn and McDonnell, 2003; Hinton et al., 1994), which could be interpreted at least partially as pre-event in-stream storage. During the large events, this pulse was insignificant to the hydrologic and chemical dynamics of the event. Other studies have found that the

Table 5.5: The mean ratios of the source components to the total event runoff flow volume, nitrate load, and chloride load for different event categories of runoff events at MW and Sys4 for 2011-1012. All events for Sys4 does not include the top 5 largest events during 2011-2012.

|  | Site | Category | $Q_{S A}$ | $Q_{\text {Soil }}$ | $Q_{\text {Rain }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 3 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | MW | All Events | 0.43 | 0.15 | 0.42 |
|  |  | Top 10\% | 0.42 | 0.17 | 0.40 |
|  |  | Lower 90\% | 0.47 | 0.03 | 0.50 |
|  | Sys4 | All events | 0.16 | 0.16 | 0.68 |
| $\begin{aligned} & \text { y } \\ & \text { o } \\ & \text { O } \end{aligned}$ | MW | All Events | 0.49 | 0.46 | 0.04 |
|  |  | Top 10\% | 0.47 | 0.49 | 0.04 |
|  |  | Lower 90\% | 0.74 | 0.19 | 0.07 |
|  | Sys4 | All events | 0.27 | 0.61 | 0.12 |
| $\tau$ | MW | All Events | 0.71 | 0.26 | 0.03 |
|  |  | Top 10\% | 0.68 | 0.29 | 0.03 |
|  |  | Lower 90\% | 0.88 | 0.08 | 0.04 |
|  | Sys4 | All events | 0.44 | 0.46 | 0.09 |

initial water stored in or immediately surrounding the stream has a minimal impact on the total runoff event volume (McDonnell, 1990; Waddington et al., 1993).

The pulse model was meant to model $Q_{D A}$, because the input of $Q_{D A}$ into the stream was assumed to be constant due to observations of the deep aquifer point sources (i.e. Q1 and Sys1). The initial pulse of $Q_{D A}$ is dependent on the volume of baseflow water stored in the stream prior to a runoff event and estimated from the initial baseflow discharge. Runoff events with a high initial baseflow compared to the peak discharge will have a more significant impact by the $Q_{D A}$ pulse then large events with initial flows greatly exceeding the maximum possible $Q_{D A}$ pulse of 4 to $5 \mathrm{l} / \mathrm{s}$ (Figure 5.5). Nevertheless, the assumption of a constant inflow into the stream of $Q_{D A}$ entails that there is no net additional gain of $Q_{D A}$ during runoff events above baseflow.

### 5.6.3 Source water contribution dynamics and associated flowpaths

## Rainfall water

Rainfall water contribution from other studies has ranged from 1-100\% of the total flow depending on the hydrologic properties of the catchment and the hydrologic conditions prior to runoff events (Klaus and McDonnell, 2013). In agricultural systems with tile drainages and overlaying preferential flowpaths, the contribution of rainfall water was between 11-54\% (Stone and Wilson, 2006; Cey et al., 1998; Everts and Kanwar, 1990). Typically, rainfall water contributed about $20-40 \%$ of the total flow with most water originating from within the catchment prior to the events. Our study with a mean of $42 \%$ rainfall water was not abnormal in the context of other studies, but Sys4 with a

Table 5.6: Component Timing Survey for the MW runoff events from 2011-2012. "Minimal" are component flow volumes are less than the component uncertainty flow volume, "Early" occurs when the component has a center of mass is before the total flow center of mass, "Center" occurs when the center of mass of the component is $\pm 5 \mathrm{~min}$ of the total flow, and "Late" occurs when the component center of mass is after the total flow. The values are in frequency ratios where a value of 0.72 for $Q_{S A}$ at "Center" means that $72 \%$ of the time $Q_{S A}$ occurs at the center of mass of the total flow. All events include all measured events, the Top $10 \%$ include the events within the top $10 \%$ of runoff event volumes, and the Lower $90 \%$ includes all of the other runoff events.

|  | Timing | $Q_{S A}$ | $Q_{\text {Soil }}$ | $Q_{\text {Rain }}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | Minimal | 0.00 | 0.75 | 0.00 |
|  | Early | 0.17 | 0.00 | 0.26 |
|  | Center | 0.72 | 0.08 | 0.67 |
|  | Late | 0.11 | 0.17 | 0.08 |
| $\begin{aligned} & \text { ô } \\ & \stackrel{1}{2} \\ & \mathbf{H}_{1} \end{aligned}$ | Minimal | 0.00 | 0.00 | 0.00 |
|  | Early | 0.63 | 0.00 | 0.38 |
|  | Center | 0.38 | 0.25 | 0.63 |
|  | Late | 0.00 | 0.75 | 0.00 |
| $\begin{aligned} & \text { oे } \\ & \text { oे } \\ & \stackrel{\rightharpoonup}{0} \\ & 0 \\ & 0 \end{aligned}$ | Minimal | 0.00 | 0.96 | 0.00 |
|  | Early | 0.04 | 0.00 | 0.21 |
|  | Center | 0.82 | 0.04 | 0.68 |
|  | Late | 0.14 | 0.00 | 0.11 |

mean of $68 \%$ was on the higher end of the rainfall water contribution range. Although, some studies have estimated that the event rainfall contribution is primarily derived from rainfall directly falling onto the stream channel rather than passing through the subsurface (Hogan and Blum, 2003), but as we measured Sys4 which has a substantial amount of rainfall water volume and no open channel the amount of rainfall falling on the stream cannot be the dominant source of rainfall water.

For $Q_{\text {Rain }}$ to appear in the surface waters during a runoff event, it must travel quickly to the stream and not flow into a large reservoir where $Q_{\text {Rain }}$ would become diluted. Rainfall water can fall directly on the stream and would appear in the stream immediately. In certain catchments with very little overland and preferential flow, rain falling directly onto the stream can be the dominant pathway (Hogan and Blum, 2003). Others, including ourselves, have not found this processes to be dominant. Other than rain falling directly onto the stream, the primary flowpaths of $Q_{\text {Rain }}$ would be overland and preferential flow. The dominance of one over the other appears to be dependent on the specific catchment conditions and the current hydrologic state of the catchment.

Antecedent soil moisture conditions has been found to play a role in the transmittance of rainfall water. Most studies have found an increase in the conveyance of the

Table 5.7: Component peak timing survey for the MW runoff events from 2011-2012. The analysis is similar to Table 5.6 except that this assesses the peak discharges during runoff events rather than the total component and hydrograph volumes. All runoff events are lumped together. The terminology is the same as Table 5.6 except "No Peak" means that no observable peak discharge response occurred. All results for each peak column required at least five events. Peaks with less than five events are listed as "NA". The peaks of $Q_{\text {Soil }}$ did not consistently correspond to the hydrograph peaks and were not included in the survey.

event rainfall water with increasing soil moisture (Huang et al., 2006; Muñoz-Villers and McDonnell, 2012; McCartney et al., 1998; Tan et al., 2002b; Guinn Garrett et al., 2012; Hogan and Blum, 2003). The increase in conveyance with increased soil moisture was also found in agricultural catchments with tile drainages (Stone and Wilson, 2006; Cey et al., 1998; Everts and Kanwar, 1990). On small runoff events and events with multiple rainfall pulses, we found that the initial rainfall pulse had a low runoff coefficient compared to events with a high rainfall intensity and/or the successive rainfall pulses. Additionally, $Q_{\text {Rain }}$ sometimes did not respond to the initial rainfall pulse (Table 5.7). In our catchment, we found that the runoff coefficient and the contribution of $Q_{\text {Rain }}$ was more dependent on the rainfall intensity and development of the rainfall pulses during runoff events.

When runoff coefficients for events are low, rainfall water contribution is high, and rainfall to hydrograph peak time has been short, this has indicated that shallow pref-
erential flow has been dominant in some catchments (Brown et al., 1999; Blume et al., 2008; Casper et al., 2003; McDonnell, 1990) rather than overland flow. A high proportion of pre-event water (e.g. $80-90 \%$ ) has indicated highly permeable soils that quickly infiltrate directly into the groundwater aquifer and are subsequently diluted by the large reservoir (Muñoz-Villers and McDonnell, 2012).

Cey et al. (1998) found that the tile drainage rainfall water contribution was significantly lower than the surface water outlet contribution. They interpreted the cause of this discrepancy to overland flow contributing significantly to the surface water volume, which should contain a substantial proportion of rainfall water. This is in contradiction to our study where the tile drainage had a significantly higher contribution of rainfall water. Where preferential flow is more dominant than overland flow for runoff events, the tile drainages would contain a higher proportion of rainfall water as compared to the outlet, while the surface water outlet would have a higher contribution of rainfall water when overland flow is more dominant.

Although we did observe increasing peak discharge response in successive rainfall pulses to rainfall intensity, no correlation was found between either total runoff event volume or rainfall volume/intensity and the component proportions. Some studies have found that $Q_{\text {Rain }}$ increased with the rainfall event volume in addition to runoff coefficients (James and Roulet, 2009; Segura et al., 2012), while others have observed the opposite effect (Casper et al., 2003; Blume et al., 2008).

Due to the heavy soils, the tile drainages, and little apparent overland flow, preferential flow is the dominant flowpath for $Q_{\text {Rain }}$. The major controls on the conveyance variability of $Q_{\text {Rain }}$ is due to the antecedent soil moisture conditions and the rainfall intensity. As the tile drainages supply most of $Q_{\text {Rain }}$ to the stream, these processes must take place within the top 1-1.5 m below the surface. $Q_{\text {Rain }}$ tends to shape the center of the hydrograph as the timing is consistently at the center of mass of the overall hydrograph.

## Soil water

The primary cause for the variability on the source components across the MW runoff events is the contribution of $Q_{\text {Soil }}$. The larger runoff events have a significant contribution of $Q_{\text {Soil }}$, while the smaller and more common events have little $Q_{\text {Soil }}$. As $Q_{\text {Soil }}$ has a high concentration of nitrate and a moderate concentration of chloride, the associated solute load contributions reflect these differences. During the large events, $Q_{\text {Soil }}$ contributed half of the nitrate load along with $Q_{S A}$, but the contribution of $Q_{\text {Soil }}$ for the smaller events was much lower.

Amongst studies that have used soil water as an end-member, soil water generally does not contribute the majority of the flow volume, but does contribute a substantial proportion of the solute load (Bazemore et al., 1994; Casper et al., 2003; Liu et al., 2004; De Walle and Pionke, 1994). Those that have compared larger runoff events to smaller runoff events have also consistently seen a higher proportion of soil water in the larger events compared to the smaller events (Bazemore et al., 1994; Liu et al., 2004). Hinton et al. (1994) found that the soil water contribution increased later in the runoff events
and Liu et al. (2004) found that the bulk of the soil water occurs later in the larger runoff events. Iwagami et al. (2010) found that soil water contribution increased as the water table rose and intersected with the upper unsaturated zone during large runoff events. We also found that the larger events with higher soil saturation conditions increased the soil water contribution.

During irrigation experiments on tile drainages utilizing tracers, Everts and Kanwar (1990) found that preferential flow was more dominant earlier in the hydrograph and matrix flow was more dominant in the center and end of the hydrograph. As the macropores fill and increase the hydrostatic pressure on the surrounding matrix, more of the matrix water would be pressed out into the tile drains. $Q_{\text {Soil }}$ occurring later in the hydrograph supports this hypothesis as the unsaturated soil water should be mainly held within the matrix.

The source water designated soil water appears to be matrix water stored within some zone of the upper 1-1.5 m of the soil as Sys4 contained a significant proportion of soil water. Due to excess saturation of the soil from large rainfall events, the soil water can be slowly mobilized from the matrix into the preferential flowpaths that can either use the tile drains to reach the stream or can directly reach the stream via the preferential flowpaths. Due to the high contribution of soil water in Sys4, the tile drains appear to be the dominant input of soil water to the stream.

## Shallow aquifer water

$Q_{S A}$ is the primary groundwater source that is equivalent conceptually to many other studies with a groundwater source and has been consistently found to be the dominant source water for both baseflow and event runoff flow in many catchments (Klaus and McDonnell, 2013). $Q_{S A}$ is a dominant source of total event runoff flow volume with an equal contribution as $Q_{\text {Rain }}$, but $Q_{S A}$ has a substantially higher nitrate and chloride load contribution and is the dominant source during the lower $90 \%$ of runoff events. From an earlier study, the $Q_{S A}$ end-member concentrations were relatively stable over the two years which would indicate a large reservoir with some degree of internal mixing (Exner-Kittridge et al., 2016).

There has been two flowpaths interpreted to transmit groundwater to streams: displacement/piston flow (Ladouche et al., 2001) and preferential flow (Waddington et al., 1993). The timing of the source water within the hydrograph has been an indication of the dominant flowpath as displacement flow can potentially occur earlier in the hydrograph due to water pressures transferring faster than the actual water. Caissie et al. (1996) found such an early response of the groundwater in the hydrograph as compared to the rainfall water. We found that it was dependent on the size of the event. The smaller and more common events had a timing similar to that of $Q_{\text {Rain }}$, while the larger events were more likely to have $Q_{S A}$ occur early in the hydrograph (Tables 5.6 \& 5.7). Irrigation experiments combined with EMMA have indeed found that the groundwater component can travel by both displacement and preferential flow Everts and Kanwar (1990).

Little $Q_{S A}$ was found in Sys4 as compared to MW. In the smaller more common
events, significant amounts of $Q_{S A}$ must enter the stream from other point inputs like the shallow springs as there is little to no diffuse groundwater entering the stream to compensate for the lack of $Q_{S A}$ at Sys4. The large events could have more $Q_{S A}$ entering the stream from both other point inputs and diffuse groundwater flowpaths as the diffuse component could contribute significant water volumes.

The groundwater source component has been studied in catchments utilizing EMMA extensively, but there are still many unknowns regarding the specifics on what part of the subsurface does $Q_{S A}$ represent and what is the dominant flowpath to the surface waters. The end-member concentrations of $Q_{S A}$ according to the baseflow sampling at the perennial tile drainages indicate a relatively stable concentration reservoir unlike $Q_{\text {Soil }}$. This would indicate a typical large groundwater aquifer. Nevertheless, the response of $Q_{S A}$ indicates that $Q_{S A}$ can quickly reach the stream and in the case of large events even faster than $Q_{\text {Rain. }} . Q_{S A}$ appears to be displaced into the stream from the increased hydrostatic pressure of the rainfall as well as travel through preferential flowpaths depending on certain conditions of the event (e.g. rainfall volume and intensity, antecedent soil moisture conditions, etc.). As Sys4 contains little $Q_{S A}$ compared to MW, the source of the shallow aquifer could be from soil below the tile drainages at least partially in contrast to the soil water which is predominantly above the tile drainages.

### 5.6.4 Uncertainty analysis

Uhlenbrook and Hoeg (2003) described several sources of uncertainty in EMMA studies. These include uncertainties in: discharge and chemical measurements, inter-event variability in the end-member concentrations, solution of minerals from the solid phase of soils into the event water, and the spatial heterogeneity of end-member concentrations. The last source of uncertainty listed above equates to the representative estimate of the specific end-members and researchers have generally found this uncertainty to be one of the highest in EMMA studies (Uhlenbrook and Hoeg, 2003; Genereux, 1998; Bazemore et al., 1994). This uncertainty source was partially included in this study through the baseflow sampling of some end-members from the appropriate point inputs from both sides of the stream. Nevertheless, not all of the catchment is covered by the point inputs and the soil water end-members did not have an easy to sample source. All end-members likely have a higher spatial heterogeneity and consequently a higher uncertainty than those given in this study. This is even more problematic for the soil water end-members as the captured variability of the nitrate end-member throughout the two years was higher than the others. Both Genereux (1998); Bazemore et al. (1994) also found a higher uncertainty in the soil water end-members than the other source water end-members.

The high variability in the nitrate soil water end-member creates another source of uncertainty. At certain periods, the nitrate soil water end-member had concentrations within $4-5 \mathrm{mg} / \mathrm{l}$ of the shallow aquifer nitrate end-member. When the concentrations of end-members are similar, then the EMMA results can have a high uncertainty (Rice and Hornberger, 1998). This is one of the causes for the high uncertainty of the soil and shallow aquifer waters as compared to the rainfall water which has very different
chloride and nitrate concentrations compared to the soil and shallow aquifer waters.
Capturing representative soil water end-member concentrations are difficult, because unlike the other source water end-members that either drain from the soil under field conditions (e.g. groundwater aquifer) or can be directly measured at several locations in a catchment (e.g. rain water) the soil water is attached to the soil matrix. Not only is the soil water difficult to extract, but the extracted soil water may not be representative of what actually gets flushed out during rainfall events. This issue of soil water representativeness was partially the reason for estimating the nitrate soil water end-member using the method presented in this study.

Even with the uncertainty, the final results show clear consistencies between events and the interpretations would not change. The knowledge of the specific sources that have high uncertainties allows us to better target the parameters that need to be more accurately measured and/or estimated to improve the reliability of the results. The improvements will include a better estimate of the soil water end-member independent of the EMMA process and an increase in the continuously measured solutes to validate the source contribution dynamics results.

### 5.7 Conclusions

Continuous monitoring of water chemistry in addition to discharge provides valuable information about the source water contributions and input flowpaths to surface waters, which can be utilized when developing more complex hydrologic and solute transport models for entire catchments. During the two year measurement period, baseflow contributed the majority of the total flow and load to the outlet, and two runoff events contributed over half of the event runoff water and solute load to the outlet. The tile drainage Sys4 contributed about $35 \%$ of the event runoff water and nitrate load to the outlet. These results reflect the necessity of continuous monitoring for the capture of representative and dominant runoff events.

Four source waters were identified to contribute to the surface water outlet. These included the deep aquifer, the shallow aquifer, the upper unsaturated zone of the soil, and the rain water. The deep aquifer water was found to discharge into the stream at a constant rate. Consequently, the hydrograph dynamics at the outlet could be effectively modeled utilizing a reservoir cascade model without the necessity of chemical tracers. The rain water on average contributed $42 \%$ of the total flow with an equal proportion of the shallow aquifer water. During the largest $10 \%$ of runoff events, the soil water contribution ( $17 \%$ ) was significantly higher than the lower $90 \%$ of events (3\%). As the soil water nitrate concentration is on average over twice the concentration of the shallow aquifer water, the contribution of the soil water to the nitrate load was approximately the same as the shallow aquifer water. On the other hand, most of the nitrate load during the smaller events came from the shallow aquifer. Most of the hydrograph at Sys4 came from the rain water, but Sys4 had a soil water contribution similar to the large events at the outlet. Consequently, most of the nitrate load at Sys4 came from the soil water.

The dominant flowpath of rain and soil water to reach the stream appeared to be via preferential flowpaths which can also be captured by the tile drainage. While both source waters travels via the preferential flowpaths, the soil water must first be mobilized by rain water saturating the upper soil, which has the consequence of the soil water occurring later in the hydrograph. The tile drainages appear to be the dominant input of soil water to the stream due to the high contribution of soil water in Sys4 as compared to the outlet. The shallow aquifer appears to travel by both matrix flow from displacement and preferential flowpaths. Other point inputs to the stream must contain a higher contribution of shallow aquifer water as compared to the outlet due to the low contribution of shallow aquifer water in Sys4. An increase in the antecedent soil moisture conditions also increases the conveyance of all the dynamic source waters.

The results from this study has shown that there is significant variability in the source contributions depending on the size and prior conditions of rainfall events. Each source water has a distinct contribution dynamic to downstream surface waters depending on the source location, hydrologic condition, and flowpaths that each take to the stream. Tile drainages provide additional valuable information about the contribution of source waters in the soil above the drain and the tile drainage contribution to the surface water outlet. The representativeness of the study allows the results of the internal hydrologic conditions and processes that dominate the storage and transfer of water and solutes to be generally applicable across other headwater agricultural catchments with similar properties.

## Chapter 6

## Conclusions

The overall goals of the thesis were to determine the major sources and flowpaths of water and solutes as well as the processes involved with the water and solute transport dynamics in the Hydrologic Open Air Laboratory (HOAL) catchment. The thesis included a sequence of chapters that furthered the above goals.

In Chapter 2, a new device to house water monitoring devices was presented and successfully deployed in the Hydrologic Open Air Laboratory (HOAL) catchment. The device was called the Water Monitoring Enclosure (WME) and it ensures a minimum internal water level which ensures that the enclosed water monitoring devices remain submerged even when there is no flow into the WME. The limited diameter of the inflow pipe buffers the flow velocity within the WME as some devices are sensitive to dramatic changes in flow velocity. The WME also conveys sediment through the system to ensure that the aggregation of sediment would not interfere with the internal water monitoring devices. The device is powered purely from natural hydraulic forces, so it requires no power source, and requires little additional maintenance beyond periodic cleaning. The functional assessments have shown that the WME has a minimal effect on the chemistry of the water and with the addition of a small magnet the WME can also measure discharge accurately up to $0.51 / \mathrm{s}$.

Chapter 3 presented a new methodology to estimate the stream to groundwater exchange (SGE) and associated groundwater solute concentrations, and a comparison to exciting methodologies. The newly developed method assumes that the inflowing and outflowing fluxes occur simultaneously and uniformly along the entire stream reach. Through the use of artificial stream simulations, the new method had the highest performance compared to the other methods and that all methods produced significantly different results depending on the flux distribution assumptions. Although this study found that the the new method performed better against the numerical simulations, estimating SGE using all three methods would be very valuable as minimum and maximum SGE values can provide information on the full range of realistic SGE values. For the same inputs, the different assumptions of each method can lead to values of gross stream gains and losses differing up to one order of magnitude between approaches. Estimating SGE using the proposed simple analytical method over numerical models solving full
hydrodynamic sets of partial differential equations has the clear advantages of much less parametrization.

Chapter 4 addressed the question of the seasonal variability of the nitrate concentration by analyzing the seasonal source and flowpath dynamics in additional to other seasonal biochemical explanations. The diffuse groundwater discharge into the stream had the highest contribution to the total yearly flow with $38 \%$ and was followed by the perennial tile drainages and deep aquifer point discharges with about $26 \%$ each. However, the majority of the nitrogen load contribution ( $60 \%$ ) came from the perennial tile drainages due to their high nitrogen concentrations. The cause of the seasonal nitrate concentration was due to the alternating source aquifer contributions throughout the year with the deep aquifer typically contributing $75 \%$ of the water during the summer and $50 \%$ in the winter. In-stream denitrification, biochemical reactions, and fertilizer application timings were not found to be the significant processes in the seasonality of the surface water nitrogen concentrations and loads.

Building off of the previous chapters, Chapter 5 determined the representative source and flowpath dynamics of water and solute load during runoff events in the HOAL. The two largest runoff events contributed over $50 \%$ to the total event runoff flow and nitrate load. The main tile drainage contributed about $35 \%$ of the event runoff water and nitrate load to the outlet. The rain water on average contributed $42 \%$ of the total event runoff flow with an equal proportion of the shallow aquifer water. During the largest $10 \%$ of runoff events, the soil water contribution (17\%) was significantly higher than the lower $90 \%$ of events (3\%). As the soil water nitrate concentration is on average over twice the concentration of the shallow aquifer water, the contribution of the soil water to the nitrate load was approximately the same as the shallow aquifer water. On the other hand, most of the nitrate load during the smaller events came from the shallow aquifer. The dominant flowpath of rain and soil water to reach the stream appeared to be via preferential flowpaths. While both source waters travel via the preferential flowpaths, the soil water must first be mobilized by rain water saturating the upper soil, which has the consequence of the soil water occurring later in the hydrograph. The tile drainages appeared to be the dominant input of soil water to the stream due to the high contribution of soil water in the main tile drainage as compared to the outlet. The shallow aquifer appears to travel by both matrix flow from displacement and preferential flowpaths.

The thesis has advanced the knowledge of the source and flowpath dynamics of water and solutes in a typical Austrian headwater agricultural catchment. This thesis has provided several new advancements for the scientific community. This thesis provided a new device that will help other researchers more effectively monitor water properties continuously. This thesis has also provided a more accurate methodology to estimate stream to groundwater exchange in small streams to help in diffuse solute transport studies. With the knowledge of the internal processes of the source water and flowpaths that control the conveyance of solutes to the surface waters, the development of large comprehensive transport models will better identify and target significant pollutant sources and flowpaths that contribute to pollutant loads of surface waters.
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## Appendix A

## Derivation of the inflowing groundwater concentration ( $C_{\text {gain }}$ ) from stream tracer tests

The derivation of $C_{\text {gain }}$, the tracer concentration of the inflowing groundwater, is different than that of the SGE equations. The derivation of $C_{g a i n}$ is actually more similar to the initial derivation from the conceptual model starting from Eq. (3.40) in Sect. 3.5.2. Figure 3.11 represents this conceptual model quite well. The exception to Fig. 3.11 is that for the derivation of $C_{g a i n}$ we are not interested in end-members above $Q_{u p}$. Consequently, the location of $Q_{u p}$ becomes the upper end-member and the mass balance for total $Q_{\text {loss }}$ becomes:

$$
\begin{equation*}
Q_{l o s s}=Q_{\text {loss }, u p}+Q_{\text {loss }, G W} \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{l o s s} C_{l o s s}=Q_{l o s s, u p} C_{u p}+Q_{\text {loss }, G W} C_{\text {gain }} \tag{A.2}
\end{equation*}
$$

where $Q_{l o s s, u p}$ is the loss of water from the stream reach specifically from the original upstream water, $Q_{\text {loss }, G W}$ is the loss of water from the stream reach specifically from the inflowing groundwater, and $C_{g a i n}$ is the groundwater concentration of the tracer (denoted $C_{G W}$ in Sect. 3.5.2).

As we are only interested in $C_{\text {gain }}$ and not the gross gains and losses for this derivation, we can collect the gross groundwater terms together as net groundwater similarly to Eq. (3.40). We get the following mass balance equations by including Eq. (A.2) with Eq. (3.1) and Eq. (A.1) with Eq. (3.2):

$$
\begin{align*}
& Q_{u p} C_{u p}+\left(Q_{\text {gain }, G W}-Q_{\text {loss }, G W}\right) C_{\text {gain }}= \\
= & Q_{\text {down }} C_{\text {down }}+Q_{\text {loss }, \text { up }} C_{u p} \tag{A.3}
\end{align*}
$$

and

$$
\begin{equation*}
Q_{\text {gain }, G W}-Q_{\text {loss }, G W}=Q_{\text {down }}-Q_{u p}+Q_{\text {loss }, u p} \tag{A.4}
\end{equation*}
$$

With these two equation alone, we cannot solve for $C_{g a i n}$ as we still have too many unknown variables. A stream tracer test with a conservative tracer (e.g. chloride salt) will provide us with the additional equation. As described in the paragraph prior to Eq. (3.26), the required assumptions are $Q_{\text {gain, } G W}>0$ and that quasi-steady-state conditions apply before and after the tracer injection when the water samples are taken. By measuring the tracer concentrations before and after the tracer injection, we can form two distinct equations from Eq. (A.3):

$$
\begin{align*}
& Q_{u p} C_{\text {up,prior }}+\left(Q_{\text {gain }, G W}-Q_{\text {loss }, G W}\right) C_{\text {gain }}= \\
= & Q_{\text {down }} C_{\text {down }, \text { prior }}+Q_{\text {loss }, \text { up }} C_{\text {up,prior }}  \tag{A.5}\\
& \\
& Q_{u p} C_{\text {up,post }}+\left(Q_{\text {gain }, G W}-Q_{\text {loss }, G W}\right) C_{\text {gain }}=  \tag{A.6}\\
= & Q_{\text {down }} C_{\text {down }, \text { post }}+Q_{\text {loss }, u p} C_{\text {up,post }}
\end{align*}
$$

where the notation of the before and after tracer injection concentrations is the same to that of Eq. (3.27). Combining Eqs. (A.4), (A.5), and (A.6) and solving for $C_{g a i n}$, we get the final result:

$$
\begin{equation*}
C_{g a i n}=\frac{C_{u p, p r i o r} C_{\text {down }, \text { post }}-C_{\text {down }, \text { prior }} C_{u p, p o s t}}{C_{u p, p r i o r}-C_{u p, p o s t}-C_{d o w n, p r i o r}+C_{d o w n, p o s t}} \tag{A.7}
\end{equation*}
$$

As mentioned earlier in this appendix section, Eq. (A.7) does not require a spatial distribution assumption to derive the equation and consequently can be applied with any of the SGE methods listed in this manuscript.

To solve for $C_{\text {gain }}$, we took one stream reach with two different states in time. These two states of the same stream reach allowed the creation of two equations from Eq. (A.2), because several concentration variables changed significantly due to the tracer injection. Instead of taking the same stream reach at different time states, we can also take two adjacent stream reaches under the same time state to create two equations from Eq. (A.2) if we can assume that the two adjacent stream reaches have the same $C_{\text {gain }}$. Each of the two adjacent stream reaches would have an equation and the derivation would be similar to that for Eq. (A.7). Although this is possible conceptually and mathematically, in practice the result may prove to be highly uncertain as the differences in the concentration values in the adjacent reaches may be very similar. This is the advantage of the tracer injection procedure described above. The larger the difference between the background concentration of the tracer in the stream and the tracer concentration in the stream due to the tracer injection will increase the accuracy of the estimate of $C_{\text {gain }}$.

## Appendix B

## Additional methods associated with the SGE methods

Although the following methods were not used directly in this study, they can provide useful complementary information for SGE studies.

There might be a need to estimate the groundwater concentration of other chemical solutes entering the stream in addition to the conservative tracer used to estimate the SGE. If other in-stream gains and losses in the new chemical solute can be neglected (e.g. without biochemical transformations), the only additional information needed would be the concentration of the new compound at the locations of $Q_{u p}$ and $Q_{d o w n}$. The $C_{\text {gain }}$ of the new chemical solute can be estimated using the following rearrangement of Eq. (3.21):

$$
\begin{equation*}
C_{\text {gain }, \text { new }}=\frac{\left(\frac{Q_{\text {down }}}{Q_{\text {up }}}\right)^{\left(\frac{Q_{\text {gain }, \text { Sim }}}{Q_{u p}-Q_{\text {down }}}\right)} C_{\text {up,new }}-C_{\text {down }, \text { new }}}{\left(\frac{Q_{\text {down }}}{Q_{\text {up }}}\right)^{\left(\frac{Q_{\text {gain }, \text { Sim }}}{Q_{u p}-Q_{\text {down }}}\right)}-1} \tag{B.1}
\end{equation*}
$$

where $C_{\text {gain, new }}$ is the concentration of the new solute entering the stream from the groundwater, $C_{\text {up, new }}$ is the upstream concentration of the new solute, and $C_{\text {down, new }}$ is the downstream concentration of the new solute. Any of the three SGE methods can be rearranged to calculate $C_{\text {gain, new }}$ and they will all produce the same result.

Following on the same spatial flow distribution assumption as the SIM method, an additional mass removal rate can be integrated to potentially represent a relevant physical, chemical, or biological process (e.g. ammonia removal by microorganisms). The assumptions are simultaneous and uniform losses throughout the stream reach and stationary in time. The derivation would require a mass removal term per unit stream length $n_{\text {rem }}$ to be added to the right side of Eq. (3.14):

$$
\begin{align*}
& \dot{m}(x)+C_{\text {gain }} q_{\text {gain }} d x= \\
= & \left(\dot{m}(x)+\frac{\partial \dot{m}(x)}{\partial x} d x\right)+C(x) q_{l o s s} d x+n_{\text {rem }} d x \tag{B.2}
\end{align*}
$$

The derivation would follow similarly to that of the SIM method derivation, and the final result solving for $Q_{\text {gain }}$ is the following:
where $N_{\text {rem }}$ is the total mass removal (mass per time) within the stream reach and $C_{u p}, C_{\text {down }}$, and $C_{\text {gain }}$ in this case would be solute concentrations associated with $N_{\text {rem }}$ (i.e ammonia concentrations for ammonia mass removal). Solving for $N_{r e m}$, we get the following:

$$
\begin{equation*}
N_{\text {rem }}=\frac{Q_{\text {gain,Sim }}}{1-D_{\text {dis }}}\left[D_{\text {dis }}\left(C_{u p}-C_{g a i n}\right)-C_{\text {down }}+C_{g a i n}\right] \tag{B.4}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{\text {dis }}=e^{\frac{Q_{\text {gain,Sim }}}{Q_{u p}-Q_{\text {down }}} \ln \left[\frac{Q_{\text {down }}}{Q_{u p}}\right]} \tag{B.5}
\end{equation*}
$$

$Q_{\text {gain,Sim }}$ would need to be estimated from Eq. (3.21) using a conservative tracer. $C_{\text {gain }}$ could again be estimated using Eq. (B.1) if we can safely assume that mass removal rates do not change over time before and after the tracer injection of the new solute. The key assumption limitation in this conceptual model is that over the short period of time of the solute tracer application the removal rate is not dependent on changes in concentration, which is certainly not true for many processes over long periods of time and also may not be true over short periods of time for certain processes. Although other mass removal models may be a more realistic assumption in many cases (e.g. Michaelis-Menten kinetics, first order removal, etc.), $C_{\text {gain }}$ could not be estimated from Eq. (B.1) using other more complicated assumptions and furthermore would require more measurements and/or parameter estimation techniques to include the additional necessary terms (Workshop, 1990). A thorough analysis on the analytical derivations of solute dynamics in stream ecosystems including first order and non-linear removal can be found in Workshop (1990).
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