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## Abstract

Non-classical logics have gained importance in many fields of computer science, engineering and philosophy. They are often employed in applications of artificial intelligence, knowledge representation and formal verification; e.g., when it comes to reasoning in presence of vague information or inconsistencies. There are already many non-classical logics and, due to the increasing demand for such logics, new ones are introduced frequently.

Non-classical logics are often introduced or described by adding Hilbert axioms to well-known systems. The usefulness of these logics however strongly depends on the availability of analytic calculi for them. Analytic calculi are deductive systems in which proof search proceeds by a step-wise decomposition of the formulas to be proved. Such calculi play a paramount role for computational proof search and are also key to establishing essential properties for the formalized logics, like consistency or decidability. Unfortunately, introducing an analytic calculus for a particular logic often requires significant effort: a suitable framework for the calculus has to be chosen and adequate inference rules reflecting the characteristic properties of the considered logic have to be provided. Finally, soundness, completeness and analyticity of the defined calculus must be proved. Since these steps are usually tailored to the specific logic at hand and often difficult to establish, many important logics still lack an analytic calculus. Systematic and algorithmic procedures to generate analytic calculi are therefore highly desirable.

This thesis presents (theoretical and engineering) tools for the investigation of substructural, intermediate and paraconsistent propositional logics. The main contributions are:
(c1) systematic procedures for the automated generation of analytic calculi,
(c2) a further exploitation of the analytic calculi to establish important properties for the formalized logics, and
(c3) the introduction of the framework TINC (Tools for the Investigation of NonClassical logics) to provide computer support for the contributions (c1) and (c2).

More precisely, for substructural logics we use the analytic hypersequent calculi generated by the procedure in [53] to check whether the corresponding logics are standard complete, i.e. they have a semantics with truth values in $[0,1](c 2)$.

For intermediate logics, we present two systematic procedures for the introduction of analytic calculi (c1), which differ in their (syntactic or semantic) starting points. The first
procedure is based on the syntactic presentation of a logic in terms of a Hilbert system: we combine the method in [53] with a heuristic to transform Hilbert axioms of a certain form into equivalent (structural or logical) hypersequent rules. The second procedure is based on the semantic specification of a logic: it transforms frame conditions into equivalent labelled sequent rules, obtaining a labelled sequent calculus for the corresponding logic.

For paraconsistent logics, we establish an algorithmic procedure (c1) to generate sequent calculi by transforming Hilbert axioms of a certain form into equivalent logical rules. In addition to that, we extract new semantics from the obtained calculi using the framework of partial non-deterministic matrices [23]. The introduced semantics is then used to reason about decidability of the corresponding logics and analyticity of the obtained calculi (c2).

Following the spirit of "logic engineering" [141, 142], we provide computer support (c3) to automatize the generation of analytic calculi (c1) and their utilization (c2). The tools of TINC - AxiomCalc (for substructural logics), Framinator (for intermediate logics) and Paralyzer (for paraconsistent logics) - are implemented in Prolog. They take a specification of a logic as input and return (a paper written in LTEX containing) an analytic calculus for the logic and certain properties of the logic and/or the calculus as output.

## Kurzfassung

Nichtklassische Logiken haben in vielen Gebieten der Informatik, Ingenieurswissenschaften und Philosophie an Bedeutung gewonnen und werden in Anwendungen der künstlichen Intelligenz, Wissensrepräsentation und formalen Verifikation eingesetzt. Es gibt bereits viele nichtklassische Logiken und aufgrund der stetig wachsenden Nachfrage werden neue häufig eingeführt.

Nichtklassische Logiken werden häufig eingeführt bzw. beschrieben, indem Hilbert Axiome zu bereits bekannten Systemen hinzugefügt werden. Die Brauchbarkeit dieser Logiken hängt jedoch stark davon ab, ob analytische Kalküle für sie verfügbar sind. Analytische Kalküle sind Deduktionssysteme, in welchen Formeln durch schrittweise Zerlegung der zu zeigenden Formeln bewiesen werden können. Solche Kalküle spielen eine immens wichtige Rolle im Bereich der computerunterstützten Beweissuche und sind eine grundlegende Voraussetzung für die Ermittlung essentieller Eigenschaften der formalisierten Logiken, wie beispielsweise Konsistenz oder Entscheidbarkeit. Leider ist die Definition eines analytischen Kalküls für eine bestimmte Logik mit hohem Aufwand verbunden: Zuerst muss ein passender Formalismus gewählt und danach adäquate Inferenzregeln, welche die charakteristischen Eigenschaften der Logik reflektieren, definiert werden. Abschließend müssen Korrektheit, Vollständigkeit und Analytizität für den neuen Kalkül gezeigt werden. Da diese Schritte üblicherweise auf eine bestimmte Logik zugeschnitten und auch oft schwierig zu zeigen sind, gibt es für viele wichtige Logiken noch keinen analytischen Kalkül. Systematische und algorithmische Prozeduren zur automatisierten Generierung analytischer Kalküle sind daher sehr erstrebenswert.

In dieser Dissertation präsentieren wir (theoretische und praktische) Tools für die Untersuchung von substrukturellen, intermediären und parakonsistenten Aussagenlogiken. Unsere wichtigsten Beiträge sind:
(c1) systematische Methoden zur automatisierten Generierung von analytischen Kalkülen,
(c2) weitere Anwendungen der analytischen Kalküle, um wichtige Eigenschaften der formalisierten Logiken zu zeigen, und
(c3) die Einführung des Frameworks TINC (Tools for the Investigation of Non-Classical logics) zur Computerunterstützung für die Beiträge (c1) und (c2).

Für substrukturelle Logiken verwenden wir analytische Hypersequenzkalküle, die mit der Prozedur in [53] generiert werden, um herauszufinden, ob die korrespondierenden Logiken standard-vollständig sind, d.h., ob die Logiken eine Semantik mit Wahrheitswerten im Intervall $[0,1]$ besitzen (c2).

Für intermediäre Logiken präsentieren wir zwei systematische Prozeduren (c1), die sich in ihrem (syntaktischen oder semantischen) Ausgangspunkt unterscheiden. Die erste Methode basiert auf der syntaktischen Beschreibung einer Logik mittels Hilbert System: Wir kombinieren die Methode in [53] mit einer Heuristik, um Hilbert Axiome einer bestimmten Form in äquivalente (strukturelle oder logische) Hypersequenzregeln zu transformieren. Die zweite Methode begründet sich auf der semantischen Spezifikation einer Logik: Sie konvertiert Rahmenbedingungen in äquivalente Inferenzregeln. Auf diese Weise erhält man einen gelabelten Sequenzkalkül für die entsprechende Logik.

Für parakonsistente Logiken generieren wir mittels einer systematischen Prozedur (c1) Sequenzkalküle, indem Hilbert Axiome einer bestimmten Form in äquivalente logische Inferenzregeln transformiert werden. Außerdem extrahieren wir aus den generierten Kalkülen eine neue Semantik im Framework der partiellen nicht-deterministischen Matrizen [23]. Die eingeführte Semantik kann dann genutzt werden (c2), um die Entscheidbarkeit der korrespondierenden Logiken und die Analytizität der Kalküle zu erörtern.

Im Sinne des "logic engineering" [141, 142] stellen wir Computerunterstützung (c3) für die automatische Generierung von analytischen Kalkülen (c1) und ihrer weiteren Anwendung (c2) zur Verfügung. Die Tools, die zu TINC gehören - AxiomCalc (für substrukturelle Logiken), Framinator (für intermediäre Logiken) und Paralyzer (für parakonsistente Logiken) - nehmen die Spezifikation einer Logik als Input und errechnen einen analytischen Kalkül für die Logik und bestimmte Eigenschaften der Logik und/oder des Kalküls. Diese Ergebnisse werden zusammengefasst und in einem automatisch generierten $\mathrm{IAT}_{\mathrm{E}}$ X-Paper ausgegeben.
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## CHAPTER

## Introduction

### 1.1 Motivations

Logic is a system of reasoning and the basis of applications in various fields. Some applications call for systems of reasoning different from the usual classical logic; such logics are called non-classical logics. Non-classical logics are often employed in applications of artificial intelligence, knowledge representation and formal verification: for example, fuzzy logics are used for the underlying inference mechanism of medical expert systems 150, 29, 169; paraconsistent logics have proven to be a successful tool when handling contradicting information [36, 159]; substructural logics provide adequate languages for modeling dynamic data structures or resources [4, 91, 84].

Due to the increasing demand for non-classical logics in the fields of engineering, computer science or philosophy, new non-classical logics are frequently introduced. Before these logics can however be used in potential applications, they must be studied and well understood. A standard approach to studying a logic is to investigate its valid statements (or theorems), which are proved from axioms via inference rules. Axioms and inference rules compose a proof system (or calculus) for a logic. For any logic, there can be several proof systems with different features that prove the same theorems. However, not every proof system is useful when it comes to the development of automated reasoning methods or studying essential mathematical properties of the formalized logic, like consistency or decidability. Many proof systems that are used to describe logics are formulated in the framework due to Hilbert and Frege. Such systems consist of a large number of axioms and, in most cases, a single inference rule called modus ponens. Roughly speaking, modus ponens allows us to derive a formula $\psi$ from the formulas $\varphi$ and $\varphi \supset \psi$ (" $\varphi$ implies $\psi$ "). A non-classical logic is then often formalized by adding, omitting, or modifying certain axioms of a Hilbert system for classical logic.

A Hilbert calculus is a convenient proof system for describing a logic, but since it uses the rule of modus ponens, it is not an analytic calculus. One of the traditional formalisms aiming to overcome this deficiency is Gentzen's framework of sequent calculi [89]. A
sequent calculus operates on sequents, which are pairs of multisets of formulas, and often consists of few axioms and a large number of inference rules. An important rule in the sequent calculus is the cut rule, which is a reformulation of modus ponens and corresponds to the introduction of intermediate steps (lemmas) in proofs. This rule however often breaks the analyticity property of a sequent calculus, which can be restored by showing that the cut rule is admissible in (or eliminable from) the calculus.

Many important non-classical logics have been successfully formalized using analytic sequent calculi. However, this framework does not seem to be expressive enough to define analytic sequent systems for many other interesting and useful non-classical logics. As a result, a large range of generalizations of the sequent calculus has been introduced to define analytic calculi for logics lacking analytic sequent systems; these include hypersequent calculus [9, 153], labelled sequent calculus [84, 170], or display calculus [34]. The construction of an analytic calculus for a logic then traditionally consists of the following three steps:

## (i) Choose or define a suitable framework.

(ii) Find adequate rules that formalize the logic under consideration within the framework chosen in step (i). Soundness and completeness proofs of the new calculus with respect to the (system formalizing the) logic are then required, where it is shown that both systems prove the exact same theorems.
(iii) Prove analyticity of the defined calculus. Analyticity is usually obtained as a direct corollary of the cut elimination theorem, which states that the cut rule can be removed from the calculus without weakening the system.

These three steps are usually done ad-hoc for the particular logic under consideration and each new calculus requires its own proofs of soundness, completeness and analyticity. This is required even for calculi obtained by adding similar rules to different "base" systems. The construction of an analytic calculus for a logic is thus often an error-prone and cumbersome task. Algorithmic procedures to obtain analytic calculi in a systematic and uniform way for large classes of logics are therefore highly desirable. These would provide a theoretical basis for the development of efficient automated reasoning tools, and permit the implementation of the otherwise tedious and time-consuming task of finding an analytic calculus.

### 1.2 Aims of the Thesis

In this PhD thesis, we focus on substructural, intermediate and paraconsistent propositional logics. The overall aim is the development of theoretical and engineering tools for their investigation. More precisely, the goals of this PhD project are threefold:

1. We strive to find systematic and uniform procedures for the automated generation of analytic calculi for large classes of substructural, intermediate and paraconsistent propositional logics.
2. We use the obtained calculi to establish important properties for many logics in a uniform way.
3. We develop the framework TINC (Tools for the Investigation of Non-Classical logics) to provide computer support for 1. and 2. by exploiting the algorithmic and systematic nature of our procedures and implementing them as tools.

This thesis is a concrete step towards a systematic investigation of non-classical logics and the development of theoretical and engineering tools for designing new applicationoriented logics.

### 1.3 Thesis Outline

The remainder of this thesis is organized as follows.
In Chapter 2, we start by recalling propositional intuitionistic logic and use it to settle the basic definitions and notions that will be used throughout this thesis. We discuss the notion of "analytic calculus" and recall a method to prove cut elimination for sequent and hypersequent calculi.

Chapter 3 contains the design of our system TINC (Tools for the Investigation of Non-Classical logics) and the description of a general approach to introduce analytic calculi, which is based on the method introduced in [53]. Moreover, we give a short introduction to Prolog to provide a basic understanding of the code examples in the following chapters.

In Chapter 4 , we focus on substructural logics, which are logics that lack some (or all) of the structural rules when formalized as sequent systems. We first describe the systematic procedure in 53 that transforms Hilbert axioms of a certain form into equivalent structural sequent or hypersequent rules. Using this method, analytic calculi can be obtained for a large class of substructural logics. Then we consider the subclass of the introduced calculi for axiomatic extensions of monoidal t-norm logic MTL [79]. We show how these calculi can be further utilized to check whether the corresponding logics are standard complete, i.e., complete with respect to algebras based on truth values in $[0,1]$ (and hence, whether the corresponding logics are a fuzzy logic in the sense of [98]). The chapter also contains the description of the tool AxiomCalc, which implements our theoretical result.

Chapter 5 focuses on intermediate logics, which are logics that lie between intuitionistic and classical logic. We present two approaches for the introduction of analytic calculi, which are distinguished by their (syntactic or semantic) starting points. The first approach is based on the syntactic presentation of a logic in terms of a Hilbert system. We combine the automated procedure in [53] with a heuristic to transform Hilbert axioms of a certain form into equivalent logical hypersequent rules. An instance of this method gives a first analytic hypersequent calculus for the logic $\mathbf{B d}$, i.e. the logic of frames with bounded depth at most 2 [50], for which we present ad-hoc proofs of soundness, completeness and cut elimination. The second approach is based on the semantic specification of a logic, which is obtained by imposing conditions on standard intuitionistic

Kripke frames. We introduce a systematic procedure, adapting the one in [53] for labelled sequent calculi, to obtain cut-free calculi for large classes of intermediate logics. The method generalizes the results presented in [77] and is subsumed by the new results in [135]. The chapter also contains a description of the implementation of the second procedure in the tool Framinator.

Chapter 6 contains an algorithmic procedure to generate sequent calculi for a large class of paraconsistent logics, which are logics that are not trivialized in the presence of inconsistency. In addition to that, we extract semantics in the framework of partial non-deterministic matrices [23] from the obtained calculi and use it to reason about the analyticity of the calculi and the decidability of the logics. We also provide a description of the tool Paralyzer that implements our transformation procedure and the extraction of the semantics for a specific subclass of paraconsistent logics.

Chapter 7 summarizes the results of the thesis and discusses future research directions.

### 1.4 Publications

This thesis is based on the following publications:

1. Agata Ciabattoni, Ori Lahav, Lara Spendier and Anna Zamansky. Taming Paraconsistent (and Other) Logics: An Algorithmic Approach. ACM Transactions on Computational Logic (TOCL) 16(1):5:1-5:23, 2015.
2. Agata Ciabattoni and Lara Spendier. Tools for the Investigation of Substructural and Paraconsistent Logics. In Proceedings of the European Conference on Logics in Artifical Intelligence (JELIA 2014), volume 8761 of LNAI, pages 18-32, 2014.
3. Agata Ciabattoni, Paolo Maffezioli and Lara Spendier. Hypersequent and Labelled Calculi for Intermediate Logics. In Proceedings of TABLEAUX 2013, volume 8123 of $L N C S$, pages 81-96, 2013.
4. Agata Ciabattoni, Ori Lahav, Lara Spendier and Anna Zamansky. Automated Support for the Investigation of Paraconsistent and Other Logics. In Proceedings of the Symposium on Logical Foundations in Computer Science (LFCS 2013), volume 7734 of LNCS, pages 119-133, 2013.
5. Paolo Baldi, Agata Ciabattoni and Lara Spendier. Standard Completeness for Extensions of MTL: an Automated Approach. In Proceedings of International Workshop on Logic, Language, Information and Computation (WoLLIC 2012), volume 7456 of $L N C S$, pages $154-167,2012$.

## Preliminaries and Background

Before advancing to the results of the thesis, we establish a common ground by introducing the basic concepts. The notions that are specific for a certain part are defined in the respective chapters.

We start by recalling propositional intuitionistic logic (abbreviated as Int) and some proof systems for it. In particular, we focus on the Gentzen sequent calculus and on the hypersequent calculus, as these are the main formalisms used in this thesis. In the second part of this chapter, we discuss the notion of "analytic calculus" and recall a cut elimination method.

For the basic notions of this chapter, we refer to the following standard references in proof theory 44, 50, 136, 163, 168.

### 2.1 Basic Concepts for Intuitionistic Logic

Let us start by introducing the language $\mathcal{L}_{\text {int }}$ of propositional intuitionistic logic, which consists of infinitely many (possibly indexed) propositional variables $p, q, \ldots$, the binary connectives $\wedge$ (conjunction), $\vee$ (disjunction), $\supset$ (implication) and the constant $\perp$ for falsity. Using this language, we can now define the formulas and subformulas of Int:

Definition 1. Atomic formulas are (possibly indexed) propositional variables $p, q, \ldots$ A formula of Int is then defined inductively:

1. Every atomic formula and the logical constant $\perp$ is a formula.
2. If $\varphi$ and $\psi$ are formulas, then $\varphi \wedge \psi, \varphi \vee \psi$ and $\varphi \supset \psi$ are formulas.

As usual, we abbreviate $\perp \supset \perp$ with $\top$ and $\varphi \supset \perp$ with $\neg \varphi$.
We adopt standard conventions for omitting brackets from formulas by assuming that unary operators have the highest precedence, followed by the binary connectives (from highest to lowest precedence) $\wedge, \vee$, and $\supset$.

We denote (metavariables for) formulas by (possibly indexed) $\varphi, \psi, \chi, \alpha, \beta, \ldots$ and (metavariables for) finite (possibly empty) multisets of formulas by (possibly indexed) $\Gamma, \Delta, \Sigma, \Pi, \ldots$

Note that all axioms considered in this thesis are in fact axiom schemas, where $\varphi, \psi, \chi, \alpha, \beta, \ldots$ denote metavariables for formulas which are substituted by any formula in the instances of the schemas.

We use the following notation for formulas and (metavariables for) multisets of formulas with $n \geq 0$ :

$$
\varphi^{n}=\overbrace{\{\varphi, \ldots, \varphi\}}^{n} \text { and } \Sigma^{n}=\overbrace{\{\Sigma, \ldots, \Sigma\}}^{n}
$$

Definition 2. Subformulas of a formula $\varphi$ are defined by

1. $\varphi$ is a subformula of $\varphi$, and
2. if $\psi \diamond \chi$ is a subformula of $\varphi$, then $\psi$ and $\chi$ are subformulas of $\varphi$ for $\diamond \in\{\vee, \wedge, \supset\}$.

A Hilbert-style calculus consists of a set of axioms and inference rules of the form

where $\varphi_{1}, \ldots, \varphi_{n}, \psi$ are metavariables for formulas (or schemas). $\varphi_{1}, \ldots, \varphi_{n}$ are the premises and $\psi$ is the conclusion of the rule, which is inferred from the premises. Note that a Hilbert system usually consists of a small number of inference rules and a high number of (schematic) axioms.

We define the notion of derivability of formulas in a Hilbert system $C_{H}$ as follows:
Definition 3. A derivation of a formula $\varphi$ in a Hilbert-style calculus is a sequence $\varphi_{1}, \ldots, \varphi_{n}$ of formulas such that $\varphi_{n}=\varphi$ and for every $i, 1 \leq i \leq n, \varphi_{i}$ is either an axiom or obtained from some of the preceding formulas in the sequence by one of the inference rules.

We use the symbol $\vdash_{C_{H}}$ to denote derivability in the Hilbert calculus $C_{H}$. For the derivability of the formula $\varphi$ in $C_{H}$, we write

$$
\vdash_{C_{H}} \varphi
$$

By using the Hilbert-style calculus $C_{H}$, we can now syntactically specify a logic as set of theorems, i.e. as sets of formulas containing the axioms of $C_{H}$ and closed under the rules of $C_{H}$ and substitution.

We define propositional intuitionistic logic Int in terms of the Hilbert-style calculus $I n t_{H}$ as follows 50]:
(Schematic) Axioms
(A1) $\varphi \supset(\psi \supset \varphi)$
(A2) $(\varphi \supset(\psi \supset \chi)) \supset((\varphi \supset \psi) \supset(\varphi \supset \chi))$
(A3) $\varphi \wedge \psi \supset \varphi$
(A4) $\varphi \wedge \psi \supset \psi$
(A5) $\varphi \supset(\psi \supset \varphi \wedge \psi)$
(A6) $\varphi \supset \varphi \vee \psi$
(A7) $\psi \supset \varphi \vee \psi$
(A8) $(\varphi \supset \chi) \supset((\psi \supset \chi) \supset(\varphi \vee \psi \supset \chi))$
(A9) $\perp \supset \varphi$

## Inference rules

- modus ponens (MP): for given formulas $\varphi$ and $\varphi \supset \psi$, we obtain $\psi ; \frac{\varphi \quad \varphi \supset \psi}{\psi}$

Hilbert-style calculi are a convenient way for describing logics. However, they are not optimal for practical use such as proof search or theorem proving. The following example shows that finding a derivation for the formula $\varphi \supset \varphi$ in $\operatorname{Int}_{H}$ is not straightforward and requires some ingenuity.

Example 1. We show $\vdash_{I n t_{H}} \varphi \supset \varphi$. In the right column of the following derivation (read top-down), we either refer to the axiom that is used as assumption or to an application of modus ponens (MP ( $x, y$ ), where $x$ and $y$ denote the row number).

1. $\varphi \supset(\varphi \supset \varphi)$
2. $\quad \varphi \supset((\varphi \supset \varphi) \supset \varphi)$
3. $\quad(\varphi \supset((\varphi \supset \varphi) \supset \varphi)) \supset((\varphi \supset(\varphi \supset \varphi)) \supset(\varphi \supset \varphi))$
4. $\quad(\varphi \supset(\varphi \supset \varphi)) \supset(\varphi \supset \varphi)$

MP $(2,3)$
5. $\varphi \supset \varphi$

## Sequents and Sequent Calculus

The sequent calculus was introduced by Gentzen [89] as a formalism for studying proofs in classical and intuitionistic logic. It operates on structures that are called sequents, which are defined as follows:

Definition 4. A sequent is an expression of the form $\Gamma \Rightarrow \Delta$ where $\Gamma$ and $\Delta$ are finite multisets ${ }^{1}$ of formulas. We call $\Gamma$ the antecedent and $\Delta$ the succedent of the sequent. If the succedent of a sequent contains at most one formula, it is called single-conclusion, and multiple-conclusion, otherwise.

Intuitively, a sequent is understood (in intuitionistic and classical logic) as the implication from the conjunction of all formulas in the antecedent to the disjunction of all formulas in the succedent:

Definition 5. In intuistionistic logic Int, a sequent

$$
S=\Gamma \Rightarrow \Delta
$$

[^0]is interpreted as
$$
\mathcal{I}(S)=\bigwedge \Gamma \supset \bigvee \Delta
$$
where $\bigwedge \Gamma$ stands for the conjunction of the formulas in $\Gamma$ ( $T$ when $\Gamma$ is empty), and $\bigvee \Delta$ stands for the disjunction of the formulas in $\Delta$ ( $\perp$ when $\Delta$ is empty).

A sequent calculus consists of axioms and rules. The rules are actually rule schemas and an instance of a rule is a rule application or inference. A rule is written

which means that a sequent $S$ is inferred from the sequents $S_{1}, \ldots, S_{n}$. As in Hilbertstyle calculi, we call the sequent $S$ the conclusion of the rule while $S_{1}, \ldots, S_{n}$ are the premises. The notion of a derivation (or proof) is then also extended to sequents:

Definition 6. A derivation in a sequent calculus is a finite labelled tree with nodes labelled by sequents and a single root (called end sequent), axioms at the top nodes, and where each node is connected with the (immediate) successor nodes (if any) according to the inference rules. Let $C$ be a sequent calculus and $R$ be a set of rules. We write $C+R$ to denote the sequent calculus $C$ extended with $R$. For sequents derived in $C+R$ we write

$$
\vdash_{C+R} \Gamma \Rightarrow \Delta
$$

$\vdash_{C+R} \varphi$ is defined as $\vdash_{C+R} \Rightarrow \varphi$, i.e., the sequent $\Gamma \Rightarrow \varphi$ with $\Gamma$ being empty. If a sequent $S_{0}$ is derivable from a set of sequents $\mathcal{S}$ in $C+R$, we write

$$
\mathcal{S} \vdash_{C+R} S_{0}
$$

We can now define the equivalence between a sequent calculus $C$ and a Hilbert calculus $C_{H}$ by their derivable formulas:

Definition 7. A sequent calculus $C$ is equivalent to a Hilbert system $C_{H}$ if for every finite set $\Gamma \cup\{\varphi\}$ of formulas: $\varphi$ is provable in $C_{H}$ from $\Gamma$ (in symbols $\Gamma \vdash{ }_{C}{ }_{H} \varphi$ ) iff $\Gamma \Rightarrow \varphi$ is provable in $C$ (in symbols $\vdash_{C} \Gamma \Rightarrow \varphi$ ).

The connection between a logic and a sequent calculus is then established by soundness and completeness:

Definition 8. A sequent calculus $C$ is sound for Int if for every sequent $\Gamma \Rightarrow \Delta$, we have

$$
\vdash_{C} \Gamma \Rightarrow \Delta \quad \text { implies } \quad \mathcal{I}(\Gamma \Rightarrow \Delta) \in \mathbf{I n t}
$$

Similarly, a sequent calculus $C$ is complete for Int if for every sequent $\Gamma \Rightarrow \Delta$, we have

$$
\mathcal{I}(\Gamma \Rightarrow \Delta) \in \text { Int } \quad \text { implies } \quad \vdash_{C} \Gamma \Rightarrow \Delta
$$

We will also need the following notions of the height of a derivation and the complexity of a formula:

$$
\begin{array}{cccc}
\varphi \Rightarrow \varphi & \frac{\Gamma \Rightarrow \varphi_{i}}{\Gamma \Rightarrow \varphi_{1} \vee \varphi_{2}}\left(\vee_{i}, r\right) & \frac{\Gamma, \varphi \Rightarrow \psi}{\Gamma \Rightarrow \varphi \supset \psi}(\supset, r) & \frac{\Gamma \Rightarrow \varphi \Gamma, \psi \Rightarrow \Pi}{\Gamma, \varphi \supset \psi \Rightarrow \Pi}(\supset, l) \\
\perp \Rightarrow \varphi & \frac{\Gamma, \varphi_{i} \Rightarrow \Pi}{\Gamma, \varphi_{1} \wedge \varphi_{2} \Rightarrow \Pi}\left(\wedge_{i}, l\right) & \frac{\Gamma \Rightarrow \varphi \Gamma \Rightarrow \psi}{\Gamma \Rightarrow \varphi \wedge \psi}(\wedge, r) & \frac{\Gamma, \varphi \Rightarrow \Pi \Gamma, \psi \Rightarrow \Pi}{\Gamma, \varphi \vee \psi \Rightarrow \Pi}(\vee, l) \\
\frac{\Gamma \Rightarrow}{\Gamma \Rightarrow \varphi}(w, r) & \frac{\Gamma \Rightarrow \Pi}{\Gamma, \varphi \Rightarrow \Pi}(w, l) & \frac{\Gamma, \varphi, \varphi \Rightarrow \Pi}{\Gamma, \varphi \Rightarrow \Pi}(c, l) & \frac{\Gamma \Rightarrow \varphi \varphi, \Delta \Rightarrow \Pi}{\Gamma, \Delta \Rightarrow \Pi}(c u t)
\end{array}
$$

$i \in\{1,2\}$; note that $\Gamma, \Delta$ are metavariables for multisets of formulas and $\Pi$ is a metavariable for a multiset containing at most one formula.

Table 2.1: Sequent calculus $L J$ for intuitionistic logic Int

Definition 9. The height $|d|$ of a derivation $d$ is the maximal number of inference rules +1 occurring on any branch of $d$. The complexity $|\varphi|$ of a formula $\varphi$ is defined as:

1. $|\varphi|=0$ if $\varphi$ is atomic and
2. $|\varphi \wedge \psi|=|\varphi \vee \psi|=|\varphi \supset \psi|=\max (|\varphi|,|\psi|)+1$

The first sequent calculus for propositional intuitionistic logic, $L J$, was introduced by Gentzen in [89]. It is a single-conclusion calculus. The axioms and rules (which are, in fact, schemas) of $L J$ are depicted in Table 2.1.

Before explaining the different types of rules of a sequent calculus, we show that proving theorems in this type of calculi is indeed easier than in a Hilbert-style calculus.

Example 2. We show $\vdash_{L J} \Rightarrow \neg \neg \neg \varphi \supset \neg \varphi$ :

Note that in this proof (read bottom-up), the end sequent is essentially decomposed into its subformulas by using rules matching the outermost logical connectives until we reach an initial axiom.

In a sequent calculus, we distinguish logical rules, structural rules and the cut rule. Logical rules are rules that introduce a logical connective. The logical rules of $L J$ are $(\supset, l),(\supset, r),\left(\wedge_{i}, l\right),(\wedge, r),(\vee, l),\left(\vee_{i}, r\right)$. Consider for example the following rule introducing $\supset$ on the left:

$$
\frac{\Gamma \Rightarrow \varphi}{\Gamma, \varphi \supset \psi \Rightarrow \Pi} \quad \Gamma, \psi \Rightarrow \Pi \text {. }(\supset, l)
$$

The formula $\varphi \supset \psi$ in the conclusion of the rule is called principal formula. The formulas $\varphi$ and $\psi$ in the premises of the rule, from which the principal formula derives, are the active formulas. The formulas that remain unchanged by the rule application, i.e. the formulas in $\Gamma, \Pi$, are referred to as the left and right contexts of the rule. We use analogous terminology for the other rules.

For every logical connective in the language, there usually exist a left and a right rule depending on whether a connective is introduced on the left or the right side of the sequent. Note that in these rules, a proof of the premises implies a proof of the conclusion. For some rules, the converse also holds, namely a proof of the conclusion implies a proof of the premises. Such rules are called invertible:

Definition 10. Let $S_{1}, \ldots, S_{n}, S$ be sequents and $r$ a sequent rule of $L J . r$ is invertible if for each instance

$$
\frac{S_{1} \cdots S_{n}}{S}
$$

of $r$, whenever $\vdash_{L J} S$, then $\vdash_{L J} S_{i}$ for $i=1, \ldots, n$.
Structural rules do not introduce a logical connective. Examples for such rules are the rules for weakening $((w, l)$ and $(w, r)$ in Table 2.1), contraction ( $(c, l)$ in Table 2.1) or exchange, e.g.:

$$
\frac{\Gamma, \psi, \varphi \Rightarrow \Pi}{\Gamma, \varphi, \psi \Rightarrow \Pi}(e, l)
$$

Note that in this thesis, we only consider commutative logics and we are using multisets (and not sequences) of formulas. The exchange rules are hence superfluous and are omitted in our calculi (see e.g. $L J$ in Table 2.1, note that Gentzen used the exchange rules in his original formulation of $L J$ [89], since he considered sequences of formulas).

Finally, there is the crucial cut rule, which introduces a formula in the premises that does not necessarily occur in the conclusion of the rule (the cut formula):

$$
\frac{\Gamma \Rightarrow \varphi \quad \varphi, \Delta \Rightarrow \Pi}{\Gamma, \Delta \Rightarrow \Pi}(c u t)
$$

Cut corresponds to the introduction of intermediate steps (lemmas) into proofs, see e.g. the following example:

Example 3. We show $\vdash_{L J} \neg \neg \neg \varphi \supset(\psi \supset \neg \varphi \wedge \psi)$. To shorten the proof, we use a cut with cut formula $\neg \neg \neg \varphi \supset \neg \varphi$ as follows:

$$
\begin{array}{cc}
\neg \neg \neg \varphi \Rightarrow \neg \neg \neg \varphi & \neg \varphi \Rightarrow \neg \varphi \quad \psi \Rightarrow \psi \\
\begin{array}{cc}
\neg \varphi, \psi \Rightarrow \neg \varphi \wedge \psi \\
\frac{\neg \neg \neg \varphi \supset \neg \varphi, \neg \neg \neg \varphi, \psi \Rightarrow \neg \varphi \wedge \psi}{}(\supset, l) & \text { (Example 2) } \\
\left.\frac{\neg \neg \neg \varphi \supset \neg \varphi, \neg \neg \neg \varphi \Rightarrow \psi \supset \neg \varphi \wedge \psi}{} \Rightarrow \supset, r\right) & \vdots \\
\frac{\neg \neg \neg \varphi \supset \neg \varphi \Rightarrow \neg \neg \neg \varphi \supset(\psi \supset \neg \varphi \wedge \psi)}{}(\supset, r) & \Rightarrow \neg \neg \neg \varphi \supset \neg \varphi \\
\hline \neg \neg \neg \varphi \supset(\psi \supset \neg \varphi \wedge \psi) &
\end{array} \text { (cut)}
\end{array}
$$

Note also that the cut rule can simulate modus ponens $(M P)$ :
Example 4. The rule modus ponens allows for given formulas $\varphi$ and $\varphi \supset \psi$ to obtain $\psi$ :

$$
\frac{\varphi \varphi \supset \psi}{\psi}
$$

To show that modus ponens can be simulated by the cut rule, we only need to derive $\Rightarrow \psi$ from $\Rightarrow \varphi$ and $\Rightarrow \varphi \supset \psi$ :

$$
\begin{array}{lll} 
& & \frac{\varphi \Rightarrow \varphi}{} \quad \psi \Rightarrow \psi \\
\Rightarrow \varphi \supset \psi & \Rightarrow \varphi & \varphi, \varphi \supset \psi \Rightarrow \psi \\
& & \varphi \supset \psi \Rightarrow \psi \\
& \Rightarrow \psi &
\end{array}
$$

Even though the cut rule is useful to shorten proofs, an important result is the possibility to actually remove (or eliminate) all instances of the cut rule from derivations. For more details on cut elimination in sequent calculi see Section 2.2 .

Finally, we also need the notion of equivalent rules in a sequent calculus (we present it for $L J$, but it is straightforwardly generalized to other calculi):

Definition 11. Two rules $r$ and $r^{\prime}$ are equivalent (in $L J$ ) if the derivability relations $\vdash_{L J+r}$ and $\vdash_{L J+r^{\prime}}$ coincide, i.e., when the conclusion of $r$ is derivable from its premises in $L J+r^{\prime}$ (and the conclusion of $r^{\prime}$ is derivable from its premises in $L J+r$ ). The definition naturally extends to sets of rules.

## Hypersequents and Hypersequent Calculus

Introduced by Avron in [9] (and, independently, by Pottinger in [153]), the hypersequent calculus is a simple and natural generalization of the sequent calculus. The hypersequent calculus does not operate on sequents but on hypersequents, which are finite multisets of sequents:

Definition 12. A hypersequent is a finite multiset $\Gamma_{1} \Rightarrow \Delta_{1}|\cdots| \Gamma_{n} \Rightarrow \Delta_{n}$ where each $\Gamma_{i} \Rightarrow \Delta_{i}, i=1, \ldots, n$ is a sequent, called a component of the hypersequent. A hypersequent is single-conclusion if all of its components are single-conclusion and it is multiple-conclusion otherwise.

The new structural connective "|" that is used to separate the sequents is usually interpreted as disjuction at the meta-level.

Definition 13. In intuitionistic logic Int, a hypersequent

$$
G=\Gamma_{1} \Rightarrow \Delta_{1}|\cdots| \Gamma_{n} \Rightarrow \Delta_{n}
$$

is interpreted as:

$$
\mathcal{I}(G)=\left(\bigwedge \Gamma_{1} \supset \bigvee \Delta_{1}\right) \vee \cdots \vee\left(\bigwedge \Gamma_{n} \supset \bigvee \Delta_{n}\right)
$$

$$
\begin{array}{ccc}
\varphi \Rightarrow \varphi & \frac{G \mid \Gamma \Rightarrow \varphi_{i}}{G \mid \Gamma \Rightarrow \varphi_{1} \vee \varphi_{2}}\left(\vee_{i}, r\right) & \frac{G|\Gamma, \varphi \Rightarrow \Pi \quad G| \Gamma, \psi \Rightarrow \Pi}{G \mid \Gamma, \varphi \vee \psi \Rightarrow \Pi}(\vee, l) \\
\perp \Rightarrow \varphi & \frac{G \mid \Gamma, \varphi \Rightarrow \psi}{G \mid \Gamma \Rightarrow \varphi \supset \psi}(\supset, r) & \frac{G|\Gamma \Rightarrow \varphi \quad G| \Gamma, \psi \Rightarrow \Pi}{G \mid \Gamma, \varphi \supset \psi \Rightarrow \Pi}(\supset, l) \\
\frac{G \mid \Gamma \Rightarrow}{G \mid \Gamma \Rightarrow \varphi}(w, r) & \frac{G \mid \Gamma, \varphi, \psi \Rightarrow \Pi}{G \mid \Gamma, \varphi \wedge \psi \Rightarrow \Pi}(\wedge, l) & \frac{G|\Gamma \Rightarrow \varphi \quad G| \Gamma \Rightarrow \psi}{G \mid \Gamma \Rightarrow \varphi \wedge \psi}(\wedge, r) \\
\frac{G \mid \Gamma \Rightarrow \Pi}{G \mid \Gamma, \varphi \Rightarrow \Pi}(w, l) & \frac{G \mid \Gamma, \varphi, \varphi \Rightarrow \Pi}{G \mid \Gamma, \varphi \Rightarrow \Pi}(c, l) & \frac{G|\Gamma \Rightarrow \varphi \quad H| \varphi, \Delta \Rightarrow \Pi}{G|H| \Gamma, \Delta \Rightarrow \Pi}(c u t) \\
\frac{G}{G \mid \Gamma \Rightarrow \Pi}(e w) & \frac{G|\Gamma \Rightarrow \Pi| \Gamma \Rightarrow \Pi}{G \mid \Gamma \Rightarrow \Pi}(e c) \\
i \in\{1,2\} ; \text { note that } \Gamma, \Delta \text { are metavariables for multisets of formulas and } \quad \\
\text { metavariables for a multiset containing at most one formula. }
\end{array}
$$

Table 2.2: Hypersequent calculus $H L J$ for intuitionistic logic Int
where $\bigwedge \Gamma_{i}$ is the conjunction $\wedge$ of the formulas in $\Gamma_{i}$ ( $T$ when $\Gamma_{i}$ is empty), and $\bigvee \Delta_{i}$ is the disjunction of the formulas in $\Delta_{i}\left(\perp\right.$ when $\Delta_{i}$ is empty).

As in the case of sequent calculus, the rules of a hypersequent calculus consist of axioms, logical rules, structural rules and the cut rule. Axioms and the cut rule are essentially the same as in the sequent calculus. The only difference is that in the cut rule (possibly empty) side hypersequents $G, H$ may occur. Structural and logical rules are divided into internal and external rules. Internal rules deal with formulas within one component of a hypersequent. Examples for internal structural rules are the structural rules for weakening and contraction of $L J$ (augmented with the side hypersequent $G$ ). External rules manipulate the components of a hypersequent, see for example the rules for external weakening (ew) and external contraction (ec) in Table 2.2 .
$H L J$ is a single-conclusion hypersequent calculus for Int. Its axioms and rules are depicted in Table 2.2 .

The definitions of derivation, soundness and completeness are naturally extended to hypersequent calculi. We can also establish equivalence between hypersequent rules (in $H L J)$ :

Definition 14. Let $\mathcal{S}$ be a set of sequents and $S_{0}$ be a sequent. Two hypersequent rules $r$ and $r^{\prime}$ are equivalent in $H L J$ if the derivability relations $\vdash_{H L J+r}$ and $\vdash_{H L J+r^{\prime}}$ coincide when restricted to sequents ${ }^{2}$, $\mathcal{S} \vdash_{H L J+r} S_{0}$ iff $\mathcal{S} \vdash_{H L J+r^{\prime}} S_{0}$ for any set $\mathcal{S} \cup\left\{S_{0}\right\}$ of sequents.

[^1]In hypersequent calculi, we can define rules acting on several components of one or more hypersequents in parallel. This type of rules increases the expressive power of hypersequent calculi compared to ordinary sequent calculi. An example for such a rule is the communication rule (com) introduced by Avron in [10]:

$$
\frac{G|\Gamma, \Delta \Rightarrow \Pi \quad G| \Gamma^{\prime}, \Delta^{\prime} \Rightarrow \Pi^{\prime}}{G\left|\Gamma, \Gamma^{\prime} \Rightarrow \Pi\right| \Delta, \Delta^{\prime} \Rightarrow \Pi^{\prime}}(\mathrm{com})
$$

Indeed, by adding (com) to the calculus $H L J$ (see Table 2.2, we can prove the prelinearity axiom $(\varphi \supset \psi) \vee(\psi \supset \varphi)$ in this calculus by an application of this rule ${ }^{3}$;

Example 5. We show $\vdash_{H L J+(\operatorname{com})}(\varphi \supset \psi) \vee(\psi \supset \varphi)$ (we indicate several applications of a rule by a double line):

$$
\begin{aligned}
& \frac{\varphi \Rightarrow \varphi}{\varphi \Rightarrow \psi \mid \psi \Rightarrow \varphi}(\mathrm{com}) \\
& \begin{array}{c}
\Rightarrow \varphi \supset \psi \mid \Rightarrow \psi \supset \varphi
\end{array}(\supset, r) \\
& \Rightarrow(\varphi \supset \psi) \vee(\psi \supset \varphi) \mid \Rightarrow(\varphi \supset \psi) \vee(\psi \supset \varphi) \\
& \Rightarrow(\varphi \supset \psi) \vee(\psi \supset \varphi)
\end{aligned}\left(\vee_{i}, r\right)
$$

## Other Formalisms

We briefly mention some other generalizations of Gentzen's sequent calculus, which can be divided into syntactic and semantic formalisms. In the syntactic formalisms, sequents are generalized by allowing extra structural connectives in addition to sequents' comma; in the semantic formalisms, the semantic language is explicit part of the syntax in sequents and rules. Nested sequent calculi and display calculi belong to the former class, while labelled sequent calculi belong to the latter class of proof-theoretic frameworks.

Labelled Sequent Calculus. Labelled sequents generalize ordinary sequents by prefixing the formulas in a sequent with indices or labels. The design of labelled sequent calculi [84, 170] allows us to incorporate the relational semantics of the logic in the syntax. This is achieved by (a) adding a label to each formula, where each label represents a possible world, and (b) using relational formulas that define the underlying relational semantics of the logic. For more detail on labelled sequent calculi see Section 5.1 .

Nested Sequent Calculus. Nested sequents allow sequents to appear nested within other sequents. Rules of the nested sequent calculus can then be applied at any depth. Nested sequent calculi were first introduced by Kashima in [110]. Variations of these calculi became popular quite recently [41, 42, 95, 2, 82, 162 .

Tree hypersequents were introduced by Poggiolesi in [151]. They are defined by extending the syntax of hypersequents with two new symbols and by assigning importance

[^2]to the order of the sequents. Tree hypersequents internalize the structure of tree-frames of Kripke semantics. Labelled tree sequents are an instance of labelled sequents. Their underlying graph structure is restricted to a tree. Nested sequents, tree hypersequents and labelled tree sequents turned out to be notational variants of each other, as shown in 96 .

Display Calculus. Introduced by Belnap in [34], the display calculus is a powerful generalization of the sequent calculus which has been used to capture a large variety of different logics [111, 172, 94, 173, 40.

In a display calculus, we use many new structural connectives in addition to the structural connective ',' (comma) of sequent calculus. Display calculus rules rules do not operate only on formulas, but also on structures, which are built from formulas and structure constants by using these new structural connectives. A distinctive feature of display calculus is that we can display any given formula (structure, resp.) contained in a sequent by transforming the sequent into an equivalent one that has the given formula (structure, resp.) as the whole antecedent or succedent. The main advantage of display calculi lies to a large extent in a general cut elimination theorem that can be verified by checking whether the calculus obeys eight syntactic conditions.

### 2.2 Analytic Calculi and Cut Elimination

As already mentioned before, the use of cuts corresponds to the introduction of lemmas in a proof. But in a cut-free derivation (i.e. a derivation not containing applications of the cut rule), all formulas occurring in this derivation are subformulas of the end sequent. This property, known as subformula property, is key for the development of automated reasoning methods and proof-theoretic applications. Calculi with the subformula property are often referred to as analytic, see e.g. [146, 152, 43, 134].

How can we prove that a calculus is analytic?
One way is to show the completeness of the calculus without the cut rule, i.e., that the cut rule (in a system without cut) is admissible. This means that the presence of the cut rule in the calculus does not add any new derivable sequents and the system is hence closed under cut.

Another - constructive - method is to prove the cut elimination theorem by showing how to transform proofs containing applications of the cut rule into proofs without such applications. Gentzen's original proof of cut elimination (the Hauptsatz) for LJ 89] proceeds by a double induction on the complexity of the cut formula and the sum of its left and right ranks, starting from an uppermost cut. The left and right rank of a cut is defined as follows:

Definition 15. The left and right rank of a cut is the number of consecutive sequents that contain the cut formula, counting upward from the left and right premise of the cut, respectively.

Gentzen's strategy for cut elimination was (1) to permute the cut upwards to reduce the rank, or (2) to replace the cut formula with another formula that has lower complexity.
(1) Permute the cut upwards.

Consider for example the following application of a cut:

$$
\frac{\Gamma \Rightarrow \chi \quad \frac{\Delta, \chi \Rightarrow \varphi}{\Delta, \chi \Rightarrow \varphi \vee \psi}\left(\vee_{1}, r\right)}{\Gamma, \Delta \Rightarrow \varphi \vee \psi}(c u t)
$$

The cut can then be permuted upwards as follows:

$$
\frac{\Gamma \Rightarrow \chi \quad \Delta, \chi \Rightarrow \varphi}{\frac{\Gamma, \Delta \Rightarrow \varphi}{\Gamma, \Delta \Rightarrow \varphi \vee \psi}\left(\vee_{1}, r\right)}
$$

(2) Replace the cut formula with a cut formula of lower complexity.

Consider the following application of a cut:

$$
\frac{\frac{\Gamma \Rightarrow \varphi}{\Gamma \Rightarrow \varphi \vee \psi}\left(\vee_{1}, r\right) \quad \frac{\varphi, \Delta \Rightarrow \Pi \quad \psi, \Delta \Rightarrow \Pi}{\varphi \vee \psi, \Delta \Rightarrow \Pi}(c u t)}{\Gamma, \Delta \Rightarrow \Pi}(\vee)
$$

It can be replaced by the following cut:

$$
\frac{\Gamma \Rightarrow \varphi \quad \varphi, \Delta \Rightarrow \Pi}{\Gamma, \Delta \Rightarrow \Pi}(c u t)
$$

By repeating these types of replacements, one of the two parameters of the double induction will decrease: either the rank becomes smaller while the complexity remains the same (1) or the complexity of the cut formula decreases (2). Eventually, the derivation will end in an application of the cut rule where the cut formula is introduced by an axiom or an application of $(w, r)$ or $(w, l)$. Either way, the sequent in the conclusion of the cut can be proved without using the cut rule.

A problem occurs, however, when the cut formula is contracted by an application of the rule $(c, l)$. This can be seen in the following case:

$$
\frac{\Gamma \Rightarrow \varphi}{\Gamma, \Delta \Rightarrow \Pi} \frac{\varphi, \varphi, \Delta \Rightarrow \Pi}{\varphi, \Delta \Rightarrow \Pi}(c, l)
$$

Here, the cut is not necessarily permuted upwards:

$$
\frac{\Gamma \Rightarrow \varphi}{} \frac{\Gamma \Rightarrow \varphi \quad \varphi, \varphi, \Delta \Rightarrow \Pi}{\varphi, \Gamma, \Delta \Rightarrow \Pi}(c u t)
$$

It can be seen that the right rank of the second cut is at least that of the original cut. To overcome this problem, Gentzen introduced the multicut rule, which is a derivable generalization of the cut rule, and allows to cut several occurrences of the cut formula:

$$
\frac{\Gamma \Rightarrow \varphi \quad \varphi^{n}, \Delta \Rightarrow \Pi}{\Gamma, \Delta \Rightarrow \Pi}(\text { mcut })
$$

By using the multicut rule instead of the cut rule, the following theorem can be proven:

Theorem 1 ([89]). Cut elimination holds for $L J$.

## Cut Elimination in Hypersequent Calculi

In hypersequent calculi, cut elimination proofs proceed essentially as in the sequent calculus case. In addition to the problematic case regarding the internal contraction rules, a similar problem arises when permuting the cut upwards over the external contraction rule (ec). Avron solved this problem in [9] for the hypersequent calculus $G R M$ of the logic $\mathbf{R M}^{4}$ by keeping track of the "history of a derivation". Another way to overcome this obstacle is to introduce a multicut hypersequent rule, which allows - similarly to Gentzen's solution for sequents - to cut between one and several components in parallel:

$$
\frac{G|\Gamma \Rightarrow \varphi \quad H| \Delta_{1}, \varphi^{m_{1}} \Rightarrow \Pi_{1}|\cdots| \Delta_{n}, \varphi^{m_{n}} \Rightarrow \Pi_{n}}{G|H| \Delta_{1}, \Gamma^{m_{1}} \Rightarrow \Pi_{1}|\cdots| \Delta_{n}, \Gamma^{m_{n}} \Rightarrow \Pi_{n}} \text { (mcut) }
$$

We will briefly sketch a general method of proving cut elimination [128, 59, 61] that works for many single-conclusion hypersequent calculi. The idea of this approach is to prove cut elimination for all hypersequent calculi whose rules satisfy some simple syntactic properties: they are "substitutive" and "reductive". Intuitively, substitutivity of a rule ensures that cuts over non-principal formulas can be permuted upwards in the derivation. When the cut formula is principal in both premises, reductivity of the rules allows to replace the cut with a smaller cut on subformulas of the cut formula.

Let $G$ and $H$ be single-conclusion hypersequents. The set $\operatorname{CUT}(G, H)$ consists of hypersequents that are obtained by a cut between one component in $H$ and one or more components in $G$ :

Definition $16([128,61) \cdot \operatorname{CUT}(G, H)$ is the set of hypersequents obtained by saturating $\{G, H\}$ under the following two operations:

1. if $G=\left(G^{\prime}\left|\Delta_{1}, \varphi^{m_{1}} \Rightarrow \Pi_{1}\right| \cdots \mid \Delta_{n}, \varphi^{m_{n}} \Rightarrow \Pi_{n}\right)$ and $H=\left(H^{\prime} \mid \Gamma \Rightarrow \varphi\right)$, then, for all $0 \leq l_{i} \leq m_{i}$ and $i=1, \ldots, n$ it is the case that $\operatorname{CUT}(G, H) \ni$

$$
G^{\prime}\left|H^{\prime}\right| \Delta_{1}, \Gamma^{l_{1}}, \varphi^{m_{1}-l_{1}} \Rightarrow \Pi_{1}|\cdots| \Delta_{n}, \Gamma^{l_{n}}, \varphi^{m_{n}-l_{n}} \Rightarrow \Pi_{n}
$$

[^3]2. if $G=\left(G^{\prime}\left|\Gamma_{1} \Rightarrow \varphi\right| \cdots \mid \Gamma_{n} \Rightarrow \varphi\right)$ and $H=\left(H^{\prime} \mid \Delta, \varphi \Rightarrow \Pi\right)$ then it is the case that $\operatorname{CUT}(G, H) \ni$
$$
G^{\prime}\left|H^{\prime}\right| \Gamma_{1}, \Delta \Rightarrow \Pi|\cdots| \Gamma_{n}, \Delta \Rightarrow \Pi
$$

Definition 17 ([128, 61]). A hypersequent rule $r$ is substitutive if for any

- instance $\frac{G_{1} \cdots G_{n}}{G}$ of $r$,
- single-conclusioned hypersequent $H$,
- $G^{\prime} \in \operatorname{CUT}(G, H)$ (with the condition that if $r$ is a logical rule, then $G^{\prime}$ contains its principal formula), there exist $G_{i}^{\prime} \in \operatorname{CUT}\left(G_{i}, H\right)$ for $i=1, \ldots, n$ such that $\frac{G_{1}^{\prime} \cdots G_{n}^{\prime}}{G^{\prime}}$ is an instance of $r$.

Definition 18 ([128, 61]). The logical rules for any n-ary connective $\bigcirc$ are reductive if for all instances of left and right rules of $\odot$ :
with $S_{i}, S_{j}^{\prime}$ sequents for $i=1, \ldots, l ; j=1, \ldots, k$, the hypersequent $G^{\prime}|G| \Gamma, \Delta \Rightarrow \Pi$ is derivable from $\left(G \mid S_{1}\right), \ldots,\left(G \mid S_{l}\right),\left(G^{\prime} \mid S_{1}^{\prime}\right), \ldots,\left(G^{\prime} \mid S_{k}^{\prime}\right)$ using only (cut) with cut formulas from $\varphi_{1}, \ldots, \varphi_{n}$.

The proof of cut elimination is then similar to Gentzen's cut elimination proof: it takes an uppermost cut and shifts it upwards in a specific order. First, the cut is moved upwards in the derivation that has the cut formula on the right side of the sequent (and then it is moved upwards in the derivation that has the cut formula on the left side). This shift is ensured by substitutivity of the rules of the calculus. If the cut formula is principal in both premises, by reductivity the cuts can be replaced by cuts on its subformulas.

Using this procedure, the following can be proved:
Theorem 2 (128). Cut elimination holds for any single-conclusion hypersequent calculus that consists of:
(1) the initial axioms for identity $\varphi \Rightarrow \varphi$ (and possibly for the logical constants),
(2) the rules (cut), (ew), and (ec)
(3) a set of substitutive and reductive logical rules, and
(4) a set of substitutive structural rules.

Since the rules of $H L J$ are reductive and substitutive, we have the following:
Corollary 1. Cut elimination holds for HLJ.

## TINC: Tools for the Investigation of Non-classical Logics

The idea to use computer support for the creation and investigation of logics has already been around for more than two decades, see e.g. [141, 142]. Following this spirit of "logic engineering", several tools have been introduced that aim at making theoretical results in logic more accessible to researchers and practitioners who might not have deep knowledge about the underlying logical theory, e.g. [22, 166, 167, 138]. A particular example of a "logic engineering" tool addressing the issue of finding analytic calculi in an automated way is the system MUltlog [22] which introduces such calculi for the rather restricted class of finite-valued logics.

In this chapter, we describe the system TINC, which stands for Tools for the Investigation of Non-Classical logics. It is created along the line of MUltlog to automatically generate analytic calculi for a wider range of non-classical logics. TINC takes the specification of a logic as input, returns an analytic calculus for the logic and states certain properties of the calculus. Since there is not yet a method to create analytic calculi for all non-classical logics uniformly, the task is being done incrementally by covering more and more families of logics - leading to several tools included in TINC. TINC currently contains three tools that can handle large classes of substructural, intermediate and paraconsistent logics. The tools (and their source code) are available at:
http://www.logic.at/tinc

In the following sections, we start by giving an overview of the general structure and idea of the TINC-system. We continue by presenting an overview of the implementation of the TINC-tools. The last section contains selected related work in the area.

This chapter is based on the publication 62].


Figure 3.1: Definition of analytic calculi

### 3.1 TINC in a Nutshell

The theoretical basis of TINC is a procedure that has first been introduced in [53] for substructural logics. This procedure transforms Hilbert axioms of a specific shape into analytic sequent and hypersequent calculi in a uniform and systematic way (see Chapter 4 for a description of the method). The method has been further extended and modified to cover other logics, see e.g. [63, 28, 58, 56, 60, 57]. The original transformation procedure from [53] and some of these extended and modified procedures have been implemented in three tools, which are available via TINC, and are described in the Sections 4.3.1, 5.4 .1 and 6.6.1

The general idea of the procedure is depicted in Figure 3.1. We start from some base logic, e.g. intuitionistic logic Int. The logics that we can deal with are then defined by adding suitable formulas, in the form of Hilbert axioms or semantic specifications (frame conditions), to this base logic, see Example 6. These formulas are transformed into equivalent rules in the framework of the calculus for the base logic, e.g. HLJ. Adding these rules to the calculus for the base logic gives analytic calculi for our logics.

Example 6. Gödel-Dummet logic GD is obtained from intuitionistic logic by

1. adding the Hilbert axiom $(\varphi \supset \psi) \vee(\psi \supset \varphi)$ to the calculus Int $_{H}$, or
2. imposing on intuitionistic frames the condition of strong connectedness of the accessibility relation $\leqslant$ (see Section 5.1 for the definitions): $\forall x \forall y \forall z((x \leqslant y \wedge x \leqslant$ $z) \rightarrow(y \leqslant z \vee z \leqslant y))$

Figure 3.2 shows how to define an analytic calculus for GD starting with the syntactic definition 1., see above.

The crucial part in this procedure is the transformation of formulas into suitable structural or logical rules to be added to the base calculus. Its key ingredients are:


Figure 3.2: Example: definition of an analytic calculus for Gödel-Dummet logic GD
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Figure 3.3: Main page of TINC
(1) the use of the invertible rules of the base calculus, and
(2) the Ackermann lemma, which allows formulas to change the side of the sequent by moving them from the rule conclusion to the rule premise. See the table below for the chapters containing various versions of the Ackermann Lemma for specific logics and calculi:

| Base logic | Base calculus | Chapter |  |
| :---: | :---: | :---: | :---: |
| FLew | Sequent calculus | Chapter |  |
| FLew | Hypersequent calculus | Chapter |  |
| Int | Lemma |  |  |
| Int | Hypersequent calculus | Chapter |  |
| Int | Lemma | Lem |  |
| Int | Labelled calculus | Chapter |  |
| $\mathbf{C l}^{+}$ | Label-based sequent calculus | Chapter |  |
| 6 | Lemma | Lemm 14 |  |

TINC (see its main page in Figure 3.3) currently contains three tools that implement this transformation procedure:

| Tool | Overview | Chapter |
| :---: | :---: | :---: |
| AxiomCalc | - AxiomCalc takes as input Hilbert axioms defining a substructural logic. <br> - The tool transforms these axioms into structural sequent or hypersequent rules, hence providing an analytic sequent or hypersequent calculus for the logic. <br> - Moreover, it exploits the generated calculus by checking a sufficient condition for standard completeness of the input logic. | Chapter 4. <br> Section 4.3.1 |
| Framinator | - Framinator takes as input semantic specifications (frame conditions) that define intermediate logics. <br> - The tool transforms these formulas into labelled rules, hence providing a cut-free labelled sequent calculus for the logic. | Chapter 5, Section 5.4.1 |
| Paralyzer | - Paralyzer takes as input large classes of Hilbert axioms defining paraconsistent (and related) logics. <br> - The tool transforms these axioms into sequent calculus rules. <br> - Moreover, it extracts non-deterministic, finite-valued semantics from the obtained calculi. This new semantics is also used to show the decidability of the logics and reveal whether the calculi are analytic. <br> - Paralyzer also provides an encoding of the introduced calculi for the proof-assistant Isabelle [140, 174] that can be used for semi-automated proof search within the considered logics. | Chapter 6, <br> Section 6.6.1 |

All tools generate papers written in $\mathrm{EA}_{\mathrm{E}} \mathrm{X}$ that contain the resulting calculi, some basic explanations about them and their applications.

### 3.2 Implementation Details

All three tools are implemented in the declarative programming language Prolog (in particular, we used swi-prolog by Jan Wielemaker ${ }^{1}$ ). For the notions in this section (and also for more detailed information), we refer to the Prolog standard references [161, 69].

[^4]
## A (Very) Short Introduction to Prolog

The basic data structure in Prolog is a term, which is is an atom, a number, a variable or a compound term:

- An atom starts with a lowercase latter or is enclosed in single quotes, like a, test, or 'Something'.
- A number is an integer or a float.
- A variable can stand for an arbitrary term and starts with an uppercase letter or an underscore \_. Examples are A, \_test or Something.
- A compound term consists of an atom called "functor" and a number of one or more arguments which are again terms, such as, for instance, birthday $(5,1,1989)$ or married('Patrizia', 'Ingmar'). Lists and strings are specific types of compound terms. The former is an ordered collection of terms enclosed in square brackets [ ]. Its elements are separated by commas, e.g. [ultimate,frisbee,fun]. The latter is a sequence of characters within double quotes, e.g. "Hello, World!".

Atoms and numbers are also called atomic terms, whereas atoms and compound terms are referred to as predicates.

A logic program consists of a finite set of clauses, which are rules or facts. A rule is a statement of the form
head :- body.
with the intuitive meaning "head is true if body is true". The head consists of one predicate, which can take any number of terms as arguments, and the body consists of (possibly) several predicates. The predicates are also referred to as goals. Several goals can be separated by a comma (,), which stands for the conjunction of the goals, or a semicolon (;), which stands for the disjunction of the goals. A rule with an empty body, i.e. a body not containing any goals, is a fact.

A query is a statement of the form
?- query.
It consists of one or more goals, also separated by commas or semicolons. Given a query, Prolog will try to satisfy these goals based on the information that is given in the program. If it succeeds, the query is a logical consequence of the program. Note however that Prolog works according to the closed world assumption: only known statements are true; statements that are not known are false.

In the following example, we show a small Prolog program to make these notions clearer.

Example 7. The predicate child_of takes two arguments: the first is the child and the second is the parent. We start our program by providing some facts using this predicate:

```
child_of(moses,marlene).
child_of(moses,nues).
child_of(dominik,patrizia).
child_of(dominik,ingmar).
child_of(lara,patrizia).
```

We can now pose the following query:
?- child_of(moses,nues).

Prolog will answer yes since we have this fact in our program. For the following query, Prolog will return false because of the closed world assumption:

```
?- child_of(ingmar,emma).
```

We will now extend our Prolog program by defining the notion of a sibling:

```
sibling(X,Z) :- child_of(X,Y), child_of(Z,Y), X \= Z.
```

With this rule, we say that siblings must share at least one parent (child_of ( $\mathrm{X}, \mathrm{Y}$ ) and child_of $(\mathrm{Z}, \mathrm{Y})$ ) and that someone can not be a sibling to himself ( $\mathrm{X} \backslash=\mathrm{Z}$ ). We can now ask whether dominik has a sibling according to our program by using a variable:

```
?- sibling(dominik,Y).
```

Prolog tries to instantiate a value to this variable according to the knowledge provided by the program. Indeed we will get the following answer:

## Y = lara.

We can then also pose the following queries and will get the respective answers (note that in the first case the predicates are concatenated by, while in the second case, we use ;):
?- sibling(moses, X), sibling(lara, Y ).
false.
?- sibling(moses, X); sibling(lara,Y).
Y = dominik .


Figure 3.4: Representation of the hypersequent $\alpha_{1}, \ldots, \alpha_{n} \Rightarrow \beta \mid \varphi_{1}, \ldots, \varphi_{m} \Rightarrow \psi$ as a list

## Data structure

The data structure we will use for the representation of (hyper)sequents and rules are lists. For instance, a single-conclusion sequent of the form $\varphi_{1}, \ldots, \varphi_{n} \Rightarrow \psi\left(\right.$ or $\left.\varphi_{1}, \ldots, \varphi_{n} \Rightarrow\right)$ is simply represented as a list of two elements where the first element (that is representing the antecedent of the sequent) is another list:

$$
\left[\begin{array}{llll}
{[ } & , & - & -, \\
- & , . .
\end{array}\right], \quad \text { ] }
$$

A hypersequent is then considered a list of such lists. A single-conclusion hypersequent of the form $\alpha_{1}, \ldots, \alpha_{n} \Rightarrow \beta \mid \varphi_{1}, \ldots, \varphi_{m} \Rightarrow \psi$ is then represented as follows (see also Figure 3.4

```
[[[alpha_1, ..., alpha_n], beta], [[phi_1, ..., phi_m], psi]]
```

Note however that in the formulation of hypersequent rules, the side hypersequent $G$ is omitted in the list representation.

Example 8. The list representation of the sequent $\varphi_{1}, \varphi_{2}, \varphi_{3} \Rightarrow \psi$ is as follows (we use a for $\varphi_{1}$, b for $\varphi_{2}, \mathrm{c}$ for $\varphi_{3}$ and $\mathbf{z}$ for $\psi$ ):

$$
[[\mathrm{a}, \mathrm{~b}, \mathrm{c}], \mathrm{z}]
$$

The list representation of the hypersequent $G\left|\varphi_{1}, \varphi_{2} \Rightarrow\right| \psi_{1} \Rightarrow \psi_{2}$ is as follows (we use a for $\varphi_{1}, \mathrm{~b}$ for $\varphi_{2}, \mathrm{c}$ for $\psi_{1}$ and d for $\psi_{2}$ ):

$$
[[[\mathrm{a}, \mathrm{~b}],, \cdot],[[\mathrm{c}], \mathrm{d}]]
$$

Rules are then represented as a list with two elements, where the first element is a list containing the premises and the second element is a list containing the conclusion.

Example 9. Consider the following sequent rule application of $(\vee, l)$ :

$$
\frac{\alpha, \varphi_{1} \Rightarrow \beta \quad \alpha, \varphi_{2} \Rightarrow \beta}{\alpha, \varphi_{1} \vee \varphi_{2} \Rightarrow \beta}
$$



Figure 3.5: General structure of TINC

Its representation as a list is as follows (we use a for $\alpha$, b for $\beta$, c 1 for $\varphi_{1}$ and c2 for $\varphi_{2}$ ):

$$
[[[[a, c 1], b],[[a, c 2], b]],[[a, c 1 \text { v c2], b]] }
$$

Recall the application of the hypersequent rule (com) as used in Example 5:

$$
\frac{\varphi \Rightarrow \varphi \quad \psi \Rightarrow \psi}{\varphi \Rightarrow \psi \mid \psi \Rightarrow \varphi}
$$

We can represent it in our list notation in the following way (we use a for $\varphi$ and b for $\psi$ ):

```
[ [ [[[a],a]], [[[b],b]] ], [[[a],b], [[b],a]] ]
```

Analogously, multiple-conclusion sequents will be represented as lists of two elements with the second element being a list as well.

## Design of TINC

The implementation of all TINC-tools follows the structure depicted in Figure 3.5. Here we only give an outline of the general design of TINC - we will explain the specific instantiations for the implementation of each tool in the respective tool-section.

We provide two interfaces for TINC: the standard command-line interface for users who want to run the tools on their own computer and a web interface. The user provides the input formula for the tools via the respective interface. The input formula is a formula of a specific form depending on the class of logics the tool can handle. It is given as parameter to the first component, CHECKInPut, which checks whether the input is correct according to the syntactic requirements of the input formula.

The second component, COMPUTERULES, is the core component of the whole tool. It contains the implementation of the algorithm to transform the input formula into an equivalent set of rules (recall the transformation step in Figure 3.1).

The third component, EXPLOIT, is optional. When present in the tool, it implements methods that utilize the computed calculus to establish properties of the formalized logic.

The fourth and last component, PRINTOUTPUT, contains everything that is related to presenting the results to the user: it prints the results of the transformation procedure
and the investigation either on the command-line or on the web interface. Moreover, it also produces a paper written in $\mathrm{LAT}_{\mathrm{E}} \mathrm{X}$, which contains the obtained calculus and the results of the EXPLOIT-component.

## Input and CHECKINPUT

The input formula is provided by the user following a tool-specific syntax. The component CHECKINPUT then contains methods to:
(i) check if the input is indeed a formula, and
(ii) check whether the input formula satisfies certain criteria to be transformed by our algorithm.

In step (i), we perform a basic syntax check to see if the input indeed has the shape of a formula of the defined language. To implement this, we use a definite clause grammar (DCG) to (a) check whether the input can be parsed as a formula, and (b) rewrite the input formulas to $\mathrm{IAT}_{\mathrm{E}} \mathrm{X}$-code, which will be used for the output later. An example of a DCG can be seen in Code Example 1 in Section 4.3 .1 on page 52 .

If the input formula does not pass the syntactic checks (i) or (ii), an error message is printed on the screen.

## COMPUTERULES and EXPLOIT

The component COMPUTERULES contains the implementation of the algorithm to transform the input formula into an equivalent rule. For more information on the implementation of the transformation procedure, see Code Example 4 in Section 5.4.1 on page 95 and Code Example 5 in Section 6.6.1 on page 139 .

The optional component EXPLOIT (recall Figure 3.5) is currently only implemented for the tools AxiomCalc and Paralyzer. We will give more details on its implementation in the respective tool section of Chapters 4 and 6 .

## Output and PRINTOUTPUT

The component PRINTOUTPUT contains the implementation of the presentation of the results. The results (the obtained calculus and - if applicable - the results of the EXPLOIT component) are (1) printed on the command-line or on the web interface, and (2) summarized in a $\mathrm{LAT}_{\mathrm{E}}$-paper, which can be downloaded from the web when generated by the web interface. See Code Example 3 in Section 4.3 .1 on page 55 for the implementation of the $\mathrm{LAT}_{\mathrm{E}}$-paper generation.

### 3.2.1 Overview Code Examples

The following table gives an overview of the various code examples and their location in this thesis. Note that we only present code snippets to give an intuition of the implementation - for greater detail see the source code, which is freely available at

| Component | Method | Tool | Chapter |  |
| :---: | :---: | :---: | :---: | :---: |
| CHECKInput | axiom2tex | AxiomCalc | Chapter 4 | Code Example 1 |
| COMPUTERULES | isClass | Framinator | Chapter 5 | . Code Example 4 |
| COMPUTERULES | axioms2rules | Paralyzer | Chapter 6 | Code Example 5 |
| EXPLOIT | isConvergent | AxiomCalc | Chapter ${ }^{4}$ | Code Example 2 |
| EXPLOIT | isAnalytic | Paralyzer | Chapter 6 | Code Example 6 |
| PRINTOUTPUT | texOut | AxiomCalc | Chapter 4 | Code Example $\sqrt{3}$ |

### 3.3 Related Work

One of the first milestones to advance the development of tools for the design of applicationoriented logics are the papers [141, 142, which focus on computer support for the generation and investigation of logics. These papers describe several approaches for automated methods in various fields of logic, including reasoning in Hilbert systems or the translation of Hilbert axioms into frame properties and vice versa. The methods are further assisted by the usage of tools like the automated theorem prover Otter [104] (the predecessor of Prover9 [126]) and the implementation of the SCAN-algorithm ${ }^{2}$ [85] for quantifier-elimination in second-order logic. Since then, several new or extended approaches and implementations to provide automated support for the development and investigation of non-classical logics have been provided. A website containing a (non-exhaustive) list of computational tools for (mainly) modal logics is, for example, http://www.cs.man.ac.uk/~~schmidt/tools/.

We give an overview of selected tools that implement theoretical results in proof theory and can be considered "logic engineering tools" in the spirit of [141]. The common aim that these tools share with TINC is that they can be used for finding and/or investigating non-classical logics in an automated way. Note also that our listing is by no means complete: we only present tools that could possibly be used together with TINC (i.e., with AxiomCalc, Framinator or Paralyzer).

MUltlog and MUltseq. The predecessor of TINC is the Prolog program MUlt$l o)^{3}$ [22], which introduces analytic calculi automatically for the class of finitely-valued logics. MUltlog takes as input the specification of a finitely-valued first-order logic and produces as output a paper written in $\mathrm{IATEX}_{\mathrm{E}} \mathrm{containing}$ a sequent calculus, a natural deduction system and clause formation rules for the specified logic.

The Prolog tool MUltseq ${ }^{4}$ [90 is a generic sequent prover for propositional manyvalued logics and was initially intended to accompany MUltlog. MUltseq takes as input

[^5](1) the rules of a many-valued sequent calculus (as e.g. produced by the system MUlt$l o g)$ and (2) sequents or formulas, and then decides the validity of the latter. Moreover, it is possible to decide the consequence relations associated with the logic and the sequent calculus given as input. Unfortunately, both tools (MUltlog and MUltseq) are not maintained any more.

MUltlog and the tools of TINC are rather unique since they start from the specification of a logic and create (and investigate) an analytic calculus based on this specification. Many of the other logic engineering tools that are currently available start already with the calculus for a logic and investigate it.

Investigative Tools: TATU and QUATI. The tool TATU [138], which is implemented in OCaml, is a logic engineering tool that allows to reason about sequent calculi of a specific form. It takes as input an encoding of a proof system in the framework of linear logic with subexponentials (SELLF) [137]. TATU then automatically checks whether the specified proof system admits cut elimination, i.e. whether the system is analytic, and whether it is complete using only atomic axioms. Encodings for sequent calculi of some logics have already been provided, e.g. a multiple-conclusion calculus for intuitionistic logic, or proof systems for modal logic $\mathbf{S} 4$ or intuitionistic Lax logic. However, the encodings have to be found manually and require some basic theoretical knowledge from the user.

Similar to TATU, the system $Q U A T I^{6}[139$ takes as input the encoding of a sequent calculus (of a specific form) in SELLF. QUATI then allows us to prove permutation lemmas for the encoded proof system, which is usually a tedious exercise. The tool computes this automatically and gives as output the permutation transformation in $\mathrm{IA} \mathrm{T}_{\mathrm{E}} \mathrm{X}$. QUATI is implemented in OCaml and makes use of the $D L V$ system ${ }^{7}$

Once we have obtained an analytic calculus for a logic, we naturally would like to use it to do automated proof search. For this, we can either use interactive theorem provers (see the last paragraph below), or simpler tools that are easier to handle, but might also be more restricted in their functionality. In recent years, several generic tableau provers have been introduced that fall into this latter category.

## Tableau Provers: Tableaux WorkBench, LoTREC and MetTeL.

The Tableaux WorkBench ${ }^{8}$ [1], which is implemented in OCaml, is a generic tableau prover allowing the user to specify his own rules and strategies to experiment with proof search. It can handle propositional modal-type logics, such as the modal logics $\mathbf{K}$ and S4, or computational tree logic CTL.

Similarly, the system LoTREC ${ }^{9}$ 88, implemented in Java, aims at providing tableau provers for logics with Kripke semantics - in particular modal and description logics.

[^6]It works analogous to the Tableaux WorkBench, as it allows the user to determine the tableau rules and the search strategy. The main difference between the two tools is their approach: while the Tableaux WorkBench is based on a purely syntactic tableau algorithm, LoTREC is semantic-based and tries to build (counter-)models for a proof.

Another tableau prover for various propositional modal-type logics is the Java-tool $\operatorname{MetTe} L^{10}$ 166. It also allows the user to specify his own rules of a tableau calculus and use $\operatorname{MetTe} L$ to generate a prover for it. Its successor $M e t T e L^{2}$ [167] generates tableau provers from the user specification of a tableau calculus for a logic. MetTe $L^{2}$ extends its predecessor not only by allowing a flexible specification language (that is, in contrast to $\operatorname{Met} T e L$, not restricted to a fixed set of logical operators), but also by adding several more features to optimize proof search.

Proof Assistants: Isabelle, COQ and TWELF. To complete the picture, we briefly mention another important category of software tools, namely proof assistants. Prominent examples are Isabell ${ }^{11}$ [174], COQ ${ }^{12}$ [37], or TWELF ${ }^{13}$ [149]. Proof assistants are more general (and, thus, more complex) than automated theorem provers. While the latter allow to do proof search within a specific logic automatically, the former require interaction with the user. Hence they are also called interactive theorem provers. Proof assistants usually utilize higher-order logics for the development of proofs of mathematical statements.

These powerful systems can also be used to perform interactive proof search within or to reason about a logic. This is achieved by first encoding the calculus of a logic in the (higher-order logic of the) proof assistant. Here we have to distinguish between a shallow and a deep embedding of the logic:

In a shallow embedding, the calculus is encoded by a more or less direct translation into the logic of the respective proof assistant. It is easier to achieve and allows to prove theorems within the logic. For example in [35], Gödel's argument for the existence of God has recently been formalized (amongst others) in Isabelle/HOL by using a shallow embedding of higher-order modal logic [87].

In a deep embedding, syntax and semantics of the logic are modelled separately in the meta-language of the proof assistant. Even though a deep embedding is more complicated to establish, it enables the user to reason about properties of the (calculus of the) logic and prove proof-theoretic results such as soundness, completeness, or cut elimination, e.g. see [67, 68, 165].

[^7]
## Substructural Logics

Substructural logics are logics lacking some (or all) of the structural rules when formalized as sequent systems. They encompass, among others, classical, intuitionistic, fuzzy, intermediate, linear or relevant logics. Substructural logics provide languages for modelling dynamic data structures or resources and are therefore of particular interest for various areas of computer science. Moreover, they are also widely studied in other fields, such as philosophy (in particular relevant logic) or linguistics (e.g., the Lambek calculus, which is used to represent linguistic expressions).

In this chapter, we present an application of the analytic calculi that are generated by the procedure in [53] for axiomatic extensions of the logic MTL [79]. We explain how to use the obtained calculi to investigate the corresponding logics, in particular, to check in an automated way whether they are standard complete, i.e., whether the logics are complete with respect to algebras based on truth values in $[0,1]$. We also show the implementation of this result in the TINC-tool AxiomCalc.

We start the chapter by recalling the basic logic we deal with: (propositional) substructural logic FLew (Section 4.1). In Section 4.2, we give an overview of related work in proof theory that focuses on the (automated) introduction of analytic calculi for substructural logics. In particular, we present the systematic procedure from 53], which forms the theoretical base for the other algorithms that are introduced in this thesis. In Section 4.3, we utilize the calculi generated by this procedure for axiomatic extensions of MTL and identify properties that ensure standard completeness of the corresponding logics. The check of these properties is completely automatized in our tool AxiomCalc, which we describe in Section 4.3.1.

The results of this chapter are contained in [28].

### 4.1 Preliminaries

We use the language $\mathcal{L}_{F L e w}$, i.e. the language of Full Lambek calculus with exchange and weakening. $\mathcal{L}_{\text {FLew }}$ consists of infinitely many (possibly indexed) propositional variables
$p, q, \ldots$, the binary connectives $\wedge$ (additive conjunction), ( multiplicative ${ }^{1}$ conjunction or fusion), $\vee$ (disjunction), $\supset$ (implication) and the constants $\top$ and $\perp$. Formulas are built from propositional variables and constants by using the logical connectives. As usual, we abbreviate $\alpha \supset \perp$ to $\neg \alpha$. In the following, (possibly indexed) $\varphi, \psi, \chi, \alpha, \beta, \ldots$ will stand for (metavariables for) formulas and (possibly indexed) $\Gamma, \Delta, \Sigma, \Theta, \Lambda, \ldots$ denote multisets of formulas. To distinguish between rule applications and rule schemas, (only) in this chapter we denote metavariables for multisets of formulas with $\bar{\Gamma}, \bar{\Delta}, \bar{\Sigma}, \bar{\Theta}, \bar{\Lambda}, \ldots$.

We use the following notation for formulas and (metavariables for) multisets of formulas with $n \geq 0$ :

$$
\varphi^{n}=\overbrace{\{\varphi, \ldots, \varphi\}}^{n} \text { and } \Sigma^{n}=\overbrace{\{\Sigma, \ldots, \Sigma\}}^{n} \text { and } \bar{\Sigma}^{n}=\overbrace{\{\bar{\Sigma}, \ldots, \bar{\Sigma}\}}^{n}
$$

## The Substructural Logic FLew

Basic substructural systems are defined by removing the structural rules from the calclus $L J$ for (propositional) intuitionistic logic Int. Recall the standard sequent calculus for $L J$ (see Table 2.1 in Chapter 2) and its structural rules $(w, l),(w, r)$ and $(c, l)$. Moreover, recall the exchange rule, which is implicitly used in $L J$ since we use multisets of formulas:

$$
\frac{\bar{\Gamma}, \psi, \varphi, \bar{\Sigma} \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \varphi, \psi, \bar{\Sigma} \Rightarrow \bar{\Pi}}(e, l)
$$

If we remove all of these structural rules from $L J((e, l)$ is "removed" by using sequences instead of multisets of formulas), we retrieve the system for the most basic substructural logic, Full Lambek calculus FL [114], that is non-commutative intuitionistic linear logic without exponentials. If we remove the rules for contraction from $L J$, we obtain the system for Full Lambek calculus with exchange and weakening, FLew (intuitionistic linear logic with weakening and without exponentials). We will use FLew as base logic in this chapter.

By removing some or all of these structural rules, the number of formulas (due to missing weakening and/or contraction rules) and the order of formulas (due to missing exchange rules) in a sequent matters. This also leads to a different interpretation of the comma "," in a sequent (note that in this chapter we only consider single-conclusion sequents): in Int, the comma of an arbitrary sequent is interpreted as the additive conjunction in the antecedent. However, when the contraction or weakening rules are missing, it is interpreted as the multiplicative conjunction ".". E.g., the interpretation of a sequent in $F L e w$ is as follows:

Definition 19. In the substructural logic FLew, a sequent

$$
S=\Gamma \Rightarrow \Pi
$$

[^8]\[

$$
\begin{aligned}
& \varphi \Rightarrow \varphi \quad \overline{\bar{\Gamma} \Rightarrow}(w, r) \quad \overline{\bar{\Gamma}, \varphi, \psi \Rightarrow \overline{\bar{\Pi}}}(\cdot, l) \quad \begin{array}{l}
\bar{\Gamma}, \varphi \cdot \psi \Rightarrow \bar{\Pi}
\end{array} \overline{\bar{\Gamma} \Rightarrow \varphi} \bar{\Delta} \Rightarrow \psi(\cdot, r) \\
& \perp \Rightarrow \quad \frac{\bar{\Gamma} \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \varphi \Rightarrow \bar{\Pi}}(w, l) \quad \frac{\bar{\Gamma}, \varphi \Rightarrow \psi}{\bar{\Gamma} \Rightarrow \varphi \supset \psi}(\supset, r) \quad \overline{\bar{\Gamma} \Rightarrow \varphi \psi, \bar{\Delta} \Rightarrow \bar{\Pi}}\left(\begin{array}{l}
\bar{\Gamma}, \varphi \supset \psi, \bar{\Delta} \Rightarrow \bar{\Pi}
\end{array}(\supset, l)\right. \\
& \Rightarrow \mathrm{T} \quad \frac{\bar{\Gamma} \Rightarrow \varphi_{i}}{\bar{\Gamma} \Rightarrow \varphi_{1} \vee \varphi_{2}}\left(\vee_{i}, r\right) \quad \frac{\bar{\Gamma}, \varphi_{i} \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \varphi_{1} \wedge \varphi_{2} \Rightarrow \bar{\Pi}}\left(\wedge_{i}, l\right) \quad \frac{\bar{\Gamma} \Rightarrow \varphi \bar{\Gamma} \Rightarrow \psi}{\bar{\Gamma} \Rightarrow \varphi \wedge \psi}(\wedge, r) \\
& \underset{\bar{\Gamma} \Rightarrow}{\bar{\Gamma} \Rightarrow \perp}(\perp, r) \quad \overline{\bar{\Gamma} \Rightarrow \bar{\Pi}}\left(\mathrm{\overline{ } \mathrm{\Gamma}}, \mathrm{\top} \Rightarrow \overline{\bar{\Pi}}(\mathrm{~T}, l) \quad \frac{\bar{\Gamma} \Rightarrow \varphi \varphi, \bar{\Delta} \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \bar{\Delta} \Rightarrow \bar{\Pi}}(c u t) \quad \frac{\bar{\Gamma}, \varphi \Rightarrow \bar{\Pi} \quad \bar{\Delta}, \psi \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \bar{\Delta}, \varphi \vee \psi \Rightarrow \bar{\Pi}}(\mathrm{V}, l)\right.
\end{aligned}
$$
\]

$i \in\{1,2\} ; \bar{\Pi}$ is a metavariable for a multiset containing at most one formula.
Table 4.1: Sequent calculus FLew
is interpreted as

$$
\mathcal{I}(S)=\bigodot \Gamma \supset \Pi
$$

where $\odot \Gamma$ stands for the multiplicative conjunction of the formulas in $\Gamma$ ( $T$ when $\Gamma$ is empty), and $\Pi$ is one formula ( $\perp$ when $\Pi$ is empty).

The sequent calculus FLew for FLew is then obtained by removing from $L J$ the structural rule for contraction $(c, l)$ and adding the rules for $\cdot$, see Table 4.1

Systems for substructural logics can also be defined by removing some of the structural rules from the standard sequent calculus for classical propositional logic, $L K$ [89]. E.g, CFLe (or MALL) is the multiplicative and additive fragment of linear logic introduced in [91. Its sequent system is obtained by removing the structural rules for weakening and contraction from $L K$. However, in this chapter we only concentrate on extensions of FLew.

## Examples of Substructural Logics

Generally speaking, a substructural logic is any axiomatic extension of FL. Below we list some examples of substructural logics obtained by extending FLew.

| Logic |  | Axiomatization |
| :--- | :--- | :--- |
| Int | Intuitionistic logic | FLew $+\varphi \supset \varphi \cdot \varphi$ |
| MTL | Monoidal t-norm logic [79] is the <br> logic of left continuous t-norms and <br> their residua. | FLew $+(\varphi \supset \psi) \vee(\psi \supset \varphi)$ |
|  |  |  |


| GD | Gödel-Dummett logic [92, 72] is the logic of linear order and one of the main fuzzy logics. | $\begin{aligned} & \operatorname{Int}+(\varphi \supset \psi) \vee(\psi \supset \varphi) \text { or } \\ & \text { MTL }+\varphi \supset \varphi \cdot \varphi \end{aligned}$ |
| :---: | :---: | :---: |
| SMTL | Strict MTL [78] is the logic of leftcontinuous t-norms satisfying the pseudo-complementation property. | MTL+ $+\checkmark \vee \neg \neg \varphi$ |
| WNM | Weak nilpotent minimum logic [79] is the logic of left-continuous t-norms satisfying the weak nilpotent minimum property. | $\mathrm{MTL}+\neg(\varphi \cdot \psi) \vee(\varphi \wedge \psi \supset \varphi \cdot \psi)$ |
| BL | Basic logic 98] characterizes logics based on continuous t-norms. | $\mathrm{MTL}+(\psi \cdot(\psi \supset \varphi)) \supset(\varphi \cdot(\varphi \supset \psi))$ |
| Ł | Eukasiewicz logic [120, 121 is the logic of magnitude and also one of the main fuzzy logics. | $\begin{aligned} & \text { FLew }+((\varphi \supset \psi) \supset \psi) \supset((\psi \supset \\ & \varphi) \supset \varphi) \text { or } \\ & \operatorname{BL}+\neg \neg \varphi \supset \varphi \end{aligned}$ |

### 4.2 Theoretical Base and Related Work in Proof Theory

Cut-free calculi for substructural logics are traditionally introduced on a case-by-case basis, tailored to the specific logic at hand. As mentioned in the introduction, this is usually achieved by the following three steps:
(i) Choose or define a suitable formalism,
(ii) find suitable rules for formalizing the specific logic under consideration, and
(iii) prove soundness, completeness and cut-elimination for the defined calculus.

As a consequence, there are many papers devoted to the introduction of an analytic calculus for a specific logic, see e.g. [11, 143, 21, 129, 127, 128] for a rather incomplete list.

To move the introduction of analytic calculi from a logic-specific to a more systematic manner, general methods are needed. Such methods have been investigated e.g. in the following works:

Goré [94, 93] utilizes the formalism of display calculus [34] to capture some substructural logics in a unified way. In [94], generalized cut-free display calculi are given for (intuitionistic) Bi-Lambek calculus ${ }^{2}$ 115 and its extensions with few structural rules. In 93], this idea is generalized and display calculi are extracted by starting from the algebraic Gaggle-theoreti $3^{3}$ semantics of a logic.

[^9]Three other semantic-based approaches to provide analytic calculi are presented in [132], [122] and [65] (note however that the latter two allow analytic cuts in their obtained calculi). In [132], labelled sequent calculi are introduced for basic relevant logic and its extensions. The method turns frame properties of a specific shape, which characterize the considered logics, into equivalent labelled sequent rules. Note that we discuss this semantic approach in greater detail for intermediate logics (Chapter 5).

In [122, which extends the method in [144], relational proof systems for substructural logics are introduced by using relational semantics where the formulas are interpreted as ternary relations. The obtained relational proof systems, which are tableau-style theorem provers, are provided for extensions of FL and for linear logic with exponentials.

In [65], a combination of (a generalized version of) the classical refutation system $K E$ [66] with labelled deductive systems [84] is used to provide a "uniform and transparent system of analytic deduction" for substructural logics. The basic idea of this "labelled analytic deduction" is to represent the deduction problems in the algebra of the labels and seek for a solution of algebraic equations among the labels.

Even though these approaches are interesting, we do not go into too much detail here. Instead, we concentrate on the systematic procedure of converting axioms into sequent and hypersequent calculi, which serves as the starting point for the methods established in this thesis.

## Theoretical Base: A Systematic Procedure

In Chapter 3, we already gave the general idea of the procedure to obtain analytic calculi for large classes of logics. In this section, we present the method of [53] where this idea was originally introduced for substructural logics. It transforms Hilbert axioms defining substructural logics into equivalent structural sequent and hypersequent rules.

The foundation for the systematic procedure in [53] is the substructural hierarchy. It is based on the polarity [5] of logical connectives of the base sequent calculus FLew. Their negative or positive polarities depend on whether their right or left logical rule is invertible 4 . The logical connectives of $F L e w$ can be divided into two groups of negative $(\supset, \wedge, \perp)$ and positive $(\cdot, \vee, \top)$ connectives. Axioms with an outermost logical connective of positive (negative, resp.) polarity belong to a positive class $\mathcal{P}$ (negative class $\mathcal{N}$, resp.) of the hierarchy and each class contains an infinite number of axioms. The intuition behind this classification is that the different classes account for the difficulty to deal with the corresponding axioms proof theoretically (and, as shown in [55], with the preservation under suitable order theoretic completions of the corresponding algebraic equations). Note that this procedure was originally introduced using FL as base logic [55] and is described below in its simplified version based on FLew.

[^10]

Figure 4.1: The substructural hierarchy 53]

Definition 20 (53]). Let $\mathbf{A}_{0}$ be a set of atomic formulas. For $n \geq 0$, the sets $\mathcal{P}_{n}, \mathcal{N}_{n}$ of formulas are defined as follows:

$$
\begin{aligned}
\mathcal{P}_{0}::=\mathcal{N}_{0} & ::=\mathbf{A}_{0} \\
& \mathcal{P}_{n+1}::=\mathcal{N}_{n}\left|\mathcal{P}_{n+1} \cdot \mathcal{P}_{n+1}\right| \mathcal{P}_{n+1} \vee \mathcal{P}_{n+1} \mid \top \\
& \mathcal{N}_{n+1}::=\mathcal{P}_{n}\left|\mathcal{P}_{n+1} \supset \mathcal{N}_{n+1}\right| \mathcal{N}_{n+1} \wedge \mathcal{N}_{n+1} \mid \perp
\end{aligned}
$$

A graphical representation of the substructural hierarchy is depicted in Figure 4.1 Note that the arrows $\rightarrow$ stand for inclusions $\subseteq$ of the classes.

Example 10. Examples of Hilbert axioms and their classification within the substructural hierarchy:

| Name | Axiom | Class |
| :---: | :---: | :---: |
| weakening $(w),\left(w^{\prime}\right)$ | $\varphi \supset \top, \perp \supset \varphi$ | $\mathcal{N}_{2}$ |
| contraction $(c)$ | $\varphi \supset \varphi \cdot \varphi$ | $\mathcal{N}_{2}$ |
| weak contraction $($ wc $)$ | $\neg(\varphi \wedge \neg \varphi)$ | $\mathcal{N}_{2}$ |
| excluded middle $($ em $)$ | $\varphi \vee \neg \varphi$ |  |
| prelinearity (prel) | $(\varphi \supset \psi) \vee(\psi \supset \varphi)$ | $\mathcal{P}_{2}$ |
| Eukasiewicz axiom ( ( $)$ | $((\varphi \supset \psi) \supset \psi) \supset((\psi \supset \varphi) \supset \varphi)$ | $\mathcal{P}_{2}$ |
| Nelson axiom (nel) | $((\varphi \cdot \varphi \cdot \varphi \supset \psi) \wedge(\neg \psi \cdot \neg \psi \cdot \neg \psi \supset \neg \varphi)) \supset(\varphi \supset \psi)$ | $\mathcal{N}_{3}$ |
| weak excluded middle (wem) | $\neg \varphi \vee \neg \neg \varphi$ | $\mathcal{N}_{3}$ |
| weak nilpotent minimum $(w n m)$ | $\neg(\varphi \cdot \psi) \vee(\varphi \wedge \psi \supset \varphi \cdot \psi)$ | $\mathcal{P}_{3}$ |
| Kripke model with 2 worlds $(b c 2)$ | $\varphi_{0} \vee\left(\varphi_{0} \supset \varphi_{1}\right) \vee\left(\varphi_{0} \wedge \varphi_{1} \supset \varphi_{2}\right)$ | $\mathcal{P}_{3}$ |

Since the transformation procedure introduced in [53] works up to the classes $\mathcal{N}_{2}$ and $\mathcal{P}_{3}$ of the substructural hierarchy, the normal form of axioms within these classes is of particular interest:
$\mathcal{N}_{2}$ : Axioms have the form $\bigwedge_{1 \leq i \leq n} \delta_{i}$, in which every $\delta_{i}$ is a $\alpha_{1} \cdots \alpha_{m} \supset \beta$ where:
$-\beta=\perp$ or $\beta_{1} \vee \cdots \vee \beta_{k}$ and each $\beta_{l}$ is a multiplicative conjunction of propositional variables and

- each $\alpha_{i}$ is of the form $\bigwedge_{1 \leq j \leq p} \gamma_{i}^{j} \supset \beta_{i}^{j}$ where
- $\beta_{i}^{j}=\perp$ or a propositional variable, and
- $\gamma_{i}^{j}$ is a multiplicative conjunction or a disjunction of propositional variables (or $T$ ).
$\mathcal{P}_{2}$ : Axioms have the form $\bigvee_{1 \leq i \leq n} \delta_{i}$, where each $\delta_{i}$ is of the form
$\bigwedge_{1 \leq j \leq m} \alpha_{j} \supset \beta_{j}$ or $\bigwedge_{1 \leq j \leq m} \alpha_{j}$ where:
- each $\alpha_{j}$ is a multiplicative conjunction or disjunction of propositional variables and $T$, and
$-\beta_{j}=\perp$ or a propositional variable.
$\mathcal{P}_{3}$ : Axioms have the form $\delta_{1} \vee \cdots \vee \delta_{n}$, where each $\delta_{i}$ is in $\mathcal{N}_{2}$.


## From Axioms to Analytic Rules

The procedure in [53] transforms each axiom within the class $\mathcal{N}_{2}$ into equivalent structural sequent calculus rules that preserve cut elimination when added to the calculus FLew. These rules are however not powerful enough to capture axioms beyond the class $\mathcal{N}_{2}$. Indeed, as shown in [53, 55], they can only formalize properties that are already valid in intuitionistic logic (53]) and among them only those corresponding to algebraic equations which are closed under the order theoretic completion known as Dedekind-MacNeille completion ${ }^{[5}$ in the context of integral residuated lattices (55). These results ensure, for instance, that no structural sequent rule can capture the prelinearity axiom, which is within $\mathcal{P}_{2}$ (see Example 10).

For axioms up to the class $\mathcal{P}_{3}$, the transformation procedure is adapted to a different base calculus, namely to the hypersequent calculus HFLew depicted in Table 4.2. These axioms can then be transformed into equivalent structural hypersequent rules. The calculi are obtained by adding the generated rules to the base sequent calculus FLew and the base hypersequent calculus HFLew, respectively.

The transformation procedure uses the following two key ingredients (recall the general procedure described in Chapter (3):
(1) the invertible logical rules of the base calculus FLew (or HFLew), that are ( $\mathrm{V}, l$ ), $(\cdot, l),(\top, l),(\perp, r),(\supset, r)$, and $(\wedge, r)$.
(2) the Ackermann lemma for FLew:

Lemma 1 (53]). Let $\Phi_{1}, \ldots, \Phi_{m}$ be (meta)sequents consisting of metavariables, and $\psi_{1}, \ldots, \psi_{n} \Rightarrow \xi$ be metavariables for formulas. Then the rules

[^11]\[

$$
\begin{array}{llll}
\hline \varphi \Rightarrow \varphi & \frac{G \mid \bar{\Gamma} \Rightarrow}{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}(w, r) & \frac{G \mid \varphi, \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \varphi \cdot \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}(\cdot, l) & \frac{G|\bar{\Gamma} \Rightarrow \varphi G| \bar{\Delta} \Rightarrow \psi}{G \mid \bar{\Gamma}, \bar{\Delta} \Rightarrow \varphi \cdot \psi}(\cdot, r) \\
\Rightarrow \top & \frac{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \varphi \Rightarrow \bar{\Pi}}(w, l) & \frac{G \mid \varphi, \bar{\Gamma} \Rightarrow \psi}{G \mid \bar{\Gamma} \Rightarrow \varphi \supset \psi}(\supset, r) & \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \psi, \bar{\Delta} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \varphi \supset \psi, \bar{\Delta} \Rightarrow \bar{\Pi}}(\supset, l) \\
\perp \Rightarrow & \frac{G \mid \bar{\Gamma} \Rightarrow}{G \mid \bar{\Gamma} \Rightarrow \perp}(\perp, r) & \frac{G \mid \varphi_{i}, \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \varphi_{1} \wedge \varphi_{2}, \bar{\Gamma} \Rightarrow \bar{\Pi}}(\wedge, l) & \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \bar{\Gamma} \Rightarrow \psi}{G \mid \bar{\Gamma} \Rightarrow \varphi \wedge \psi}(\wedge, r) \\
& \frac{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \top \Rightarrow \bar{\Pi}}(\mathrm{T}, l) & \frac{G \mid \bar{\Gamma} \Rightarrow \varphi_{i}}{G \mid \bar{\Gamma} \Rightarrow \varphi_{1} \vee \varphi_{2}}(\vee, r) & \frac{G|\varphi, \bar{\Gamma} \Rightarrow \bar{\Pi} \quad G| \psi, \bar{\Gamma} \Rightarrow \overline{\bar{\Pi}}}{G \mid \varphi \vee \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}(\vee, l) \\
& \frac{G}{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}(e w) & \frac{G|\bar{\Gamma} \Rightarrow \bar{\Pi}| \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}(\text { (ec) } & \frac{G|\bar{\Gamma} \Rightarrow \varphi G| \varphi, \bar{\Delta} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \bar{\Delta} \Rightarrow \bar{\Pi}}(c u t)
\end{array}
$$
\]

$i \in\{1,2\}, \bar{\Pi}$ is a metavariable for a multiset containing at most one formula.
Table 4.2: Hypersequent calculus HFLew for FLew

$$
\begin{array}{llll}
\frac{\Phi_{1}}{\psi_{1}, \ldots, \psi_{n} \Rightarrow \xi} & \Phi_{m} & \begin{array}{cccc}
\Phi_{1} & \cdots & \Phi_{m} & \xi \Rightarrow \beta \\
\psi_{1}, \ldots, \psi_{n} \Rightarrow \beta \\
\Phi_{1} & \cdots & \Phi_{m} & \alpha_{1} \Rightarrow \psi_{1} \quad \ldots
\end{array} \alpha_{n} \Rightarrow \psi_{n} \\
\hline & \alpha_{1}, \ldots, \alpha_{n} \Rightarrow \xi
\end{array}
$$

are equivalent by (cut) and the identity axiom, where $\alpha_{1}, \ldots, \alpha_{n}, \beta$ are fresh metavariables for formulas.
and the Ackermann lemma for HFLew:
Lemma 2 ([53]). Let $\Phi, \Phi_{1}, \ldots, \Phi_{m}$ be (meta)hypersequents consisting of metavariables, $\Upsilon_{i}$ be a fresh metavariable $\alpha_{i}$ or $\overline{\Gamma_{i}}$ and $\Upsilon \Rightarrow \Xi$ is either $\Rightarrow \beta$ or $\bar{\Sigma} \Rightarrow \bar{\Pi}$ with $\beta, \bar{\Sigma}, \bar{\Pi}$ fresh ( $\bar{\Pi}$ is either one formula or empty). Then the following rules are equivalent:

$$
\begin{gathered}
\frac{G\left|\Phi_{1} \cdots G\right| \Phi_{m}}{G|\Phi| \psi_{1}, \ldots, \psi_{n} \Rightarrow \xi} \frac{G\left|\Phi_{1} \cdots G\right| \Phi_{m} G\left|\Upsilon_{1} \Rightarrow \psi_{1} \cdots G\right| \Upsilon_{n} \Rightarrow \psi_{n}}{G|\Phi| \Upsilon_{1}, \ldots, \Upsilon_{n} \Rightarrow \xi} \\
\frac{G\left|\Phi_{1} \cdots G\right| \Phi_{m} \quad G \mid \xi, \Upsilon \Rightarrow \Xi}{G|\Phi| \psi_{1}, \ldots, \psi_{n}, \Upsilon \Rightarrow \Xi}
\end{gathered}
$$

These ingredients are then integrated in the transformation procedure, which is described in an informal way as follows. Given any axiom $\varphi \in \mathcal{N}_{2}$ or $\varphi \in \mathcal{P}_{3}$ :
(i) If $\varphi \in \mathcal{N}_{2}$, we start with the sequent $\Rightarrow \varphi$. If $\varphi \in \mathcal{P}_{3}$, its normal form is a disjunction of formulas of the form $\varphi_{1} \vee \cdots \vee \varphi_{n}$ where each $\varphi_{1}, \ldots, \varphi_{n}$ is within $\mathcal{N}_{2}$. In this case, we start with the hypersequent $G\left|\Rightarrow \varphi_{1}\right| \cdots \mid \Rightarrow \varphi_{n}$. By utilizing the invertibility of the logical rules, we decompose $\varphi$ as much as possible and obtain an equivalent set of (hyper)sequent rules $R$ without premises. As an example, consider the axiom for weak contraction $\neg(\varphi \wedge \neg \varphi) \in \mathcal{N}_{2}$ :

$$
\begin{array}{rll}
\Rightarrow(\varphi \wedge(\varphi \supset \perp)) \supset \perp & \longrightarrow^{(i)} & \\
& \longrightarrow \longrightarrow^{(i)} & \overline{\varphi \wedge(\varphi \supset \perp) \Rightarrow \perp} \\
\varphi \wedge(\varphi \supset \perp) \Rightarrow
\end{array}
$$

(ii) Next, we apply the Ackermann lemma (Lemma 1 or Lemma 2) to each $r \in R$ to change side of the sequents of those formulas that cannot be decomposed by logical rules in their current position. Continuing our example, we move $\varphi \wedge(\varphi \supset \perp)$ to the succedent of a premise and get

$$
\longrightarrow^{(i i)} \quad \frac{\alpha \Rightarrow \varphi \wedge(\varphi \supset \perp)}{\alpha \Rightarrow}
$$

(iii) Then we utilize again the invertibility of the logical rules to decompose the compound formulas in the premises of each rule, resulting in a set of structural (hyper)sequent rules $R_{s}$. In the previous example, we get:

$$
\longrightarrow^{(i i i)} \frac{\alpha \Rightarrow \varphi \quad \alpha \Rightarrow \varphi \supset \perp}{\alpha \Rightarrow} \quad \longrightarrow^{(i i i)} \quad \frac{\alpha \Rightarrow \varphi}{\alpha \Rightarrow}
$$

(iv) The final step is a completion procedure to transform the structural rules resulting from steps (i)-(iii) into equivalent rules that preserve cut-elimination and the subformula property once they are added to the base calculus. This completion procedure again contains three more steps (here we describe the completion procedure for hypersequent rules; it works analogously for sequent rules, as shown in the running example):
(iv.a) In the preliminary step, each metavariable for multisets of formulas $\bar{\Gamma}$ or $\bar{\Pi}$ (where $\bar{\Pi}$ is a metavariable for a multiset containing at most one formula) is replaced by a fresh metavariable $\beta_{\Gamma}$ or $\beta_{\Pi}$ for formulas. This step can be skipped if the structural rule does not contain any $\bar{\Gamma}$, nor $\bar{\Pi}$.
(iv.b) In the restructuring step, we replace each component

$$
\left(\alpha_{1}, \ldots, \alpha_{n} \Rightarrow \beta\right)
$$

in its conclusion with

$$
\left(\bar{\Gamma}_{1}, \ldots, \bar{\Gamma}_{n}, \bar{\Sigma}_{\beta} \Rightarrow \bar{\Pi}_{\beta}\right)
$$

and add $n+1$ premises

$$
\left(G \mid \bar{\Gamma}_{1} \Rightarrow \alpha_{1}\right), \ldots,\left(G \mid \bar{\Gamma}_{n} \Rightarrow \alpha_{n}\right),\left(G \mid \beta, \bar{\Sigma}_{\beta} \Rightarrow \bar{\Pi}_{\beta}\right)
$$

where $\bar{\Gamma}_{1}, \ldots, \bar{\Gamma}_{n}, \bar{\Sigma}_{\beta}, \bar{\Pi}_{\beta}$ are fresh and mutually distinct metavariables and $\bar{\Pi}_{\beta}$ is a metavariable for a multiset containing at most one formula. Similarly, we replace each component

$$
\left(\alpha_{1}, \ldots, \alpha_{n} \Rightarrow\right)
$$

with

$$
\left(\bar{\Gamma}_{1}, \ldots, \bar{\Gamma}_{n} \Rightarrow\right)
$$

and add $n$ premises

$$
\left(G \mid \bar{\Gamma}_{1} \Rightarrow \alpha_{1}\right), \ldots,\left(G \mid \bar{\Gamma}_{n} \Rightarrow \alpha_{n}\right)
$$

Back to our example, we get:

$$
\longrightarrow^{(i v . b)} \quad \begin{array}{ccc}
\alpha \Rightarrow \varphi & \alpha, \varphi \Rightarrow & \bar{\Gamma} \Rightarrow \alpha \\
\hline & \bar{\Gamma} \Rightarrow &
\end{array}
$$

(iv.c) In the cutting step, we remove all the constants and variables that appear in the premises and not in the conclusion. When such variables appear on the left and on the right hand side of different premises, we close the obtained rules under all possible applications of (cut): Let each $\Upsilon$ denote either a metavariable for a formula or for a multiset of formulas and each $\Xi$ is either empty or a metavariable for a formula. Let $\mathcal{S}$ be the set of premises of the structural rule for a formula $\alpha$ not occurring in the conclusion, let $\mathcal{S}_{S}=\{G \mid$ $\left.\Upsilon_{i}^{\prime} \Rightarrow \alpha: 1 \leq i \leq k\right\}\left(\mathcal{S}_{A}=\left\{G \mid \Upsilon_{j}, \alpha, \ldots, \alpha \Rightarrow \Xi_{j}: 1 \leq j \leq m\right\}\right.$, resp. $)$ be the subset of premises which have one occurrence of $\alpha$ in the succedent (one or more occurrences of $\alpha$ in the antecedent and $\Upsilon_{j}$ does not contain $\alpha$, resp.). If $\mathcal{S}_{S}=\emptyset\left(\mathcal{S}_{A}=\emptyset\right.$, resp. $)$, we remove all premises in $\mathcal{S}_{A}\left(\mathcal{S}_{S}\right.$, resp. $)$ from $\mathcal{S}$. Else, let $\mathcal{S}_{c u t}$ be the set of all hypersequents of the form $G \mid \Upsilon_{j}, \Upsilon_{i_{1}}^{\prime}, \ldots, \Upsilon_{i_{p}}^{\prime} \Rightarrow \Xi_{j}$ where $1 \leq j \leq m$ and $1 \leq i_{1}, \ldots, i_{p} \leq k$. By replacing $\mathcal{S}_{S} \cup \mathcal{S}_{A}$ with $\mathcal{S}_{c u t}$, we obtain a new structural rule. This step is repeated until all variables not occurring in the conclusion are removed.
For the rule above we therefore get:

$$
\longrightarrow^{(i v . c)} \quad \frac{\bar{\Gamma} \Rightarrow \varphi \quad \bar{\Gamma}, \varphi \Rightarrow}{\bar{\Gamma} \Rightarrow} \quad \longrightarrow^{(i v . c)} \quad \frac{\bar{\Gamma}, \bar{\Gamma} \Rightarrow}{\bar{\Gamma} \Rightarrow}(w c)
$$

By adding the rule $(w c)$ to $F L e w$, we obtain a sound and complete calculus for the logic FLew extended with the axiom for weak contraction where the cut rule is admissible. For example, the axiom for weak contraction is indeed derivable in the new calculus:

$$
\begin{gathered}
\frac{\varphi \Rightarrow \varphi \quad \frac{\perp \Rightarrow}{\perp \Rightarrow \perp}}{\varphi, \varphi \supset \perp \Rightarrow \perp}(\supset, r) \\
\frac{\varphi \wedge(\varphi \supset, l)}{\varphi \perp), \varphi \wedge(\varphi \supset \perp) \Rightarrow \perp}(\wedge, l) \\
\frac{(\varphi \wedge(\varphi \supset \perp)) \Rightarrow \perp}{\Rightarrow(\varphi \wedge(\varphi \supset \perp)) \supset \perp}(\supset, r)
\end{gathered}
$$

Theorem 3 ([53]). Given any axiom $\varphi \in \mathcal{N}_{2}\left(\varphi \in \mathcal{P}_{3}\right.$, resp.), the rules generated by the algorithm in [53] are sound and complete for the substructural logic axiomatized by FLew $+\varphi$ and they preserve cut elimination when added to the sequent calculus FLew (hypersequent calculus HFLew, resp.).

Example 11. The axiom for weak nilpotent minimum $\neg(\varphi \cdot \psi) \vee(\varphi \wedge \psi \supset \varphi \cdot \psi)(c f$. Example 10) is within the class $\mathcal{P}_{3}$. The algorithm constructs an equivalent structural hypersequent rule as follows:

$$
\begin{aligned}
& G|\Rightarrow(\varphi \cdot \psi) \supset \perp| \Rightarrow \varphi \wedge \psi \supset \varphi \cdot \psi \quad \rightarrow^{(i)} \quad \overline{G|\varphi \cdot \psi \Rightarrow \perp| \varphi \wedge \psi \Rightarrow \varphi \cdot \psi} \\
& \rightarrow^{(i)} \quad \overline{G|\varphi, \psi \Rightarrow| \varphi \wedge \psi \Rightarrow \varphi \cdot \psi} \quad \rightarrow{ }^{(i i)} \quad \frac{G|\alpha \Rightarrow \varphi \wedge \psi G| \varphi \cdot \psi \Rightarrow \beta}{G|\varphi, \psi \Rightarrow| \alpha \Rightarrow \beta} \\
& \rightarrow^{(i i i)} \\
& \frac{G|\alpha \Rightarrow \varphi \quad G| \alpha \Rightarrow \psi \quad G \mid \varphi, \psi \Rightarrow \beta}{G|\varphi, \psi \Rightarrow| \alpha \Rightarrow \beta}\left(w n m_{s}\right) \\
& \begin{array}{lll} 
& G \mid \varphi, \psi \Rightarrow \beta \\
G \mid \alpha \Rightarrow \varphi & G \mid \alpha \Rightarrow \psi & G \mid \bar{\Lambda} \Rightarrow \alpha
\end{array} \\
& \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \bar{\Delta} \Rightarrow \psi \quad G \mid \bar{\Sigma}, \beta \Rightarrow \bar{\Pi}}{G|\bar{\Gamma}, \bar{\Delta} \Rightarrow| \bar{\Lambda}, \bar{\Sigma} \Rightarrow \bar{\Pi}} \\
& G|\bar{\Lambda} \Rightarrow \varphi \quad G| \bar{\Lambda} \Rightarrow \psi \\
& \rightarrow{ }^{\text {iv.c) }} \quad G|\bar{\Gamma} \Rightarrow \varphi \quad G| \bar{\Delta} \Rightarrow \psi \quad G \mid \varphi, \psi, \bar{\Sigma} \Rightarrow \bar{\Pi} \\
& G|\bar{\Lambda}, \bar{\Lambda}, \bar{\Sigma} \Rightarrow \bar{\Pi} \quad G| \bar{\Lambda}, \bar{\Delta}, \bar{\Sigma} \Rightarrow \bar{\Pi} \\
& \rightarrow^{(\text {iv.c. })} \frac{G|\bar{\Gamma}, \bar{\Lambda}, \bar{\Sigma} \Rightarrow \bar{\Pi} \quad G| \bar{\Gamma}, \bar{\Delta}, \bar{\Sigma} \Rightarrow \bar{\Pi}}{G|\bar{\Gamma}, \bar{\Delta} \Rightarrow| \bar{\Lambda}, \bar{\Sigma} \Rightarrow \overline{\bar{\Pi}}}(\text { wnm })
\end{aligned}
$$

By adding the rule (wnm) and (com) (see Table 4.3) to HFLew, we obtain a sound and complete calculus for WNM where the cut rule is admissible.

Note that the other axioms depicted in Example 10 are transformed similarly into the equivalent analytic rules of Table 4.3 .

Note that the transformation procedure works for all axioms within the class $\mathcal{N}_{2}$ of the substructural hierarchy, even when choosing FL (instead of FLew) as base calculus,

$$
\begin{array}{clc}
\frac{\bar{\Gamma}, \overline{,}, \bar{\Delta} \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \bar{\Delta} \Rightarrow \bar{\Pi}}(c) & \frac{G \mid \bar{\Gamma}, \bar{\Delta} \Rightarrow \bar{\Pi}}{G|\bar{\Gamma} \Rightarrow| \bar{\Delta} \Rightarrow \bar{\Pi}}(\mathrm{em}) & \frac{G \mid \bar{\Gamma}_{1}, \bar{\Gamma}_{2} \Rightarrow}{G\left|\bar{\Gamma}_{1} \Rightarrow\right| \bar{\Gamma}_{2} \Rightarrow}(\text { wem }) \\
\frac{\bar{\Gamma} \Rightarrow \bar{\Pi}}{\bar{\Gamma}, \bar{\Delta} \Rightarrow \bar{\Pi}}(w) & \frac{G \mid \bar{\Gamma}_{1}, \bar{\Delta}_{2} \Rightarrow \bar{\Pi}_{2}}{G\left|\bar{\Gamma}_{1}, \bar{\Delta}_{1} \Rightarrow \bar{\Pi}_{1}\right| \bar{\Gamma}_{2}, \bar{\Delta}_{2} \Rightarrow \bar{\Pi}_{2}}(c o m)^{1} \\
\frac{\bar{\Gamma} \Rightarrow}{\bar{\Gamma} \Rightarrow \bar{\Pi}}\left(w^{\prime}\right) & \frac{G \mid \bar{\Gamma}_{1}, \bar{\Delta}_{2} \Rightarrow \bar{\Pi}_{2}}{G\left|\bar{\Delta}_{3} \Rightarrow \bar{\Pi}_{3}\right| \bar{\Gamma}_{2}, \bar{\Delta}_{2} \Rightarrow \bar{\Pi}_{2} \mid \bar{\Gamma}_{1}, \bar{\Delta}_{1} \Rightarrow \bar{\Pi}_{1}} \overline{\bar{\Pi}}_{1} \Rightarrow \bar{\Pi}_{3} & G \mid \bar{\Pi}_{2}, \bar{\Delta}_{3} \bar{\Pi}_{3} \\
\text { (bc2) }
\end{array}
$$

$\bar{\Pi}, \overline{\Pi_{1}}, \overline{\Pi_{2}}, \overline{\Pi_{3}}$ are either one formula or empty
${ }^{1}$ The rule generated from the axiom (prel) is actually Avron's (com)-rule.
Table 4.3: Analytic rules corresponding to the axioms in Example 10
see [54]. The absence of the weakening rule in $F L$ however forces us to consider a proper subclass of $\mathcal{P}_{3}$ axioms.

In [63], the transformation procedure is introduced for Hilbert axioms in the language of CFLe (better known as MALL), linear logic without exponentials. As in the case of FLew, the substructural hierarchy for CFLe is based on the polarity of its logical connectives. The algorithm to transform the axioms into equivalent analytic (hyper)sequent rules works analogously to the one described above. The advantage of the shift from the intuitionistic, single-conclusion setting to the classical, multiple-conclusion setting is that some axioms belonging to higher classes in the former setting are brought down to lower classes in the latter setting.

In addition to this result, a heuristic principle to generate logical (instead of structural) rules is introduced in [63]. Note that the generation of logical rules requires some additional effort for the proofs of soundness, completeness and cut elimination and in finding the "right" logical rule(s). The heuristic principle works roughly in the following three steps:
(1) The desired axiom is transformed into a structural or logical rule using the transformation procedure presented before.
(2) If the obtained system is not cut-free, a counterexample $\varphi$ for cut elimination, which explains the failing proof, needs to be found.
(3) If $\varphi \in \mathcal{N}_{2}$ or $\varphi \in \mathcal{P}_{3}$, by the transformation procedure, $\varphi$ is turned into a structural or logical rule and the procedure is started over from step (2).

This way, [63] rediscovered the calculus for Łukasiewicz logic in [130]. Note that the peculiar axiom of this logic is within $\mathcal{N}_{3}$ (see Example 10).

### 4.3 An Application: Standard Completeness for Extensions of MTL

We now show how to utilize the analytic calculi introduced by the procedure in 53 for axiomatic extensions of the Monoidal t-norm based logic MTL [79] to standard completeness, i.e., completeness of the formalized logics with respect to algebras based on truth values in the unit real interval $[0,1]$; this property makes these logics fuzzy logics in the sense of 98 .

## The Logic MTL

Introduced in [79, monoidal t-norm based logic MTL is the logic of left continuous tnorms ${ }^{6}$ and their residua. MTL is defined in terms of the Hilbert-style calculus $M T L_{H}$ as follows [79]:

## (Schematic) Axioms

$(\mathrm{A} 1)(\varphi \supset \psi) \supset((\psi \supset \chi) \supset(\varphi \supset \chi))$
(A2) $(\varphi \cdot \psi) \supset \varphi$
(A3) $(\varphi \cdot \psi) \supset(\psi \cdot \varphi)$
(A4) $(\varphi \wedge \psi) \supset \varphi$
(A5) $(\varphi \wedge \psi) \supset(\psi \wedge \varphi)$
(A6) $(\varphi \cdot(\varphi \supset \psi)) \supset(\varphi \wedge \psi)$
$(\mathrm{A} 7 \mathrm{a})(\varphi \supset(\psi \supset \chi)) \supset((\varphi \cdot \psi) \supset \chi))$
(A7b) $((\varphi \cdot \psi) \supset \chi) \supset(\varphi \supset(\psi \supset \chi))$
(A8) $((\varphi \supset \psi) \supset \chi) \supset(((\psi \supset \varphi) \supset \chi) \supset \chi)$
$(\mathrm{A} 9) \perp \supset \varphi$

## Inference rules

- modus ponens (MP): for given formulas $\varphi$ and $\varphi \supset \psi$, we obtain $\psi ; \frac{\varphi \varphi \supset \psi}{\psi}$

As mentioned in Section 4.1, an alternative axiomatization of MTL is obtained by extending FLew with the prelinearity axiom $(\varphi \supset \psi) \vee(\psi \supset \varphi)$. A proof system for MTL is therefore the (cut-free) hypersequent calculus $H M T L$, which is obtained by adding to the hypersequent calculus HFLew Avron's communication rule (com), see Table 4.4.

We also need the following definitions of algebras and standard completeness (we refer to [128, 54, 86] for more details).

Definition 21. An MTL-algebra is a structure $\mathcal{A}=(A, \wedge, \vee, \cdot, \supset, 0,1)$, where

- $(A, \wedge, \vee, 0,1)$ is a lattice with 0 and 1 as the least and greatest element, respectively.

[^12]\[

$$
\begin{aligned}
& \varphi \Rightarrow \varphi \quad \frac{G \mid \bar{\Gamma} \Rightarrow}{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}(w, r) \quad \frac{G \mid \varphi, \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \varphi \cdot \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}(\cdot, l) \quad \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \bar{\Delta} \Rightarrow \psi}{G \mid \bar{\Gamma}, \bar{\Delta} \Rightarrow \varphi \cdot \psi}(\cdot, r) \\
& \Rightarrow \mathrm{T} \quad \frac{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \varphi \Rightarrow \bar{\Pi}}(w, l) \quad \frac{G \mid \varphi, \bar{\Gamma} \Rightarrow \psi}{G \mid \bar{\Gamma} \Rightarrow \varphi \supset \psi}(\supset, r) \quad \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \psi, \bar{\Delta} \Rightarrow \overline{\bar{\Pi}}}{G \mid \bar{\Gamma}, \varphi \supset \psi, \bar{\Delta} \Rightarrow \bar{\Pi}}(\supset, l) \\
& \perp \Rightarrow \quad \frac{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \top \Rightarrow \bar{\Pi}}(\top, l) \quad \frac{G \mid \varphi_{i}, \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \varphi_{1} \wedge \varphi_{2}, \bar{\Gamma} \Rightarrow \bar{\Pi}}(\wedge, l) \quad \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \bar{\Gamma} \Rightarrow \psi}{G \mid \bar{\Gamma} \Rightarrow \varphi \wedge \psi}(\wedge, r) \\
& \frac{G \mid \bar{\Gamma} \Rightarrow}{G \mid \bar{\Gamma} \Rightarrow \perp}(\perp, r) \quad \frac{G \mid \bar{\Gamma} \Rightarrow \varphi_{i}}{G \mid \bar{\Gamma} \Rightarrow \varphi_{1} \vee \varphi_{2}}(\vee, r) \quad \frac{G|\varphi, \bar{\Gamma} \Rightarrow \bar{\Pi} \quad G| \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \varphi \vee \psi, \bar{\Gamma} \Rightarrow \bar{\Pi}}(\vee, l) \\
& \frac{G}{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}(e w) \quad \frac{G|\bar{\Gamma} \Rightarrow \bar{\Pi}| \bar{\Gamma} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma} \Rightarrow \bar{\Pi}}(e c) \quad \frac{G|\bar{\Gamma} \Rightarrow \varphi \quad G| \varphi, \bar{\Delta} \Rightarrow \bar{\Pi}}{G \mid \bar{\Gamma}, \bar{\Delta} \Rightarrow \bar{\Pi}} \text { (cut) } \\
& \frac{G\left|\bar{\Gamma}_{1}, \bar{\Delta}_{1} \Rightarrow \bar{\Pi}_{1} \quad G\right| \bar{\Gamma}_{2}, \bar{\Delta}_{2} \Rightarrow \bar{\Pi}_{2}}{G\left|\bar{\Gamma}_{1}, \bar{\Gamma}_{2} \Rightarrow \bar{\Pi}_{1}\right| \bar{\Delta}_{1}, \bar{\Delta}_{2} \Rightarrow \bar{\Pi}_{2}}(\text { com })
\end{aligned}
$$
\]

$i \in\{1,2\}, \bar{\Pi}, \bar{\Pi}_{1}, \bar{\Pi}_{2}$ are metavariables for multisets containing at most one formula.
Table 4.4: Hypersequent calculus HMTL for MTL

- $(A, \cdot, 1)$ is a commutative monoid.
- For any $x, y, z \in A$ the residuation property holds, i.e., $x \cdot z \leq y$ iff $z \leq x \supset y$, with $\leq$ a binary relation on $A$ defined as $x \leq y$ iff $x=x \wedge y$.
- The prelinearity equation holds, i.e., $1=(x \supset y) \vee(y \supset x)$ for any $x, y \in A$

The MTL-algebra $\mathcal{A}=(A, \wedge, \vee, \cdot, \supset, 0,1)$ is said to be

- a chain if for every $x, y \in A$, either $x \leq y$ or $y \leq x$.
- dense if, for every $x, y \in A$, whenever $x \not \leq y$, there is a $z \in A$ such that $x \not \leq z$ and $z \not \leq y$.

An $\mathcal{A}$-valuation is a homomorphism from formulas to $\mathcal{A}$, i.e., a mapping $e$ from formulas to $A$ such that $e(0)=0, e(1)=1$ and $e(\varphi \diamond \psi)=e(\varphi) \diamond e(\psi)$, where $\diamond \epsilon$ $\{\wedge, \vee, \cdot, \supset\}$.

Definition 22. Let $\mathbf{L}$ be an axiomatic extension of MTL with a set Ax of additional axioms and $H L$ be a suitable proof system for $\mathbf{L}$. An $\boldsymbol{L}$-algebra $\mathcal{A}_{\mathbf{L}}=(A, \wedge, \vee, \cdot, \supset, 0,1)$ is an MTL-algebra which satisfies $1=e(\varphi)$, for every $\varphi \in \mathbf{A x}$ and every $\mathcal{A}$-valuation $e$. We say that $\mathbf{L}$ is standard complete if, for every set of formulas $\Gamma \cup \varphi$, the following are equivalent:

- $\Gamma \vdash_{H L} \varphi$
- For every $\mathbf{L}$-algebra over the real interval $[0,1], \mathcal{A}_{\mathbf{L}}=([0,1], \wedge, \vee, \cdot, \supset, 0,1)$ and $\mathcal{A}_{\mathbf{L}}$-valuation $e$, if $e(\psi)=1$ for every $\psi \in \Gamma$, then $e(\varphi)=1$.

Traditionally, the proof that a logic is standard complete uses semantic techniques which are inherently logic-specific, e.g., [103, 51, 100. Given a logic $\mathbf{L}$ described in a Hilbert-style system, such semantic proofs usually consist of the following four steps (see, e.g., [79, 98, 103, 51, 131, 78]):

1. The algebraic semantics of the logic is identified ( $\mathbf{L}$-algebras).
2. It is shown that if a formula is not valid in an $\mathbf{L}$-algebra, then it is not valid in a countable $\mathbf{L}$-chain (linearly ordered $\mathbf{L}$-algebra).
3. It is shown that any countable $\mathbf{L}$-chain can be embedded into a countable dense L-chain by adding countably many new elements to the algebra and extending the operations appropriately. This establishes rational completeness: a formula is derivable in $\mathbf{L}$ iff it is valid in all dense $\mathbf{L}$-chains.
4. Finally, a countable dense $\mathbf{L}$-chain is embedded into a standard $\mathbf{L}$-algebra, that is an L-algebra with lattice reduct $[0,1]$, using a Dedekind-MacNeille-style completion.

Note that the most difficult step is to establish rational completeness (step 3), as it relies on finding the right embedding, if there is one. A different approach to step 3 using proof-theoretic techniques was proposed in [128]: the idea is that the admissibility of the so-called density rule in a logic $\mathbf{L}$ can lead to a proof of rational completeness for $\mathbf{L}$; for instance, this is the case when $\mathbf{L}$ is any axiomatic extension of MTL. The density rule, which is syntactically similar to the cut rule, was introduced by Takeuti and Titani in their axiomatization of first-order Gödel logic [164]. In hypersequent calculi (an instance of) this rule has the form:

$$
\frac{G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p}{G^{\prime} \mid \Sigma, \Lambda \Rightarrow \Pi}(D)
$$

where $p$ is a propositional variable not occurring in $\Sigma, \Lambda, \Pi$ or $G^{\prime}$, i.e. $p$ is an eigenvariable. Adding the density rule to a hypersequent calculus can have a dramatic effect. Consider e.g. HMTL $+(\mathrm{em})$ from Table 4.3. By adding the density rule $(D)$ we are able to prove the empty sequent as follows:

$$
\begin{gathered}
\frac{\overline{p \Rightarrow p}}{\substack{\text { (init }) \\
p \Rightarrow \mid \Rightarrow p}} \underset{(\mathrm{em})}{\Rightarrow}(D)
\end{gathered}
$$

A similar situation arises for $H M T L+(b c 2)+(c)$. This is not really a surprise because the addition and subsequent elimination of $(D)$ from an extension of $H M T L$ leads to rational completeness for the formalized logic, as shown in [128]. However, the two calculi mentioned above formalize logics that are not rational complete: they are classical logic, and 3-valued Gödel logic. On the other hand, for many extensions of $H M T L$, adding $(D)$ has no effect on the derivable hypersequents: applications of $(D)$ can be eliminated from derivations.

Following the approach in [128], to establish standard completeness for a logic $\mathbf{L}$ we need to
(a) define a suitable proof system $H L$ for $\mathbf{L}$ extended with the density rule
(b) check that this rule can be eliminated (or is admissible) in $H L$, i.e. that density does not enlarge the set of provable formulas. Density elimination implies rational completeness for the formalized logic [128].
(c) prove standard completeness in many cases (but not in general) by means of the Dedekind-MacNeille completion, which is ensured by the results in 54.

We use these three steps to automate standard completeness proofs for large classes of axiomatic extensions of MTL. This is achieved by identifying sufficient conditions on hypersequent rules that ensure density elimination (and, by [128], rational completeness) for the formalized logics. We call the rules meeting these conditions "convergent rules". Moreover, the tool AxiomCalc (Section 4.3.1) automates steps (a)-(c) above for propositional logics extending MTL by any Hilbert axiom within the class $\mathcal{P}_{3}$ in the substructural hierarchy.

## Step (a): Automated Proof Theory for Extensions of MTL

By applying the algorithm of [53] that we described previously, we can find a proof system $H L$ for any logic defined by extending MTL with Hilbert axioms within the class $\mathcal{P}_{3}$ of the substructural hierarchy.

Example 12. Let $\mathbf{W N M}^{n}$ be the logic defined by adding to MTL the axiom $\neg(\varphi \cdot \psi)^{n} \vee$ $\left((\varphi \wedge \psi)^{n-1} \supset(\varphi \cdot \psi)^{n}\right)$ for any $n \geq 2$, where $(\varphi \diamond \psi)^{n}$ stands for $(\varphi \diamond \psi) \diamond \cdots \diamond(\varphi \diamond \psi), \diamond \in$ $\{\wedge, \vee, \supset, \cdot\} n$ times. The equivalent analytic rule obtained by the algorithm in Section 4.2 is

$$
\begin{gathered}
\left\{G \mid\left(\bar{\Gamma}_{i}, \bar{\Gamma}_{j}\right)^{n}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{1 \leq i, j \leq(n-1)} \\
\left\{G \mid\left(\bar{\Gamma}_{i}, \bar{\Gamma}_{n+2 j-1}\right)^{n}, \bar{\Sigma} \Rightarrow \overline{\bar{\Pi}}\right\}_{1 \leq i \leq(n-1) ; 1 \leq j \leq n} \\
\left\{G \mid\left(\bar{\Gamma}_{n+2 i-2}, \bar{\Gamma}_{j}\right)^{n}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{1 \leq i \leq n ; 1 \leq j \leq(n-1)} \\
\left\{G \mid\left(\bar{\Gamma}_{n+2 i-2}, \bar{\Gamma}_{n+2 j-1}\right)^{n}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{1 \leq i, j \leq n} \\
\hline G\left|\bar{\Gamma}_{n}, \cdots, \bar{\Gamma}_{(3 n-1)} \Rightarrow\right| \bar{\Gamma}_{1}, \cdots, \bar{\Gamma}_{n-1}, \bar{\Sigma} \Rightarrow \bar{\Pi} \\
(w n m)^{n}
\end{gathered}
$$

Let $H W N M^{n}$ be the hypersequent calculus for $\mathbf{W N M}^{n}$ obtained by extending HMTL with the rule above. For instance, $H W N M^{2}$ is the calculus obtained by extending HMTL with the rule

$$
\frac{\left\{G \mid \bar{\Gamma}_{1}^{2}, \bar{\Gamma}_{i}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{1 \leq i \leq 5} \quad\left\{G \mid \bar{\Gamma}_{i}^{2}, \bar{\Gamma}_{i+1}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{2 \leq i \leq 4} \quad\left\{G \mid \bar{\Gamma}_{2}^{2}, \bar{\Gamma}_{5}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}}{G\left|\bar{\Gamma}_{2}, \bar{\Gamma}_{3}, \bar{\Gamma}_{4}, \bar{\Gamma}_{5} \Rightarrow\right| \bar{\Gamma}_{1}, \bar{\Sigma} \Rightarrow \overline{\bar{\Pi}}}(\text { wnm })^{2}
$$

which is equivalent to the axiom $\neg(\varphi \cdot \psi \cdot \varphi \cdot \psi) \vee((\varphi \wedge \psi) \supset(\varphi \cdot \psi \cdot \varphi \cdot \psi))$.
In the next step we identify a property that, when satisfied by the hypersequent rules generated using the algorithm in [53], ensures density elimination of the corresponding extensions of $H M T L$. Rules satisfying this property are called convergent.

## Step (b): Sufficient Condition for Density Elimination

Given a sequent $S$ henceforth we will denote by $L(S)$ its left hand side (the antecedent) and by $R(S)$ its right hand side (the succedent). Let $S:=\Gamma_{1}, \Gamma_{2} \Rightarrow \Pi$, we indicate by $S\left[{ }^{\Gamma_{1}} / \Lambda\right]^{l}[\Pi / \Sigma \Rightarrow \Psi]^{r}$ the sequent $\Lambda, \Gamma_{2}, \Sigma \Rightarrow \Psi$. The notations apply also to metasequents, i.e., sequents built from metavariables.

In what follows we will refer to any hypersequent rule generated by the procedure in [53] as completed.

Definition 23. Let $r$ be a completed hypersequent rule of the form

$$
\frac{G\left|S_{1} \quad \ldots \quad G\right| S_{m}}{G\left|C_{1}\right| \ldots \mid C_{q}}
$$

and let $G \mid S_{i}$ and $G \mid S_{j}$ be among its premises.
(0) $G \mid S_{i}$ is a 0 -pivot if there is an $s \in\{1, \ldots, q\}$ such that $R\left(S_{i}\right)=R\left(C_{s}\right)$ and the different metavariables in $L\left(S_{i}\right)$ are contained in those of $L\left(C_{s}\right)$.
(n) $G \mid S_{j}$ is an $n$-pivot for $G \mid S_{i}$, for $n>0$, if the following conditions hold:

- $G \mid S_{j}$ is a 0 -pivot
- $R\left(S_{i}\right)=R\left(S_{j}\right)$
$-L\left(S_{j}\right)=L\left(S_{i}\left[^{\bar{\Gamma}_{1}} / \bar{\Delta}_{1}, \ldots{ }^{\bar{\Gamma}_{n}} / \bar{\Delta}_{n}\right]{ }^{l}\right)$ for $\bar{\Gamma}_{1}, \ldots \bar{\Gamma}_{n} \in L\left(S_{i}\right)$ and $\bar{\Delta}_{1}, \ldots \bar{\Delta}_{n} \in L\left(S_{j}\right)$
- If $n>1, G \mid S_{j}$ is a (n-1)-pivot for $n$ premises $G\left|S_{j_{1}} \ldots G\right| S_{j_{n}}$, and $L\left(S_{j}\right)=L\left(S_{j_{i}}\left[\overline{\bar{T}}_{1} / \bar{\Delta}_{1}, \ldots,{ }^{\bar{\Gamma}_{i-1}} / \bar{\Delta}_{i-1}, \overline{\bar{T}}_{i+1} / \bar{\Delta}_{i+1}, \ldots, \bar{\Gamma}_{n} / \bar{\Delta}_{n}\right]{ }^{l}\right)$ for $\bar{\Gamma}_{1}, \ldots, \bar{\Gamma}_{i-1}, \bar{\Gamma}_{i+1}, \ldots, \bar{\Gamma}_{n} \in L\left(S_{j_{i}}\right), \bar{\Delta}_{1}, \ldots, \bar{\Delta}_{i-1}, \bar{\Delta}_{i+1}, \ldots, \bar{\Delta}_{n} \in L\left(S_{j}\right)$ and $i=1, \ldots, n$.

Example 13. Recall the rule (wnm) from Example 12:

$$
\left.\frac{\left\{G \mid \bar{\Gamma}_{1}^{2}, \bar{\Gamma}_{i}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{1 \leq i \leq 5} \quad\left\{G \mid \bar{\Gamma}_{i}^{2}, \bar{\Gamma}_{i+1}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}_{2 \leq i \leq 4}}{G\left|\bar{\Gamma}_{2}, \bar{\Gamma}_{3}, \bar{\Gamma}_{4}, \bar{\Gamma}_{5} \Rightarrow\right| \bar{\Gamma}_{1}, \bar{\Sigma} \Rightarrow \bar{\Pi}} \quad\left\{G \mid \bar{\Gamma}_{2}^{2}, \bar{\Gamma}_{5}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}\right\}\right)(w n m)^{2}
$$

- All different metavariables in the premise $P_{1}=G \mid \bar{\Gamma}_{1}^{2}, \bar{\Gamma}_{1}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}$ are contained in the component $\bar{\Gamma}_{1}, \bar{\Sigma} \Rightarrow \bar{\Pi}$ of the conclusion of the rule $(w n m)^{2}$. Therefore, $P_{1}$ is a 0-pivot.
- The premise $P_{1}$ is a 1-pivot for all premises $G \mid \bar{\Gamma}_{1}^{2}, \bar{\Gamma}_{i}^{2}, \bar{\Sigma} \Rightarrow \bar{\Pi}, 2 \leq i \leq 5$ as they differ from $P_{1}$ only by one metavariable.
- $P_{1}$ is a 2-pivot for the remaining premises of $(w n m)^{2}$.

Definition 24. A completed hypersequent rule $r$ is convergent if for each premise $G \mid S_{i}$ one of the following conditions holds:
(1) $R\left(S_{i}\right)=\emptyset$,
(2) $G \mid S_{i}$ is a 0 -pivot, or
(3) there is a premise $G \mid S_{j}$ which is an $n$-pivot for $G \mid S_{i}$, with $n>0$.

Intuitively, the conclusion of a convergent rule results from a "minimal interplay" among its premises. Indeed for a premise $G \mid S_{i}$, in which $R\left(S_{i}\right)$ is not empty, two cases can arise: either the metavariables contained in it are already present in a component of the rule's conclusion, or there is a premise $G \mid S_{j}$ having this property that allows us to obtain $G \mid S_{i}$ by suitable replacements of the metavariables.

Example 14. All internal structural rules, e.g. $(c),(w),\left(w^{\prime}\right)$, and (wem) from Table 4.3, (wnm) from Example 11 and (wnm) from Example 12 are convergent. The completed rules (em) and (bc2), see Table 4.3, are not convergent.

Note that the tool AxiomCalc (see Section 4.3.1) does not only implement the transformation procedure from Hilbert axioms to equivalent structural (hyper)sequent rules, but also performs the check for convergent rules automatically.

Below we sketch that HMTL extended with any set of convergent rules admits density elimination (the formal proofs can be found in Appendix A). Density elimination was proved in [24, 128] for various calculi, including HMTL. These proofs are calculispecific and use heavy combinatorial arguments, in close analogy with Gentzen-style cut elimination proofs. A different method to eliminate applications of the density rule from derivations was introduced in [59] and is called density elimination by substitution. We use and refine this method for extensions of $H M T L$ with large classes of external hypersequent rules.

The method in [59] works roughly as follows: Let $d$ be a subderivation ending in the following uppermost application of density

$$
\begin{aligned}
& \vdots d^{\prime} \\
& \frac{G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p}{G^{\prime} \mid \Sigma, \Lambda \Rightarrow \Pi}(D)
\end{aligned}
$$

$(D)$ is removed by substituting the occurrences of $p$ in $d$ in an "asymmetric" way, according to whether $p$ occurs in the left or in the right hand side of a sequent. More precisely, each component $S$ of a hypersequent in $d$ is replaced by $\left.S^{[p} / \Lambda\right]^{l}\left[{ }^{p} / \Sigma \Rightarrow \Pi\right]^{r}$. This way, the application of $(D)$ above is simply replaced by $(e c)$.

However, the resulting labelled tree, denoted by $d^{*}$, might not be a correct derivation anymore. The reason for that is that there might be external structural rules in $d$, different from (ew) and (ec), that mix the content of various conclusion components. This might lead to $p$-axioms in their premises, i.e. to hypersequents of the form

$$
G \mid \Theta, p^{k} \Rightarrow p
$$

Such p-axioms are derivable from axioms simply by using weakenings; the problem is that the asymmetric substitution on a p-axiom leads to a sequent that is no longer derivable in the same way, e.g., $G \mid \Theta, \Lambda^{k}, \Sigma \Rightarrow \Pi$.

The proof for density elimination in [59] was done for calculi containing only (ec), (ew) and (com) as external structural rules. Then the only problematic case was when
in $d$ one of the premises of (com) led to a p-axiom, which was handled by discarding in $d^{*}$ this application of (com) and replacing it with a suitable (sub)derivation starting from the other premise.

We show below that the addition of a convergent rule $r$ behaves well with respect to these asymmetric substitutions, even though $r$ can manipulate more components at once (and, hence, might lead to a p-axiom). Indeed, assume that one or more premises of $r$ lead to a p-axiom in $d$, e.g. $G \mid \Theta, p^{k} \Rightarrow p$. Then the $x$-pivot premises of $r$ can be used to derive the substituted version $G \mid \Theta, \Lambda^{k}, \Sigma \Rightarrow \Pi$, allowing to correctly apply $r$.

A $(D)$-free derivation is a derivation not containing the $(D)$-rule. The following lemma, which allows us to suitably "move" multisets of formulas between components, is the key for our main proof of the theorem of density elimination. Both proofs can be found in the Appendix $A$.

Lemma 3. Let $R$ be any set of convergent rules extending the calculus HMTL and let $H$ be the calculus defined by $H M T L+R$.

1. Any derivation $d$ of $H$ can be transformed into a derivation of $H\left[{ }^{p} / \alpha\right]^{l}\left[{ }^{p} / \Rightarrow \alpha\right]^{r}$, for any formula $\alpha$ and propositional variable $p$.
2. Let $d^{\prime}$ and $d_{1}$ be derivations of $G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p$ (where $p \notin G^{\prime}, \Sigma, \Pi, \Lambda$ ) and $G^{\prime} \mid \Theta, \Delta \Rightarrow \Psi$. We can find a derivation of $G^{\prime}|\Theta, \Lambda \Rightarrow \Psi| \Sigma, \Delta \Rightarrow \Pi$.

Theorem 4 (Density Elimination). HMTL extended with any set $R$ of convergent rules admits density elimination, i.e., there is a procedure which transforms every derivation of $H M T L+R$ into $a(D)$-free derivation of $H M T L+R$ with the same end sequent.

## Step (c): From Density Elimination to Standard Completeness

Theorem 4 together with the results in [128, 54] lead to standard completeness for any logic $\mathbf{L}$ extending MTL with any set $\mathbf{A x}$ of axioms having equivalent convergent rules. We refer to [128, 54, 86] for more detail on concepts of universal algebra.

As shown in [128, density elimination is indeed a uniform method to establish rational completeness for any extension of MTL. From Theorem 4 we can therefore state the following: let $\mathcal{A}_{\mathbf{L}}$ be an MTL-algebra (see [79] and steps 1-4 at the beginning of this section) satisfying the equations $\mathcal{E}_{\mathbf{A x}}$ corresponding to axioms in $\mathbf{A x}$. Then for every formula $\varphi$ we have:

$$
\varphi \text { is satisfied in each dense } \mathcal{A}_{\mathbf{L}} \text {-chain } \Leftrightarrow \varphi \text { is derivable in } \mathbf{M T L}+\mathbf{A x}
$$

Standard completeness is then achieved through Dedekind-MacNeille completion. It is shown, e.g. in [128], that the Dedekind-MacNeille completion of a dense MTL-chain is still a dense MTL-chain - in other words, the property of being a dense MTLchain is preserved by the Dedekind-MacNeille-completion. The results in [54] on the preservation of equations by this completion hold for the equations $\mathcal{E}_{\mathbf{A x}}$ when restricting to MTL-chains. Hence the Dedekind-MacNeille completion of a dense $\mathcal{A}_{\mathbf{L}}$-chain is still a dense $\mathcal{A}_{\mathbf{L}}$-chain, and, in addition, it is order-isomorphic to $[0,1]$. This leads to standard completeness for the logic $\mathbf{L}$.

Corollary 2. Let $\mathbf{L}$ be a logic extending MTL with a set of axioms Ax such that every axiom $\varphi \in \mathbf{A x}$ corresponds to a set of convergent rules by the algorithm of Theorem 3 . Then $\mathbf{L}$ is standard complete.

Example 15. From our results (Corollary 2) it follows that the family of logics obtained by extending MTL with the axioms $\neg(\varphi \cdot \psi)^{n} \vee\left((\varphi \wedge \psi)^{n-1} \supset(\varphi \cdot \psi)^{n}\right)$ for any $n \geq 2$ from Example 12 are standard complete and hence they are fuzzy logics in the sense of [98]. This new family of logics contains infinitely many different logics. This can be easily seen by noticing that the axiom above for any $n$ is valid in the m-valued logic of Łukasiewicz if and only if $m \leq n+1$.

Note that our results allows us to prove standard completeness for (infinitely) many logics and also allows for the automated discovery of new fuzzy logics.

### 4.3.1 Tool: AxiomCalc

The TINC-tool AxiomCalc implements the systematic procedure introduced in 53] (and recalled in Section 4.2 and the check for the sufficient conditions for standard completeness presented in Section 4.3. AxiomCalc takes as input a Hilbert axiom specified in the language of Full Lambek calculus with exchange and weakening FLew and, if possible, transforms it into equivalent analytic sequent or hypersequent rules. If required by the user, the tool also checks whether the logic obtained by extending monoidal t-norm logic MTL [79] with this axiom is a fuzzy logic in the sense of 98 (i.e., whether the resulting rule is convergent).

For example, AxiomCalc can be used to construct analytic calculi for Gödel logic 92, the logics of Kripke models with $k$ worlds $\mathbf{B c}_{k}$ [50] or the logics of Kripke models with width $\leq k \mathbf{B w}_{k}$ [50]. Moreover, it was used to introduce an analytic calculus for the standard complete weak nilpotent minimum logic WNM [79]. By experimenting with the tool, we discovered the new family of fuzzy logics defined by extending MTL with the axioms $\neg(\varphi \cdot \psi)^{n} \vee\left((\varphi \wedge \psi)^{n-1} \supset(\varphi \cdot \psi)^{n}\right)$ for $n \geq 2$, see Section 4.3.

AxiomCalc is available at

> http://www.logic.at/tinc/webaxiomcalc/

## Example

The main screen of the tool AxiomCalc is depicted in Figure 4.2. The user can enter in the text field an axiom according to the syntax (see below). Moreover, he can check if the resulting logic is a fuzzy logic by ticking the checkbox "Check for Standard Completeness".

After the computation, a dialog box containing the results pops up, see Figure 4.3. It contains the class of the axiom in the substructural hierarchy, the computed rule in text format, as well as a link to the generated paper containing the obtained calculus along with a basic description of the system.

When the program is started via the command-line, the user simply types compute (for the check of standard completeness: computesc) and enters the axiom. While the

TINC - AxiomCalc


Figure 4.2: Main screen of AxiomCalc

## Output

## Output AxiomCalc for: -(a*b) v (a\&b -> a*b)

```
This axiom is in the class: p(3)
Equivalent Analytic Rule:
G|G+1,G+1,D+1 => P+1 G|G+2,G+1,D+1 => P+1 G|G+2,G+3,D+1 => P+1 G|G+1,G+3,D+1 => P+1
G| G+2,G+3 => | G+1,D+1 => P+1
The logic obtained by extending MTL with the axiom is standard complete
```

Get a paper containing a check for standard completeness for MTL extended with this axiom!
$\qquad$
Figure 4.3: Dialog box containing the results
class of the axiom in the substructural hierarchy and the corresponding rule is printed on the screen, the $\mathrm{EAT}_{\mathrm{E}} \mathrm{X}$-file is saved in a program folder on the computer. Note that in the text representation of the rule, $\mathrm{G}+\mathrm{i}$ and $\mathrm{D}+\mathrm{i}$ ( $\mathrm{P}+\mathrm{i}$, resp.) for any $i \geq 1$ stands for multisets of formulas $\Gamma_{i}$ and $\Delta_{i}$ (or $\Pi_{i}$ which contains at most one formula, resp.) and G stands for a side hypersequent. Below we show the output generated for the formula $\neg(\varphi \cdot \psi) \vee(\varphi \wedge \psi \supset \varphi \cdot \psi):$
?- compute.
|: - (a*b) v (a\&b -> a*b).

This axiom is in the class: $p(3)$

```
Equivalent Analytic Rule:
```

```
G|G+1,G+1,D+1 => P+1 G|G+2,G+1,D+1 => P+1
G|G+2,G+3,D+1 => P+1 G|G+1,G+3,D+1 => P+1
G| G+2,G+3 => | G+1,D+1 => P+1
```


## Implementation Details

AxiomCalc is implemented in Prolog. The implementation consists of 11 files and roughly 1700 lines of code (including documentation). The implementation of AxiomCalc follows the general TINC-structure described in Chapter 3 (recall Figure 3.5). The specific instantiation for AxiomCalc is depicted in Figure 4.4


Figure 4.4: Design of AxiomCalc

Input and checkInput. The input formula is provided as a parameter to the first component, CHECKInput, which ensures that the axiom has the correct form to be handled by the algorithm. The syntax of the input formula is as follows:

- the letters [a-z] except v for (atomic) formulas
- bot and top for logical constants
- logical connectives: \& (additive and), * (fusion/multiplicative and), v (or), -> (implication) and - (negation).

The component checkInput implements a syntactic check of the input formula using a definite clause grammar:

Code Example 1. We use axiom2tex as start symbol of the DCG. On the right side of the arrow we can see the translation into $E A T_{E} X$ code. In the following code snippet, we only show the definition of the start symbol and omit the definition of the other nonterminal symbols (axiom2texP1, axiom2texP2, ..., axiom2texP5 and bs, which stands for
the ASCII code of the backslash $\backslash$ ).

```
axiom2tex(-X) --> " ", bs, "lnot ", axiom2texP1(X).
axiom2tex(X & Y) --> axiom2texP2(X), " ", bs, "land ", axiom2texP2(Y).
axiom2tex(X v Y) --> axiom2texP3(X), " ", bs, "lor ", axiom2texP3(Y).
axiom2tex(X * Y) --> axiom2texP4(X), " ", bs, "cdot ", axiom2texP4(Y).
axiom2tex(X -> Y) --> axiom2texP5(X), " ", bs, "ra ", axiom2texP5(Y).
axiom2tex(top) --> bs,"top".
axiom2tex(bot) --> bs,"bot".
axiom2tex(a) --> bs,"alpha".
axiom2tex(b) --> bs,"beta".
```

COMPUTERULES and EXPloit. The second component, COMPUTERULES, contains the implementation of the algorithm:

- isInClass identifies the class of the input axiom within the substructural hierarchy and indicates it as $\mathrm{n}(\mathrm{i})$ for $\mathcal{N}_{i}$ or p (i) for $\mathcal{P}_{i}$.
- If the class of the axiom identified before is within $\mathcal{P}_{3}$, axiom2rule transforms the axiom into equivalent analytic (hyper)sequent rules.

The third component ExPLOIT is optional and will only be called when requested by the user. It contains the goal isConvergent that checks if the new rule is a convergent rule according to Definition 24.

Code Example 2. Below we show the implementation of isConvergent. We check
(1) is_empty_RHS: if the right hand side is empty,
(2) else is_pivot0: if the sequent is a 0-pivot, and
(3) else is_npivot_check: if there exists another premise which is an n-pivot for the sequent.

```
%% isConvergent(+[Prem,Con], -Convergent, - [PremR,ConvR])
%% + ... parameter given as input, - ... return value
%% [Prem,Con] ... premises and conclusion of the analytic rule
%% that has to be checked if it is convergent
%% Convergent ... 1 if premises are convergent, 0 otherwise
%% [PremR,ConR]... resulting premises and conclusion
isConvergent([Premises,Con], Convergent, [PremisesR,ConvR]) :-
    remove_double(Premises, [], Prem),
```

```
is_empty_RHS(Prem, ConvPrem), % check condition (1)
length(ConvPrem, LConvPrem),
length(Prem, LPrem),
( (LPrem = LConvPrem) ->
    Convergent = 1,
    PremisesR = [],
    ConvR = []
; % else: check condition (2)
    is_pivot0(Prem, Con, ConvPrem, ConvPrem1),
    length(ConvPrem1, LConvPrem1),
    ( (LPrem = LConvPrem1) ->
        Convergent = 1,
        PremisesR = [],
        ConvR = [[0, ConvPrem1]]
    ; ( (LConvPrem1 = LConvPrem) ->
                Convergent = 0,
                PremisesR = Prem,
                ConvR = []
        ; %else: check condition (3)
                is_npivot_check(Prem, ConvPrem1, Check, CountP),
                ( (Check = 0) ->
                    Convergent = 0,
                    PremisesR = Prem,
                    ConvR = []
        ; % differentiate between 0-pivot, 1-pivot, ... premises
                ConvPrem2 = [[0, ConvPrem1]],
                recursive_pivotn(Prem, ConvPrem2, ConvPrem3, CountP, 1),
                is_convergent_length(ConvPrem3, LConvPrem3),
                ( (LPrem = LConvPrem3) ->
                    Convergent = 1
                    ; Convergent = 0
                ),
                PremisesR = Prem,
                ConvR = ConvPrem3
)))).
```

Output and PRINTOUTPUT. The last component, PRINTOUTPUT, contains the method to print the generated rule on the command-line or web interface (printRules); moreover, the method texOut generates a $\mathrm{LAT}_{\mathrm{E}} \mathrm{X}$-paper containing the resulting analytic (hyper)sequent calculus and, if requested, the results of the check for standard completeness.

The method texOut is used for the generation of the $\mathrm{IAT}_{\mathrm{E}} \mathrm{X}$-paper. It takes as arguments the input formula and the computed rules and rewrites them into $\mathrm{IATEX}_{\mathrm{E}}$-code
by using the DCG that we already used in the CHECKInPut-component. The (EATEX version of the) axioms and rules are written to a style file, which is included in the main tex file. However, the $\mathrm{LAT}_{\mathrm{E}} \mathrm{X}$ code of the axioms and rules is not the only thing that needs to be "written" by the tool: according to the results, also the contents of the final tex file need to be adjusted. For example, in AxiomCalc, the base calculus could be either a sequent or a hypersequent calculus, according to the input axiom.

Code Example 3. We show below how the tex0ut goal is implemented in AxiomCalc for axioms that are transformed into hypersequent rules.

```
%% texOut(+Axiom, +Rules, +C)
%% + ... parameter given as input, - ... return value
%% Axiom ... Axiom the user provided
%% Rules ... Analytic rules for Axiom
%% C ... Class of the Axiom
texOut(Axiom, Rules, C) :-
    member(C, [p(2),p(3)], % C is either p(2) or p(3)
    axiom2tex(Axiom,TAxiom,[]), % use the DCG to rewrite the Axiom
    tell('tex/AxiomCalc.sty'), % open the .sty file
    length(Rules, N), % number of rules
    % retrieve content according to the number of rules:
    constants2tex("HFLew", N, C),
    print_phrase(texNewAxiom(TAxiom)), % write to .sty file
    print_phrase(texNewAxiomNotMath(TAxiom)), % write to .sty file:
    nl, print_phrase(texNewRuleStart), % write to .sty file:
    createHSeqRules(Rules), % create LaTeX code for hypersequent rules
    print_phrase(texNewRuleEnd), %write to .sty file
    told. %close .sty file
```


## Intermediate Logics

Intermediate logics lie between intuitionistic and classical logic. They can be described in two different ways by using syntactic or semantic methods. Syntactically, they are axiomatic extensions of (propositional) intuitionistic logic Int. Semantically, they are defined by imposing additional conditions to the accessibility relation $\leqslant$ of the standard intuitionistic Kripke frame [50. Intermediate logics are closely connected to modal logics, from a technical and a philosophical viewpoint [50]. Moreover, some intermediate logics have found applications in computer science, e.g. in non-monotonic reasoning and logic programming [148, 145], and some others are among the most important formalizations of fuzzy logic 98 .

In this chapter, we present two approaches for the introduction of analytic calculi for intermediate logics. The two approaches are distinguished by their starting point. The first combines an automated procedure with a heuristic method and is based on the syntactic definition of the logic. As an example, we apply this method to the Hilbert system for the logic $\mathbf{B d}_{2}$, i.e. the logic of frames with bounded depth of at most 2 [50]. This way, we give a first analytic hypersequent calculus for this logic. The second approach is a systematic procedure that is based on the semantic specification of the considered logic. It generalizes the method in [77]. Finally, we present the TINC-tool Framinator that implements the latter approach for a large class of intermediate logics.

We start by settling the basic notions and give some examples of (propositional) intermediate logics. In Section 5.2, we give an overview of related work on the (automated) introduction of analytic calculi for intermediate logics. The following two sections contain our theoretical contributions: In Section 5.3, we introduce a (heuristic) method to create logical hypersequent rules out of Hilbert axioms. Section 5.4 contains the systematic procedure to transform frame conditions defining intermediate logics into labelled rules, hence obtaining cut-free labelled sequent calculi for a large class of intermediate logics. Section 5.4.1 contains a description of the tool Framinator that implements the systematic procedure to generate labelled calculi.

The results of this chapter are based on 58 .

### 5.1 Preliminaries

The language of propositional intermediate logics is the language $\mathcal{L}_{\text {int }}$ of Section 2.1
An intuitionistic frame is a pair $\mathfrak{F}=\langle W, \leqslant\rangle$ where $W$ is a non-empty set (the set of possible worlds), and $\leqslant \subseteq W \times W$ is a reflexive and transitive (accessibility) relation on $W$. An intuitionistic model is a triple $\mathfrak{M}=\langle W, \leqslant, \Vdash\rangle$, where $\Vdash$ is a binary relation (called forcing) between elements of $W$, the possible worlds, and atomic formulas. Intuitively, $x \Vdash p$ means that the atom $p$ is true (holds) at world $x$. Forcing is assumed to be monotonic w.r.t. the relation $\leqslant$, namely, if $x \leqslant y$ and $x \Vdash p$ then also $y \Vdash p$. The forcing relation is defined inductively on arbitrary formulas as follows:

```
\((\Vdash \perp) \quad x \Vdash \perp \quad\) for no \(x\)
\((\Vdash \wedge) \quad x \Vdash \varphi \wedge \psi \quad\) iff \(\quad x \Vdash \varphi\) and \(x \Vdash \psi\)
\((\Vdash \vee) \quad x \Vdash \varphi \vee \psi \quad\) iff \(\quad x \Vdash \varphi\) or \(x \Vdash \psi\)
\((\Vdash \supset) \quad x \Vdash \varphi \supset \psi\) iff \(\quad x \leqslant y\) and \(y \Vdash \varphi\) implies \(y \Vdash \psi\).
```

Frame conditions are imposed on the relation $\leqslant$ on intuitionistic Kripke frames to define intermediate logics semantically. They are usually expressed as formulas in the language of first-order classical logic: Atomic formulas are relational atoms of the form $x \leqslant y$, denoted by (possibly indexed) $P, Q$. Compound formulas $A, B, C, M, \ldots$ are built from relational atoms using the propositional connectives \& (conjunction), $\vee$ (disjunction), $\rightarrow$ (implication), $\neg$ (negation), and the quantifiers $\forall$ (universal quantifier) and $\exists$ (existential quantifier). Variables are interpreted as elements of $W$ and the binary predicate $\leqslant$ denotes the accessibility relation of $\mathfrak{F}$.

We use $Q[x / y](\Gamma[x / y])$ to denote $Q(\Gamma)$ after substituting the variable $x$ for the variable $y$.

## Labelled Sequent Calculus

The labelled sequent calculus [84, 170, 136] is a semantic formalism generalizing Gentzen's sequent calculus. In a labelled sequent calculus, the logic semantics is made explicit part of the syntax. Each formula $\varphi$ receives a label $x$, written as $x: \varphi$. The labels are interpreted as possible worlds, and a labelled formula $x: \varphi$ intuitively means that $\varphi$ holds in world $x$, i.e. $x \Vdash \varphi$. Moreover, labels may occur also in expressions for the accessibility relation (relational atoms) like, e.g., $x \leqslant y$.

Definition 25. A labelled sequent is a sequent consisting of labelled formulas and relational atoms.

As in the case of sequent and hypersequent calculus, the rules of a labelled sequent calculus consist of initial axioms, logical rules and structural rules. Moreover, there are also rules that correspond to the peculiar frame conditions of the considered logics; as an example, see the rules (ref) and (trans) in Table 5.1 for relational atoms corresponding to the assumptions of reflexivity and transitivity of the accessibility relation $\leqslant$.

$$
\begin{array}{ccl}
x \leqslant y, x: p, \Gamma \Rightarrow \Delta, y: p & \frac{x: \varphi, x: \psi, \Gamma \Rightarrow \Delta}{x: \varphi \wedge \psi, \Gamma \Rightarrow \Delta}(\wedge, l) & \frac{\Gamma \Rightarrow \Delta, x: \varphi \Gamma \Rightarrow \Delta, x: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \wedge \psi}(\wedge, r) \\
\frac{\Gamma: \perp, \Gamma \Rightarrow \Delta}{}(\perp, l) & \frac{\Gamma \Rightarrow \Delta, x: \varphi, x: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \vee \psi}(\vee, r) & \frac{x: \varphi, \Gamma \Rightarrow \Delta \quad x: \psi, \Gamma \Rightarrow \Delta}{x: \varphi \vee \psi, \Gamma \Rightarrow \Delta}(\vee, l) \\
\frac{x \leqslant x, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta}(r e f) & \frac{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, y: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi}(\supset, r) & \frac{x \leqslant z, x \leqslant y, y \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, y \leqslant z, \Gamma \Rightarrow \Delta}(\text { trans }) \\
\frac{x \leqslant y, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta, y: \varphi}{} x \leqslant y, x: \varphi \supset \psi, y: \psi, \Gamma \Rightarrow \Delta \\
x \leqslant y, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta & (\supset, l)
\end{array}
$$

$y$ in the conclusion of $(\supset, r)$ is an eigenvariable

Table 5.1: Labelled calculus G3I 77]

Table 5.1 depicts the labelled sequent calculus G3I for Int. Note that its logical rules are obtained directly from the inductive definition of forcing and that the rule ( $\supset, r$ ) must satisfy the eigenvariable condition ( $y$ does not occur in the conclusion).

Definition 26. Let $C_{L}$ be a labelled sequent calculus and $R$ be a set of rules. We write $C_{L}+R$ to denote the labelled sequent calculus $C_{L}$ extended with $R$. A derivation in a labelled sequent calculus is a labelled finite tree with a single root (called end sequent), axioms at the top nodes, and where each node is connected with the (immediate) successor nodes (if any) according to the inference rules.

For labelled sequents derived in $C_{L}+R$ we write

$$
\vdash_{C_{L}+R} \Gamma \Rightarrow \Delta
$$

The notation $\vdash_{C_{L}+R} \varphi$ is defined as $\vdash_{C_{L}+R} \Rightarrow \varphi$, i.e., derivability of the labelled sequent $\Gamma \Rightarrow \varphi$ with $\Gamma$ being empty. If a labelled sequent $S_{0}$ is derivable from a set of labelled sequents $\mathcal{S}$ in $C_{L}+R$, we write

$$
\mathcal{S} \vdash_{C_{L}+R} S_{0}
$$

The notions of height of a derivation and complexity of a formula are as for the sequent calculus. Moreover, we also need the equivalence of rules:

Definition 27. Two labelled rules $r$ and $r^{\prime}$ are equivalent (in G3I) if the derivability relations $\vdash_{G 3 I+r}$ and $\vdash_{G 3 I+r^{\prime}}$ coincide, i.e., when the conclusion of $r$ is derivable from its premises in $G 3 I+r^{\prime}$ (and the conclusion of $r^{\prime}$ is derivable from its premises in $G 3 I+r$ ), then $r$ and $r^{\prime}$ are equivalent. The definition naturally extends to sets of rules.

Finally, we introduce the notions of height-preserving admissibility and height-preserving invertibility:

| Name | Axiom |
| :--- | :--- |
| em | $\neg \varphi \vee \varphi$ |
| wem | $\neg \varphi \vee \neg \neg \varphi$ |
| prel | $(\varphi \supset \psi) \vee(\psi \supset \varphi)$ |
| $b w_{n}$ | $\bigvee_{i=0}^{n}\left(\varphi_{i} \supset \bigvee_{j \neq i} \varphi_{j}\right)$ |
| $b d_{n}$ | $b d_{1}=\varphi_{1} \vee\left(\varphi_{1} \supset \varphi_{0}\right)$, and |
|  | $b d_{n}=\varphi_{n} \vee\left(\varphi_{n} \supset b d_{n-1}\right)$ |
| $b d_{2}$ | $\varphi_{2} \vee\left(\varphi_{2} \supset \varphi_{1} \vee\left(\varphi_{1} \supset \varphi_{0}\right)\right)$ |
| $b c_{n}$ | $\varphi_{0} \vee\left(\varphi_{0} \supset \varphi_{1}\right) \vee \ldots \vee\left(\varphi_{0} \wedge \ldots \wedge \varphi_{n-1} \supset \varphi_{n}\right)$ |
| $g s$ | $(\varphi \supset \psi) \vee(\psi \supset \varphi) \vee((\varphi \supset \neg \psi) \wedge(\neg \psi \supset \varphi))$ |
| $s m$ | $(\neg \psi \supset \varphi) \supset(((\varphi \supset \psi) \supset \varphi) \supset \varphi)$ |
| $k p$ | $(\neg \varphi \supset(\psi \vee \chi)) \supset((\neg \varphi \supset \psi) \vee(\neg \varphi \supset \chi))$ |

Table 5.2: (Schematic) Hilbert axioms defining intermediate logics

Definition 28. Whenever derivability of the premises of a rule implies derivability of its conclusion with at most the same derivation height, the rule is called height-preserving admissible (abbreviated hp-admissible).

Let $S_{1}, \ldots, S_{n}, S$ be labelled sequents and $r$ a labelled sequent rule of G3I. $r$ is height-preserving invertible (abbreviated hp-invertible) if for each instance

$$
\frac{S_{1} \cdots S_{n}}{S}
$$

of $r$, whenever $\vdash_{G 3 I} S$, then $\vdash_{G 3 I} S_{i}$ for $i=1, \ldots, n$ with at most the same derivation height.

## Examples of Intermediate Logics

(Propositional) Intermediate logics lie between (propositional) intuitionistic logic Int and (propositional) classical logic $\mathbf{C l}$. The latter is considered to be the strongest intermediate logic in which the accessibility relation $\leqslant$ is an equivalence relation.

Below we describe some intermediate logics and present their syntactic (Hilbert axioms) and semantic (frame conditions) definitions.

| Logic |  | Axiomatiza- <br> tion $^{*}$ | Semantic Characterization |  |
| :--- | :--- | :--- | :--- | :--- |
| Cl | Classical logic | Int+em | $\forall x, y(x \leqslant y \rightarrow y \leqslant x)$ |  |
| LQ | Jankov (or De Morgan) | Int+wem | $\forall x, y, z((x \leqslant y \& x \leqslant z) \rightarrow$ <br>  <br>  <br> logic 101$]$ is the logic of <br> strongly directed frames. |  |


| GD | Gödel-Dummett logic (92, 72 is the logic of linear order and one of the main fuzzy logics. | Int+prel | $\begin{aligned} & \forall x, y, z((x \leqslant y \& x \leqslant z) \rightarrow(y \leqslant \\ & z \vee z \leqslant y)) \end{aligned}$ |
| :---: | :---: | :---: | :---: |
|  | are the logics of frames with cardinality at most $n$ for $n \geq$ 1 [50]. | Int $+b c_{n}$ | $\begin{aligned} & \forall x_{0}, x_{1}, \ldots, x_{n}\left(\& _ { i = 1 } ^ { n } \left(x_{0} \leqslant\right.\right. \\ & \left.\left.x_{i}\right) \rightarrow \bigvee_{i \neq j}\left(x_{i} \leqslant x_{j} \& x_{j} \leqslant x_{i}\right)\right) \end{aligned}$ |
| $\mathrm{G}_{n}$ | ( $n+1$ )-valued Gödel logics 92 are the logics of linear frames with at most $n$ nodes. | $\mathbf{I n t}+$ prel $+b c_{n}$ | frame conditions of GD and $\mathbf{B c}_{n}$ |
|  | are the logics of frames with bounded width of at most $n$ for $n \geq 1$ [50. $\mathrm{Bw}_{1}$ coincides with GD. | Int+bwn | $\begin{aligned} & \forall x, x_{0}, \ldots, x_{n}\left(\&_{i=0}^{n}\left(x \leqslant x_{i}\right) \rightarrow\right. \\ & \left.\bigvee_{i \neq j}\left(x_{i} \leqslant x_{j} \& x_{j} \leqslant x_{i}\right)\right) \end{aligned}$ |
|  | are the logics of frames with bounded depth of at most $n$ for $n \geq 1$ [50]. | Int+bdn | $\begin{aligned} & \forall x_{0}, \ldots, x_{n}\left(\&_{i=0}^{n-1}\left(x_{i} \leqslant x_{i+1}\right) \rightarrow\right. \\ & \left.\bigvee_{i \neq j}\left(x_{i} \leqslant x_{j} \& x_{j} \leqslant x_{i}\right)\right) \end{aligned}$ |
| $\mathrm{Bd}_{2}$ | is the logic of frames with bounded depth at most 2 . | Int $+b d_{2}$ | $\begin{aligned} & \forall x, y, z((x \leqslant y \& y \leqslant z) \rightarrow(y \leqslant \\ & x \vee z \leqslant y)) \end{aligned}$ |
| GS | is the greatest semiconstructive logic (also called $\mathbf{B d}_{2} \mathbf{F}_{2}$ ) [80]. | Int $+b d_{2}+g s$ | frame condition of $\mathbf{B d}_{2}$ and $\forall x, y, z \exists v((x \leqslant v \& y \leqslant v) \vee(y \leqslant$ $v \& z \leqslant v) \vee(x \leqslant v \& z \leqslant v))$ |
| SM | Smetanich logic 50] is the greatest intermediate logic that is properly included in Cl. It is also known as 3valued Gödel logic. | $\begin{aligned} & \text { Int }+ \text { sm } \\ & \text { Int }+ \text { prel }+b d_{2} \end{aligned}$ | frame conditions of GD and $\mathrm{Bd}_{2}$ |
| KP | Kreisel-Putnam logic [112] | Int $+k p$ | $\begin{aligned} & \forall x, y, z((x \leqslant y \& x \leqslant z) \rightarrow(y \leqslant \\ & z \vee z \leqslant y \vee \exists u(x \leqslant u \& u \leqslant y \& u \leqslant \\ & z \& F(u, y, z)))) \\ & \text { where } F(u, y, z)=\forall v(u \leqslant v \rightarrow \\ & \exists w(v \leqslant w \&(y \leqslant w \vee z \leqslant w))) . \end{aligned}$ |

* The Hilbert axioms are given in Table 5.2 on page 60

The intermediate logics $\mathbf{I n t}, \mathbf{C l}, \mathbf{L Q}, \mathbf{G D}, \mathbf{B d}_{\mathbf{2}}, \mathbf{G S}$ and $\mathbf{S M}$ are the only seven interpolable propositional intermediate logics 124 and were among the first intermediate logics to be introduced in the literature.

### 5.2 Related Work in Proof Theory

We give a brief overview of related work on the systematic introduction of analytic calculi for intermediate logics. We distinguish between syntactic and semantic approaches.

## Syntactic Calculi

A formalism that has frequently been used to define calculi for intermediate logics is the tableau calculus, see [160, 81]. Tableau calculi can be easily obtained by dualizing sequent calculi. In [8] (duplication-free) tableau calculi and their related cut-free sequent calculi are defined for all the interpolable intermediate logics. As the introduction of these calculi was tailored to the specific logic at hand, a more systematic approach was presented in 52. There, for the logics $\mathbf{B w}_{n}, \mathbf{B c}_{n}, \mathbf{G}_{n}$ and $\mathbf{L Q}$, the conditions characterizing these logics were translated into rules for hypertableaux, which are a natural generalization of tableaux, analogous to how hypersequents are a natural generalization of sequents. However, similar to the case of hypersequents, the same procedure cannot be applied to all intermediate logics, e.g. to $\mathbf{B d}_{2}$. For the particular case of the $\operatorname{logic} \mathbf{B d}_{n}$, a pathhypertableau calculus was introduced, which is a hypertableau calculus where the order of the components matters. The path-hypertableau calculus for $\mathbf{B d}_{n}$ is then defined by adding to the path-hypertableau calculus for Int a structural rule corresponding to the axiom characterizing $\mathbf{B d}_{n}$.

As already mentioned in Section 4.2, the procedure in 53 was a first step in the direction of automated procedures for large classes of various non-classical logics. The results in [53] also include many intermediate logics, e.g. the logics $\mathbf{L Q}, \mathbf{G D}, \mathbf{B w}_{n}$ or $\mathbf{B} \mathbf{c}_{n}$. The Hilbert axioms characterizing these logics are all within the class $\mathcal{P}_{3}$ of the substructural hierarchy and can thus be transformed into equivalent analytic hypersequent rules.

The systematic procedure from [53] has been adapted to display calculi in 60], transforming axioms into equivalent structural display rules. Note that hypersequent calculi can be translated into display calculi 155 and hence the results on display calculus subsume those for the hypersequent calculus. Moreover, the procedure proposed in 60] can also be applied to axioms that cannot be captured using the procedure in 53], e.g., the axioms defining the logic $\mathbf{B d} \mathbf{d}_{n}$ for $n \geq 2$.

## Semantic Calculi

A modular approach to define cut-free labelled calculi, which in particular applies to a large class of intermediate logics, has been proposed in [77, 132]. The resulting calculi are obtained by adding to the labelled intuitionistic system G3I (see Table 5.1) new rules, which correspond to the peculiar frame conditions of the considered logics.

The (formulas defining) frame conditions, to which the method in 77] applies, are called regular and geometric formulas. Regular formulas are conjunctions of formulas of the form
reg

$$
\forall \bar{x}\left(P_{1} \& \ldots \& P_{m} \rightarrow Q_{1} \vee \ldots \vee Q_{n}\right)
$$

whereas geometric formulas consist of conjunctions of formulas of the shape

$$
\text { geom } \quad \forall \bar{x}\left(P_{1} \& \ldots \& P_{m} \rightarrow \exists \bar{y}\left(M_{1} \vee \ldots \vee M_{n}\right)\right)
$$

where in both cases $\bar{x}, \bar{y}$ are sequences of bound variables, each $P_{i}$ is a relational atom, each $M_{j}$ is a conjunction of relational atoms $Q_{j_{1}}, \ldots, Q_{j_{k}}$ and $\bar{y}$ does not appear in $P_{1}, \ldots, P_{m}$. Note that regular formulas are equivalent to geometric formulas where $\bar{y}$ does not appear in $M_{i}$ (for all $i=1, \ldots, n$ ). As shown in [77], the rule scheme corresponding to regular formulas has the form

$$
\frac{Q_{1}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta \quad \cdots \quad Q_{n}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}{P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}(\mathrm{reg})
$$

while the rule scheme corresponding to geometric formulas is of the shape

$$
\frac{\bar{Q}_{1}\left[z_{1} / y_{1}\right], P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta \quad \cdots \quad \bar{Q}_{n}\left[z_{n} / y_{n}\right], P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}{P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}(\text { geom })
$$

where each $\overline{Q_{j}}$ indicates the multiset of relational atoms $Q_{j_{1}}, \ldots, Q_{j_{k}}$ and $z_{1}, \ldots, z_{n}$ are eigenvariables, i.e., variables not occurring in the conclusion. Note that we refer to eigenvariables also as fresh variables.

Note that the accessibility relation $\leqslant$ in all intermediate logics presented in Section 5.1 (except KP) is characterized by universal or so-called geometric axioms corresponding to regular or geometric formulas.

Example $16(\mathbf{L Q})$. The logic $\boldsymbol{L} \boldsymbol{Q}$ is semantically characterized by the frame condition $\forall x y z((x \leqslant y \& x \leqslant z) \rightarrow \exists w(y \leqslant w \& z \leqslant w))$. The corresponding geometric rule of the form (geom) according to [77] is ( $w^{\prime}$ is a fresh variable):

$$
\frac{y \leqslant w^{\prime}, z \leqslant w^{\prime}, x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}\left(\text { geom }_{l q}\right)
$$

Theorem 5 ([77]). Cut is admissible in any extension of G3I by rules of the form (reg) and (geom). Weakening and contraction are height-preserving (hp-) admissible and all rules are hp-invertible (see Definition 28).

The work of [77] has been further extended in 135 where systems of labelled rules are employed. The idea behind a system of rules is that two or more rules are combined and need to be applied in a specific order in the derivation. The (generalized) geometric formulas that can be handled with systems of rules are inductively defined as follows

$$
\begin{aligned}
G F_{0} & \equiv \forall \bar{x}\left(\& P_{i} \rightarrow \exists \overline{y_{1}} M_{1} \vee \cdots \vee \exists \overline{y_{m}} M_{m}\right) \\
G F_{1} & \equiv \forall \bar{x}\left(\& P_{i} \rightarrow \exists \overline{y_{1}} \& G A_{0} \vee \cdots \vee \exists \overline{y_{m}} \& G F_{0}\right) \\
G F_{n+1} & \equiv \forall \bar{x}\left(\& P_{i} \rightarrow \exists \overline{y_{1}} \& G F_{k_{1}} \vee \cdots \vee \exists \overline{y_{m}} \& G F_{k_{m}}\right)
\end{aligned}
$$

where $\bar{x}, \overline{y_{i}}$ are sequences of bound variables, $\& P_{i}$ denotes a conjunction of atomic formulas, each $M_{j}$ is a conjunction of atomic formulas, the variables in $\overline{y_{j}}$ are not free in any $P_{i}, \& G F_{k_{i}}$ denotes a conjunction of $G F_{k_{i}}$-formulas and $k_{1}, \ldots, k_{m} \leq n$.

The corresponding geometric rule schemes $\left(G R S_{n+1}\right)$ for the respective geometric formula $G F_{n+1}$ is inductively defined as follows 135:

where $z_{i}$ are eigenvariables, the derivations $\mathcal{D}_{k_{i}}^{i}$ use only logical rules and rules of the form $\left(G R S_{k_{i}}\right)$ corresponding to the geometric formulas $G F_{k_{i}}$, and the derivations $\mathcal{D}^{i}$ use only logical rules.

Example 17 ([135]). The frame condition for join semi-lattices has the form $G F_{1}$ :

$$
\forall x y \exists z((x \leqslant z \& y \leqslant z) \& \forall w(x \leqslant w \& y \leqslant w \rightarrow z \leqslant w))
$$

The corresponding system of rules is

$$
\begin{gathered}
z \leqslant w, x \leqslant w, y \leqslant w, \Gamma^{\prime} \Rightarrow \Delta^{\prime} \\
x \leqslant w, y \leqslant w, \Gamma^{\prime} \Rightarrow \Delta^{\prime} \\
\vdots \\
\frac{x \leqslant z, y \leqslant z, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta}\left(G R S_{1}^{2}\right)
\end{gathered}
$$

where $z$ in $\left(G R S_{1}^{1}\right)$ is fresh and $\left(G R S_{1}^{2}\right)$ needs to be applied above $\left(G R S_{1}^{1}\right)$.
Example 18 (KP). The frame condition for KP has the form:
$\forall x y z((x \leqslant y \& x \leqslant z) \rightarrow(y \leqslant z \vee z \leqslant y \vee \exists u(x \leqslant u \& u \leqslant y \& u \leqslant z \& F(u, y, z))))$
where $F(u, y, z)$ abbreviates $\forall v(u \leqslant v \rightarrow \exists w(v \leqslant w \&(y \leqslant w \vee z \leqslant w)))$.
The corresponding system of rules is:

$$
\begin{gathered}
\frac{u \leqslant v, v \leqslant w, \Gamma^{\prime} \Rightarrow \Delta^{\prime} \quad u \leqslant v, y \leqslant w, z \leqslant w, \Gamma^{\prime} \Rightarrow \Delta^{\prime}}{u \leqslant v, \Gamma^{\prime} \Rightarrow \Delta^{\prime}} \\
\vdots \\
\frac{x \leqslant y, x \leqslant z, y \leqslant z, \Gamma \Rightarrow \Delta \quad x \leqslant y, x \leqslant z, z \leqslant y, \Gamma \Rightarrow \Delta}{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}
\end{gathered}
$$

where $u$ is fresh in the lower rule and $w$ is fresh in the upper rule.
Theorem 6 ([135]). Cut is admissible in any extension of G3I by systems of rules following the geometric scheme $\left(G R S_{n+1}\right)$.

With the extension of the geometric rule scheme to the generalized geometric rule scheme for systems of rules, a larger class of intermediate logics can be captured (including the class of intermediate logics that is captured by our procedure in Section 5.4. Moreover, as pointed out in a remark in [135], the method to create systems of rules is not only applicable to frame conditions, but also to axioms without quantifiers that are in $G F_{1}$, but not in $G F_{0}$.

Example 19 ([135]). The Hilbert axiom for prelinearity has the form $G F_{1}$ :

$$
(P \rightarrow Q) \vee(Q \rightarrow P)
$$

The corresponding system of rules is

$$
\begin{array}{cc}
\frac{Q, P, \Gamma^{\prime} \Rightarrow \Delta^{\prime}}{P, \Gamma^{\prime} \Rightarrow \Delta^{\prime}} & \frac{P, Q, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}}{Q, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}} \\
\vdots & \vdots \\
\frac{\Gamma \Rightarrow \Delta}{} & \Gamma \Rightarrow \Delta \\
\Gamma \Rightarrow \Delta &
\end{array}\left(G R S_{1}\right)
$$

Note that the system of rules in the previous example has some similarity with Avron's communication rule [10], i.e.

$$
\frac{G\left|\Gamma, \Gamma^{\prime} \Rightarrow \Delta \quad G\right| \Sigma^{\prime}, \Sigma \Rightarrow \Delta^{\prime}}{G|\Gamma, \Sigma \Rightarrow \Delta| \Gamma^{\prime}, \Sigma^{\prime} \Rightarrow \Delta^{\prime}}(\mathrm{com})
$$

### 5.3 Towards the Generation of Logical Hypersequent Rules

As mentioned in the previous section, the systematic procedure to generate structural rules from Hilbert axioms introduced in 53 does not work for axioms belonging to a class above $\mathcal{P}_{3}$, such as the axiom $b d_{2}=\xi \vee(\xi \supset(\varphi \vee(\varphi \supset \psi))) \in \mathcal{P}_{4}$.

Example 20. The axioms defining the logics $\mathbf{B d}_{n}(n>1)$, $\mathbf{S M}$ and $\mathbf{K P}$ are above the class $\mathcal{P}_{3}$ and hence cannot be handled by the algorithm described in Theorem 3 .

Thus, to try to capture these logics, one has to think of new ways to suitably adapt the systematic procedure in [53] to create rules out of axioms. Possible solutions are to change the base calculus, which was done e.g. in [63, 60], and/or to create logical instead of structural rules out of the given axioms, see e.g. the general strategy from 63] described in Section 5.2.

We now introduce a transformation procedure that combines a heuristic method with the procedure in 63]. Since adding logical rules to the base calculus requires some further

$$
\begin{array}{|lll}
\hline \varphi \Rightarrow \varphi & \quad \perp \Rightarrow & \frac{G|\Gamma \Rightarrow \Delta| \Gamma \Rightarrow \Delta}{G \mid \Gamma \Rightarrow \Delta}(e c) \\
\frac{G|\Gamma \Rightarrow \varphi, \Delta \quad G| \Gamma, \psi \Rightarrow \Delta}{G \mid \Gamma, \varphi \supset \psi \Rightarrow \Delta}(\supset, l) & \frac{G \mid \Gamma, \varphi \Rightarrow \psi}{G \mid \Gamma \Rightarrow \varphi \supset \psi, \Delta}(\supset, r) & \frac{G \mid \Gamma \Rightarrow \Delta}{G \mid \Gamma \Rightarrow \perp, \Delta}(\mathrm{F}, \mathrm{C}, r) \\
\frac{G|\Gamma \Rightarrow \varphi, \Delta \quad G| \Gamma \Rightarrow \psi, \Delta}{G \mid \Gamma \Rightarrow \varphi \wedge \psi, \Delta}(\wedge, r) & \frac{G \mid \varphi, \psi, \Gamma \Rightarrow \Delta}{G \mid \varphi \wedge \psi, \Gamma \Rightarrow \Delta}(\wedge, l) & \frac{G \mid \Gamma \Rightarrow \varphi, \varphi, \Delta}{G \mid \Gamma \Rightarrow \varphi, \Delta}(c, r) \\
\frac{G|\varphi, \Gamma \Rightarrow \Delta \quad G| \psi, \Gamma \Rightarrow \Delta}{G \mid \varphi \vee \psi, \Gamma \Rightarrow \Delta}(\vee, l) & \frac{G \mid \Gamma \Rightarrow \varphi, \psi, \Delta}{G \mid \Gamma \Rightarrow \varphi \vee \psi, \Delta}(\vee, r) & \frac{G \mid \Gamma, \varphi, \varphi \Rightarrow \Delta}{G \mid \Gamma, \varphi \Rightarrow \Delta}(c, l) \\
\frac{G|\Gamma \Rightarrow \varphi, \Delta \quad H| \varphi, \Sigma \Rightarrow \Pi}{G|H| \Gamma, \Sigma \Rightarrow \Pi, \Delta}(c u t) & \frac{G \mid \Gamma \Rightarrow \Delta}{G \mid \Gamma \Rightarrow \varphi, \Delta}(w, r) & \frac{G \mid \Gamma \Rightarrow \Delta}{G \mid \Gamma, \varphi \Rightarrow \Delta}(w, l)
\end{array}
$$

Table 5.3: Multiple-conclusion hypersequent calculus HLJm
investigation on how the various logical rules interact with each other, we cannot provide uniform proofs of soundness, completeness and cut elimination. As a case study, we apply the combined method to the logic $\mathbf{B d}_{2}$ and present ad-hoc proofs of these results. This way we define a first cut-free hypersequent calculus for this particular logic.

## From Axioms to Logical Rules

Inspired by [157], we use as base calculus (the hypersequent version of) Maehara's calculus $L J m$ for intuitionistic logic [163]. This is a multiple-conclusion version of $L J$ where the intuitionistic restriction, i.e., that the consequent of a sequent contains at most one formula, applies only to the right rule of $\supset$ (and $\forall$, in the first order case). The rule schemas for the hypersequent version of $L J m$ (we call this calculus HLJm) are depicted in Table 5.3

Our transformation procedure to create logical rules out of axioms again uses the following two key ingredients:
(1) the invertibility of the logical rules for the connectives $\wedge, \vee,(\perp, r)$ and the restricted invertibility of the rule $(\supset, r) \prod^{\Pi}$ in $H L J m$, and
(2) the Ackermann lemma (see Lemma 4).

Lemma 4 ([53]). The hypersequent (0) $G \mid \varphi_{1}, \ldots, \varphi_{n} \Rightarrow \psi_{1}, \ldots, \psi_{m}$ interpreted as a zero-premise rule is equivalent to the rules

$$
\begin{equation*}
\frac{G\left|\psi_{1}, \Sigma \Rightarrow \Pi \quad \cdots \quad G\right| \psi_{m}, \Sigma \Rightarrow \Pi}{G \mid \varphi_{1}, \ldots, \varphi_{n}, \Sigma \Rightarrow \Pi} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\left.\left.\frac{G \mid \Gamma \Rightarrow \varphi_{1}}{l} \cdots \quad G \right\rvert\, \Gamma \Rightarrow \varphi_{n}\right) \tag{2}
\end{equation*}
$$

[^13]where $\Gamma, \Sigma, \Pi$ are fresh metavariables for multisets of formulas.
Proof. " $(0) \Rightarrow(1)$ ": Follows by $m$ applications of (cut) (and applications of contraction and weakening), i.e.
\[

$$
\begin{gathered}
\left.\frac{G \mid \varphi_{1}, \ldots, \varphi_{n} \Rightarrow \psi_{1}, \ldots, \psi_{m}}{G \mid \varphi_{1}, \ldots, \varphi_{n}, \Sigma \Rightarrow \Pi, \psi_{1}, \ldots, \psi_{m}} \quad G \right\rvert\, \psi_{m}, \Sigma \Rightarrow \Pi \\
\left.\frac{G \mid \varphi_{1}, \ldots, \varphi_{n}, \Sigma \Rightarrow \Pi, \psi_{1}, \ldots, \psi_{m-1}}{}(c u t) \quad G \right\rvert\, \psi_{m-1}, \Sigma \Rightarrow \Pi \\
\vdots \mid \varphi_{1}, \ldots, \varphi_{n}, \Sigma \Rightarrow \Pi, \psi_{1}, \ldots, \psi_{m-2} \\
\vdots \\
G \mid \varphi_{1}, \ldots, \varphi_{n}, \Sigma \Rightarrow \Pi
\end{gathered}
$$
\]

$"(0) \Rightarrow(2) "$ : Analogous - follows by $n$ applications of (cut) (and contraction and weakening).
$"(0) \Leftarrow(1) "$ : Follows by instantiating $\Sigma=\emptyset$ and $\Pi=\psi_{1}, \ldots, \psi_{m}$.
$"(0) \Leftarrow(2) "$ : Follows by instantiating $\Gamma=\varphi_{1}, \ldots, \varphi_{n}$.
However, the axioms that can be handled with this procedure need to be of a specific form due to the restricted invertibility of the $(\supset, r)$ rule. Hence we define the following grammar:

Definition 29. Let $\mathbf{A} \mathbf{x}_{I}$ be the set of axioms generated by the following grammar ( $I$ is the initial variable):

$$
\begin{array}{ll}
I=R_{1} \vee I\left|I \vee R_{1}\right| P_{1} & R_{1}=P_{2} \mid C_{2} \\
P_{1}=C_{2} \supset C_{1} \mid C_{2} \supset C_{2} & P_{2}=C_{2} \supset C_{2} \\
C_{1}=P_{2} \diamond C_{2} \mid C_{2} \diamond P_{2} & C_{2}=C_{2} \diamond C_{2} \mid p_{i} \\
\text { for } \diamond \in\{\wedge, \vee\}, i \in\{1, \ldots, n\} &
\end{array}
$$

Note that the outermost disjunction ( $V$ in $I$ ) corresponds to the $\mid$ in hypersequents, whereas the other disjunctions ( $\vee$ in $C_{2}$ ) correspond to the logical connective $\vee$.

For example, the $b d_{2}$ axiom, the law of excluded middle axiom em or the axiom for prelinearity prel (see Table 5.2) are in $\mathbf{A} \mathbf{x}_{I}$. The following algorithm now shows that every axiom within $\mathbf{A} \mathbf{x}_{I}$ can be transformed into a set of equivalent logical (or structural) hypersequent rules.

Theorem 7. Every axiom $\alpha \in \mathbf{A x}_{I}$ can be transformed into a set of equivalent logical (or structural) hypersequent rules.

Proof. Let $\alpha \in \mathbf{A} \mathbf{x}_{I} . \alpha$ is hence of the form $\alpha_{1} \vee \cdots \vee \alpha_{n}$ where one $\alpha_{j}$ is generated by $P_{1}$ and all other $\alpha_{1}, \ldots, \alpha_{j-1}, \alpha_{j+1}, \ldots \alpha_{n}$ are generated by $R_{1}$ in the grammar of Definition 29. Hence, $\alpha$ is equivalent to a hypersequent of the form

$$
G\left|\Rightarrow \alpha_{1}\right| \cdots \mid \Rightarrow \alpha_{n}
$$

W.l.o.g. we assume that $\alpha_{n}=\alpha_{j}$ is generated by $P_{1}$.

Step (i): By the invertibility of the rules $(\wedge, l),(\wedge, r),(\vee, l),(\vee, r),(\perp, r)$ and (when there is no context present) $(\supset, r)$, we obtain rules of the form

$$
\begin{equation*}
\overline{G\left|\alpha_{1_{1}}, \ldots, \alpha_{1_{k_{1}}} \Rightarrow \alpha_{1_{l_{1}}}^{\prime}, \ldots, \alpha_{1_{m_{1}}}^{\prime}\right| \cdots \mid \alpha_{n_{1_{n}}}, \ldots, \alpha_{n_{k_{n}}} \Rightarrow \alpha_{n_{l_{n}}}^{\prime}, \ldots, \alpha_{n_{m_{n}}}^{\prime}, \alpha^{*}} \tag{1}
\end{equation*}
$$

where each $\alpha_{i_{j}}, i=1 \ldots n$ does not contain any logical connective and $\alpha^{*}$ is of the form $\varphi \supset \psi$. Note that $\alpha^{*}$ is not necessarily present in the hypersequent; in that case we obtain rules of the form

$$
\overline{G\left|\alpha_{1_{1}}, \ldots, \alpha_{1_{k_{1}}} \Rightarrow \alpha_{1_{l_{1}}}^{\prime}, \ldots, \alpha_{1_{m_{1}}}^{\prime}\right| \cdots \mid \alpha_{n_{1_{n}}}, \ldots, \alpha_{n_{k_{n}}} \Rightarrow \alpha_{n_{l_{n}}}^{\prime}, \ldots, \alpha_{n_{m_{n}}}^{\prime}}\left(1^{\prime}\right)
$$

Step (ii): Next, we replace each component

$$
\alpha_{i_{1_{i}}}, \ldots, \alpha_{i_{k_{i}}} \Rightarrow \alpha_{i_{i_{i}}}^{\prime}, \ldots, \alpha_{i_{m_{i}}}^{\prime}
$$

in its conclusion with

$$
\Gamma_{i}, \Sigma_{i} \Rightarrow \Delta_{i}
$$

and, if present, replace the component

$$
\alpha_{n_{1}}, \ldots, \alpha_{n_{k_{n}}} \Rightarrow \alpha_{n_{l_{n}}}^{\prime}, \ldots, \alpha_{n_{m_{n}}}^{\prime}, \alpha^{*}
$$

in its conclusion with

$$
\Gamma_{n}, \Sigma_{n} \Rightarrow \Delta_{n}, \alpha^{*}
$$

We add $i_{m_{i}}$ new premises $\left(G \mid \Gamma_{i} \Rightarrow \alpha_{i_{1}}\right), \ldots,\left(G \mid \Gamma_{i} \Rightarrow \alpha_{i_{k_{i}}}\right),\left(G \mid \alpha_{i_{i_{i}}}^{\prime}, \Sigma_{i} \Rightarrow\right.$ $\left.\Delta_{i}\right), \ldots,\left(G \mid \alpha_{i_{m_{i}}}^{\prime}, \Sigma_{i} \Rightarrow \Delta_{i}\right)$ for $i=1, \ldots, n$, thus obtaining the rule

$$
\begin{equation*}
\left.\frac{G \mid \Gamma_{1} \Rightarrow \alpha_{1_{11}} \cdots}{} \quad \cdots \right\rvert\, \Sigma_{n}, \alpha_{n_{m_{n}}}^{\prime} \Rightarrow \Delta_{n} . \tag{2}
\end{equation*}
$$

If $\alpha^{*}$ is not present in any component of the hypersequent, we obtain a rule

$$
\frac{G\left|\Gamma_{1} \Rightarrow \alpha_{1_{1_{1}}} \cdots \quad G\right| \Sigma_{n}, \alpha_{n_{m_{n}}}^{\prime} \Rightarrow \Delta_{n}}{G|\cdots| \Gamma_{1}, \Sigma_{1} \Rightarrow \Delta_{1}|\cdots| \Gamma_{n}, \Sigma_{n} \Rightarrow \Delta_{n}}
$$

The equivalence of the rule (2) (or ( $2^{\prime}$ ), resp.) with rule (1) (or ( $1^{\prime}$ ), resp.) is ensured by Lemma 4. Note that after this step we only have metavariables $\Gamma_{i}, \Sigma_{i}, \Delta_{i}$ and at most one occurrence of $\alpha^{*}$ containing logical connectives in the conclusion of the rule $r$.

Step (iii): Let $\mathcal{S}$ be the set of premises of rule (2), resp. ( $2^{\prime}$ ). Now we eliminate from $\mathcal{S}$ all metavariables $\beta$ not occurring in the conclusion of $r$ (note that we do not eliminate metavariables from $\mathcal{S}$ that are subformulas of the logical formula occurring in the conclusion of $r$ ). Let $\mathcal{S}_{S}=\left\{G \mid \Gamma_{i}^{\prime} \Rightarrow \beta: 0 \leq i \leq k\right\}\left(\mathcal{S}_{A}=\left\{G \mid \Sigma_{j}^{\prime}, \beta \Rightarrow \Delta_{j}^{\prime}\right.\right.$ : $0 \leq j \leq m\}$, resp.) be the subset of premises which have at least one occurrence of $\beta$ in the succedent (antecedent, resp.). If $\mathcal{S}_{S}=\emptyset$, we remove $\mathcal{S}_{A}$ from $\mathcal{S}$. Similar, if $\mathcal{S}_{A}=\emptyset$, we remove $\mathcal{S}_{S}$. Furthermore, let $\mathcal{S}_{c u t}$ be the set of all hypersequents of the form
$G \mid \Sigma_{j}, \Gamma_{i} \Rightarrow \Delta_{j}$ where $1 \leq j \leq m$ and $1 \leq i \leq k$ and $G \mid \gamma, \Sigma \Rightarrow \Delta($ or $G \mid \Gamma \Rightarrow \gamma)$ where $\gamma$ is a subformula of the logical formula in the conclusion of $r$. Let $r^{\prime}$ be the rule obtained by replacing $\mathcal{S}_{A} \cup \mathcal{S}_{S}$ with $\mathcal{S}_{c u t}$. The number of variables not occurring in the conclusion decreases by one. We show that $r^{\prime}$ is equivalent to $r$.
$" \Rightarrow "$ : Follows by using cut on the premises.
$" \Leftarrow "$ Let $\beta^{\prime}=\bigvee_{i=1}^{k} \Gamma_{i}$ and instantiate all $\beta$ with $\beta^{\prime}$. Then all the premises $G \mid \Gamma_{i} \Rightarrow \beta^{\prime}$ are provable. $G \mid \beta^{\prime}, \Sigma_{j} \Rightarrow \Delta_{j}$ is derivable using the $(\vee, l)$ rule. By applying $r$, we get the conclusion of $r^{\prime}$.

Note that the resulting rules are logical if $\alpha^{*}$ occurs in a component of the hypersequent and they are structural, otherwise.

This algorithm produces logical (or structural) rules for axioms within $\mathbf{A x}_{I}$. For example, it transforms the $b d_{2}$ axiom into a logical hypersequent rule, and the axioms em or prel into structural hypersequent rules. However, these newly generated rules do not necessarily preserve cut elimination when they are added to HLJm. Therefore, we need to add a heuristic step to our procedure as was done for the calculi extended with logical rules in 63]. This heuristic step was in particular inspired by the work in [158], where a cut free sequent calculus for the modal logic K4 was introduced.
(Step 1) For any axiom $\alpha \in \mathbf{A} \mathbf{x}_{I}$, we first apply the algorithm in Theorem 7 to obtain a logical rule $r$ equivalent to $\alpha$.
(Step 2) If $H L J m$ extended with $r$ is a cut-free system, we are done. Otherwise, we search for a concrete counterexample, which is a hypersequent only derivable using cuts, by inspecting the case where cut elimination fails.
(Step 3) If we have a counterexample and its derivation with applications of cut, we see if we can make the original rule stronger by cutting over the premises, and go to (Step 2) (else, we get stuck).

## An Example: a Cut-free Hypersequent Calculus for $\mathbf{B d}_{2}$

Among the seven interpolable propositional intermediate logics, $\mathbf{B d}_{2}$ was the only one still lacking a cut-free hypersequent calculus. $\mathbf{B d}_{2}$ is obtained by extending Int with $b d_{2}$.

We show how to construct a hypersequent calculus for $\mathbf{B d}_{2}$ according to three steps explained above.

Step 1: The algorithm in Theorem 7 works as follows:

|  | $\Rightarrow \xi \vee \xi \supset(\varphi \vee(\varphi \supset \psi))$ |
| :--- | :--- |
| $\longrightarrow$ | $G\|\Rightarrow \xi\| \Rightarrow \xi \supset(\varphi \vee(\varphi \supset \psi))$ |
| $\longrightarrow^{(i)}$ | $\frac{G\|\Rightarrow \xi\| \xi \Rightarrow \varphi \vee(\varphi \supset \psi)}{(i)}$ |
|  | $\frac{G\|\Rightarrow \xi\| \xi \Rightarrow \varphi, \varphi \supset \psi}{}$ |

$$
\begin{gathered}
\longrightarrow^{(i i)} \quad \frac{G\left|\xi, \Sigma^{\prime} \Rightarrow \Delta^{\prime} \quad G\right| \Gamma \Rightarrow \xi \quad G \mid \varphi, \Sigma \Rightarrow \Delta}{G\left|\Sigma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma, \Sigma \Rightarrow \Delta, \varphi \supset \psi} \\
\longrightarrow^{(i i i)} \quad \frac{G\left|\Gamma, \Sigma^{\prime} \Rightarrow \Delta^{\prime} \quad G\right| \varphi, \Sigma \Rightarrow \Delta}{G\left|\Sigma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma, \Sigma \Rightarrow \Delta, \varphi \supset \psi}\left(b d_{2}\right)^{\prime \prime}
\end{gathered}
$$

We can simplify the rule as follows (by contraction and weakening):

$$
\frac{G\left|\Gamma, \Sigma^{\prime} \Rightarrow \Delta^{\prime} \quad G\right| \varphi, \Gamma \Rightarrow \Delta}{G\left|\Sigma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma \Rightarrow \Delta, \varphi \supset \psi}\left(b d_{2}\right)^{\prime}
$$

However $\left(b d_{2}\right)^{\prime}$ does not preserve cut elimination when added to HLJm.
Step 2: A concrete counterexample is

$$
\Rightarrow \alpha \mid \alpha \Rightarrow \beta, \alpha \supset((\alpha \supset \beta) \supset \delta)
$$

which can be proved with a cut,

$$
\begin{aligned}
& \begin{aligned}
& \frac{\alpha \Rightarrow \alpha}{\alpha \Rightarrow \delta, \beta, \alpha} \quad \frac{\beta \Rightarrow \beta}{\beta, \alpha \Rightarrow \delta, \beta} \\
& \frac{\alpha, \alpha \supset \beta \Rightarrow \delta, \beta}{\alpha, ~ \supset, l)} \quad \frac{\perp \Rightarrow}{\perp, \alpha, \alpha \supset \beta \Rightarrow \delta} \\
& \neg \beta \Rightarrow \delta(\supset, l)
\end{aligned}
\end{aligned}
$$

but not without it, as is shown by inspecting all possible derivations, e.g.:

$$
\frac{\alpha \Rightarrow \alpha \quad \frac{\downarrow}{\alpha, \alpha \Rightarrow \beta}}{\Rightarrow \alpha \mid \alpha \Rightarrow \beta, \alpha \supset((\alpha \supset \beta) \supset \delta)}\left(b d_{2}\right)^{\prime}
$$

Step 3: The derivation of the counterexample above can be rewritten as

We can cut over the premises in $d_{2}$ and $d_{3}$, hence obtaining (together with the premise in $d_{1}$ - the fourth premise is initial) the following rule $\left(b d_{2}\right)^{*}$ :

$$
\frac{G\left|\Gamma^{\prime}, \Gamma \Rightarrow \Delta^{\prime} \quad G\right| \Gamma, \varphi \Rightarrow \psi, \Delta}{G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma \Rightarrow \varphi \supset \psi, \Delta}\left(b d_{2}\right)^{*}
$$

The hypersequent calculus $H B d_{2}$ is then obtained by extending $H L J m$ with $\left(b d_{2}\right)^{*}$. We present ad-hoc proofs of soundness, completeness and cut elimination for $H B d_{2}$. We start by showing that $H B d_{2}$ is sound and complete for the logic $\mathbf{B d}_{2}$.

Theorem 8 (Soundness and Completeness). For any hypersequent $G$,

$$
\text { if } \vdash_{H B d_{2}} G \text { then } \vdash_{L J+\left\{\Rightarrow b d_{2}\right\}} \mathcal{I}(G)
$$

For any sequent $\Gamma \Rightarrow \Delta$,

$$
\text { if } \quad \vdash_{L J+\left\{\Rightarrow b d_{2}\right\}} \Gamma \Rightarrow \Delta \quad \text { then } \quad \vdash_{H B d_{2}} \Gamma \Rightarrow \Delta
$$

Proof. For the first statement, we show that for any hypersequent $G$, if $\vdash_{H B d_{2}} G$ then $\vdash_{L J+\left\{\Rightarrow b d_{2}\right\}} \mathcal{I}(G)$ (recall Definition 13). By induction on the height (see Definition 9) of a derivation of $G$. The base case ( $G$ is an axiom) is easy. For the inductive case it suffices to see that for each inference rule in $H B d_{2}$ with premise(s) $G_{1}$ (and $G_{2}$ ), the sequent $\mathcal{I}\left(G_{1}\right) \Rightarrow \mathcal{I}(G)\left(\mathcal{I}\left(G_{1}\right), \mathcal{I}\left(G_{2}\right) \Rightarrow \mathcal{I}(G)\right)$ is derivable in $L J+\left\{\Rightarrow b d_{2}\right\}$. The only non-trivial case to show is $\left(b d_{2}\right)^{*}$ :

$$
\vdash_{L J+\left\{\Rightarrow b d_{2}\right\}} \mathcal{I}\left(G \mid \Gamma^{\prime}, \Gamma \Rightarrow \Delta^{\prime}\right), \mathcal{I}(G \mid \Gamma, \varphi \Rightarrow \psi, \Delta) \Rightarrow \mathcal{I}\left(G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma \Rightarrow \varphi \supset \psi, \Delta\right)
$$

which follows by a $(c u t)$ with the axiom $b d_{2}$, i.e., $\Rightarrow \bigwedge \Gamma \vee(\bigwedge \Gamma \supset(\varphi \vee(\varphi \supset \psi)))$. Note that for simplicity we omit the context $G$ and write $\Gamma, \Gamma^{\prime}\left(\Delta, \Delta^{\prime}\right)$ instead of $\wedge \Gamma, \wedge \Gamma^{\prime}$ $\left(\bigvee \Delta, \bigvee \Delta^{\prime}\right)$ in the following derivation:

$$
\begin{aligned}
& \begin{array}{r}
\frac{\Gamma \Rightarrow \Gamma}{\Gamma \wedge \varphi \supset \psi \vee \Delta, \Gamma \Rightarrow \Gamma}(w, l) \quad \frac{\Gamma \wedge \varphi \supset \psi \vee \Delta, \varphi, \Gamma \Rightarrow(\varphi \supset \psi) \vee \Delta}{\Gamma \wedge \varphi \supset \psi \vee \Delta, \varphi \vee(\varphi \supset \psi), \Gamma \Rightarrow(\varphi \supset} \\
\frac{\Gamma \wedge \varphi \supset \psi \vee \Delta, \Gamma \supset(\varphi \vee(\varphi \supset \psi)), \Gamma \Rightarrow(\varphi \supset \psi) \vee \Delta}{\Gamma \wedge \varphi \supset \psi \vee \Delta, \Gamma \supset(\varphi \vee(\varphi \supset \psi)) \Rightarrow \Gamma \supset(\varphi \supset \psi) \vee \Delta}(\supset, r) \\
\frac{\left.\Gamma \wedge \varphi \supset \Gamma^{\prime}\right)}{(*) \Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma \wedge \varphi \supset \psi \vee \Delta, \Gamma \supset(\varphi \vee(\varphi \supset \psi)) \Rightarrow\left(\Gamma^{\prime} \supset \Delta^{\prime}\right) \vee(\Gamma \supset(\varphi \supset \psi) \vee \Delta)}(w, l)
\end{array} \\
& \frac{\Gamma \Rightarrow \Gamma \quad \Gamma^{\prime} \Rightarrow \Gamma^{\prime}}{\frac{\Gamma, \Gamma^{\prime} \Rightarrow \Gamma^{\prime} \wedge \Gamma}{}(\wedge, r) \quad \Delta^{\prime} \Rightarrow \Delta^{\prime}}\left(\frac{\Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma, \Gamma^{\prime} \Rightarrow \Delta^{\prime}}{\Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma \Rightarrow \Gamma^{\prime} \supset \Delta^{\prime}}(\supset, r) \quad(\supset)\right. \\
& \overline{\Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma \Rightarrow\left(\Gamma^{\prime} \supset \Delta^{\prime}\right) \vee(\Gamma \supset(\varphi \supset \psi) \vee \Delta)}(\vee, r) \\
& \Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma \wedge \varphi \supset \psi \vee \Delta, \Gamma \Rightarrow\left(\Gamma^{\prime} \supset \Delta^{\prime}\right) \vee(\Gamma \supset(\varphi \supset \psi) \vee \Delta)(w, l) \quad \vdots(*) \\
& \frac{\Rightarrow \Gamma \vee(\Gamma \supset(\varphi \vee(\varphi \supset \psi))) \quad \stackrel{\Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma \wedge \varphi \supset \psi \vee \Delta, \Gamma \vee\left(\Gamma \supset(\varphi \vee(\varphi \supset \psi)) \Rightarrow\left(\Gamma^{\prime} \supset \Delta^{\prime}\right) \vee(\Gamma \supset(\varphi \supset \psi) \vee \Delta)\right.}{\Gamma^{\prime} \wedge \Gamma \supset \Delta^{\prime}, \Gamma \wedge \varphi \supset \psi \vee \Delta \Rightarrow\left(\Gamma^{\prime} \supset \Delta^{\prime}\right) \vee(\Gamma \supset(\varphi \supset \psi) \vee \Delta)}(\mathrm{lut})}{(c u t)}
\end{aligned}
$$

For the second statement, we show for any sequent $\Gamma \Rightarrow \Delta$, if $\vdash_{L J+\left\{\Rightarrow b d_{2}\right\}} \Gamma \Rightarrow \Delta$ then $\vdash_{H B d_{2}} \Gamma \Rightarrow \Delta$. All rules of $L J$ are derivable in $H B d_{2}$. Hence it only remains to show a proof of the axiom $b d_{2}$ using $\left(b d_{2}\right)^{*}$ :

## Cut elimination for $H B d_{2}$

Recall the general cut elimination theorem for hypersequent calculi that contain reductive and substitutive rules (see Theorem 22). This theorem does not apply to $H B d_{2}$ (and $H L J m$ ) because not all logical rules of the calculus are substitutive (see Definition 17 , extended to the multiple-conclusion case).

Lemma 5. The rule

$$
\frac{G \mid \Gamma, \varphi \Rightarrow \psi}{G \mid \Gamma \Rightarrow \varphi \supset \psi, \Delta}(\supset, r)
$$

of the calculus HLJm is not substitutive.
Proof. Assume that $(\supset, r)$ is substitutive, i.e., for any instance $\frac{G_{1}}{G}$ of $(\supset, r)$, any multipleconclusioned hypersequent $H$ and $G^{\prime} \in \operatorname{CUT}(G, H)$, there exists $G_{1}^{\prime} \in \operatorname{CUT}\left(G_{1}, H\right)$ such that $\frac{G_{1}^{\prime}}{G^{\prime}}$ is an instance of $(\supset, r)$. Consider the following instance of the rule:

$$
\frac{\alpha, \varphi \Rightarrow \psi}{\alpha \Rightarrow \varphi \supset \psi}(\supset, r)
$$

and let $H=\gamma \Rightarrow \alpha, \delta$. Then $G^{\prime}=\gamma \Rightarrow \varphi \supset \psi, \delta$ and $G_{1}^{\prime}=\gamma, \varphi \Rightarrow \psi, \delta$, obtaining:

$$
\frac{\gamma, \varphi \Rightarrow \psi, \delta}{\gamma \Rightarrow \varphi \supset \psi, \delta}
$$

This is however clearly not an instance of $(\supset, r)$ and $(\supset, r)$ is thus not substitutive.
The cut elimination proof for the calculus $H B d_{2}$ therefore requires another strategy. Consider for example the following application of cut with cut formula $\alpha$ :

$$
\begin{array}{cc}
\vdots d_{r} & \vdots d_{l} \\
G \mid \Gamma \Rightarrow \Delta, \alpha & H \mid \alpha, \Sigma \Rightarrow \Pi \\
\hline G|H| \Gamma, \Sigma \Rightarrow \Delta, \Pi
\end{array}
$$

We call $d_{l}\left(d_{r}\right.$, resp.) the derivation ending in the premise of cut with the cut formula on the left (right, resp.) side of the sequent. Our cut elimination strategy distinguishes by cases according to the cut formula:

For non-atomic cut formulas having $\wedge$ and $\vee$ as outermost connective, we use the invertibility of their respective logical rules to replace the cut by smaller ones.

Cut formulas having $\supset$ as outermost connective and atomic cut formulas require a different handling. In this case we proceed by shifting the cut upwards in a specific order. First we move the cut upwards in the derivation $d_{r}$ in which the cut formula is on the right side of the sequents (Lemma 8). If the cut formula is atomic, we can move the cut upward and then finally remove it.

When the cut formula is introduced by a weakening or in the context of an application of $(\supset, r)$, the cut can be removed, e.g.:

If the cut formula is introduced by $(\supset, r)$ or $\left(b d_{2}\right)^{*}$ we proceed by shifting the cut upwards in the left derivation $d_{l}$ until the cut formula is introduced on the left side of the sequent. Finally, we cut the premises of the two last applied rules to replace the cut by smaller ones (Lemma 7). However, moving the cut upwards can be problematic in presence of $(\supset, r)$ or $\left(b d_{2}\right)^{*}$ in $d_{l}$. E.g., in the following situation:

$$
\begin{array}{cc}
\begin{array}{c}
\vdots \\
d_{r} \\
G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma \Rightarrow \alpha \supset \beta, \Delta
\end{array} & \begin{array}{c}
d_{l} \\
H \mid \Sigma, \alpha \supset \beta \Rightarrow \varphi \supset \psi, \Pi \\
(c u t)
\end{array}(\supset, r) \\
G|H| \Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma, \Sigma \Rightarrow \Delta, \varphi \supset \psi, \Pi
\end{array}
$$

The problem is the presence of the context $\Delta$ that does not permit the subsequent application of $(\supset, r)$ to the following derivation

$$
\begin{array}{cc}
\vdots d_{r} & \vdots d_{l} \\
G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma \Rightarrow \alpha \supset \beta, \Delta & H \mid \Sigma, \alpha \supset \beta, \varphi \Rightarrow \psi \\
\hline G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| H \mid \Gamma, \Sigma, \varphi \Rightarrow \Delta, \psi & (c u t)
\end{array}
$$

We show that it is always possible to shift the cut upwards over $d_{l}$ when the right premise ends in an introduction rule of the cut formula, i.e. $(\supset, r)$ or $\left(b d_{2}\right)^{*}$. For instance, assume in the above case that the cut formula is introduced by $\left(b d_{2}\right)^{*}$ :

$$
\begin{aligned}
& \vdots d_{r}^{\prime} \quad \vdots d_{r}^{\prime \prime} \\
& \begin{array}{cc}
G \mid \Gamma^{\prime}, \Gamma \Rightarrow \Delta^{\prime} & G \mid \Gamma, \alpha \Rightarrow \beta, \Delta \\
G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma \Rightarrow \alpha \supset \beta, \Delta & \left.\vdots d_{2}\right)^{*} \quad H \mid \Sigma, \alpha \supset \beta, \varphi \Rightarrow \psi \\
\hline G\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| H \mid \Gamma, \Sigma, \varphi \Rightarrow \Delta, \psi & \vdots
\end{array}
\end{aligned}
$$

The original cut above is then shifted upwards as follows (we omit the contexts $G$ and $H$ for simplicity):

$$
(w, l),(e w) \frac{\vdots}{\substack{d_{r}^{\prime} \\
\Gamma^{\prime}, \Gamma \Rightarrow \Delta^{\prime}}} \begin{array}{cc}
\vdots d_{r} & \vdots d_{l} \\
\frac{\Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma^{\prime}, \Gamma, \Sigma \Rightarrow \Delta^{\prime}}{\Gamma^{\prime} \Rightarrow \Delta^{\prime}\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma, \Sigma \Rightarrow \Delta, \varphi \supset \psi} \\
\frac{\Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma, \Sigma \Rightarrow \Delta, \varphi \supset \psi}{\Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma \Rightarrow \alpha \supset \beta, \Delta} & \Sigma, \alpha \supset \beta, \varphi \Rightarrow \psi \\
\Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma, \Sigma, \varphi \Rightarrow \Delta, \psi \\
(e c) & \left(b d_{2}\right)^{*}
\end{array}
$$

To formalize this cut elimination proof, we need the following definition of cut grade:
Definition 30. The cut grade $\rho(d)$ of a derivation $d$ is the maximal complexity of cut formulas in $d+1(\rho(d)=0$ if $d$ is cut free).

Lemma 6 (Inversion).
(i) If $d \vdash_{H B d_{2}} G \mid \Gamma, \varphi \vee \psi \Rightarrow \Delta$ then one can find $d_{1} \vdash_{H B d_{2}} G \mid \Gamma, \varphi \Rightarrow \Delta$ and $d_{2} \vdash_{H B d_{2}} G \mid \Gamma, \psi \Rightarrow \Delta$.
(ii) If $d \vdash_{H B d_{2}} G \mid \Gamma \Rightarrow \varphi \vee \psi, \Delta$ then one can find $d_{1} \vdash_{H B d_{2}} G \mid \Gamma \Rightarrow \varphi, \psi, \Delta$.
(iii) If $d \vdash_{H B d_{2}} G \mid \Gamma, \varphi \wedge \psi \Rightarrow \Delta$ then one can find $d_{1} \vdash_{H B d_{2}} G \mid \Gamma, \varphi, \psi \Rightarrow \Delta$.
 $d_{2} \vdash_{H B d_{2}} G \mid \Gamma \Rightarrow \psi, \Delta$.
(v) If $d \vdash^{H B A_{2}} \boldsymbol{G} \mid \Gamma \Rightarrow \varphi \supset \psi$ then one can find $d_{1} \vdash^{H B d_{2}}|~| \Gamma, \varphi \Rightarrow \psi$.
(vi) If $d \vdash_{H B d_{2}} G \mid \Gamma \Rightarrow \perp, \Delta$ then one can find $d_{1} \vdash_{H B d_{2}} G \mid \Gamma \Rightarrow \Delta$.
such that $\rho\left(d_{i}\right) \leq \rho(d)$ and $\left|d_{i}\right| \leq|d|$ for $i=1,2$.
Proof. (ii) To deal with internal and external contraction, we have to prove a more general statement, namely:
 $d_{1} \vdash_{H B d_{2}} G\left|\Gamma_{1} \Rightarrow(\varphi, \psi)^{n_{1}}, \Delta_{1}\right| \cdots \mid \Gamma_{k} \Rightarrow(\varphi, \psi)^{n_{k}}, \Delta_{k}$. We assume $n_{j}>0$ for some $j, 1 \leq j \leq k$. By induction on $|d|$. Consider the last inference rule $r$ in $d$ :
$-r$ is $(\vee, r)$ and some $\varphi \vee \psi$ is the principal formula. Then we get $d^{\prime} \vdash_{H B d_{2}} G \mid \Gamma_{1} \Rightarrow$ $\Delta_{1}, \varphi, \psi,(\varphi \vee \psi)^{n_{1}-1}|\cdots| \Gamma_{k} \Rightarrow \Delta_{k},(\varphi \vee \psi)^{n_{k}}$. The claim follows by application of the inductive hypothesis.

- $r$ is any other rule. The claim follows by application of the inductive hypothesis and subsequent application(s) of $r$.
(i) and (iii)-(vi) can be shown analogously. Note that in the case of (v), we only have invertibility when there is no context present in the succedent.

Lemma 7 (Shift Left and Reduction of $\supset$ ). Let $d_{l}$ and $d_{r}$ be derivations in $H B d_{2}$ such that:

- $d_{l}$ is a derivation of $H\left|\Sigma_{1},(\alpha \supset \beta)^{n_{1}} \Rightarrow \Pi_{1}\right| \cdots \mid \Sigma_{k},(\alpha \supset \beta)^{n_{k}} \Rightarrow \Pi_{k}$,
- $d_{r}$ is a derivation of $G \mid \Gamma \Rightarrow \alpha \supset \beta, \Delta$,
- $\rho\left(d_{l}\right) \leq|\alpha \supset \beta|$ and $\rho\left(d_{r}\right) \leq|\alpha \supset \beta|$,
- $d_{r}$ ends with an application of $(\supset, r)$ or $\left(b d_{2}\right)^{*}$ introducing $\alpha \supset \beta$.

Then we can find a derivation d of $G|H| \Gamma^{n_{1}}, \Sigma_{1} \Rightarrow \Delta^{n_{1}}, \Pi_{1}|\cdots| \Gamma^{n_{k}}, \Sigma_{k} \Rightarrow \Delta^{n_{k}}, \Pi_{k}$ in $H B d_{2}$ with $\rho(d) \leq|\alpha \supset \beta|$.

Proof. By induction on $\left|d_{l}\right|$. If $d_{l}$ ends in an axiom, we are done. Otherwise, consider the last inference rule $r$ applied in $d_{l}$.

- Suppose that $r$ acts only on $H$, or $r$ is any rule other than $(\supset, l),(\supset, r)$ or $\left(b d_{2}\right)^{*}$ introducing $\alpha \supset \beta$. Then the claim follows by applications of the inductive hypothesis, $r$ and, if needed, weakening and contraction.
- When $r=(\supset, l)$ and $\alpha \supset \beta$ is the principal formula the claim follows by applying the inductive hypothesis and subsequent cuts with cut formulas $\alpha$ and $\beta$.
- When $d_{r}$ ends in an application of $(\supset, r)$, the required derivation is simply obtained by applying the inductive hypothesis and $r$ (note that in this case $\Delta$ can be taken to be empty and hence no context is added to the premises by the inductive hypothesis).
- If $d_{r}$ ends with $\left(b d_{2}\right)^{*}$ and $r=(\supset, r)$ the case is handled as described previously. Assume that $d_{r}$ ends with $\left(b d_{2}\right)^{*}$ and $r=\left(b d_{2}\right)^{*}$ as in the following derivation (we omit the contexts for simplicity):

The cut is moved upwards as follows:

$$
\begin{aligned}
& \vdots d_{r}^{\prime} \quad \vdots d_{r} \quad \vdots d_{l}^{\prime \prime} \\
& (w, l),(w, r) \frac{\Gamma^{\prime}, \Gamma \Rightarrow \Delta^{\prime}}{\frac{\Gamma^{\prime}, \Gamma^{n_{1}}, \Sigma_{1} \Rightarrow \Delta^{\prime}}{\Gamma^{\prime} \Rightarrow \Delta^{\prime}\left|\Gamma^{\prime} \Rightarrow \Delta^{\prime}\right| \Gamma^{n_{1}}, \Sigma_{1} \Rightarrow \varphi \supset \psi, \Pi_{1}, \Delta^{n_{1}}} \quad \frac{\Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma \Rightarrow \alpha \supset \beta, \Delta \quad \Delta_{1},(\alpha \supset \beta)^{n_{1}}, \varphi \Rightarrow \psi, \Pi_{1}}{\Gamma^{\prime} \Rightarrow \Delta^{\prime} \mid \Gamma^{n_{1}}, \Sigma_{1}, \varphi \Rightarrow \psi, \Delta_{1}^{n_{1}}}\left(\text { ( } b d_{2}\right)^{*}}(c u t)
\end{aligned}
$$

Lemma 8 (Shift Right). Let $d_{l}$ and $d_{r}$ be derivations in $H B d_{2}$ such that:

- $d_{l}$ is a derivation of $H \mid \Sigma, \varphi \Rightarrow \Pi$,
- $\varphi$ is either atomic or of the form $\alpha \supset \beta$,
- $d_{r}$ is a derivation of $G\left|\Gamma_{1} \Rightarrow \varphi^{n_{1}}, \Delta_{1}\right| \cdots \mid \Gamma_{k} \Rightarrow \varphi^{n_{k}}, \Delta_{k}$,
- $\rho\left(d_{l}\right) \leq|\varphi|$ and $\rho\left(d_{r}\right) \leq|\varphi|$.

Then we can find a derivation d of $G|H| \Gamma_{1}, \Sigma^{n_{1}} \Rightarrow \Delta_{1}, \Pi^{n_{1}}|\cdots| \Gamma_{k}, \Sigma^{n_{k}} \Rightarrow \Delta_{k}, \Pi^{n_{k}}$ in $H B d_{2}$ with $\rho(d) \leq|\varphi|$.

Proof. By induction on $\left|d_{r}\right|$. If $d_{r}$ ends in an axiom, we are done. Otherwise, consider the last inference rule $r$ in $d_{r}$.

- If $r$ acts only on $G$ or $r$ is any rule other than a logical rule introducing $\varphi$ then the claim follows by applications of the inductive hypothesis, $r$ and, if needed, weakening or contraction. For example, consider the following case where $r$ is $(\vee, r)$ (we omit the contexts for better readability):
- If $r$ is $(\supset, r)$ and $\varphi$ is not the principal formula, the claim follows by several applications of weakening, see e.g. the following example (again, we omit the contexts):

$$
\begin{array}{ccc}
\begin{array}{c}
\vdots \\
\Gamma, \psi \Rightarrow \xi
\end{array} \\
\frac{\vdots \Rightarrow \varphi, \psi \supset \xi, \Delta}{\Gamma \Rightarrow, ~}(\supset, r) & \Sigma, \varphi \Rightarrow \Pi \\
\Gamma, \Sigma \Rightarrow \Delta, \Pi, \psi \supset \xi & & \vdots \\
\hline & \begin{array}{c}
\frac{\Gamma, \psi \Rightarrow \xi}{\Gamma \Rightarrow \psi \supset \xi}(\supset, r) \\
\Gamma, \Sigma \Rightarrow \Delta, \Pi, \psi \supset \xi
\end{array} \\
\hline, w, l)+(w, r)
\end{array}
$$

- If $r$ is $(\supset, r)$ or $\left(b d_{2}\right)^{*}$ and $\varphi$ is the principal formula, the claim follows by applications of the inductive hypothesis, the corresponding rule $r$ and Lemma 7 .

Theorem 9 (Cut elimination). Cut elimination holds for $H B d_{2}$.
Proof. Let $d$ be a derivation in $H B d_{2}$ with $\rho(d)>0$. The proof proceeds by a double induction on $\langle\rho(d), \# \rho(d)\rangle$, where $\# \rho(d)$ is the number of applications of (cut) in $d$ with cut formulas of complexity $\rho(d)$. Consider an uppermost application of (cut) in $d$ with a cut formula of complexity $\rho(d)$. Let $d_{l}$ and $d_{r}$ be its premises, where $d_{l}$ is a derivation of $H \mid \Sigma, \varphi \Rightarrow \Pi$, and $d_{r}$ is a derivation of $G \mid \Gamma \Rightarrow \varphi, \Delta$ :

$$
\begin{array}{cc}
\vdots d_{r} & \vdots d_{l} \\
G \mid \Gamma \Rightarrow \varphi, \Delta & H \mid \Sigma, \varphi \Rightarrow \Pi \\
\hline G|H| \Gamma, \Sigma \Rightarrow \Delta, \Pi & (c u t)
\end{array}
$$

We can find a proof of $G|H| \Gamma, \Sigma \Rightarrow \Delta, \Pi$ in which either $\rho(d)$ decreases, or $\rho(d)$ stays the same and $\# \rho(d)$ decreases. Indeed we distinguish the following cases according to the main connective of $\varphi$ :

- $\varphi$ is an atomic formula or $\varphi=\alpha \supset \beta$. The claim follows by Lemma 8 .
- Suppose $\varphi=\alpha \vee \beta$. By Lemma 6 we can find the derivations $d_{r}^{\prime} \vdash G \mid \Gamma \Rightarrow \alpha, \beta, \Delta$, as well as $d_{l}^{\prime} \vdash H \mid \alpha, \Sigma \Rightarrow \Pi$ and $d_{l}^{\prime \prime} \vdash H \mid \beta, \Sigma \Rightarrow \Pi$, such that $\rho\left(d_{r}^{\prime}\right), \rho\left(d_{l}^{\prime}\right), \rho\left(d_{l}^{\prime \prime}\right)<$ $|\varphi|$. The claim follows by replacing the cut with cut formula $\alpha \vee \beta$ with cuts on $\alpha$ and $\beta$.
- The case $\varphi=\alpha \wedge \beta$ is similar since $\wedge$ is also invertible on both sides (Lemma 6).


### 5.4 Towards a Systematic Procedure for Labelled Calculi

While in the previous section we have outlined a method that takes the syntactic specification of a logic as starting point, we now discuss a systematic method that starts from the semantic specification of the logic. Inspired by the procedures to generate hypersequent calculi from Hilbert axioms in [53, 63], we introduce a similar approach to generate labelled sequent calculi from frame conditions. We provide proofs for soundness, completeness and cut elimination for the generated calculi, which subsume those introduced in [77] for geometric formulas.

## A Classification of Frame Conditions

In a first step, we start by classifying frame conditions, describing intermediate logics in a hierarchy similar to the substructural hierarchy in 53] (see Section 5.2). This hierarchy intuitively accounts for the difficulty to deal proof-theoretically with the corresponding formulas of first-order classical logic. Our classification is based on the invertibility of the logical/quantifier rules of the base calculus. In this case, we use the base calculus $L K^{\prime}$, i.e. a variant of the Gentzen $L K$ calculus for first-order classical logic, which is called G3c in [136] and is depicted in Table 5.4. All logical rules of $L K^{\prime}$ are invertible, while the universal (existential, respectively) quantifier is invertible on the right (on the left, respectively) (136.

Note that w.l.o.g. we will only consider formulas in prenex normal form ${ }^{2}$. The class of a formula is then determined solely by the alternation of universal and existential quantifiers in the prefix. Intuitively, any formula within a class $\Pi_{i}$ will start with a universal quantifier while any formula within a class $\Sigma_{j}$ will start with an existential quantifier. This leads to a classification which is essentially the arithmetical hierarchy.

Definition 31. Let $A$ be a formula in first-order classical logic. The classes $\Pi_{k}$ and $\Sigma_{k}$ are defined as follows: $A \in \Sigma_{0}$ and $A \in \Pi_{0}$, if $A$ is quantifier-free. Otherwise:

- if $A$ is classically equivalent to $\exists \bar{x} B$ where $B \in \Pi_{n}$ then $A \in \Sigma_{n+1}$
- if $A$ is classically equivalent to $\forall \bar{x} B$ where $B \in \Sigma_{n}$ then $A \in \Pi_{n+1}$

[^14]\[

$$
\begin{array}{cccc}
P, \Gamma \Rightarrow \Delta, P & \frac{A[y / x], \Gamma \Rightarrow \Delta}{\exists x A, \Gamma \Rightarrow \Delta}(\exists, l) & \frac{\Gamma \Rightarrow \Delta, A[y / x]}{\Gamma \Rightarrow \Delta, \forall x A}(\forall, r) & \frac{\Gamma \Rightarrow \Delta, A \quad \Gamma \Rightarrow \Delta, B}{\Gamma \Rightarrow \Delta, A \& B}(\&, r) \\
\frac{\Gamma \Rightarrow \Delta, A}{\neg A, \Gamma \Rightarrow \Delta}(\neg, l) & \frac{\Gamma \Rightarrow \Delta, A[t / x]}{\Gamma \Rightarrow \Delta, \exists x A}(\exists, r) & \frac{A[t / x], \Gamma \Rightarrow \Delta}{\forall x A, \Gamma \Rightarrow \Delta}(\forall, l) & \frac{A, \Gamma \Rightarrow \Delta \quad B, \Gamma \Rightarrow \Delta}{A \vee B, \Gamma \Rightarrow \Delta}(\vee, l) \\
\frac{A, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \neg A}(\neg, r) & \frac{\Gamma \Rightarrow \Delta, A, B}{\Gamma \Rightarrow \Delta, A \vee B}(\vee, r) & \frac{A, B, \Gamma \Rightarrow \Delta}{A \& B, \Gamma \Rightarrow \Delta}(\&, l) & \frac{\Gamma \Rightarrow \Delta, A \quad B, \Gamma \Rightarrow \Delta}{A \rightarrow B, \Gamma \Rightarrow \Delta}(\rightarrow, l) \\
\frac{\Gamma \Rightarrow \Delta}{A, \Gamma \Rightarrow \Delta}(w, l) & \frac{A, A, \Gamma \Rightarrow \Delta}{A, \Gamma \Rightarrow \Delta}(c, l) & \frac{A, \Gamma \Rightarrow \Delta, B}{\Gamma \Rightarrow \Delta, A \rightarrow B}(\rightarrow, r) & \frac{\Gamma \Rightarrow \Delta, A \quad A, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta}(c u t) \\
\frac{\Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, A}(w, r) & \frac{\Gamma \Rightarrow \Delta, A, A}{\Gamma \Rightarrow \Delta, A}(c, r) & y \text { in }(\exists, l) \text { and }(\forall, r) \text { is an eigenvariable, } P \text { is atomic }
\end{array}
$$
\]

Table 5.4: Sequent calculus $L K^{\prime}$ [136]

All frame conditions for intermediate propositional logics presented in Section 5.1 with the exception of KP are within the class $\Pi_{2}$. Moreover, note that all regular formulas (universal axioms, see page 63) are within $\Pi_{1}$, while the geometric formulas of [77, 132] (see page 63) are within $\Pi_{2}$. In particular, note that any formula within $\Pi_{1}$ has only universal quantifiers $\forall$ in the prefix, while any formula within $\Pi_{2}$ is of the form $\forall x_{1}, \ldots, x_{n} \exists y_{1}, \ldots, y_{m}$ for $m, n \geq 1$.

We show below how to transform all formulas within the class $\Pi_{2}$ into labelled rules that preserve cut elimination when added to (a slightly modified version of) the calculus G3I, see Table 5.1. The resulting rules are equivalent to the corresponding axioms, i.e., $L K^{\prime}$ extended with the defined rules and $L K^{\prime}$ extended with the original formula prove the same sequents.

## From Frame Conditions to Labelled Rules

Recall again the key ingredients for our transformation procedure described in Section 3.1
(1) the invertibility of all logical rules, and the quantifier rules $(\forall, r)$ (i.e., introduction of $\forall$ on the right) and $(\exists, l)$ (i.e., introduction of $\exists$ on the left) in $L K^{\prime}$ [136], and
(2) the Ackermann lemma:

Lemma 9. The sequent $A_{1}, \ldots, A_{n} \Rightarrow B_{1}, \ldots, B_{m}$ is equivalent to the rule

$$
\frac{B_{1}, \Gamma \Rightarrow \Delta \quad \cdots \quad B_{m}, \Gamma \Rightarrow \Delta}{A_{1}, \ldots, A_{n}, \Gamma \Rightarrow \Delta}
$$

where $\Gamma, \Delta$ are fresh metavariables standing for multisets of formulas.
Proof. " $\Rightarrow "$ : Follows by $m$ applications of (cut) (and weakening), i.e.

$$
\begin{gathered}
\frac{A_{1}, \ldots, A_{n} \Rightarrow B_{1}, \ldots, B_{m}}{\frac{A_{1}, \ldots, A_{n}, \Gamma \Rightarrow \Delta, B_{1}, \ldots, B_{m}}{}(w, r),(w, l) \quad B_{m}, \Gamma \Rightarrow \Delta}(c u t) \quad B_{m-1}, \Gamma \Rightarrow \Delta \\
\hline \underline{A_{1}, \ldots, A_{n}, \Gamma \Rightarrow \Delta, B_{1}, \ldots, B_{m-1}}(c u t) \quad \vdots \\
\underline{A_{1}, \ldots, A_{n}, \Gamma \Rightarrow \Delta, B_{1}, \ldots, B_{m-2}} \\
\vdots \\
A_{1}, \ldots, A_{n}, \Gamma \Rightarrow \Delta
\end{gathered}
$$

$$
" \Leftarrow " \text { Follows by instantiating } \Gamma=\emptyset \text { and } \Delta=B_{1}, \ldots, B_{m} .
$$

Theorem 10. Every frame condition $\mathcal{F}$ within the class $\Pi_{2}$ can be transformed into a set of equivalent labelled sequent rules.

Proof. Let $\mathcal{F}=\forall \bar{x} \exists \bar{y} A$, where $A$ is a quantifier-free formula, $\bar{x}=x_{1}, \ldots, x_{h}$ and $\bar{y}=$ $y_{1}, \ldots, y_{l}$. W.l.o.g. we assume that $A$ is in disjunctive normal form and has the shape $B_{1} \vee \cdots \vee B_{k}$ where every $B_{i}$ has the form $Q_{i_{1}} \& \cdots \& Q_{i_{n}} \& \neg P_{i_{1}} \& \cdots \& \neg P_{i_{m}}$. Recall that (possibly indexed) $P, Q$ indicate relational atoms. By the invertibility of the rule $(\forall, r)$, $\Rightarrow \mathcal{F}$ is equivalent to $\Rightarrow \exists \bar{y} A$.

We distinguish two cases according to whether $\mathcal{F}$ contains at least one existential quantifier, i.e. $\mathcal{F} \in \Pi_{2}$, or it does not, i.e. $\mathcal{F} \in \Pi_{1}$.

- $\mathcal{F} \in \Pi_{1}(l=0)$ : By the invertibility of $(\vee, r),(\&, r)$ and $(\neg, r), \Rightarrow A$ is equivalent to a set of atomic sequents $\bar{P} \Rightarrow \bar{Q}$ with $\bar{P}, \bar{Q}$ multisets of relational atoms $P_{i_{r}}, Q_{i_{s}}$. By Lemma 9, these sequents are equivalent to rules of the form:

$$
\frac{\bar{Q}, \Gamma \Rightarrow \Delta}{\bar{P}, \Gamma \Rightarrow \Delta}\left(\Pi_{1}^{\prime}\right)
$$

- $\mathcal{F} \in \Pi_{2}(l>0)$ : By Lemma $9 \Rightarrow \exists \bar{y} A$ is equivalent to $\frac{\exists \bar{y} A, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta}$ which is in turn equivalent to $\frac{A^{\prime}, \Gamma \Rightarrow \Delta}{\Gamma^{\prime} \Rightarrow \Delta}$ where $A^{\prime}$ is obtained by replacing in $A$ all $y_{1}, \ldots, y_{l}$ with fresh variables $y_{1}^{\prime}, \ldots, y_{l}^{\prime}$ (eigenvariable condition). By the invertibility of $(\vee, l),(\wedge, l)$ and $(\neg, l)$ we get

$$
\frac{\left\{Q_{i_{1}}, \ldots, Q_{i_{n}}, \Gamma \Rightarrow \Delta, P_{i_{1}}, \ldots, P_{i_{m}}\right\}_{i=1 \ldots k}}{\Gamma \Rightarrow \Delta}\left(\Pi_{2}\right)
$$

The resulting rules are equivalent to $\mathcal{F}$.
Note that the $\left(\Pi_{2}\right)$ rule (which is, in fact, a rule schema) is invertible. To make ( $\Pi_{1}^{\prime}$ ) rules invertible we simply repeat $\bar{P}$ in its premises, thus obtaining

$$
\frac{\bar{P}, \bar{Q}, \Gamma \Rightarrow \Delta}{\bar{P}, \Gamma \Rightarrow \Delta}\left(\Pi_{1}\right)
$$

which is equivalent with the rule $\left(\Pi_{1}^{\prime}\right)$ in $L K^{\prime}$.

Proposition 1. Let $\bar{P}, \bar{Q}$ be multisets of relational atoms $P_{i}, Q_{i}$. Any $\left(\Pi_{1}^{\prime}\right)$ rule of the form

$$
\frac{\bar{Q}, \Gamma \Rightarrow \Delta}{\bar{P}, \Gamma \Rightarrow \Delta}\left(\Pi_{1}^{\prime}\right)
$$

is equivalent to the rule $\left(\Pi_{1}\right)$ of the form

$$
\frac{\bar{P}, \bar{Q}, \Gamma \Rightarrow \Delta}{\bar{P}, \Gamma \Rightarrow \Delta}\left(\Pi_{1}\right)
$$

Proof. " $\Rightarrow$ ": For the first direction, we simply use several applications of contraction and an application of $\left(\Pi_{1}^{\prime}\right)$.

$$
\frac{\frac{\bar{P}, \bar{Q}, \Gamma \Rightarrow \Delta}{\bar{P}, \bar{P}, \Gamma \Rightarrow \Delta}}{\xlongequal[\bar{P}, \Gamma \Rightarrow \Delta]{ }\left(\Pi_{1}^{\prime}\right)}(c, l)
$$

" $\Leftarrow$ ": For the other direction, we use an application of $\left(\Pi_{1}\right)$ and several applications of weakening.

$$
\frac{\bar{Q}, \Gamma \Rightarrow \Delta}{\frac{\bar{P}, \bar{Q}, \Gamma \Rightarrow \Delta}{\bar{P}, \Gamma \Rightarrow \Delta}}(w, l)
$$

Example $21(\mathbf{L Q})$. The logic $\boldsymbol{L} \boldsymbol{Q}$ is characterized by the frame condition $\mathcal{F}=\forall x y z((x \leqslant$ $y \& x \leqslant z) \rightarrow \exists w(y \leqslant w \& z \leqslant w))=\forall x y z \exists w(\neg(x \leqslant y) \vee \neg(x \leqslant z) \vee(y \leqslant w \& z \leqslant w))$, where $\mathcal{F} \in \Pi_{2}$. The algorithm described in Theorem 10 works as follows:

$$
\begin{array}{ll} 
& \Rightarrow \forall x y z \exists w(\neg(x \leqslant y) \vee \neg(x \leqslant z) \vee(y \leqslant w \& z \leqslant w)) \\
\longrightarrow \quad & \Rightarrow \exists w(\neg(x \leqslant y) \vee \neg(x \leqslant z) \vee(y \leqslant w \& z \leqslant w)) \\
\longrightarrow \quad & \frac{\exists w(\neg(x \leqslant y) \vee \neg(x \leqslant z) \vee(y \leqslant w \& z \leqslant w)), \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta} \\
\longrightarrow \quad & \frac{\neg(x \leqslant y) \vee \neg(x \leqslant z) \vee(y \leqslant w \& z \leqslant w), \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta} \\
\longrightarrow \quad & \frac{\neg(x \leqslant y), \Gamma \Rightarrow \Delta \quad \neg(x \leqslant z), \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta} y
\end{array}
$$

Note that, while the rule schema $\left(\Pi_{1}\right)$ coincides with the rule schema defined in [77] for regular formulas (see Section 5.2, this is not the case for geometric formulas. The rules of the form $\left(\Pi_{2}\right)$ generated by our procedure from geometric formulas might contain relational atoms $\left(P_{i_{1}}, \ldots, P_{i_{m}}\right)$ on the right hand side of premises, see e.g. the rule generated for $\mathbf{L Q}$ in Example 21. Such rules are not of the form (geom) presented in [77], recall e.g. the rule from Example 16 .

$$
\frac{y \leqslant w, z \leqslant w, x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}\left(\Pi_{2}^{G}\right)
$$

However, geometric formulas are $\Pi_{2}$ formulas of a particular shape. We show below that the $\left(\Pi_{2}\right)$ rules that are generated by Theorem 10 for these formulas can easily be transformed into rules without relational atoms on the right hand side of the sequent. The resulting rules then coincide with the (geom) rules in [77].

Corollary 3. Geometric axioms are equivalent to rules of the form (geom).
Proof. Recall that geometric axioms are formulas in $\Pi_{2}$ of the form $\forall \bar{x} \exists \bar{y} A_{G}$, where $A_{G}$ is a quantifier-free formula, see Section 5.2. W.l.o.g. we assume that $A_{G}$ is in disjunctive normal form and hence has the shape $B_{1} \vee \cdots \vee B_{n} \vee C_{1} \vee \cdots \vee C_{m}$ where each $B_{i}$ is $Q_{i_{1}} \& \cdots \& Q_{i_{k}}$ and each $C_{j}$ is $\neg P_{j}$. Theorem 10 transforms such a geometric axiom into the equivalent rule

$$
\frac{\left\{Q_{i_{1}}, \ldots, Q_{i_{k}}, \Gamma \Rightarrow \Delta\right\}_{i=1 \ldots n} \quad\left\{\Gamma \Rightarrow \Delta, P_{j}\right\}_{j=1 \ldots m}}{\Gamma \Rightarrow \Delta}\left(\Pi_{2}^{\prime}\right)
$$

The claim follows by showing that $\left(\Pi_{2}^{\prime}\right)$ can be transformed into a rule

$$
\frac{\bar{Q}_{1}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta \quad \ldots \quad \bar{Q}_{n}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}{P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}\left(\Pi_{2}^{G}\right)
$$

where each $\bar{Q}_{i}$ is a multiset of $Q_{i_{1}}, \ldots, Q_{i_{k}}$. Observe that $\left(\Pi_{2}^{G}\right)$ has no relational atom $P_{j}$ on the right hand side and that it is a (geom) rule [77].

For one direction, we use $\left(\Pi_{2}^{\prime}\right)$ and $m$ initial sequents:

$$
\frac{\left\{\bar{Q}_{i}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta\right\}_{i=1 \ldots n} \quad\left\{P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta, P_{j}\right\}_{j=1 \ldots m}}{P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}\left(\Pi_{2}^{\prime}\right)
$$

For the other direction, we first apply $\left(\Pi_{2}^{G}\right)$ followed by $m$ applications of (cut) (and weakening):

$$
\begin{gathered}
\frac{\Gamma \Rightarrow \Delta, P_{m}}{\frac{\Gamma P_{1}, \ldots, P_{m-1}, \Gamma \Rightarrow \Delta, P_{m}}{}(w, l) \quad\left\{\bar{Q}_{i}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta\right\}_{i=1 \ldots n}} P_{1}\left(\Pi_{1}^{G}, \ldots, P_{m}, \Gamma \Rightarrow \Delta\right. \\
\ldots \\
\vdots \\
\\
\vdots \\
\\
\Gamma \Rightarrow \Delta t)
\end{gathered}
$$

Example 22 (LQ). The rule that we get by applying the algorithm in Theorem 10 for the frame condition defining the logic $\mathbf{L Q}$ is (see Example 21):

$$
\left.\frac{\Gamma \Rightarrow \Delta, x \leqslant y \quad \Gamma \Rightarrow \Delta, x \leqslant z}{\Gamma \Rightarrow \Delta} \quad y \leqslant w, z \leqslant w, \Gamma \Rightarrow \Delta \text { ( } \Pi_{2}^{\prime}\right)
$$

while the rule obtained in [77] is:

$$
\frac{y \leqslant w, z \leqslant w, x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}\left(\Pi_{2}^{G}\right)
$$

$\left(\Pi_{2}^{G}\right)$ is then obtained from $\left(\Pi_{2}^{\prime}\right)$ as follows:

$$
\frac{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta, x \leqslant y \quad x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta, x \leqslant z \quad y \leqslant w, z \leqslant w, x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}\left(\Pi_{2}^{\prime}\right)
$$

whereas $\left(\Pi_{2}^{\prime}\right)$ is derived from $\left(\Pi_{2}^{G}\right)$ in the following way:

$$
\begin{array}{cc}
\frac{\Gamma \Rightarrow \Delta, x \leqslant z}{\overline{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta, x \leqslant z}}(w, l) \quad \frac{y \leqslant w, z \leqslant w, x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, x \leqslant z, \Gamma \Rightarrow \Delta}\left(\Pi_{2}^{G}\right) \\
\Gamma \Rightarrow \Delta, x \leqslant y & \Gamma \Rightarrow y, \Gamma \Rightarrow \Delta \\
\hline \Rightarrow \Delta u t)
\end{array}
$$

Like the labelled sequent calculi for quantified modal and temporal logics presented in [49, our labelled calculi use rules that manipulate relational atoms in both sides of the sequent. In particular, the rules for non-geometric formulas within $\Pi_{2}$ are the only rules of our newly generated calculi that introduce relational atoms in the succedent. We will show that this is not an obstacle for the admissibility results analogous to those in Theorem 5. The base calculus we will use is a slightly modified version of G3I (see Table 5.1, which is obtained by adding initial sequents of the form

$$
x \leqslant y, \Gamma \Rightarrow \Delta, x \leqslant y
$$

to G3I. Note that these initial sequents are not present in the labelled systems for intermediate logics of [77]. We also consider structural rules manipulating labelled formulas and relational atoms on both sides of a sequent. Thus, in our base calculus, we use the following structural rules for contraction and weakening where $Z$ is either a labelled formula $u: \varphi$ or a relational atom $x \leqslant y$ :

$$
\frac{\Gamma \Rightarrow \Delta}{Z, \Gamma \Rightarrow \Delta}(w, l) \quad \frac{\Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, Z}(w, r) \quad \frac{Z, Z, \Gamma \Rightarrow \Delta}{Z, \Gamma \Rightarrow \Delta}(c, l) \quad \frac{\Gamma \Rightarrow \Delta, Z, Z}{\Gamma \Rightarrow \Delta, Z}(c, r)
$$

From now on, we denote by G3SI* the (super-intuitionistic) system obtained by adding to our base calculus rules of the form $\left(\Pi_{1}\right)$ and $\left(\Pi_{2}\right)$ which are defined by applying Theorem 10 to the set $*$ of formulas within the class $\Pi_{2}$ corresponding to the properties of the accessibility relation.

Lemma 10. Substitution of variables is hp-admissible (see Definition 28) in G3SI*.
Proof. We show that if $\Gamma \Rightarrow \Delta$ is derivable in $G 3 S I^{*}$ and $y$ is free for $x$ in every formula in $\Gamma \Rightarrow \Delta$, then so is $\Gamma[y / x] \Rightarrow \Delta[y / x]$ with the same derivation height. Let $d$ be the derivation of $\Gamma \Rightarrow \Delta$ in G3SI*. We proceed by induction on $|d|$. When $d$ ends in an axiom or the conclusion of $(\perp, l)$, we are done. Otherwise, consider the last inference rule $r$ in $d$.

- If $r$ is $\left(\Pi_{1}\right)$ or any logical rule except $(\supset, r)$, the claim follows by application of the inductive hypothesis and $r$.
- If $r$ is $(\supset, r)$ with the eigenvariable condition, then either the substitution is vacuous (and the result of the substitution is equivalent to $\Gamma \Rightarrow \Delta$ ), or otherwise, $x$ is not an eigenvariable. Then we have to consider two cases: If $y$ is not the eigenvariable that is introduced in the premise, we apply the inductive hypothesis and $(\supset, r)$. Else, $y$ coincides with the eigenvariable, e.g. in the following situation:

$$
\frac{x \leqslant y, y: \varphi, \Gamma^{\prime} \Rightarrow \Delta^{\prime}, y: \psi}{\Gamma^{\prime} \Rightarrow \Delta^{\prime}, x: \varphi \supset \psi}(\supset, r)
$$

We first apply the inductive hypothesis, replacing $y$ with a fresh metavariable $z$. Then we apply the inductive hypothesis to substitute $x$ with $y$ and $(\supset, r)$. We get

$$
\frac{y \leqslant z, z: \varphi, \Gamma \Rightarrow \Delta^{\prime}, z: \psi}{\Gamma^{\prime} \Rightarrow \Delta^{\prime}, y: \varphi \supset \psi}(\supset, r)
$$

- Finally, if $r$ is a $\left(\Pi_{2}\right)$ rule, we need some care to avoid clashing of eigenvariables. Suppose the last rule applied in $d$ has premises of the form

$$
\left\{Q_{i_{1}}, \ldots, Q_{i_{n}}, \Gamma^{\prime} \Rightarrow \Delta^{\prime}, P_{i_{1}}, \ldots, P_{i_{m}}\right\}_{i=1, \ldots, k}
$$

with fresh variables $y_{1}^{\prime}, \ldots, y_{n}^{\prime}$ in each $Q_{i_{j}}$ (eigenvariable condition). If $y \neq y_{h}^{\prime}$ for all $h=1, \ldots, n$, we use the inductive hypothesis and $\left(\Pi_{2}\right)$. Otherwise, suppose that $y=y_{i}^{\prime}$ for some $i$, then we first apply the inductive hypothesis, replacing $y_{i}^{\prime}$ with a fresh metavariable $z$. Then we use the inductive hypothesis to substitute $x$ with $y$ and $\left(\Pi_{2}\right)$.

Lemma 11. The rules of weakening are hp-admissible in G3SI*.
Proof. Let $d_{p}$ be the derivation of the premise of the weakening rule (let $Z$ be either a labelled formula or a relational atom):

$$
\begin{array}{ccc}
\vdots d_{p} & & \vdots d_{p} \\
\frac{\Gamma \Rightarrow \Delta}{Z, \Gamma \Rightarrow \Delta}(w, l) & \text { or } & \frac{\Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, Z}(w, r)
\end{array}
$$

By induction on $\left|d_{p}\right|$. When $d_{p}$ ends in an axiom or the conclusion of $(\perp, l)$, we are done. Otherwise, consider the last inference rule $r$ in $d_{p}$.

- If $r$ is any rule without eigenvariable condition, the claim follows by application of the inductive hypothesis and $r$.
- If $r$ is $(\supset, r)$ or $\left(\Pi_{2}\right)$, we have to avoid a clash of the eigenvariable with the variable in $Z$. For instance, consider the following situation:

$$
\frac{\vdots}{\frac{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, y: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi}}(\supset, r)
$$

Then we first replace the eigenvariable with a fresh variable by Lemma 10. The claim then follows by applications of the inductive hypothesis and $r$, e.g. in the above situation:

$$
\frac{x \leqslant z, z: \varphi, \Gamma \Rightarrow \Delta, y: \chi, z: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi, y: \chi}(\supset, r)
$$

Lemma 12. All rules of G3SI* are hp-invertible.
Proof. We show that each rule is hp-invertible:

- Consider first the rule $(\wedge, l)$. We show that if $d \vdash_{G 3 S I^{*}} x: \varphi \wedge \psi, \Gamma \Rightarrow \Delta$ then one can find $d_{1} \vdash_{G 3 S T^{*}} x: \varphi, x: \psi, \Gamma \Rightarrow \Delta$ such that $\left|d_{1}\right| \leq|d|$. By induction on $|d|$. Consider the last inference rule $r$.
- If $x: \varphi \wedge \psi$ is the principal formula of the rule $r$, we are done.
- Otherwise, $x: \varphi \wedge \psi$ is not the principal formula. Then the claim follows by applications of the inductive hypothesis and $r$.
The proof is analogous for the logical rules of $(\wedge, r),(\vee, l)$ and $(\vee, r)$.
- $(\supset, l)$ and all $\left(\Pi_{1}\right)$ - and $\left(\Pi_{2}\right)$ rules are hp-invertible since their premise(s) can be obtained by weakening from the conclusion which is hp-admissible (Lemma 11).
- For the rule $(\supset, r)$ we show the following: if $d \vdash_{G 3 S I^{*}} \Gamma \Rightarrow \Delta, x: \varphi \supset \psi$ then $d_{1} \vdash_{G 3 S I^{*}} x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, y: \psi$ such that $\left|d_{1}\right| \leq|d|$. We proceed by induction on $|d|$. When $\Gamma \Rightarrow \Delta, x: \varphi \supset \psi$ is an axiom or the conclusion of $(\perp, l)$, we are done. Otherwise, consider the last inference rule $r$ in $d$.
- If $r$ is any logical rule and $x: \varphi \supset \psi$ is not the principal formula, e.g.

$$
\begin{gathered}
\vdots \\
\frac{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi, v: \alpha, v: \beta}{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi, v: \alpha \vee \beta}(\vee, r)
\end{gathered}
$$

The claim follows by applications of the inductive hypothesis and $r$ :

$$
\frac{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, v: \alpha, v: \beta, y: \psi}{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, v: \alpha \vee \beta, y: \psi}(\vee, r)
$$

- Else, let $r$ be $(\supset, r)$ and $x: \varphi \supset \psi$ the principal formula. Then we are done (we might first have to use Lemma 10 to obtain the desired variables).

To ensure hp-admissibility of contraction in the resulting systems, the following closure condition needs to be satisfied:

Definition 32 (Closure Condition [77, 136]). Given a system with $\left(\Pi_{1}\right)$-rules, for every rule schema of the form

$$
\frac{\bar{Q}, P_{1}, \ldots, P_{i-1}, P_{i}, P_{i}, P_{i+1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}{P_{1}, \ldots, P_{i-1}, P_{i}, P_{i}, P_{i+1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}
$$

a rule schema

$$
\frac{\bar{Q}, P_{1}, \ldots, P_{i-1}, P_{i}, P_{i+1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}{P_{1}, \ldots, P_{i-1}, P_{i}, P_{i+1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta}
$$

has to be included in the system.
This condition is not problematic as the number of rule schemas that need to be added to the system is finite.

Lemma 13. The rules of contraction are hp-admissible in G3SI* provided the closure condition is satisfied.

Proof. Let $d_{p}$ be the derivation of the premise of the contraction rule (let $Z$ be either a labelled formula or a relational atom):

$$
\begin{array}{ccc}
\vdots d_{p} & \vdots d_{p} \\
\frac{Z, Z, \Gamma \Rightarrow \Delta}{Z, \Gamma \Rightarrow \Delta}(c, l) & \text { or } & \frac{\Gamma \Rightarrow \Delta, Z, Z}{\Gamma \Rightarrow \Delta, Z}(c, r)
\end{array}
$$

By induction on $\left|d_{p}\right|$. When $d_{p}$ ends in an axiom or $(\perp, l)$, then also the contracted sequent is an axiom or the conclusion of $(\perp, l)$. Otherwise, consider the last inference rule $r$ in $d_{p}$. We have to distinguish two cases.

- If the contracted formula $Z$ is not principal in $r$, both occurrences of $Z$ are in the premise(s) of $r$. The claim then follows by applications of the inductive hypothesis and $r$.
- Else, $Z$ is principal in $r$. Then we distinguish three cases:
(1) $r$ is a rule where the contracted formula also occurs in the premise(s), e.g. a $\left(\Pi_{1}\right)$ rule or $(\supset, l)$. Consider the following case:
$\frac{\vdots}{x \leqslant y, x: \varphi \supset \psi, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta, y: \varphi \quad x \leqslant y, x: \varphi \supset \psi, x: \varphi \supset \psi, y: \psi, \Gamma \Rightarrow \Delta}(\supset, l)$
The claim follows by applications of the inductive hypothesis and $r$, i.e.:

$$
\frac{\left.\begin{array}{c}
\vdots \\
x \leqslant y, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta, y: \varphi
\end{array} \frac{x \leqslant y, x: \varphi \supset \psi, y: \psi, \Gamma \Rightarrow \Delta}{x \leqslant y, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta}(\supset, l)\right)}{}
$$

When both contracted formulas are principal in the rule (e.g. in $\left(\Pi_{1}\right)$ rules), the claim holds by the closure condition (Definition 32).
(2) The premise(s) of $r$ contains subformulas of the principal formula, i.e. for the rules $(\wedge, r),(\wedge, l),(\vee, r)$ or $(\vee, l)$. Consider the case for $(\wedge, l)$ :

$$
\frac{x: \varphi, x: \psi, x: \varphi \wedge \psi, \Gamma \Rightarrow \Delta}{x: \varphi \wedge \psi, x: \varphi \wedge \psi, \Gamma \Rightarrow \Delta}(\wedge, l)
$$

By hp-invertibility (Lemma 12) of ( $\wedge, l$ ), we obtain

$$
x: \varphi, x: \psi, x: \varphi, x: \psi, \Gamma \Rightarrow \Delta
$$

The claim then follows by applications of the inductive hypothesis and $(\wedge, l)$. Analogous for the rules $(\wedge, r),(\vee, r)$ and $(\vee, l)$.
(3) The premise of $r$ contains a subformula of the contracted formula and a new relational atom $x \leqslant y$, i.e., $r$ is $(\supset, r)$ :

$$
\frac{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, y: \psi, x: \varphi \supset \psi}{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi, x: \varphi \supset \psi}(\supset, r)
$$

As $(\supset, r)$ is hp-invertible (Lemma 12), we obtain

$$
x \leqslant y, x \leqslant y, y: \varphi, y: \varphi, \Gamma \Rightarrow \Delta, y: \psi, y: \psi
$$

The claim then follows by applications of the inductive hypothesis and $(\supset, r)$.

We now show the proofs for soundness and completeness for the calculi $G 3 S I^{*}$, which are similar to those in [133].

Let $\mathfrak{F}_{S I^{*}}=\langle W, \leqslant\rangle$ be a frame with the properties of the accessibility relation expressed as $\left(\Pi_{2}\right.$ and $\left.\Pi_{1}\right)$ formulas in $*$. Let $L=\{x, y, z \ldots\}$ be the labels occurring in G3SI*-derivations, $w \in W$. An interpretation $\mathcal{I}_{l}$ of $L$ in $\mathfrak{F}_{S I^{*}}$ is a function $\mathcal{I}_{l}: L \rightarrow W$, s.t. $\mathcal{I}_{l}(x)=w$ and $\mathcal{I}_{l}(\leqslant)=\leqslant$.

Definition 33. Let $\mathfrak{M}_{S I^{*}}=\left\langle\mathfrak{F}_{S I^{*}}, \Vdash\right\rangle$ be a model and $\mathcal{I}_{l}$ an interpretation. A labelled sequent $\Gamma \Rightarrow \Delta$ is valid in $\mathfrak{M}_{S I^{*}}$ if for every interpretation $\mathcal{I}_{l}$ we have: if for all labelled formulas $x: \varphi$ and relational atoms $y \leqslant z$ in $\Gamma, \mathcal{I}_{l}(x) \Vdash \varphi$ and $\mathcal{I}_{l}(y) \leqslant \mathcal{I}_{l}(z)$ hold, then for some $w: \psi, u \leqslant v$ in $\Delta$ we have $\mathcal{I}_{l}(w) \Vdash \psi$ or $\mathcal{I}_{l}(u) \leqslant \mathcal{I}_{l}(v)$. A sequent $\Gamma \Rightarrow \Delta$ is valid in a frame $\mathfrak{F}_{S I^{*}}$ when it is valid in every model $\mathfrak{M}_{S I^{*}}$. based on the frame $\mathfrak{F}_{S I^{*}}$.

Theorem 11 (Soundness). For any sequent $\Gamma \Rightarrow \Delta$,

$$
\text { if } \vdash_{G 3 S I^{*}} \Gamma \Rightarrow \Delta \text {, then } \Gamma \Rightarrow \Delta \text { is valid in every frame } \mathfrak{F}_{S I^{*}}
$$

Proof. Let $d$ be the derivation of $\Gamma \Rightarrow \Delta$ in G3SI*. By induction on $|d|$. If $\Gamma \Rightarrow \Delta$ is an axiom, there is either a labelled atom $x: p$ or a relational atom $x \leqslant y$ in both, $\Gamma$ and $\Delta$, and we are done. Similarly, if $\Gamma \Rightarrow \Delta$ is the conclusion of $(\perp, l)$. Otherwise, consider the last inference rule $r$ in $d$.

- Let $r$ be any logical rule except $(\supset, r)$, e.g. $(\wedge, l)$ :

$$
\begin{gathered}
\vdots \\
x: \varphi, x: \psi, \Gamma^{\prime} \Rightarrow \Delta \\
x: \varphi \wedge \psi, \Gamma^{\prime} \Rightarrow \Delta \\
(\wedge, l)
\end{gathered}
$$

By inductive hypothesis, we have the validity of the sequent $x: \varphi, x: \psi, \Gamma^{\prime} \Rightarrow \Delta$. Since $x \Vdash \varphi$ and $x \Vdash \varphi$ iff $x \Vdash \varphi \wedge \psi$, the conclusion is also valid. Analogous for the other logical rules.

- If $r$ is $(\supset, r)$, consider the following situation (note that $y$ is an eigenvariable):

$$
\frac{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta^{\prime}, y: \psi}{\Gamma \Rightarrow \Delta^{\prime}, x: \varphi \supset \psi}(\supset, r)
$$

Let $\mathcal{I}_{l}$ be an interpretation that makes all the formulas in $\Gamma$ true. Let $z$ be arbitrary s.t. $\mathcal{I}_{l}(x) \leqslant z$. By inductive hypothesis, we have validity of the premise. We show that either $x: \varphi \supset \psi$ or a formula in $\Delta^{\prime}$ is valid. Let $\mathcal{I}_{l}^{\prime}$ be an interpretation identical to $\mathcal{I}_{l}$ except for $y$, where $\mathcal{I}_{l}^{\prime}(y)$ is assigned the value $z$. Since $\mathcal{I}_{l}^{\prime}$ validates the antecedent of the premise, it also validates either a formula in $\Delta^{\prime}$ (and hence, also $\mathcal{I}_{l}$ validates a formula in $\Delta^{\prime}$ ) or $y: \psi$ (then, since $z$ was arbitrary, $\mathcal{I}_{l}$ validates $x: \varphi \supset \psi)$.

- If $r$ is a $\left(\Pi_{1}\right)$ rule (no eigenvariable condition), by inductive hypothesis we have validity of the premise. As the conclusion is contained in the premise, we also have validity of the conclusion.
- Finally, if $r$ is a $\left(\Pi_{2}\right)$ rule with eigenvariable condition, we have premise(s) of the form

$$
\left\{\overline{Q_{i}}, \Gamma \Rightarrow \Delta, \overline{P_{i}}\right\}_{i=1 \ldots k}
$$

where $\overline{Q_{i}}$ are sets of relational atoms containing eigenvariables. E.g., consider the rule for $\mathbf{L Q}$ with $w$ an eigenvariable:

$$
\begin{array}{ccc}
\vdots & \vdots & \vdots \\
\Gamma \Rightarrow \Delta, x \leqslant y & \Gamma \Rightarrow \Delta, x \leqslant z & y \leqslant w, z \leqslant w, \Gamma \Rightarrow \Delta \\
\hline & \Gamma \Rightarrow \Delta &
\end{array}
$$

Let $\mathcal{I}_{l}$ be an interpretation that validates all the formulas in the antecedent of the premise(s). Let $w^{\prime}$ be arbitrary s.t. $\mathcal{I}_{l}(y) \leqslant w^{\prime}, \mathcal{I}_{l}(z) \leqslant w^{\prime}$ (the $\overline{Q_{i}}$ from the premise(s)). By inductive hypothesis, we have validity of the premise(s). Let $\mathcal{I}_{l}^{\prime}$ be an interpretation identical to $\mathcal{I}_{l}$ except on $w$ where $\mathcal{I}_{l}^{\prime}(w)$ is assigned the value $w^{\prime}$. Since $\mathcal{I}_{l}^{\prime}$ validates the antecedent of the premise, it also validates a formula in $\Delta$ (and hence, also $\mathcal{I}_{l}$ validates a formula in $\Delta$ ).

To prove completeness, we use a direct method that shows how root-first proof search in the sequent system either gives a proof or leads to the construction of a counter model.

## Theorem 12 (Completeness). For any sequent $\Gamma \Rightarrow \Delta$

$$
\text { If } \Gamma \Rightarrow \Delta \text { is valid in every frame } \mathfrak{F}_{S I^{*}} \text {, then } \vdash_{G 3 S I^{*}} \Gamma \Rightarrow \Delta .
$$

Proof. We show that each sequent $\Gamma \Rightarrow \Delta$ is either derivable in $G 3 S I^{*}$ or it has a countermodel in a frame with properties expressed by formulas in $*$, i.e. a model that makes all labelled formulas and relational atoms in $\Gamma$ true and all labelled formulas and relational atoms in $\Delta$ false.

We first construct in the usual manner a derivation tree for $\Gamma \Rightarrow \Delta$ by applying the rules of G3SI* root first. If the derivation tree is finite, i.e., all leaves are axioms or conclusions of $(\perp, l)$, we have a proof in G3SI*. Assume that the derivation tree is infinite. By König's lemma, it has an infinite branch that is used to build the needed counterexample. The derivation tree is constructed inductively in stages following [133]: Stage 0 has $\Gamma \Rightarrow \Delta$ at the root of the tree. Stage $s>0$ has two cases: (1) If every topmost sequent is an axiom or conclusion of a zero-premise rule, the construction ends. (2) Otherwise, we continue constructing the tree by applying to the topmost sequents root-first the rules of $G 3 S I^{*}$ in a particular order: There are $6+p$ different stages, 6 for the rules of $G 3 I$ and $p$ for the $\left(\Pi_{1}\right)$ - and $\left(\Pi_{2}\right)$-rules. The stages are then repeated, i.e., $s=6+p+1$ is stage 1 , etc.

- Stage $s=1$ with $(\wedge, l)$ : Let $x_{1}: \varphi_{1} \wedge \psi_{1}, \ldots, x_{m}: \varphi_{m} \wedge \psi_{m}$ be all formulas in $\Gamma$ having $\wedge$ as outermost connective. We add above any topmost sequent of the form $x_{1}: \varphi_{1} \wedge \psi_{1}, \ldots, x_{m}: \varphi_{m} \wedge \psi_{m}, \Gamma^{\prime} \Rightarrow \Delta$, a sequent $x_{1}: \varphi_{1}, x_{1}: \psi_{1}, \ldots, x_{m}$ : $\varphi_{m}, x_{m}: \psi_{m}, \Gamma^{\prime} \Rightarrow \Delta$. This corresponds to applying the rule $(\wedge, l) m$ times root first.
- Stage $s=2$ with $(\vee, r)$ : Analogous to stage $s=1$.
- Stage $s=3$ with $(\wedge, r)$ : Let $x_{1}: \varphi_{1} \wedge \psi_{1}, \ldots, x_{m}: \varphi_{m} \wedge \psi_{m}$ be all formulas in topmost $\Delta$ having $\wedge$ as outermost connective. We add above any of such sequents $2^{m}$ sequents of the form $\Gamma \Rightarrow \Delta^{\prime}, x_{1}: \chi_{1}, \ldots, x_{m}: \chi_{m}$ where $\chi_{i}$ can be either $\varphi_{i}$ or $\psi_{i}$.
- Stage $s=4$ with $(\vee, l)$ : Analogous to stage $s=3$.
- Stage $s=5$ with $(\supset, l)$ : We add above any topmost sequent of the form $x_{1} \leqslant$ $y_{1}, x_{1}: \varphi_{1} \supset \psi_{1}, \ldots, x_{m} \leqslant y_{m}, x_{m}: \varphi_{m} \supset \psi_{m}, \Gamma^{\prime} \Rightarrow \Delta 2^{m}$ sequents of the form $x_{1} \leqslant y_{1}, x_{1}: \varphi_{1} \supset \psi_{1}, \ldots, x_{m} \leqslant y_{m}, x_{m}: \varphi_{m} \supset \psi_{m}, y_{i_{1}}: \psi_{i_{1}}, \ldots, y_{i_{h}}: \psi_{i_{h}}, \Gamma^{\prime} \Rightarrow$ $\Delta, y_{j_{1}}: \varphi_{j_{1}}, \ldots, y_{j_{k}}: \varphi_{j_{k}}$ where $i_{1}, \ldots, i_{h} \in\{1, \ldots, m\}$ and $j_{1}, \ldots, j_{k} \in\{1, \ldots, m\} \backslash$ $\left\{i_{1}, \ldots, i_{h}\right\}$. This corresponds to applying the rule $(\supset, l) m$ times root first.
- Stage $s=6$ with $(\supset, r)$ : Let $x_{1}: \varphi_{1} \supset \psi_{1}, \ldots, x_{m}: \varphi_{m} \supset \psi_{m}$ be all formulas in topmost $\Delta$ having $\supset$ as outermost connective. We add above any of such sequents a sequent $x_{1} \leqslant y_{1}, \ldots, x_{m} \leqslant y_{m}, y_{1}: \varphi_{1}, \ldots, y_{m}: \varphi_{m}, \Gamma \Rightarrow \Delta^{\prime}, y_{1}: \psi_{1}, \ldots, y_{m}: \psi_{m}$ with $y_{1}, \ldots, y_{m}$ fresh variables.
- Stage $s=6+j$ with $\left(\Pi_{1}\right)$ : We add above any topmost sequent of the form $P_{1}, \ldots, P_{m}, \Gamma^{\prime} \Rightarrow \Delta$ a sequent $Q_{1}, \ldots, Q_{n}, P_{1}, \ldots, P_{m}, \Gamma \Rightarrow \Delta$.
- Stage $s=6+j$ with $\left(\Pi_{2}\right)$ : We add above any topmost sequent $k$ sequents of the form $\left\{Q_{i_{1}}, \ldots, Q_{i_{n}}, \Gamma \Rightarrow \Delta, P_{i_{1}}, \ldots, P_{i_{m}}\right\}$, for $i=1, \ldots, k$ and with $y_{1}, \ldots, y_{n}$ fresh variables.

For any $s$, if the sequent is neither an axiom, nor $(\perp, l)$ and none of the stages apply, we write the sequent itself above it.

If the derivation tree is infinite, it has an infinite branch. Now let $\Gamma \Rightarrow \Delta=\Gamma_{0} \Rightarrow$ $\Delta_{0}, \Gamma_{1} \Rightarrow \Delta_{1}, \ldots, \Gamma_{i} \Rightarrow \Delta_{i}, \ldots$ be one such branch. Consider the sets $\boldsymbol{\Gamma} \equiv \bigcup \Gamma_{i}$ and $\boldsymbol{\Delta} \equiv \bigcup \Delta_{i}$ for $i \geq 0$. We now construct a countermodel, i.e. a model that makes all labelled formulas and relational atoms in $\boldsymbol{\Gamma}$ true and all labelled formulas and relational atoms in $\boldsymbol{\Delta}$ false. Let $\mathfrak{F}_{S I^{*}}$ be a frame whose elements are all the labels occurring in $\boldsymbol{\Gamma}, \boldsymbol{\Delta}$. The interpretation $\mathcal{I}_{l}$ on $\mathfrak{F}_{S I^{*}}$, the relation $\leqslant$ of $\mathfrak{F}_{S I^{*}}$ and the relation $\Vdash$ are defined as follows:
(i) for all $x: p$ in $\boldsymbol{\Gamma}$ it holds that $\mathcal{I}_{l}(x) \Vdash p$ in $\mathfrak{F}_{S I^{*}}$,
(ii) for all $x \leqslant y$ in $\boldsymbol{\Gamma}$ we have $\mathcal{I}_{l}(x) \leqslant \mathcal{I}_{l}(y)$ in $\mathfrak{F}_{S I^{*}}$,
(iii) for all $x^{\prime}: p^{\prime}$ in $\boldsymbol{\Delta}$ we have $\mathcal{I}_{l}\left(x^{\prime}\right) \nVdash p^{\prime}$ in $\mathfrak{F}_{S I^{*}}$, and finally
(iv) for all $x^{\prime} \leqslant y^{\prime}$ in $\boldsymbol{\Delta}$ it holds that $\mathcal{I}_{l}\left(x^{\prime}\right) \not \mathcal{I}_{l}\left(y^{\prime}\right)$ in $\mathfrak{F}_{S I^{*}}$.
$\mathfrak{F}_{S I^{*}}$ is well defined as it is not the case that either $x \leqslant y$ is in $\Gamma_{i}$ and $x \leqslant y$ is in $\Delta_{j}$ or $x \leqslant y, x: p$ is in $\Gamma_{i}$ and $y: p$ is in $\Delta_{j}$ (for any $i$ and $j$ ), as otherwise we would have an axiom and therefore the branch would be finite, against the hypothesis. We then show that for any formula $\varphi, \varphi$ is forced at $\mathcal{I}_{l}(x)$ if $x: \varphi$ is in $\boldsymbol{\Gamma}$ and $\varphi$ is not forced at $\mathcal{I}_{l}(x)$ if $x: \varphi$ is in $\boldsymbol{\Delta}$. As all relational atoms in $\boldsymbol{\Gamma}$ are true and those in $\boldsymbol{\Delta}$ are false by definition of $\mathfrak{F}_{S I^{*}}$ we have a countermodel to $\Gamma \Rightarrow \Delta$. We proceed by induction on $|\varphi|$.

- If $\varphi$ is $\perp$, it cannot be in $\boldsymbol{\Gamma}$ because no sequent in the branch contains $x: \perp$ in the antecedent, so it is not forced at any node of the model. If $\varphi$ is an atom $p$ in $\boldsymbol{\Gamma}$ then $\mathcal{I}_{l}(x) \Vdash p$ by definition; and $\mathcal{I}_{l}(x) \nVdash p$ if it is in $\boldsymbol{\Delta}$.
- If $x: \varphi \equiv x: \varphi_{1} \wedge \varphi_{2}$ is in $\boldsymbol{\Gamma}$, there exists $i$ such that $x: \varphi_{1} \wedge \varphi_{2}$ appears first in $\Gamma_{i}$, and therefore, for some $j \geq 0, x: \varphi_{1}$ and $x: \varphi_{2}$ are in $\Gamma_{i+j}$. By inductive hypothesis, $x \Vdash \varphi_{1}$ and $x \Vdash \varphi_{2}$ and therefore $x \Vdash \varphi_{1} \wedge \varphi_{2}$ (analogous for $x: \varphi \equiv x: \varphi_{1} \vee \varphi_{2}$ in $\left.\boldsymbol{\Delta}\right)$.
- If $x: \varphi \equiv x: \varphi_{1} \wedge \varphi_{2}$ is in $\boldsymbol{\Delta}$ then either $x: \varphi_{1}$ or $x: \varphi_{2}$ is in $\boldsymbol{\Delta}$. By inductive hypothesis, $x \nVdash \varphi_{1}$ or $x \nVdash \varphi_{2}$ and therefore $x \nVdash \varphi_{1} \wedge \varphi_{2}$ (analogous for $x: \varphi \equiv x$ : $\varphi_{1} \vee \varphi_{2}$ in $\left.\boldsymbol{\Gamma}\right)$.
- If $x: \varphi \equiv x: \varphi_{1} \supset \varphi_{2}$ is in $\boldsymbol{\Gamma}$, we consider all the relational atoms $x \leqslant y$ that occur in $\boldsymbol{\Gamma}$. If there is no such atom then $x \Vdash \varphi_{1} \supset \varphi_{2}$ is in the model. Else, for any occurrence of $x \leqslant y$ in $\boldsymbol{\Gamma}$, by construction of the tree either $y: \varphi_{1}$ is in $\boldsymbol{\Delta}$ or $y: \varphi_{2}$ is in $\boldsymbol{\Gamma}$. By inductive hypothesis $y \nVdash \varphi_{1}$ or $y \Vdash \varphi_{2}$, and since this holds for all $y$ with $x \leqslant y$ we have $x \Vdash \varphi_{1} \supset \varphi_{2}$ in the model.
- If $x: \varphi \equiv x: \varphi_{1} \supset \varphi_{2}$ is in $\boldsymbol{\Delta}$, due to one of the following steps of the derivation tree we have that $x \leqslant y$ and $y: \varphi_{1}$ are in $\boldsymbol{\Gamma}$, whereas $y: \varphi_{2}$ is in $\boldsymbol{\Delta}$. By inductive hypothesis this gives $x \leqslant y$ and $y \Vdash \varphi_{1}$ but $y \nVdash \varphi_{2}$, i.e. $x \nVdash \varphi_{1} \supset \varphi_{2}$.

Corollary 4. For any sequent $\Gamma \Rightarrow \Delta, \vdash_{G 3 S I^{*}} \Gamma \Rightarrow \Delta$ iff $\Gamma \Rightarrow \Delta$ is valid in every frame $\mathfrak{F}_{S I^{*}}$.

Theorem 13 (Cut elimination). The cut rule

$$
\frac{\Gamma \Rightarrow \Delta, Z \quad Z, \Gamma^{\prime} \Rightarrow \Delta}{\Gamma, \Gamma^{\prime} \Rightarrow \Delta^{\prime}, \Delta}(\mathrm{cut})
$$

where $Z$ is either a labelled formula $y: \varphi$ or a relational atom $x \leqslant y$, can be eliminated from G3SI*-derivations.

Proof. We distinguish two cases according to the cut formula $Z$.
When $Z$ is a labelled formula $y: \varphi$, we proceed by a double induction on the complexity of $Z$ and the sum of the derivation heights of the premises of the cut.

In the base case, i.e. one or both of the derivations end in an axiom or are the conclusion of $(\perp, l)$, we are done. The only interesting case is when the cut formula $Z$ is $y: p$ and both premises are axioms, e.g.:

$$
\frac{x \leqslant y, x: p, \Gamma \Rightarrow \Delta, y: p \quad y \leqslant z, y: p, \Gamma^{\prime} \Rightarrow \Delta^{\prime}, z: p}{x \leqslant y, y \leqslant z, x: p, \Gamma^{\prime}, \Gamma \Rightarrow \Delta, \Delta^{\prime}, z: p}(\text { cut })
$$

Then we replace (cut) by an application of (trans) to the axiom

$$
x \leqslant y, y \leqslant z, x \leqslant z, x: p, \Gamma^{\prime}, \Gamma \Rightarrow \Delta, \Delta^{\prime}, z: p
$$

Otherwise, let $r_{l}\left(r_{r}\right)$ be the last rule applied in the derivation of the left (right) premise, i.e., the premise having the cut formula $y: \varphi$ on the left (right).

- If the cut formula is the principal formula of a logical rule in any or both of the premises, we apply invertibility of the logical rules (Lemma 12) and replace the cut by smaller ones (note that for the case of $Z=y: \varphi_{1} \supset \varphi_{2}$, we also need to apply Lemma 10 to avoid a clash of variables).
- Else, the claim follows by applications of the inductive hypothesis and $r_{l}\left(r_{r}\right)$. Note that when permuting a cut with a rule with eigenvariable condition (i.e., $\left(\Pi_{2}\right)$ or $(\supset, r))$, we also have to use appropriate substitutions to avoid a clash of variables (Lemma 10).

When $Z$ is a relational atom $x \leqslant y$, the proof proceeds by induction on the derivation height of the right premise of the cut, i.e., $\Gamma \Rightarrow \Delta, x \leqslant y$.

In the base case, i.e. the derivation ends in an axiom or as conclusion of $(\perp, l)$, we have either

$$
\begin{gathered}
\text { (i) } u \leqslant v, u: p, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, v: p, x \leqslant y \\
\text { (ii) } u \leqslant v, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, u \leqslant v, x \leqslant y \\
\text { (iii) } u: \perp, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, x \leqslant y \text { or } \\
\text { (iv) } x \leqslant y, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, x \leqslant y
\end{gathered}
$$

If $(i)-(i i i)$, the conclusion of $(c u t)$ is also an axiom. Otherwise, if $(i v)$, the conclusion of (cut) can be obtained by weakening (Lemma 11).

Otherwise, let $r_{r}$ be the last rule applied in the derivation of the right premise, i.e., the premise having the cut formula $x \leqslant y$ on the right. We show that the cut can then be shifted over the premise(s) of $r_{r}$. The main observation is that $x \leqslant y$ is not affected by the application of $r_{r}$ since the rules of $G 3 S I^{*}$ do not change relational atoms appearing on the right hand side of its conclusion.

- If $r_{r}$ is a rule other than $(\supset, r)$ or $\left(\Pi_{2}\right)$, the claim follows by applications of the inductive hypothesis and $r_{r}$. For instance, let $r_{r}$ be $\left(\Pi_{1}\right)$. Then the derivation

$$
\frac{Q_{1}, \ldots, Q_{m}, P_{1}, \ldots, P_{n}, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, x \leqslant y}{\frac{P_{1}, \ldots, P_{n}, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, x \leqslant y}{P_{1}, \ldots, P_{n}, \Gamma^{\prime}, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime}, \Delta^{\prime \prime}}\left(\Pi_{1}\right)} \begin{gathered}
\vdots \\
\end{gathered}
$$

is transformed into

$$
\begin{array}{cc}
\vdots & \vdots \\
Q_{1}, \ldots, Q_{m}, P_{1}, \ldots, P_{n}, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime \prime}, x \leqslant y & x \leqslant y, \Gamma^{\prime} \Rightarrow \Delta^{\prime} \\
\frac{Q_{1}, \ldots, Q_{m}, P_{1}, \ldots, P_{n}, \Gamma^{\prime}, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime}, \Delta^{\prime \prime}}{P_{1}, \ldots, P_{n}, \Gamma^{\prime}, \Gamma^{\prime \prime} \Rightarrow \Delta^{\prime}, \Delta^{\prime \prime}}\left(\Pi_{1}\right)
\end{array}(c u t)
$$

- If $r_{r}$ is ( $\supset, r$ ) or a rule following the $\left(\Pi_{2}\right)$ scheme, the claim follows by applications of the inductive hypothesis, weakenings and $r_{r}$. Note that we first have to replace the eigenvariables in the premise(s) of $r_{r}$ (Lemma 10) and then permute cut and $r_{r}$.


### 5.4.1 Tool: Framinator

The tool Framinator (FRAMe condItioNs Automatically TO Rules) implements the algorithm introduced in Section 5.4. It takes as input frame conditions in the language of first-order classical logic and, if possible, transforms it into equivalent labelled sequent rules.

Framinator can be used to construct cut-free calculi for many intermediate logics, such as Gödel logic [92], the logics of Kripke models with $k$ worlds $\mathbf{B c}_{k}$ [50] or the logics of Kripke models with width $\leq k \mathbf{B w}_{k}$ 50. It is available at
www.logic.at/tinc/webframinator/

## Example

In the main screen of Framinator (see Figure 5.1) the user can enter the frame condition in the text field.

## TINC - Framinator



Figure 5.1: Main screen of Framinator

After the computation, a dialog box containing the results pops up, see Figure 5.2. The output contains the class of the frame conditions in the hierarchy, the computed rules in text format, as well as a link to the generated paper containing the obtained calculus along with a basic description of the system.

On the command-line, the program is started by typing compute. A prompt tells the user that he can enter the frame condition. The formula must have the form (prefix) : (matrix), the quantifiers in the prefix are written A (for $\forall$ ) and E (for $\exists$ ) and the accessibility relation $\leq$ is abbreviated with the symbol <. While the class of the frame conditions and the corresponding rules are printed on the screen, the $\mathrm{IAT}_{\mathrm{E}} \mathrm{X}$-file is saved in a program folder on the computer. Note that in the text representation of the rule, G and D stand for multisets of formulas $\Gamma$ and $\Delta$.

In this example, we want to generate the rule equivalent to the frame condition $\forall x, y, z((x \leqslant y \& x \leqslant z) \rightarrow \exists w(y \leqslant w \& z \leqslant w))$ for Jankov logic LQ.


Figure 5.2: Dialog box containing the results

```
?- compute.
|: ('A' x 'A' y 'A' z 'E' w):((x<y & x<z) -> (y<w & z<w)).
The frame condition is in the class: [p(2)]
Equivalent Labelled Rule(s):
G => D,x<y G => D,x<z y<w,z<w,G => D
G => D
```


## Implementation Details

Framinator is implemented in Prolog. The implementation consists of 10 files and roughly 1000 lines of code (including documentation) and follows the general TINC-structure described in Chapter 3 (recall Figure 3.5). The specific instantiation for Framinator is depicted in Figure 5.3

Input and checkInput. As described in the general section, the first component, CHECKINPUT, takes as input a frame condition and checks whether it has the correct form to be handled by the transformation procedure. This is implemented by using a definite clause grammar (frames2tex).

Moreover, the input formula is required to be in prenex normal form where the prefix is separated from the matrix by an ' $:$ ', i.e. (prefix) : (matrix). Note that the prefix and the matrix have to be enclosed in brackets (). The syntax of the input formula consists of:

- the letters [a-z] except v for variables,
- the symbol < denoting the accessibility relation $\leq$,


Figure 5.3: Design of Framinator

- logical connectives: \& (and), v (or), -> (implication) and - (negation),
- quantifiers: A (universal quantifier) and E (existential quantifier).

Each formula should be closed, i.e. no free variables should occur in the matrix. Moreover, the user can concatenate several frame conditions by separating them with a semicolon ';'. In the method isCorrectFormula, we check whether the input formula satisfies all these syntactic criteria.

COMPUTERULES. The second component, COMPUTERULES, contains the implementation of the algorithm:

- isClasses identifies the classes of the frame conditions given as input within the hierarchy of Definition 31 and indicates them as $\mathrm{s}(\mathrm{i})$ for $\Sigma_{i}$ or $\mathrm{p}(\mathrm{i})$ for $\Pi_{i}$. Note that for the computation of the class, only the prefix of the formula needs to be considered since the hierarchy depends on the alternation of the quantifiers. See Code Example 4 below for the implementation of the class check.
- If the (highest) class of the frame conditions is within $\Pi_{2}$, frames2rules transforms the frame conditios into equivalent labelled sequent rules.

Code Example 4. isClasses first determines if there is more than one frame condition given as input. For every frame condition, we determine the class of the input formula with isClass(Prefix,Class) and then use checkClasses (Class, OK) to see whether we can apply our algorithm ( OK is the result of the check). We show (parts of) the code to determine whether the input formula is within a class $\Pi_{N}$ (the formula might also be within a class $\Sigma_{N}$, but we omit these parts):

```
%%% isClasses(+Formula, -Class)
%% + ... parameter given as input, - ... return value
%% compute the classes of the (possibly concatenated) frame
%% conditions based on the quantifier alternation in the prefix
```

```
%% Formula ... input formula
%% Class ... Class of the formula: Pi_N: p(N) or Sigma_N: s(N)
isClasses(X ';' Y, Class) :- % if two formulas are concatenated
    X = Prefix ':' _, % we only need the prefix of a formula
    isClass(Prefix, C1), % and check the class level
    isClasses(Y, C2), % same is done for the second formula
    append([C1], C2, Class).
isClasses(X, Class) :- % if there is only one formula
    X = Prefix ':' _, % we only need to consider this prefix
    isClass(Prefix, C1), % and determine the class
    Class = [C1].
%%% isClass(+Prefix, -Class)
%%% compute the class of the frame condition based on
%%% the quantifier alternation in the prefix
%%% +Prefix ... prefix of the input formula
%%% -Class ... Class of the formula: Pi_N: p(N) or Sigma_N: s(N)
isClass(Prefix, Class) :-
    Prefix = 'A' _, % if the prefix starts with A
    isPiClass(Prefix, 0, N), % then the formula is in Pi
    Class = p(N).
isClass(Prefix, Class) :-
    Prefix = 'E' _, % if the prefix starts with E
    isSigmaClass(Prefix, 0, N), % then the formula is in Sigma
    Class = s(N).
%%% isPiClass(+Prefix, +Class, -ClassNew)
%%% compute the class level
%%% +Prefix ... prefix of the input formula
%%% +Class ... Class of the formula: Pi_N: p(N) or Sigma_N: s(N)
%%% -ClassNew ... final class of the formula
isPiClass(Prefix, PO, PO) :-
    % if the formula is a formula in pi, the class remains the same
    isPiFormula(Prefix, PO).
isPiClass(Prefix, PO, P2) :-
    % the if formula is NOT a formula in pi, level has to be increased
    \+ isPiFormula(Prefix, PO),
    P1 is P0+1,
    isPiClass(Prefix, P1, P2).
%%% isPiFormula(+Prefix, -Level)
%%% computes the class level
%%% +Prefix ... quantifier part of the input formula
```

```
%%% -Level ... Class level based on the quantifier alternation
isPiFormula(F, 0) :-
    atomic(F). % if F is atomic, level = 0
isPiFormula('A' F, 1) :-
    atomic(F). % if F only contains one quantifier A, level = 1
isPiFormula('A' X 'A' F, P1) :-
    atomic(X), % if X is just a variable
    P1 > 0, % and the old level > 0
    isPiFormula('A' F, P1). % then we only need to check level of F
isPiFormula('A' X 'E' F, P1) :-
    atomic(X), % if X is just a variable
    P1 > 0, % and the old level > 0
    P is P1-1, % we decreise the old level and check
    isSigmaFormula('E' F, P). % the level of the "sigma formula"
%%% checkClasses(+Class, -OK)
%%% recursively checks if the classes of all frame conditions can be
%%% handled by our algorithm (i.e., if they are in s(1), p(1) or p(2)
%%% +Class ... List of classes of the various frame conditions
%%% -OK ... 1 if all classes are within p(2), 0 if not
checkClasses([], 1).
checkClasses([H|T], OK) :- % we take the first list element H
    % and check if it is equivalent to s(1), p(1) or p(2)
    member(H, [s(1), p(1), p(2)]),
% if yes, we check the other list elements
    checkClasses(T, OK).
checkClasses([H|_], OK) :-
    % if the first list element is not within p(2)
    \+ member(H, [s(1), p(1), p(2)]),
% we stop and set OK = 0
    OK = 0.
```

Output and PrintOutput. The last component, PrintOutput, contains the method to print the generated rules on the command-line or web interface (printRules); moreover, the method texOut generates a $\mathrm{EAT}_{\mathrm{E}} \mathrm{X}$-paper containing the resulting cut-free labelled sequent calculus.

## Paraconsistent Logics

Paraconsistent logics are logics which are not trivialized in the presence of inconsistency. This means that there are some formulas $\psi, \varphi$, such that $\psi, \neg \psi \nvdash \varphi$. As paraconsistent logics do not "explode" in presence of contradictions, they are widely used as tool to handle inconsistencies in many areas of computer science [36, 99, 159, 109, e.g. in software engineering, or when merging information from several agents or multiple sources. Paraconsistent logics are usually introduced Hilbert-style by extending the positive fragment of propositional classical logic $\mathrm{Cl}^{+}$with suitable axioms.

In this chapter, we describe a procedure to introduce calculi and semantics for a large class of paraconsistent logics automatically. In the first step of our method, we transform the Hilbert axioms describing the paraconsistent logic into equivalent sequent rules, hence generating a sequent calculus for it. In the second step, we extract semantics out of the sequent calculus using the framework of partial non-deterministic matrices (PNmatrices) [23]. The semantics allows us to reason about important properties, e.g. decidability of the logic or analyticity of the calculus. We also present the implementation of this procedure for a particular case in the TINC-tool Paralyzer.

We first settle the basic notions and then present some examples of propositional paraconsistent logics, as well as related work in proof theory regarding the (semi-)automated introduction of analytic calculi for these logics. The following sections contain our theoretical contributions: In Section 6.4, we introduce the first step of our systematic procedure to automatically generate a sequent calculus. The second step of our procedure, i.e. extracting a partial non-deterministic matrix from the obtained calculus, is described in Section 6.5. We also explain how the semantics can be used to investigate the logic and the generated calculus, by showing that the PNmatrix induces a decision procedure for the corresponding logic, and allows to reason about the analyticity of the calculus. Section 6.6 contains a refinement of the general results for a specific subclass, for which the semantics extracted from the calculi is simpler and allows a better characterization of the analyticity property. Our TINC-tool Paralyzer is described in Section 6.6.1.

This chapter is based on the publications [56, 57].

### 6.1 Preliminaries

## Syntax

The language $\mathcal{L}_{c l}^{+}$of the considered logics is that of the positive fragment of propositional classical logic extended with finitely many unary connectives. Recall that $\mathcal{L}_{c l}^{+}$consists of infinitely many (possibly indexed) propositional variables $p, q, \ldots$, the connectives $\wedge$ (conjunction), $\vee$ (disjunction) and $\supset$ (implication). As usual, formulas are built from atoms using the logical connectives. (Metavariables for) Formulas are denoted by (possibly indexed) $\varphi, \psi, \alpha, \beta, \ldots$ and (metavariables of) multisets of formulas are written as $\Gamma, \Delta, \ldots$

We identify a language with its set of formulas, e.g. we write $\varphi \in \mathcal{L} . \mathcal{U}_{\mathcal{L}}$ denotes the set of unary connectives of $\mathcal{L}$, whereas $\mathcal{U}_{\mathcal{L}}^{*}$ denotes the set of all finite sequences of connectives from $\mathcal{U}_{\mathcal{L}}$ with the empty sequence denoted by $\epsilon$ and $\bar{\star}, \bar{\square}$ for arbitrary such finite sequences. We also employ standard notations for their concatenation (e.g., when writing expressions like $\overline{\text { ® }}$ ).

Let $H C L^{+}$be a Hilbert system for $\mathbf{C l}^{+}$, e.g.:

## (Schematic) Axioms

(A1) $\varphi \supset(\psi \supset \varphi)$
(A2) $(\varphi \supset(\psi \supset \chi)) \supset((\varphi \supset \psi) \supset(\varphi \supset \chi))$
(A3) $\varphi \wedge \psi \supset \varphi$
(A4) $\varphi \wedge \psi \supset \psi$
(A5) $\varphi \supset(\psi \supset \varphi \wedge \psi)$
(A6) $\varphi \supset \varphi \vee \psi$
(A7) $\psi \supset \varphi \vee \psi$
(A8) $(\varphi \supset \chi) \supset((\psi \supset \chi) \supset(\varphi \vee \psi \supset \chi))$
(A9) $((\psi \supset \varphi) \supset \psi) \supset \psi$

## Inference rules

- modus ponens (MP): for given formulas $\varphi$ and $\varphi \supset \psi$, we obtain $\psi ; \frac{\varphi \quad \varphi \supset \psi}{\psi}$

In this chapter we use a label-based formulation of ordinary Gentzen sequent calculi to simplify the presentation of our results:

Definition 34. Let $\mathcal{L}$ be a propositional language.

1. A labelled $\mathcal{L}$-formula has the form $\mathrm{b}: \psi$, where $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}$ and $\psi$ is an $\mathcal{L}$-formula.
2. An $\mathcal{L}$-sequent is a finite set of labelled $\mathcal{L}$-formulas. The usual sequent notation

$$
\psi_{1}, \ldots, \psi_{n} \Rightarrow \varphi_{1}, \ldots, \varphi_{m}
$$

corresponds to the set of labelled formulas

$$
\left\{\mathrm{f}: \psi_{1}, \ldots, \mathrm{f}: \psi_{n}, \mathrm{t}: \varphi_{1}, \ldots, \mathrm{t}: \varphi_{m}\right\}
$$

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $(i d)$ | $\emptyset /\left\{\mathrm{f}: p_{1}, \mathrm{t}: p_{1}\right\}$ | $(c u t)$ | $\left\{\left\{\mathrm{f}: p_{1}\right\},\left\{\mathrm{t}: p_{1}\right\}\right\} / \emptyset$ |
| $(\mathrm{f}: W)$ | $\{\emptyset\} /\left\{\mathrm{f}: p_{1}\right\}$ | $(\mathrm{t}: W)$ | $\{\emptyset\} /\left\{\mathrm{t}: p_{1}\right\}$ |
| $(\mathrm{f}: \wedge)$ | $\left\{\left\{\mathrm{f}: p_{1}, \mathrm{f}: p_{2}\right\}\right\} /\left\{\mathrm{f}: p_{1} \wedge p_{2}\right\}$ | $(\mathrm{t}: \wedge)$ | $\left\{\left\{\mathrm{t}: p_{1}\right\},\left\{\mathrm{t}: p_{2}\right\}\right\} /\left\{\mathrm{t}: p_{1} \wedge p_{2}\right\}$ |
| $(\mathrm{f}: \vee)$ | $\left\{\left\{\mathrm{f}: p_{1}\right\},\left\{\mathrm{f}: p_{2}\right\}\right\} /\left\{\mathrm{f}: p_{1} \vee p_{2}\right\}$ | $(\mathrm{t}: \vee)$ | $\left\{\left\{\mathrm{t}: p_{1}, \mathrm{t}: p_{2}\right\}\right\} /\left\{\mathrm{t}: p_{1} \vee p_{2}\right\}$ |
| $(\mathrm{f}: \supset)$ | $\left\{\left\{\mathrm{t}: p_{1}\right\},\left\{\mathrm{f}: p_{2}\right\}\right\} /\left\{\mathrm{f}: p_{1} \supset p_{2}\right\}$ | $(\mathrm{t}: \supset)$ | $\left\{\left\{\mathrm{f}: p_{1}, \mathrm{t}: p_{2}\right\}\right\} /\left\{\mathrm{t}: p_{1} \supset p_{2}\right\}$ |
|  |  |  |  |
|  |  |  |  |

Table 6.1: Label-based sequent calculus $L K^{+}$
3. An $\mathcal{L}$-substitution is a function $\sigma: \mathcal{L} \rightarrow \mathcal{L}$, such that

$$
\sigma\left(\bigcirc\left(\psi_{1}, \ldots, \psi_{n}\right)\right)=\bigcirc\left(\sigma\left(\psi_{1}\right), \ldots, \sigma\left(\psi_{n}\right)\right)
$$

for every $n$-ary connective $\bigcirc$ of $\mathcal{L}$. $\mathcal{L}$-substitutions are naturally extended to labelled $\mathcal{L}$-formulas, $\mathcal{L}$-sequents, and sets of $\mathcal{L}$-sequents.
4. An $\mathcal{L}$-rule is an expression of the form $Q / s$, where $Q$ is a finite set of $\mathcal{L}$-sequents (called premises) and $s$ is an $\mathcal{L}$-sequent (called conclusion). An application of an $\mathcal{L}$-rule $Q / s$ is any inference step inferring the $\mathcal{L}$-sequent $\sigma(s) \cup c$ from the set of $\mathcal{L}$-sequents $\{\sigma(q) \cup c \mid q \in Q\}$, where $\sigma$ is an $\mathcal{L}$-substitution, and $c$ is an $\mathcal{L}$-sequent.
5. A label-based sequent calculus $G$ for $\mathcal{L}$ consists of a finite set of $\mathcal{L}$-rules. We write $\mathcal{S} \vdash_{G} s$ whenever the $\mathcal{L}$-sequent $s$ is derivable from the set $\mathcal{S}$ of $\mathcal{L}$-sequents in $G$.

Example 23. Examples of rules and their applications (in standard sequent notation) are:

$$
\begin{array}{ccc}
(\mathrm{f}: \neg \neg) & \left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg \neg p_{1}\right\} & \frac{\Gamma, \varphi \Rightarrow \Delta}{\Gamma, \neg \neg \varphi \Rightarrow \Delta} \\
(\mathrm{t}: \neg \neg \neg) & \left\{\left\{\mathrm{t}: \neg p_{1}\right\}\right\} /\left\{\mathrm{t}: \neg \neg \neg p_{1}\right\} & \frac{\Gamma \Rightarrow \neg \varphi, \Delta}{\Gamma \Rightarrow \neg \neg \neg \varphi, \Delta} \\
(\mathrm{t}: \neg \neg \wedge) & \left\{\left\{\mathrm{t}: \neg \neg p_{1}\right\},\left\{\mathrm{t}: \neg \neg p_{2}\right\}\right\} /\left\{\mathrm{t}: \neg \neg\left(p_{1} \wedge p_{2}\right)\right\} & \frac{\Gamma \Rightarrow \neg \neg \varphi, \Delta \Gamma \Rightarrow \neg \neg \psi, \Delta}{\Gamma \Rightarrow \neg \neg(\varphi \wedge \psi), \Delta}
\end{array}
$$

The sequent calculus $L K^{+}$for $\mathbf{C l}^{+}$is the standard calculus $L K$ without the rules for negation and $\perp$. Its label-based formulation is presented in Table 6.1. Note that $L K^{+}$is equivalent (in the sense of Definition 7) to $H C L^{+}$.

Let $H$ be a Hilbert system and $G$ be a sequent calculus. We denote by $H \cup\{\varphi\}$ ( $H \backslash\{\varphi\}$ resp.) the Hilbert system obtained from $H$ by adding (removing) the axiom $\varphi$, and by $G \cup R$ the sequent calculus extending $G$ with the set $R$ of $\mathcal{L}$-rules. Moreover, we define the equivalence of rules with respect to a sequent calculus:

Definition 35. Let $R$ and $R^{\prime}$ be two finite sets of $\mathcal{L}$-rules, and $G$ be a sequent calculus for $\mathcal{L}$. $R$ and $R^{\prime}$ are equivalent in $G$ if $Q \vdash_{G \cup R^{\prime}} s$ for every $Q / s \in R$, and $Q^{\prime} \vdash_{G \cup R} s^{\prime}$ for every $Q^{\prime} / s^{\prime} \in R^{\prime}$.

The definition of equivalence between rules for label-based sequent calculi can also be reformulated by considering rule applications:

Proposition 2. Let $R$ and $R^{\prime}$ be two finite sets of $\mathcal{L}$-rules, and $G$ be a sequent calculus for $\mathcal{L} . R$ and $R^{\prime}$ are equivalent in $G$ iff the following hold for every $\mathcal{L}$-sequent $c$ and substitution $\sigma: \sigma(Q) \cup c \vdash_{G \cup R^{\prime}} \sigma(s) \cup c$ for every $Q / s \in R$, and $\sigma\left(Q^{\prime}\right) \cup c \vdash_{G \cup R} \sigma\left(s^{\prime}\right) \cup c$ for every $Q^{\prime} / s^{\prime} \in R^{\prime}$.

Proof. " $\Rightarrow$ ": Suppose that $R$ and $R^{\prime}$ are equivalent in $G$. Let $\sigma$ be a substitution and $c$ an $\mathcal{L}$-sequent. For every $Q / s \in R$, by the equivalence of $R$ and $R^{\prime}, Q \vdash_{G \cup R^{\prime}} s$. Since $\{\sigma(q) \cup c \mid q \in Q\} \vdash_{G \cup R} \sigma(s) \cup c$, it holds that $\{\sigma(q) \cup c \mid q \in Q\} \vdash_{G \cup R^{\prime}} \sigma(s) \cup c$. Analogously, for every $Q^{\prime} / s^{\prime} \in R^{\prime}$, it holds that $\left\{\sigma\left(q^{\prime}\right) \cup c \mid q^{\prime} \in Q^{\prime}\right\} \vdash_{G \cup R} \sigma\left(s^{\prime}\right) \cup c$.
$" \Leftarrow "$ : Follows by taking $\sigma$ to be identity and $c=\emptyset$.
Definition 36. An $\mathcal{L}_{c l^{+}}^{+}$rule $Q / s$ is invertible in $L K^{+}$if $s \vdash_{L K^{+}} q$ for every $q \in Q$.
All the logical rules of $L K^{+}$, i.e. the rules for the connectives $\wedge, \vee$ and $\supset$, are invertible in $L K^{+}$.

## Semantics

The semantic framework that we use in this chapter is that of partial non-deterministic matrices (PNmatrices) [23]. PNmatrices are a natural generalization of ordinary multivalued logical matrices, in which connectives can have non-deterministic and partial interpretations. This means that truth values assigned to compound formulas can be chosen non-deterministically out of a given, possibly empty ${ }^{1}$, set of options.

Definition 37 ([23]). A partial non-deterministic matrix (PNmatrix) $\mathcal{M}$ for a propositional language $\mathcal{L}$ consists of:

- A set $\mathcal{V}_{\mathcal{M}}$ of truth values,
- a subset $\mathcal{D}_{\mathcal{M}} \subseteq \mathcal{V}_{\mathcal{M}}$ of designated truth values, and
- a truth table $\Omega_{\mathcal{M}}: \mathcal{V}_{\mathcal{M}}{ }^{n} \rightarrow P\left(\mathcal{V}_{\mathcal{M}}\right)$ for every $n$-ary connective $\bigcirc$ of $\mathcal{L}$.

Definition 38 ([23]). Let $\mathcal{M}$ be a PNmatrix for $\mathcal{L}$.

- An $\mathcal{M}$-valuation for $\mathcal{L}$ is a function $v: \mathcal{L} \rightarrow \mathcal{V}_{\mathcal{M}}$ that respects the truth tables of $\mathcal{M}$, i.e. $v\left(\Omega\left(\varphi_{1}, \ldots, \varphi_{n}\right)\right) \in \Omega_{\mathcal{M}}\left(v\left(\varphi_{1}\right), \ldots, v\left(\varphi_{n}\right)\right)$ for every compound formula $\Omega\left(\varphi_{1}, \ldots, \varphi_{n}\right) \in \mathcal{L}$.
- An $\mathcal{M}$-valuation $v$ for $\mathcal{L}$ satisfies (with respect to $\mathcal{M}$ ):
- an $\mathcal{L}$-formula $\varphi$ (denoted by $v \models_{\mathcal{M}} \varphi$ ) if $v(\varphi) \in \mathcal{D}_{\mathcal{M}}$;
- a finite set $\Gamma$ of $\mathcal{L}$-formulas (denoted by $v \neq_{\mathcal{M}} \Gamma$ ) if $v \models_{\mathcal{M}} \varphi$ for every $\varphi \in \Gamma$;
- an $\mathcal{L}$-sequent $s$ (denoted by $v \models_{\mathcal{M}} s$ ) if either $v \models_{\mathcal{M}} \varphi$ for some $\mathrm{t}: \varphi \in s$, or $v \not \vDash_{\mathcal{M}} \varphi$ for some f: $\varphi \in s$.

[^15]- Given a set $\Gamma$ of $\mathcal{L}$-formulas and a single $\mathcal{L}$-formula $\varphi, \Gamma \vdash_{\mathcal{M}} \varphi$ if for every $\mathcal{M}$ valuation $v$ for $\mathcal{L}: v \models_{\mathcal{M}} \varphi$ whenever $v \models_{\mathcal{M}} \Gamma$.
- Given an $\mathcal{L}$-sequent $s, \vdash_{\mathcal{M}} s$ if $v \models_{\mathcal{M}} s$ for every $\mathcal{M}$-valuation $v$ for $\mathcal{L}$.

Note that every ordinary matrix can be identified with a PNmatrix. All truth tables of the PNmatrix contain only singletons, see e.g. the following example.

Example 24. The PNmatrix $\mathcal{M}_{\text {Cl }^{+}}$for the positive fragment of classical logic is defined as follows:

- The set of truth values $\mathcal{V}_{\mathcal{M}_{C^{+}}}=\{\mathrm{f}, \mathrm{t}\}$,
- the set of designated truth values $\mathcal{D}_{\mathcal{M}_{\text {l }^{+}}}=\{\mathrm{t}\}$, and
- truth tables for every connective $\diamond \in\{\wedge, \vee, \supset\} . \wedge_{\mathcal{M}_{\text {cl }^{+}}}, \vee_{\mathcal{M}_{\text {Cl }^{+}}}$, and $\supset_{\mathcal{M}_{\text {l }^{+}}}$are defined according to the classical truth tables where singletons are used instead of values, e.g. $\wedge_{\mathcal{M}_{C l^{+}}}(\mathrm{t}, \mathrm{f})=\{\mathrm{f}\}$.

Note that $\mathcal{M}_{C l^{+}}$is sound and complete for $H C L^{+}$(i.e. $\Gamma \vdash_{H C L^{+}} \varphi$ iff $\Gamma \vdash_{\mathcal{M}_{C l^{+}}} \varphi$ ), as well as for $L K^{+}$(i.e. $\vdash_{L K^{+}} s$ iff $\vdash_{\mathcal{M}_{C l^{+}}}$s) [12].

PNmatrices can be used to provide a decision procedure for the logics they characterize, see the following result established in [23]:

Proposition 3. Let $\mathcal{M}$ be a finite PNmatrix for a propositional language $\mathcal{L}$. Given an $\mathcal{L}$-sequent $s$, the question whether $\vdash_{\mathcal{M}} s$ is decidable. Similarly, given a finite set $\Gamma \cup\{\varphi\}$ of $\mathcal{L}$-formulas, the question whether $\Gamma \vdash_{\mathcal{M}} \varphi$ is decidable.

## Examples of Paraconsistent Logics

## Logics of Formal Inconsistency

The Logics of Formal Inconsistency (LFIs) [64, 48, 46] are one of the most important classes of paraconsistent logics. A well-known subclass is the family of C-systems [64, 48, 46, 13, 18], where the notion of consistency is internalized in the object language by a unary consistency operator $\circ$. o $\varphi$ has the intuitive meaning that " $\varphi$ is consistent". Below we will present the definitions of some LFIs (and in particular, C-systems) which are described by Hilbert systems extending the positive fragment of classical propositional logic with axioms of Table 6.2.

| Logic | Axiomatization* | Remark |
| :---: | :---: | :---: |
| B, mbC | $\mathbf{C l}^{+}+\left(\mathbf{n}_{1}\right)+(\mathrm{b})$ | $\mathbf{B}$ is the basic paraconsistent logic. It is called $\mathbf{m b C}$ in [48, 46]. |
| BK | B $+(\mathrm{k})$ | BK is also considered a basic paraconsistent logic [16, [17, 18]. |
| bC | B+(c) | bC is the basic logic considered in [48]. |

$$
\begin{aligned}
& \left(\mathbf{n}_{1}\right) \quad \varphi \vee \neg \varphi \quad\left(\mathbf{n}_{2}\right) \quad \varphi \supset(\neg \varphi \supset \psi) \quad(\mathrm{k}) \quad \circ \varphi \vee(\varphi \wedge \neg \varphi) \\
& \left(\mathbf{r}_{\diamond}\right) \quad \circ(\varphi \diamond \psi) \supset(\circ \varphi \vee \circ \psi) \quad(\mathrm{b}) \quad \varphi \supset(\neg \varphi \supset(\circ \varphi \supset \psi)) \quad\left(\mathbf{o}_{\diamond}^{1}\right) \quad \circ \varphi \supset \circ(\varphi \diamond \psi) \\
& \left(\mathbf{o}_{\diamond}^{2}\right) \quad \circ \psi \supset \circ(\varphi \diamond \psi) \quad \text { (i) } \quad \neg \circ \varphi \supset(\varphi \wedge \neg \varphi) \\
& \text { (c) } \neg \neg \varphi \supset \varphi \\
& \text { ( } \mathrm{a}_{\neg} \text { ) } \circ \varphi \supset \circ \neg \varphi \\
& \text { ( } \left.\mathbf{a}_{\odot}\right) \quad(\circ \varphi \wedge \circ \psi) \supset \circ(\varphi \diamond \psi) \\
& \text { (e) } \varphi \supset \neg \neg \varphi \\
& \left(\mathbf{o}_{\supset}^{l}\right) \quad \neg(\varphi \supset \psi) \supset(\varphi \wedge \neg \psi) \quad\left(\mathbf{o}_{\supset}^{r}\right) \quad(\varphi \wedge \neg \psi) \supset \neg(\varphi \supset \psi) \\
& \text { (1) } \neg(\varphi \wedge \neg \varphi) \supset \circ \varphi \\
& \text { ( } \left.\mathbf{o}_{\wedge}^{r}\right) \quad(\neg \varphi \vee \neg \psi) \supset \neg(\varphi \wedge \psi) \quad\left(\mathbf{o}_{\wedge}^{l}\right) \quad \neg(\varphi \wedge \psi) \supset(\neg \varphi \vee \neg \psi) \quad(\mathrm{d}) \quad \neg(\neg \varphi \wedge \varphi) \supset \circ \varphi \\
& \left(\mathbf{o}_{\vee}^{l}\right) \quad \neg(\varphi \vee \psi) \supset(\neg \varphi \wedge \neg \psi) \quad\left(\mathbf{o}_{\vee}^{r}\right) \quad(\neg \varphi \wedge \neg \psi) \supset \neg(\varphi \vee \psi) \\
& \left.\left(i_{\wedge}^{l}\right) \quad \neg \circ(\varphi \wedge \psi) \supset(\neg \circ \varphi \wedge \psi) \vee(\neg \circ \psi \wedge \varphi)\right) \\
& \left.\left(i_{\wedge}^{r}\right) \quad(\neg \circ \varphi \wedge \psi) \vee(\neg \circ \psi \wedge \varphi)\right) \supset \neg \circ(\varphi \wedge \psi) \\
& \left.\left(\mathbf{i}_{\vee}^{l}\right) \quad \neg \circ(\varphi \vee \psi) \supset(\neg \circ \varphi \wedge \neg \psi) \vee(\neg \circ \psi \wedge \neg \varphi)\right) \\
& \left.\left(i_{\vee}^{r}\right) \quad(\neg \circ \varphi \wedge \neg \psi) \vee(\neg \circ \psi \wedge \neg \varphi)\right) \supset \neg \circ(\varphi \vee \psi) \\
& \left.\left(\mathrm{i}_{\supset}^{l}\right) \quad \neg \circ(\varphi \supset \psi) \supset(\varphi \wedge \neg \circ \psi)\right) \\
& \left.\left(\mathrm{i}_{\supset}^{r}\right) \quad(\varphi \wedge \neg \circ \psi)\right) \supset \neg \circ(\varphi \supset \psi)
\end{aligned}
$$

Table 6.2: (Schematic) Hilbert axioms defining paraconsistent logics $(\diamond \in\{\vee, \wedge, \supset\})$

| $\mathbf{C i}$ | $\mathrm{bC}+(\mathbf{i})$ | In $\mathbf{C i}$, the notions of inconsistency <br> and contradiction coincide [48]. |
| :--- | :--- | :--- |
| $\mathbf{m C i}+(\mathbf{c})$ | $\mathbf{C}_{1}$ is Da Costa's first paraconsistent |  |
| $\mathbf{C}_{1}$ | $\mathrm{bC}+\left(\mathrm{a}_{\odot}\right)$ | logic [64]. |

LFI1 $\quad \mathbf{C i}+(\mathrm{e}),\left(\mathrm{i}_{\diamond}^{l}\right),\left(\mathrm{i}_{\curvearrowright}^{r}\right)$
LFI1 is a three-valued maximal paraconsistent logic [48].

* see Table 6.2 for the axioms.


## Other Paraconsistent Logics

Discussive Logic. Introduced by Jaśkowski [102], discussive logic $\mathbf{D}_{2}$, was one of the first paraconsistent logics. The basic idea of this logic (and hence, also its name) comes from the fact that in a discussion, different opinions might lead to inconsistent information: $\neg \varphi$ and $\varphi$ can be true at the same time. In discussive logic, this is reflected by blocking the rule of adjunction, i.e., $\varphi, \neg \varphi \nvdash \varphi \wedge \neg \varphi$. A similar non-adjunctive approach was suggested in [156]. Note that the $\operatorname{logic} \mathbf{D}_{2}$ is, in fact, a logic of formal inconsistency [46].

Many-valued Logics. Some many-valued logics are also paraconsistent. For example, the logic of paradox LP [7, 154] has three (instead of the classical two) truth values and formulas can either be "true", "false", or "both" (and "true", as well as "both" are the designated truth values). Other widely studied many-valued paraconsistent logics

```
(e\mp@subsup{\omega}{\mp@subsup{\diamond}{i}{\prime}}{l})\quad\mp@subsup{~}{}{i}(\varphi\diamond\psi)\supset(\mp@subsup{~}{}{i}\varphi\diamond\mp@subsup{~}{}{i}\psi)\quad(\mathbf{e}\mp@subsup{\omega}{\mp@subsup{\diamond}{i}{}}{r})\quad(\mp@subsup{~}{}{i}\varphi\diamond\mp@subsup{~}{}{i}\psi)\supset\mp@subsup{~}{}{i}(\varphi\diamond\psi)
(o\mp@subsup{\omega}{\supsetj}{l})}\mp@subsup{~}{}{j}(\varphi\supset\psi)\supset(\mp@subsup{~}{}{j-1}\varphi\wedge\mp@subsup{~}{}{j}\psi)\quad(0\mp@subsup{\omega}{\mp@subsup{\supset}{j}{\prime}}{r})\quad(\mp@subsup{~}{}{j-1}\varphi\wedge~\mp@subsup{~}{}{j}\psi)\supset\mp@subsup{~}{}{j}(\varphi\supset\psi
(o\mp@subsup{\omega}{\mp@subsup{\wedge}{j}{\prime}}{l})\quad~j
(o\mp@subsup{\omega}{\mp@subsup{\vee}{j}{\prime}}{l})\quad\mp@subsup{~}{}{j}(\varphi\vee\psi)\supset(\mp@subsup{~}{}{j}\varphi\wedge~\mp@subsup{~}{j}{j}\psi)\quad(o\mp@subsup{\omega}{\mp@subsup{\vee}{j}{\prime}}{r})\quad(\mp@subsup{~}{}{j}\varphi\wedge\mp@subsup{~}{}{j}\psi)\supset\mp@subsup{~}{}{j}(\varphi\vee\psi)
(p\mp@subsup{c}{k}{})\quad\mp@subsup{~}{}{k}(\neg\varphi)\supset\neg(\mp@subsup{~}{}{k}\varphi)\quad(\mp@subsup{\mathbf{cp}}{k}{})\quad\neg(\mp@subsup{~}{}{k}\varphi)\supset\mp@subsup{~}{}{k}(\neg\varphi)
(ccc
```

Table 6.3: Hilbert axioms provable in the $\operatorname{logics} \mathbf{L}_{\omega}$ [106] or $\mathbf{L} 2^{n+2}$ 107], $\diamond \in\{\supset, \wedge, \vee\}$
are Belnap's and Dunn's four-valued logic B4 [73, 33], Nelson's paraconsistent logic N4 [3], first-degree entailment FDE [4, logics of logical bilattices 6] or Shramko-Wansing's 16 -valued logic [159].

In [106, 107], the paraconsistent many-valued $\operatorname{logics} \mathbf{L}_{\omega}$ and $\mathbf{L} 2^{n+2}$ are presented: $\mathbf{L}_{\omega}$ [106] combines classical $(\neg)$ and paraconsistent $(\sim)$ negations. It is axiomatized over $\mathbf{C l}^{+}$with the axioms

$$
\left(\mathbf{c} \mathbf{p}_{\mathbf{k}}\right),\left(\mathbf{p} \mathbf{c}_{\mathbf{k}}\right),\left(\mathbf{e} \omega_{\diamond_{\mathbf{i}}}^{1}\right),\left(\mathbf{e} \omega_{\diamond_{\mathbf{i}}}^{\mathbf{r}}\right),\left(\mathbf{o} \omega_{\supset_{\mathbf{j}}}^{1}\right),\left(\mathbf{o} \omega_{\supset_{\mathbf{j}}}^{\mathbf{r}}\right),\left(\mathbf{o} \omega_{\wedge_{\mathbf{j}}}^{1}\right),\left(\mathbf{o} \omega_{\wedge_{\mathbf{j}}}^{\mathbf{r}}\right),\left(\mathbf{o} \omega_{V_{\mathbf{j}}}^{\mathbf{l}}\right),\left(\mathbf{o} \omega_{V_{\mathbf{j}}}^{\mathbf{r}}\right)
$$

depicted in Table 6.3, for any even $i \in \omega$, any odd $j \in \omega$ and any $k \in \omega$ (where $\omega$ represents the set of natural numbers). $\mathbf{L} 2^{n+2}$ [107] contains weak double negation axioms. It is axiomatized over $\mathbf{C l}^{+}$by the Hilbert axioms

$$
\left(\mathbf{c} \mathbf{c}_{\mathbf{n}}^{1}\right),\left(\mathbf{c} \mathbf{n}_{\mathbf{n}}^{\mathbf{r}}\right),\left(\mathbf{e} \omega_{\diamond_{\mathbf{i}}}^{\mathbf{l}}\right),\left(\mathbf{e} \omega_{\diamond_{\mathbf{i}}}^{\mathbf{r}}\right),\left(\mathbf{o} \omega_{\supset_{\mathbf{j}}}^{1}\right),\left(\mathbf{o} \omega_{\supset_{\mathbf{j}}}^{\mathbf{r}}\right),\left(\mathbf{o} \omega_{\wedge_{\mathbf{j}}}^{1}\right),\left(\mathbf{o} \omega_{\wedge_{\mathbf{j}}}^{\mathbf{r}}\right),\left(\mathbf{o} \omega_{\vee_{\mathbf{j}}}^{1}\right),\left(\mathbf{o} \omega_{{V_{\mathbf{j}}}^{\mathbf{r}}}\right)
$$

depicted in Table 6.3 for any even $i \in \omega^{n+1}$ and any odd $j \in \omega^{n+1}$ ( $\omega^{k}$ denotes the set $\{l \in \omega \mid l \leq k\}$ ).

Relevance Logics. Another important type of paraconsistent logics are relevance logics [4, 74]. In these logics a prerequisite for a valid argument is a (relevant) connection between premises and conclusion, and hence $\psi, \neg \psi \nvdash \varphi$. The main relevance logics are the logic of relevant entailment $\mathbf{E}$ [4], and the logic of relevant implication $\mathbf{R}$ (4).

Adaptive Logics. Introduced by Batens [30, 31, an adaptive logic "adapts itself to the specific premise set to which it is applied" 32]. An adaptive logic uses two logical systems: an "upper limit logic" (ULL), e.g. classical logic, and a "lower limit logic" (LLL), which is weaker than the ULL, e.g. some paraconsistent logic. Reasoning in an adaptive logic is done by switching between these two logics. Depending on the premises, either the rules from the ULL or LLL are applied in a proof. For example, when the premises contain a contradiction, the LLL is used, while in a "non-problematic" case, rules of the ULL are applied.

$$
\begin{aligned}
& \varphi \Rightarrow \varphi \quad \frac{\varphi, \Gamma \Rightarrow \Delta, \psi}{\Gamma \Rightarrow \Delta, \varphi \supset \psi}(\supset, r) \quad \frac{\Gamma \Rightarrow \Delta, \varphi \quad \psi, \Gamma \Rightarrow \Delta}{\varphi \supset \psi, \Gamma \Rightarrow \Delta}(\supset, l) \\
& \frac{\Gamma \Rightarrow \Delta}{\varphi, \Gamma \Rightarrow \Delta}(w, l) \quad \frac{\Gamma \Rightarrow \Delta, \varphi, \psi}{\Gamma \Rightarrow \Delta, \varphi \vee \psi}(\vee, r) \quad \frac{\varphi, \Gamma \Rightarrow \Delta \quad \psi, \Gamma \Rightarrow \Delta}{\varphi \vee \psi, \Gamma \Rightarrow \Delta}(\vee, l) \\
& \frac{\Gamma \Rightarrow \Delta}{\varphi, \Gamma \Rightarrow \Delta}(w, l) \quad \frac{\varphi, \psi, \Gamma \Rightarrow \Delta}{\varphi \wedge \psi, \Gamma \Rightarrow \Delta}(\wedge, l) \quad \frac{\Gamma \Rightarrow \Delta, \varphi \quad \Gamma \Rightarrow \Delta, \psi}{\Gamma \Rightarrow \Delta, \varphi \wedge \psi}(\wedge, r) \\
& \frac{\varphi, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \neg \varphi}(\neg, r) \quad \frac{\varphi, \neg \varphi, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \circ \varphi}(\circ, r) \quad \frac{\Gamma \Rightarrow \Delta, \varphi \quad \Gamma \Rightarrow \Delta, \neg \varphi}{\circ \varphi, \Gamma \Rightarrow \Delta}(\circ, l) \\
& \frac{\Gamma \Rightarrow \Delta, \varphi \quad \varphi, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta}(c u t)
\end{aligned}
$$

Table 6.4: Sequent calculus $G_{k}$ for BK

### 6.2 Related Work in Proof Theory

We give a brief overview of related work that focuses on the introduction of analytic calculi for paraconsistent logics.

Most of the existing results are however tailored to the specific (class of) logics at hand and do not provide hints for an automated introduction of analytic calculi for them, see e.g. [6, 105, 70, 71, 46, 106, 108, 109, 107].

In contrast to these logic-tailored approaches, a modular procedure introducing analytic calculi and semantics using the framework of Nmatrices for the logics of formal inconsistency is introduced in [14, 16, 17, 18]. The procedure in [16, 17] works for Csystems which are obtained by extending BK with any axiom contained in Table 6.2 except for $(\mathbf{l}),(\mathbf{d}),\left(\mathbf{i}_{\diamond}^{l}\right)$ and $\left(\mathbf{i}_{\diamond}^{r}\right)$. This method consists of the following two steps (note that they cannot be done in a fully automated way):
(Step 1): A finitely-valued non-deterministic matrix (Nmatrix) $\mathcal{M}$ is introduced by extracting semantic conditions from the axioms extending BK in each specific logic. The semantic conditions are then used to refine the standard Nmatrix for BK, i.e., they reduce the level of non-determinism in the Nmatrix.
(Step 2): A cut-free sequent calculus is constructed based on the finitely-valued Nmatrix $\mathcal{M}$ created in the first step. This is achieved by the algorithm in [14] that works in two stages: (i) Every entry of every truth table of the Nmatrix is translated into rules of the calculus. In the case of the Nmatrix $\mathcal{M}$ for (extensions of) BK this step can be simplified by translating the semantic conditions of each axiom from (Step 1) in a modular way into corresponding rules using the six facts mentioned in the example below ${ }^{2}$. (ii) When necessary, the resulting rules are then combined and simplified.

The sequent rules obtained in (Step 2) are then added to the sequent calculus $G_{k}$ for BK depicted in Table 6.4 .

[^16]Example 25 ([16]). We assume truth values of the form $\langle x, y\rangle$ where $x=1$ iff $\varphi$ is "true", and $y=1$ iff $\neg \varphi$ is "true". Hence there are four possible truth values $\mathrm{t}=\langle 1,0\rangle, \mathrm{f}=\langle 0,1\rangle$, $\top=\langle 1,1\rangle$ and $\perp=\langle 0,0\rangle$.

The logic $\mathbf{B K}$ is characterized by the Nmatrix $\mathcal{M}=(\{\mathrm{t}, \mathrm{f}, \top\},\{\mathrm{t}, \top\}, \mathcal{T})$, where $\{\mathrm{t}, \top\}$ are the designated truth values. Note that the fourth truth value $\perp$ is excluded by the axiom $\left(\mathbf{n}_{\mathbf{1}}\right) \varphi \vee \neg \varphi$ contained in $\mathbf{B K}$. The non-deterministic truth tables $\mathcal{T}$ of $\mathcal{M}$ are defined as follows:

| $p$ | $\neg p$ | $\circ p$ | $\wedge$ | t | T | f | $\supset$ | t | T | f |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| t | $\{\mathrm{f}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | t | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{f}\}$ | t | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{f}\}$ |
| T | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{f}\}$ | T | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{f}\}$ | T | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{f}\}$ |
| f | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | f | $\{\mathrm{f}\}$ | $\{\mathrm{f}\}$ | $\{\mathrm{f}\}$ | f | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ |


| $\vee$ | t | T | f |
| :---: | :---: | :---: | :---: |
| t | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \top\}$ | $\{\mathrm{t}, \top\}$ |
| $\top$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \top\}$ | $\{\mathrm{t}, \mathrm{T}\}$ |
| f | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \top\}$ | $\{\mathrm{f}\}$ |

Let us consider the extension of $\mathbf{B K}$ with the axiom $\left(\mathbf{o}_{\vee}^{\mathbf{1}}\right) \circ \varphi \supset \circ(\varphi \vee \psi)$ to show how this axiom is transformed into an equivalent set of sequent rules.
(Step 1) We first extract the semantic conditions from $\left(\mathbf{o}_{\vee}^{\mathbf{1}}\right)$. Let $v$ be a valuation in $\mathcal{M}$. We must ensure that $v(\circ \varphi \supset \circ(\varphi \vee \psi)) \in\{t, \top\}$ :

1. $v$ satisfies $\left(\mathbf{o}_{\vee}^{\mathbf{1}}\right)$, if $v(\circ \varphi)=\mathrm{f}$ (then the implication is true, i.e., t or T ). Hence it is satisfied if $v(\varphi)=\mathrm{T}$, since $v(\mathrm{o} \top)=\mathrm{f}$.
2. Otherwise, $v(\circ(\varphi \vee \psi))$ must be true. We have to ensure that $v(\circ(\varphi \vee \psi)) \neq \mathrm{f}$, i.e. $v(\varphi \vee \psi) \neq \mathrm{T}:$
a) If $v(\varphi)=v(\psi)=\mathrm{f}$, $v(\circ(\varphi \vee \psi)) \neq \mathrm{f}$ and hence $v$ satisfies $\left(\mathbf{o}_{\vee}^{\mathbf{1}}\right)$.
b) Otherwise, we know that $v(\varphi \vee \psi)$ will be chosen non-deterministically out of $\{\mathrm{t}, \top\}$. Thus we have to ensure $v(\varphi \vee \psi)=\mathrm{t}$ by defining the following five conditions:
(Case $\varphi=\mathrm{t}$ ): $\mathrm{t} \vee \mathrm{t}=\mathrm{t} \vee \mathrm{f}=\mathrm{t} \vee \mathrm{T}=\mathrm{t} \vee x=\{\mathrm{t}\}$ and (Case $\varphi=\mathrm{f}): \mathrm{f} \vee \mathrm{t}=\mathrm{f} \vee \top=\{\mathrm{t}\}$.

Now the truth table for $\vee$ needs to be refined according to these five semantic conditions. We obtain the following new truth table for $\vee$ :

| $V$ | t | $T$ | f |
| :---: | :---: | :---: | :---: |
| t | $\{\mathrm{t}\}$ | $\{\mathrm{t}\}$ | $\{\mathrm{t}\}$ |
| T | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ | $\{\mathrm{t}, \mathrm{T}\}$ |
| f | $\{\mathrm{t}\}$ | $\{\mathrm{t}\}$ | $\{\mathrm{f}\}$ |

(Step 2) We show how to generate the sequent rules by analyzing the semantic conditions using the following six facts:

1. $v(\varphi)=\mathrm{t}$ iff $\neg \varphi \Rightarrow$ is true in $v$.
2. $v(\varphi)=\mathrm{f}$ iff $\varphi \Rightarrow$ is true in $v$.
3. $v(\varphi)=\top$ iff $\Rightarrow \varphi$ and $\Rightarrow \neg \varphi$ are both true in $v$.
4. $v(\varphi) \in\{\mathrm{f}, \top\}$ iff $\Rightarrow \neg \varphi$ is true in $v$.
5. $v(\varphi) \in\{\mathrm{t}, \top\}$ iff $\Rightarrow \varphi$ is true in $v$.
6. $v(\varphi) \in\{\mathrm{t}, \mathrm{f}\}$ iff $\varphi, \neg \varphi \Rightarrow$ is true in $v$.

We can now "read off" the sequent rules that arise from our semantic conditions. We start by analyzing the first condition of the form $\varphi \vee \psi, \mathrm{t} \vee x=\{\mathrm{t}\}$, and match it with the facts described above. The premise of the new rule is obtained by considering fact 1 above: $v(\varphi)=\mathrm{t}$ iff $\neg \varphi \Rightarrow$ is true in $v$. To obtain the conclusion of our rule, we have to analyze the whole formula: $v(\varphi \vee \psi)=\mathrm{t}$ iff $\neg(\varphi \vee \psi) \Rightarrow$ is true in $v$. Thus we obtain the rule:

$$
\frac{\neg \varphi, \Gamma \Rightarrow \Delta}{\neg(\varphi \vee \psi), \Gamma \Rightarrow \Delta}
$$

Analogously, we analyze the second semantic condition, which is also of the form $\varphi \vee \psi: \mathrm{f} \vee \mathrm{t}=\mathrm{f} \vee \mathrm{T}=\{\mathrm{t}\}$. Considering fact 2 above, we know that $v(\varphi)=\mathrm{f}$ iff $\varphi \Rightarrow$ is true in $v$. Moreover, from fact 5 , we know that $v(\psi) \in\{\mathrm{t}, \top\}$ iff $\Rightarrow \psi$ is true in $v$. These two facts give us the two premises of our new rule. The conclusion is again obtained by fact 1, since $v(\varphi \vee \psi)=\mathrm{t}$ iff $\neg(\varphi \vee \psi) \Rightarrow$ is true in $v$ :

$$
\frac{\varphi, \Gamma \Rightarrow \Delta \quad \Gamma \Rightarrow \Delta, \psi}{\neg(\varphi \vee \psi), \Gamma \Rightarrow \Delta}
$$

A cut-free sequent calculus for the logic $\mathbf{B K}+\left(\mathbf{o}_{\vee}^{1}\right)$ is obtained by extending the calculus $G_{k}$ with the two rules stated above.

The method proposed in [16, 18] works for logics that have a semantic characterization in terms of finitely-valued Nmatrices. However, some important LFIs can only be characterized by infinitely-valued Nmatrices, e.g. logics including the axioms (1) or (d) from Table 6.2, such as $\mathbf{C}_{1}$ (see page 104). [17] extends the procedure of [16, 18] to extract cut-free sequent calculi for these logics by adjusting the two-step procedure as follows:
(Step 1): This step basically remains the same except for the fact that the Nmatrix requires an infinite number of truth values - thus, the three truth values for BK of the original procedure ( $\mathrm{t}, \mathrm{f}, \mathrm{T}$ ) are replaced with three sets of truth values.
(Step 2): Since the algorithm proposed in [14] cannot be applied, as it does not work for infinitely-valued Nmatrices, the corresponding analytic sequent calculus is obtained by translating the semantic conditions of each axiom into a sequent rule using six facts similar to those introduced for the finitely-valued case.

Note however, that the procedure in [16, 17, 18 is not fully automated, since the construction of the semantics has to be done manually and requires some ingenuity.

### 6.3 Towards Analytic Calculi for Paraconsistent Logics

We describe a procedure to generate sequent calculi and semantics in terms of PNmatrices. Our procedure can be applied to a large class of paraconsistent logics formulated as Hilbert systems. The logics we can deal with are obtained by extending the positive fragment of classical propositional logic $\mathrm{Cl}^{+}$with axioms of a certain shape. More precisely, these logics are induced by a family $\mathbb{H}$ of Hilbert calculi that are obtained by (i) extending the language of $\mathbf{C l}^{+}$with finitely many unary connectives, and (ii) adding to $H C L^{+}$axioms over the extended language of a certain general form.

Our procedure is fully automated and works in two steps:
(Step 1) We adapt the systematic procedure of [53] (see Section 4.2) to transform the Hilbert axioms defining $H \in \mathbb{H}$ into sequent calculus rules. In contrast to the method in [53], the rules that we generate are logical rules in Gentzen's terminology, i.e., they introduce logical connectives. Since the new rules may introduce more than one connective, the analyticity of the calculus depends on the interaction between all (new and existing) rules involving the same connectives. This requires a "global view" on the obtained calculus, which is provided by the semantics introduced in step 2.
(Step 2) We extract semantics from the introduced sequent calculi using the framework of partial non-deterministic matrices (PNmatrices). The semantics allows us to reason about the analyticity of the obtained calculus. We show that if the PNmatrix constructed for $H$ is an Nmatrix (i.e., it has no empty spot in the truth tables) then the corresponding sequent calculus is analytic. Furthermore, the PNmatrix guarantees that the system $H$ is decidable.

With this procedure, we can automatically create sequent calculi and new semantic foundations for many well-studied logics, as well as infinitely many new ones. For example, the method works for classical logic, many C-systems [64, 46, 47] or the paraconsistent logics investigated in [107]. While analytic sequent calculi and/or adequate semantics for some of these logics were already available, the main feature of our approach is its full automation. Moreover, it is not tailored to the C-systems (as [17, 18]) or to other specific logics (as [107]).

Note that our procedure reverses the two steps of the method in [16, 17, 18, where first an Nmatrix is constructed for each system and then it is used for introducing a corresponding analytic sequent calculus. Moreover, in contrast to (almost) all existing work on paraconsistent logics, and in particular [16, 17, 18], it is fully automated.

### 6.4 Step 1: Automated Generation of Sequent Calculi

We consider logics in the language $\mathcal{L}_{\mathrm{Cl}^{+}}$extended with new unary connectives from $\mathcal{U}_{\mathcal{L}}$. Our algorithm transforms Hilbert axioms of a special form into equivalent logical sequent rules. The transformation procedure once again utilizes the two key ingredients:
(1) the invertible rules of the base calculus $L K^{+}$to decompose the axiom, and
(2) the Ackermann lemma:

Lemma 14. Let $G$ be a sequent calculus for $\mathcal{L}$ extending $L K^{+}$, and let $r=\emptyset /\left\{\mathrm{b}_{1}: \varphi_{1}, \ldots, \mathrm{~b}_{n}: \varphi_{n}\right\} \quad$ and $\quad r^{\prime}=\left\{\left\{\widehat{\mathrm{b}_{2}}: \varphi_{2}\right\}, \ldots,\left\{\widehat{\mathrm{b}_{n}}: \varphi_{n}\right\}\right\} /\left\{\mathrm{b}_{1}: \varphi_{1}\right\}$ be $\mathcal{L}$-rules where $\widehat{\mathrm{f}}=\mathrm{t}$ and $\widehat{\mathrm{t}}=\mathrm{f}$. Then $\{r\}$ and $\left\{r^{\prime}\right\}$ are equivalent in $G$.

Proof. " $\Rightarrow$ ": To show

$$
\left\{\left\{\widehat{\mathrm{b}_{2}}: \varphi_{2}\right\}, \ldots,\left\{\widehat{\mathrm{b}_{n}}: \varphi_{n}\right\}\right\} \vdash_{G \cup\{r\}}\left\{\mathrm{b}_{1}: \varphi_{1}\right\}
$$

we use an application of $r$, weakenings and $n-1$ cuts:

$$
\left.r \frac{\emptyset}{\frac{\emptyset}{\left\{\mathrm{~b}_{1}: \varphi_{1}, \ldots, \mathrm{~b}_{n}: \varphi_{n}\right\}} \xlongequal[\left\{\widehat{\mathrm{b}_{n}}: \varphi_{n}\right\}]{\left\{\mathrm{b}_{1}: \varphi_{1}, \ldots, \mathrm{~b}_{n-1}: \varphi_{n-1}, \widehat{\mathrm{~b}_{n}}: \varphi_{n}\right\}}}\left(\mathrm{b}_{i}: W\right)_{1 \leq i<n}(\text { cut }) \quad \vdots \quad \text { (cut }\right)
$$

$" \Leftarrow "$ : For the other direction, i.e.

$$
\vdash_{G \cup\left\{r^{\prime}\right\}}\left\{\mathrm{b}_{1}: \varphi_{1}, \ldots, \mathrm{~b}_{n}: \varphi_{n}\right\}
$$

we use (id), weakenings and $r^{\prime}$ :

We define a grammar for the class of axioms that can be handled with our procedure. Our procedure works for Hilbert systems that are defined by extending $H C L^{+}$with axioms of the set $\mathbf{A x}_{\mathcal{L}}$ :

Definition 39. $\mathbf{A x}_{\mathcal{L}}$ is the set of $\mathcal{L}$-formulas that:

1. are generated by the following grammar ( $I$ is the initial variable):

$$
\begin{array}{ll}
I=R_{1} \mid R_{2} & P_{1}=\left(P_{1} \diamond P_{1}\right)\left|\bar{\star} p_{1}\right| p_{1} \mid p_{2} \\
R_{1}=\left(R_{1} \diamond P_{1}\right)\left|\left(P_{1} \diamond R_{1}\right)\right| \bar{\star} p_{1} & P_{2}=\left(P_{2} \diamond P_{2}\right)\left|\bar{\star} p_{1}\right| p_{1}\left|\bar{\star} p_{2}\right| p_{2} \\
R_{2}=\left(R_{2} \diamond P_{2}\right)\left|\left(P_{2} \diamond R_{2}\right)\right| \bar{\star}\left(p_{1} \diamond p_{2}\right) & \text { for } \diamond \in\{\wedge, \vee, \supset\}, \bar{\star} \in \mathcal{U}_{\mathcal{L}}^{*} \backslash\{\epsilon\}
\end{array}
$$

2. and satisfy the following conditions: for some subformula $\varphi=\bar{\star} p_{1}$ of an $\mathcal{L}$-formula arising from the start symbol $R_{1}$ (and for the subformula $\varphi=\bar{\star}\left(p_{1} \diamond p_{2}\right)$ of an $\mathcal{L}$-formula arising from $R_{2}$, resp.): $\varphi$ must not be contained
(a) in a positively ${ }^{3}$ occurring (sub)formula of the form $\psi_{1} \wedge \psi_{2}$, and
(b) in a negatively occurring (sub)formula of the form $\psi_{1} \vee \psi_{2}$ or $\psi_{1} \supset \psi_{2}$.

Roughly speaking, the axioms $\mathbb{4}^{4} \mathbf{A x}_{\mathcal{L}}$ contain
$\left(R_{1}\right)$ at least one propositional variable $p_{1}$ prefixed with a non-empty sequence of connectives from $\mathcal{U}_{\mathcal{L}}$ and possibly the propositional variables $p_{1}, p_{2}$, or
$\left(R_{2}\right)$ exactly one formula ( $p_{1} \diamond p_{2}$ ) prefixed with a non-empty sequence of connectives from $\mathcal{U}_{\mathcal{L}}$ and possibly the propositional variables $p_{1}, p_{2}$, possibly prefixed with sequences of connectives from $\mathcal{U}_{\mathcal{L}}$.

Example 26. The following axioms are covered by the grammar in Definition 39:

$$
\begin{aligned}
p_{1} \vee \neg p_{1} & \left(\mathbf{n}_{1}\right) \\
\circ p_{1} \supset \circ \neg p_{1} & \left(\mathbf{a}_{-}\right) \\
\neg \circ p_{1} \supset\left(p_{1} \wedge \neg p_{1}\right) & (\mathbf{i}) \\
\neg\left(p_{1} \vee p_{2}\right) \supset\left(\neg p_{1} \wedge \neg p_{2}\right) & \left(\mathbf{o}_{\vee}^{1}\right) \\
\left.\left(\neg \circ p_{1} \wedge \neg p_{2}\right) \vee\left(\neg \circ p_{2} \wedge \neg p_{1}\right)\right) \supset \neg \circ\left(p_{1} \vee p_{2}\right) & \left(\mathbf{i}_{\vee}\right)
\end{aligned}
$$

Note that these axioms are the ones depicted in Table 6.2. In general, all axioms from Table 6.2 fall into the class $\mathbf{A x}_{\mathcal{L}}$ with the exception of the following two:

$$
\begin{array}{ll}
\neg\left(p_{1} \wedge \neg p_{1}\right) \supset \circ p_{1} & \text { (l) } \\
\neg\left(\neg p_{1} \wedge p_{1}\right) \supset \circ p_{1} & \quad(\mathbf{d} \tag{d}
\end{array}
$$

Definition 40. $\mathbb{H}$ is the family of Hilbert calculi obtained by extending $H C L^{+}$with any finite set of axioms from $\mathbf{A x}_{\mathcal{L}}$ for some language $\mathcal{L}$.
$\mathbb{H}$ includes many well-known Hilbert calculi, e.g.:

- the standard calculus for (propositional) classical logic $\mathbf{C l}$ (that is obtained by adding the axioms ( $\mathbf{n}_{\mathbf{1}}$ ) and ( $\mathbf{n}_{\mathbf{2}}$ ) from Table 6.2, page 104 to $H C L^{+}$).
- the Hilbert calculi for the logics B, BK, bC, Ci, $\mathbf{C}_{1}$ or LFI1 from page 104
- the Hilbert calculi for other C-systems that are defined by adding to $H C L^{+}$the axioms (b) and ( $\mathbf{n}_{\mathbf{1}}$ ), as well as different subsets of the other axioms (except (l) and (d)) from Table 6.2.

[^17]- the Hilbert calculi for the logics $\mathbf{L} 2^{n+2}$ for each $n \geq 0$ discussed in [107], which are obtained by adding to $H C L^{+}$the axioms depicted in Table 6.3 (except ( $\mathbf{c p}_{k}$ ) and ( $\mathrm{pc}_{k}$ )).

For every Hilbert system $H \in \mathbb{H}$, we define a set $\Theta_{H}$ containing prefixes of the sequences of the unary connectives to keep track of the unary connectives occurring in $H$. The meaning of this set will become clear in the second step of our procedure. In short, $\Theta_{H}$ will determine the number and the shape of the truth values for (the PNmatrix of) $H$.

Definition 41. For an $\mathcal{L}$-formula $\psi$, let $\Theta_{\psi}$ denote the set of all prefixes (including the empty one $\epsilon$ ) of the maximal sequences of connectives from $\mathcal{U}_{\mathcal{L}}$ that occur in $\psi$. For $H \in \mathbb{H}, \Theta_{H}=\bigcup_{\psi \in H} \Theta_{\psi}$.

Example 27. Let $\mathcal{U}_{\mathcal{L}}=\{0, \star, \neg\}$. $\Theta_{\psi}$ is as follows:

$$
\begin{array}{cl}
\psi_{1}=\star \circ \neg p_{1} \supset p_{1} & \Theta_{\psi_{1}}=\{\epsilon, \star, \star \circ, \star \circ \neg\} \\
\psi_{2}=\star \star\left(\star \circ p_{1} \vee \neg \circ p_{2}\right) \supset \neg p_{1} & \Theta_{\psi_{2}}=\{\epsilon, \star, \neg, \star \star, \star \circ, \neg \circ\}
\end{array}
$$

## From axioms to logical sequent rules

We now show how to construct a sequent calculus $G_{H}$ that is equivalent (in the sense of Definition 7) to a given Hilbert system $H \in \mathbb{H}$. The idea is to transform the axioms of $H$ belonging to $\mathbf{A} \mathbf{x}_{\mathcal{L}}$ into equivalent logical rules and add the obtained rules to $L K^{+}$.

Given any axiom $\varphi \in \mathbf{A x}_{\mathcal{L}}$, our transformation procedure roughly works as follows:
(i) We start from the rule $r_{0}=\emptyset /\{\mathrm{t}: \varphi\}$. By utilizing the invertibility of the logical rules of $L K^{+}$as much as possible, we obtain a set of rules $R$ equivalent to $\left\{r_{0}\right\}$, where each $r \in R$ has the form $\emptyset /\left\{\mathrm{b}_{1}: \varphi_{1}, \ldots, \mathrm{~b}_{n}: \varphi_{n}\right\}$ with $\mathrm{b}_{i} \in\{\mathrm{t}, \mathrm{f}\}$. Note that due to the shape of $\varphi$ (see Definition 39) it must be the case that each $\varphi_{i}$ is either of the form $\bar{\star} p_{1}$ or $\bar{\star} p_{2}$ with $\bar{\star} \in \Theta_{H}$, and there is at most one $\varphi_{i}$ of the form $\bar{\star}\left(p_{1} \diamond p_{2}\right)$ for $\bar{\star} \in \Theta_{H} \backslash\{\epsilon\}$.
(ii) Next, we remove each rule $r \in R$ whose conclusion contains $\left\{\mathrm{t}: p_{i}, \mathrm{f}: p_{i}\right\}$ for $i \in\{1,2\}$. Moreover, for each remaining rule, if the conclusion does not contain $\bar{\star}\left(p_{1} \diamond p_{2}\right)$ for $\bar{\star} \in \Theta_{H} \backslash\{\epsilon\}$, we remove all variables $p_{2}$ and use Lemma 15 below to ensure that the resulting rule is equivalent to $r$.
(iii) Finally, we use the Ackermann lemma. In each rule, we choose one labelled formula and move all remaining formulas but this one to the premises of the rule, changing their side of the sequent (see Lemma 14). The formula that remains in the conclusion will be the one introduced by the rule and will be either of the form $\bar{\star} p_{1}$ or $\bar{\star}\left(p_{1} \diamond p_{2}\right)$ for $\bar{\star} \in \Theta_{H} \backslash\{\epsilon\}$.

We first give an example to illustrate the steps of the algorithm:
Example 28. Let $\varphi$ be the axiom $\left(\mathbf{n}_{\mathbf{2}}\right) p_{1} \supset\left(\neg p_{1} \supset p_{2}\right)$ (see Table 6.2). The algorithm works as follows:

$$
\begin{aligned}
& \Theta \text {-unary } \quad \mathcal{P} /\left\{\mathrm{t}: \overline{\text { }} p_{1}\right\} \\
& \frac{\Gamma, \varpi_{1} \varphi \Rightarrow \Delta \ldots \Gamma, \nabla_{n} \varphi \Rightarrow \Delta \Gamma \Rightarrow \bullet_{1} \varphi, \Delta \ldots \Gamma \Rightarrow \bullet_{m}^{-} \varphi, \Delta}{\Gamma \Rightarrow \bar{\star} \varphi, \Delta} \\
& \frac{\Gamma, \bar{\varpi}_{1} \varphi \Rightarrow \Delta \ldots \Gamma, \bar{\Phi}_{n} \varphi \Rightarrow \Delta \Gamma \Rightarrow \bullet_{\bullet} \varphi, \Delta \ldots \Gamma \Rightarrow \bullet_{m}^{-} \varphi, \Delta}{\Gamma, \bar{\star} \varphi \Rightarrow \Delta} \\
& \text { where } \mathcal{P}=\left\{\left\{\mathrm{f}: \overline{\mathrm{D}}_{1} p_{1}\right\}, \ldots,\left\{\mathrm{f}: \bar{\nabla}_{n} p_{1}\right\},\left\{\mathrm{t}: \overline{\boldsymbol{\Phi}}_{1} p_{1}\right\}, \ldots,\left\{\mathrm{t}: \overline{\boldsymbol{\omega}}_{m} p_{1}\right\}\right\} \\
& \Theta \text {-binary } \mathcal{Q} /\left\{\mathrm{t}: \bar{\star}\left(p_{1} \diamond p_{2}\right)\right\} \frac{\Gamma, \nabla_{1} \varphi_{i_{1}} \Rightarrow \Delta \ldots \Gamma, \nabla_{n} \varphi_{i_{n}} \Rightarrow \Delta \Gamma \Rightarrow \boldsymbol{\bullet}_{1} \varphi_{j_{1}}, \Delta \ldots \Gamma \Rightarrow \bullet_{m}^{-} \varphi_{j_{m}}, \Delta}{\Gamma \Rightarrow \bar{\star}\left(\varphi_{1} \diamond \varphi_{2}\right), \Delta} \\
& \mathcal{Q} /\left\{f: \bar{\star}\left(p_{1} \diamond p_{2}\right)\right\} \frac{\Gamma, \varpi_{1} \varphi_{i_{1}} \Rightarrow \Delta \ldots \Gamma, \varpi_{n} \varphi_{i_{n}} \Rightarrow \Delta \Gamma \Rightarrow \bullet_{1} \varphi_{j_{1}}, \Delta \ldots \Gamma \Rightarrow \boldsymbol{\bullet}_{m}^{-} \varphi_{j_{m}}, \Delta}{\Gamma, \bar{\star}\left(\varphi_{1} \diamond \varphi_{2}\right) \Rightarrow \Delta} \\
& \text { where } \mathcal{Q}=\left\{\left\{\mathrm{f}: \bar{\triangleright}_{1} p_{i_{1}}\right\}, \ldots,\left\{\mathrm{f}: \bar{\triangleright}_{n} p_{i_{n}}\right\},\left\{\mathrm{t}: \overline{\boldsymbol{\bullet}}_{1} p_{j_{1}}\right\}, \ldots,\left\{\mathrm{t}: \overline{\boldsymbol{\oplus}}_{m} p_{j_{m}}\right\}\right\}
\end{aligned}
$$

Table 6.5: The general form of our rules $\left(\bar{\star} \in \Theta \backslash\{\epsilon\}, \triangleright_{i}, \stackrel{\rightharpoonup}{~}_{j} \in \Theta, \diamond \in\{\wedge, \vee, \supset\}\right.$, $\left.i_{1}, \ldots, i_{n}, j_{1}, \ldots, j_{m} \in\{1,2\}\right)$

$$
\begin{array}{rlr}
\emptyset /\left\{\mathrm{t}: p_{1} \supset\left(\neg p_{1} \supset p_{2}\right)\right\} & \\
& \longrightarrow\left({ }^{(i)}\right. & \left.\emptyset /\left\{\mathrm{f}: p_{1}, \mathrm{t}: \neg p_{1} \supset p_{2}\right)\right\} \\
& \longrightarrow(i) & \emptyset /\left\{\mathrm{f}: p_{1}, \mathrm{f}: \neg p_{1}, \mathrm{t}: p_{2}\right\} \\
& \longrightarrow{ }^{(i i)} & \emptyset /\left\{\mathrm{f}: p_{1}, \mathrm{f}: \neg p_{1}\right\} \\
& \longrightarrow\left\{\begin{array}{l}
\text { iii) }
\end{array}\right. & \left\{\left\{\mathrm{t}: p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg p_{1}\right\}
\end{array}
$$

The rule that will be added to the base calculus is hence $\left\{\left\{\mathrm{t}: p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg p_{1}\right\}$.
The rules that are generated by this algorithm have a certain general form due to the special format of their equivalent axiom $\varphi \in \mathbf{A x}_{\mathcal{L}}$. Depending on the shape of the axiom, we distinguish between two types of rules, which are defined in Table 6.5

- $\Theta$-unary rules arise from axioms generated from $R_{1}$ in the grammar of Definition 39,
- $\Theta$-binary rules are generated starting from $R_{2}$.

The distinction between these types of rules will be crucial for the definitions of the semantics in step 2 (see Section 6.5).

Due to this special shape of the generated rules, we call the resulting sequent calculi $\Theta$-simple:

Definition 42. Let $\Theta$ be a non-empty subset of $\mathcal{U}_{\mathcal{L}}^{*}$ that is closed under prefixes (in particular, $\epsilon \in \Theta$ ). An $\mathcal{L}$-rule $Q / s$ is called $\Theta$-simple if it is either $\Theta$-unary or $\Theta$-binary (see Table 6.5). A sequent calculus for $\mathcal{L}$ is called $\Theta$-simple if it is obtained by augmenting
$L K^{+}$with a finite set of $\Theta$-simple $\mathcal{L}$-rules. We shall omit $\Theta$ when it is clear from the context.

We now show that our transformation procedure indeed generates $\Theta$-simple rules from axioms within $\mathbf{A} \mathbf{x}_{\mathcal{L}}$.

Note that if we decompose axioms that are generated by $R_{1}$ in the grammar of Definition 39, $p_{2}$ can appear only as $\mathrm{b}: p_{2}$ with $\mathrm{b} \in\{\mathrm{t}, \mathrm{f}\}$, see e.g. Example 28. With the following lemma we show that in step (ii), $\mathrm{b}: p_{2}$ can be removed from the rule:

Lemma 15. Let $G$ be a sequent calculus for $\mathcal{L}$ extending $L K^{+}$. Let $s$ be an $\mathcal{L}$-sequent, and let $s^{\prime}=s \cup\{\mathrm{~b}: p\}$, where $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}$ and $p$ is an atomic formula that does not occur in s. Then, $\vdash_{G \cup\left\{\emptyset / s^{\prime}\right\}} \Gamma \Rightarrow \varphi$ iff $\vdash_{G \cup\{\emptyset / s\}} \Gamma \Rightarrow \varphi$, for every $\mathcal{L}$-sequent $\Gamma \Rightarrow \varphi$.

Proof. " $\Rightarrow$ ": Suppose that $\vdash_{G \cup\left\{\emptyset / s^{\prime}\right\}} \Gamma \Rightarrow \varphi$. We can simulate applications of $\emptyset / s^{\prime}$ by using applications of weakenings and $\emptyset / s$. Hence, $\vdash_{G \cup\{\emptyset / s\}} \Gamma \Rightarrow \varphi$ clearly holds.
" $\Leftarrow$ ": For the converse direction, suppose that $\vdash_{G \cup\{\emptyset / s\}} \Gamma \Rightarrow \varphi$. Moreover, let $P$ be a derivation of $\Gamma \Rightarrow \varphi$ in $G \cup\{\emptyset / s\}$. We distinguish two cases:

- $\mathrm{b}=\mathrm{f}$. Then every application of $\emptyset / s$ in $P$ deriving $\sigma(s)$ can be simulated in $G \cup\left\{\emptyset / s^{\prime}\right\}$ by using (cut) on $\sigma(s) \cup\left\{\mathrm{f}: p_{1} \supset p_{1}\right\}$ (obtained by $\emptyset / s^{\prime}$ in which $p$ is substituted with $p_{1} \supset p_{1}$ ) and $\sigma(s) \cup\left\{\mathrm{t}: p_{1} \supset p_{1}\right\}$ (which is derivable in $L K^{+}$).
- $\mathrm{b}=\mathrm{t}$. Then every application of $\emptyset / s$ in $P$ is replaced with an application of $\emptyset / s^{\prime}$, in which $p$ is substituted with $\varphi$. $\mathrm{t}: \varphi$ is then propagated to the end sequent.

Theorem 14. Let $H \in \mathbb{H}$ be a Hilbert calculus for $\mathcal{L}$. There is an algorithm for constructing an equivalent $\Theta_{H}$-simple sequent calculus $G_{H}$ for $\mathcal{L}$.

Proof. Let $H \in \mathbb{H}, \psi \in \mathbf{A x}_{\mathcal{L}} \cap H$ and $G_{H}^{-}$be the sequent calculus equivalent to $H \backslash\{\psi\}$ in the sense of Definition 7. We construct a sequent calculus $G_{H}$ equivalent to $H$ by extending $G_{H}^{-}$with $\Theta_{H^{-}}$simple rules that are obtained from $\psi$. We transform $\psi$ into a set $R_{\psi}$ of $\Theta_{H}$-simple rules such that $H$ and $G_{H}=G_{H}^{-} \cup R_{\psi}$ are equivalent. The theorem follows by repetitive applications of this claim.

First, let $r_{\psi}=\emptyset /\{\mathrm{t}: \psi\}$. We start by showing that $H$ is equivalent to $G_{H}^{-} \cup\left\{r_{\psi}\right\}$. The first direction, $\Gamma \vdash_{H} \varphi$ implies $\vdash_{G_{H}^{-} \cup\left\{r_{\psi}\right\}} \Gamma \Rightarrow \varphi$, is easy and proceeds by induction on the height of the derivation in $H$. For the converse direction, suppose we have a proof $P$ in $G_{H}^{-} \cup\left\{r_{\psi}\right\}$ of the sequent $\Gamma \Rightarrow \varphi$. Then there are substitutions $\sigma_{1}, \ldots, \sigma_{n}$, for which we can transform $P$ into a proof of $\Gamma, \sigma_{1}(\psi), \ldots, \sigma_{n}(\psi) \Rightarrow \varphi$ in $G_{H}^{-}$, by replacing every application of $r_{\psi}$ with the identity axiom $\left\{\mathrm{f}: \sigma_{i}(\psi), \mathrm{t}: \sigma_{i}(\psi)\right\}$ (and weakening), and propagating $\mathrm{f}: \sigma_{i}(\psi)$ through the derivation to the end sequent. The equivalence of $H \backslash\{\psi\}$ and $G_{H}^{-}$entails that $\Gamma, \sigma_{1}(\psi), \ldots, \sigma_{n}(\psi) \vdash_{H \backslash\{\psi\}} \varphi$, and it immediately follows that $\Gamma \vdash_{H} \varphi$.

The algorithm to transform $r_{\psi}$ into a set of $\Theta_{H}$-simple rules works in three steps:
(Step i): We use the logical rules for $\wedge, \vee$ and $\supset$ in $L K^{+}$to obtain a finite set of rules $R$ such that (i) $R$ is equivalent to $\left\{r_{\psi}\right\}$ and (ii) each $r \in R$ has the form $\emptyset / s$, where $s$
has one of the following forms (depending on whether $\psi$ is generated by $R_{1}$ or $R_{2}$ in the grammar of Definition 39):

1. $s$ consists of at least one labelled formula of the form $\mathrm{b}: \bar{\star} p_{1}$ for $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}$ and $\bar{\star} \in \Theta_{H} \backslash\{\epsilon\}$ and any number of labelled formulas of the form $c: p_{2}$ or $c: \bar{\triangleright} p_{1}$ for $c \in\{f, t\}$ and $\bar{\triangleright} \in \Theta_{H}$
2. $s$ consists of exactly one labelled formula of the form $\mathrm{b}: \bar{\star}\left(p_{1} \diamond p_{2}\right)$ for $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}$, $\bar{\star} \in \Theta_{H} \backslash\{\epsilon\}$ and $\diamond \in\{\wedge, \vee, \supset\}$, and any number of labelled formulas of the form $\mathrm{c}: \bar{\triangleright} p_{i}$ for $i \in\{1,2\}, \mathrm{c} \in\{\mathrm{f}, \mathrm{t}\}$ and $\bar{\triangleright} \in \Theta_{H}$.

The equivalence between $\left\{r_{\psi}\right\}$ and $R$ easily follows by the invertibility of the logical rules in $L K^{+}$(and, hence, in $G_{H}^{-}$). We prove that, when $\psi$ is generated by $R_{2}, s$ has the form (2) above (the proof for (1) is similar). Indeed if $(*)$ each $r_{\psi}^{\prime} \in R$ contains exactly one labelled formula of the form $\mathrm{b}: \bar{\star}\left(p_{1} \diamond p_{2}\right), \mp \in \Theta_{H} \backslash\{\epsilon\}$, then we are done. Otherwise, we apply the logical rules of $L K^{+}$according to the outermost binary connective of some $\mathrm{b}: \psi_{j}$ in $r_{\psi}^{\prime} \in R$ until we reach condition $(*)$. We distinguish the following cases:
$\mathrm{b}: \psi_{j}=\mathrm{t}: \varphi_{1} \supset \varphi_{2}\left(\right.$ or $\mathrm{t}: \varphi_{1} \vee \varphi_{2}$ or $\mathrm{f}: \varphi_{1} \wedge \varphi_{2}$, resp.). By using ( $\mathrm{t}: \supset$ ) (or ( $\mathrm{t}: \vee$ ) or $(\mathrm{f}: \wedge)$, resp.), we obtain a new rule $r_{\psi}^{1}=r^{\prime}$ where $\mathrm{b}: \psi_{j}$ is replaced by $\mathrm{f}: \varphi_{1}, \mathrm{t}: \varphi_{2}$ (or $\mathrm{t}: \varphi_{1}, \mathrm{t}: \varphi_{2}$ or $\mathrm{f}: \varphi_{1}, \mathrm{f}: \varphi_{2}$, resp.) and hence it contains one binary connective less.
$\mathrm{b}: \psi_{j}=\mathrm{t}: \varphi_{1} \wedge \varphi_{2}\left(\right.$ or $\mathrm{f}: \varphi_{1} \supset \varphi_{2}$ or $\mathrm{f}: \varphi_{1} \vee \varphi_{2}$, resp. $)$. By using ( $\mathrm{t}: \wedge$ ) (or (f: $\supset$ ) or $(\mathrm{f}: \vee)$, resp.), we obtain two rules $\left\{r_{\psi}^{1}, r_{\psi}^{2}\right\} . r_{\psi}^{1}=r_{\psi}^{\prime}$ where $\mathrm{b}: \psi_{j}$ is replaced by $\mathrm{t}: \varphi_{1}$ (or t: $\varphi_{1}$ or $\mathrm{f}: \varphi_{1}$, resp.) and $r_{\psi}^{2}=r_{\psi}^{\prime}$ where $\mathrm{b}: \psi_{j}$ is replaced by $\mathrm{t}: \varphi_{2}$ (or $\mathrm{f}: \varphi_{2}$ or $\mathrm{f}: \varphi_{2}$, resp.). Note that $\bar{\star}\left(p_{1} \diamond p_{2}\right)$ is not a subformula of $\psi_{j}$ by condition (i) ((ii), resp.) in Definition 39
(Step ii): Obviously, we can discard from $R$ all rules $\emptyset / s$ for which $\left\{\mathrm{f}: p_{i}, \mathrm{t}: p_{i}\right\} \subseteq s$ for $i \in\{1,2\}$, keeping the equivalence with $\left\{r_{\psi}\right\}$. For each rule $\emptyset / s$ remaining in $R$ : if $s$ has the form (1) and it contains some $\mathrm{b}: p_{2}$, by Lemma 15 we remove these formulas and obtain an equivalent set of rules.
(Step iii): For each rule $\emptyset / s \in R$, we take (a) b: $\bar{\star} p_{1}, \mp \in \Theta_{H} \backslash\{\epsilon\}, \mathrm{b} \in\{\mathrm{t}, \mathrm{f}\}$ if $s$ is of form (1), or (b) b: $\bar{\star}\left(p_{1} \diamond p_{2}\right), ~ \star \in \Theta_{H} \backslash\{\epsilon\}, \mathrm{b} \in\{\mathrm{t}, \mathrm{f}\}$ if $s$ is of form (2). We use Lemma 14 to move all remaining labelled formulas to the premises of the rule, changing their side of the sequent, to obtain a set $R_{\psi}$ of $\Theta_{H}$-simple rules equivalent to $\left\{r_{\psi}\right\}$. Note that the rules are $\Theta_{H}$-unary, in case (a) and $\Theta_{H}$-binary in case (b).

Let $G_{H}$ be $G_{H}^{-} \cup R_{\psi} . G_{H}$ is equivalent to $G_{H}^{-} \cup\left\{r_{\psi}\right\}$ and, hence, equivalent to $H$.
Example 29. The rule equivalent to the axiom (c) $\neg \neg p_{1} \supset p_{1}$ (see Table 6.2) is constructed as follows:

$$
\begin{array}{rlr}
\emptyset /\left\{\mathrm{t}: \neg \neg p_{1}\right. & \left.\supset p_{1}\right\} & \\
& \longrightarrow^{(i)} & \emptyset /\left\{\mathrm{f}: \neg \neg p_{1}, \mathrm{t}: p_{1}\right\} \\
& \longrightarrow{ }^{(i i i)} & \left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg \neg p_{1}\right\}
\end{array}
$$

This is the rule ( $\mathrm{f}: \neg \neg$ ) of Example 23 .
Example 30. The rule equivalent to the axiom $\left(\mathbf{e} \omega_{\wedge_{2}}^{\mathbf{r}}\right)\left(\neg \neg p_{1} \wedge \neg \neg p_{2}\right) \supset \neg \neg\left(p_{1} \wedge p_{2}\right)$ (see Table 6.3 where $\sim$ is replaced with $\neg$ ) is constructed as follows:

$$
\begin{aligned}
\emptyset /\left\{\mathrm{t}:\left(\neg \neg p_{1} \wedge \neg \neg p_{2}\right) \supset \neg \neg\left(p_{1}\right.\right. & \left.\left.\left.\wedge p_{2}\right)\right)\right\} & \\
& \xrightarrow{\longrightarrow}{ }^{(i)} & \emptyset /\left\{\mathrm{f}: \neg \neg p_{1} \wedge \neg \neg p_{2}, \mathrm{t}: \neg \neg\left(p_{1} \wedge p_{2}\right)\right\} \\
& \longrightarrow(i) & \emptyset /\left\{\mathrm{f}: \neg \neg p_{1}, \mathrm{f}: \neg \neg p_{2}, \mathrm{t}: \neg \neg\left(p_{1} \wedge p_{2}\right)\right\}
\end{aligned}
$$

This is the rule $(\mathrm{t}: \neg \neg \wedge)$ of Example 23 .
We showed that we can define sequent calculi for the Hilbert systems belonging to the family $\mathbb{H}$. But this restriction might seem artificial since the transformation procedure can easily be adapted to further extensions of $\mathbf{C l}^{+}$. This is the case, e.g., for the infinitelyvalued $\operatorname{logic} L_{\omega}$ in [106]. The reason for this restriction is indeed not a limit of the transformation procedure, but of the automated generation of the semantics in step 2, which by now only works for Hilbert systems belonging to $\mathbb{H}$.

### 6.5 Step 2: Automated Extraction of Semantics

We show how to algorithmically obtain semantics for the sequent calculi generated in step 1 by using the semantic framework of partial non-deterministic matrices (PNmatrices). From now on, let $\Theta$ denote an arbitrary non-empty subset of $\mathcal{U}_{\mathcal{L}}^{*}$ that is closed under prefixes (in particular, $\epsilon \in \Theta$ ). We show how to extract a PNmatrix $\mathcal{M}_{G}$ from a $\Theta$-simple sequent calculus $G$ such that $\vdash_{G} s$ iff $\vdash_{\mathcal{M}_{G}} s$.

As already mentioned before, the set $\Theta$ plays an important role: it determines the number and the shape of the truth values of the PNmatrix $\mathcal{M}_{G}$. Let us first explain this relationship.

Usually, the truth values $\mathrm{t}, \mathrm{f}$ only give information about whether a formula $\varphi$ is "true" or "false". In our case, however, we do not only want to have information about $\varphi$, but also about all the formulas of the form $\bar{\star} \varphi$ for every $\bar{\star} \in \Theta$. Hence, instead of using truth values such as $t, f$, we use functions from $\Theta$ to $\{t, f\}$. These functions provide us with information about the "truth" or "falsity" of $\bar{\Varangle}$. And since $\Theta$ always contains $\epsilon$, we also have knowledge about $\varphi$. We denote this set of functions with $\mathrm{F}_{\Theta}$ :

Definition 43. Let $\mathrm{F}_{\Theta}$ denote the set of functions $\Theta \rightarrow\{\mathrm{f}, \mathrm{t}\}$. For $\bar{\star} \in \Theta$ and $u \in \mathrm{~F}_{\Theta}$, we write $u^{\bar{\star}}$ to denote $u(\bar{\star})$. We write $\left\langle\bar{\star}_{1}: \mathrm{b}_{1}, \ldots, \bar{\Phi}_{n}: \mathrm{b}_{n}\right\rangle$ for the function $u$, such that $u^{\bar{\star}_{i}}=\mathrm{b}_{i}$ for $1 \leq i \leq n$ and $\Theta=\left\{\bar{\star}_{1}, \ldots, \bar{\star}_{n}\right\}$.

A function $v: \mathcal{L} \rightarrow \mathrm{F}_{\Theta}$ is called consistent if $v(\bar{\square} \varphi)^{\bar{\hbar}}=v(\varphi)^{\bar{\star} \triangleright}$ for every formula $\varphi$ and $\bar{\star}, \bar{\star} \bar{\square} \in \Theta$.

By using $\mathrm{F}_{\Theta}$ as a set of truth values, the information about "truth/falsity" of a formula can occur in several places in the truth values assigned by a valuation. For example, when $\Theta=\{\epsilon, \neg\}$, the information whether $\neg \varphi$ is "true" occurs in $v(\neg \varphi)^{\epsilon}$ and in $v(\varphi)^{\urcorner}$. The
consistency property in Definition 43 ensures that there are no contradictions between these places that store the same information.

We now finally turn to step 2 of our general procedure. The algorithm to extract semantics out of any given $\Theta$-simple sequent calculus is based on the following observations:

- The $\Theta$-unary rules of $G$ (see Definition 42) affect certain relationships between various formulas of the form $\bar{\star} \varphi$ for $\bar{\star} \in \Theta$. Thus, we only consider those truth values from all the possible functions in $F_{\Theta}$ that respect the $\Theta$-unary rules, see Definition 44.
- The truth tables of the unary connectives are constructed using the information contained in each of the truth values concerning each connective. These tables will guarantee that $\mathcal{M}_{G}$-valuations are consistent.
- The truth tables of the binary connectives are constructed using the $\Theta$-binary rules of $G$.

To define $\mathcal{M}_{G}$, we use the following additional notions:
Definition 44. Let $\bar{\star} \in \Theta$ and $u_{1}, u_{2} \in \mathrm{~F}_{\Theta}$.

- $u_{1}$ satisfies an $\mathcal{L}$-sequent of the form $\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ if $u_{1}^{\bar{\star}}=\mathrm{b}$.
- $u_{1}$ respects a $\Theta$-unary rule $Q /\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ if it satisfies $\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ whenever it satisfies every $q \in Q$.
- The ordered pair $\left\langle u_{1}, u_{2}\right\rangle$ satisfies an $\mathcal{L}$-sequent of the form $\left\{\mathrm{b}: \bar{\star} p_{i}\right\}$ if $u_{i}^{\bar{\star}}=\mathrm{b}$ for $i \in\{1,2\}$.

Example 31. Let $\Theta=\{\epsilon, \neg, \circ, \neg \neg\}$. Consider the following $\mathcal{L}$-sequents:

$$
\begin{array}{rr}
\left\{\mathrm{f}: p_{1}\right\} & \left(s_{1}\right) \\
\left\{\mathrm{f}: \neg p_{1}\right\} & \left(s_{2}\right) \\
\left\{\mathrm{f}: \neg \neg p_{2}\right\} & \left(s_{3}\right) \\
\left\{\mathrm{t}: \circ p_{2}\right\} & \left(s_{4}\right)
\end{array}
$$

the following functions

$$
\begin{aligned}
& \langle\epsilon: \mathrm{f}, \neg: \mathrm{f}, \circ: \mathrm{f}, \neg \neg: \mathrm{f}\rangle \\
& \langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}, \neg \neg: \mathrm{t}\rangle
\end{aligned}
$$

and the $\Theta$-unary rule

$$
r=\left\{\left\{\mathrm{f}: p_{1}\right\},\left\{\mathrm{f}: \neg p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg \neg p_{1}\right\}
$$

Then $x$ satisfies $s_{1}, s_{2}, s_{3}$ and does not satisfy $s_{4}$. $y$ satisfies $s_{2}, s_{4}$ and does not satisfy $s_{1}, s_{3} . x$ respects $r$ as it satisfies both premises, $\left\{\mathrm{f}: p_{1}\right\}$ and $\left\{\mathrm{f}: \neg p_{1}\right\}$, and the conclusion $\left\{\mathrm{f}: \neg \neg p_{1}\right\} . y$ also respects $r$ because it does not satisfy the premise $\left\{\mathrm{f}: p_{1}\right\}$.

We can now construct the PNmatrix $\mathcal{M}_{G}$ corresponding to a $\Theta$-simple sequent calculus $G$ :

Definition 45. Let $G$ be a $\Theta$-simple sequent calculus. Its PNmatrix $\mathcal{M}_{G}$ is defined as follows:

- The set of truth values $\mathcal{V}_{\mathcal{M}_{G}}$ contains all functions in $\mathrm{F}_{\Theta}$ that respect all $\Theta$-unary rules of $G$.
- The set of designated truth values $\mathcal{D}_{\mathcal{M}_{G}}$ is $\left\{u \in \mathcal{V}_{\mathcal{M}_{G}} \mid u^{\epsilon}=\mathrm{t}\right\}$.
- For any unary connective $\star \in \mathcal{U}_{\mathcal{L}}$, the truth table for $\star$ is given by:

$$
\star_{\mathcal{M}_{G}}\left(u_{1}\right)=\left\{u \in \mathcal{V}_{\mathcal{M}_{G}} \mid u^{\bar{\star}}=u_{1}^{\bar{\star} \star} \text { whenever } \bar{\star} \star \in \Theta\right\} .
$$

- For $\diamond \in\{\wedge, \vee, \supset\}$ and $u_{1}, u_{2} \in \mathcal{V}_{\mathcal{M}_{G}}, \diamond \mathcal{M}_{G}\left(u_{1}, u_{2}\right)$ is the set of all $u \in \mathcal{V}_{\mathcal{M}_{G}}$ satisfying:

1. $u^{\epsilon} \in \diamond_{\mathcal{M}_{\mathbf{C l}^{+}}}\left(u_{1}^{\epsilon}, u_{2}^{\epsilon}\right)$ (where $\diamond_{\mathcal{M}_{\mathbf{C l}^{+}}}$is the classical truth table of $\diamond$; see Example 24.
2. For every $\Theta$-binary rule of $G$ of the form $Q /\left\{\mathrm{b}: \bar{\star}\left(p_{1} \diamond p_{2}\right)\right\}$, if $\left\langle u_{1}, u_{2}\right\rangle$ satisfies every $q \in Q$ then $u^{\bar{\star}}=\mathrm{b}$.

Example 32. Consider the calculus $H_{0}$ that extends $H C L^{+}$with the two axioms from Example $29(\mathbf{c}) \neg \neg p_{1} \supset p_{1}$ and Example $30\left(\mathbf{e} \omega_{\wedge_{2}}^{\mathbf{r}}\right)\left(\neg \neg p_{1} \wedge \neg \neg p_{2}\right) \supset \neg \neg\left(p_{1} \wedge p_{2}\right)$. Then, $\Theta_{H_{0}}=\{\epsilon, \neg, \neg \neg\}$. The corresponding $\Theta_{H_{0}}$-simple sequent calculus $G_{H_{0}}$ has one unary rule

$$
r_{u}=\left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg \neg p_{1}\right\}
$$

and one binary rule

$$
r_{b}=\left\{\left\{\mathrm{t}: \neg \neg p_{1}\right\},\left\{\mathrm{t}: \neg \neg p_{2}\right\}\right\} /\left\{\mathrm{t}: \neg \neg\left(p_{1} \wedge p_{2}\right)\right\}
$$

We construct the PNmatrix $\mathcal{M}=\mathcal{M}_{G_{H_{0}}}$ according to Definition 45. We start by listing $\mathrm{F}_{\Theta_{H_{0}}}$ :

$$
\begin{gathered}
\mathrm{F}_{\Theta_{H_{0}}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{f}, \neg \mathrm{f}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{f}, \neg \mathrm{t}, \neg \neg: \mathrm{t}\rangle, \\
\langle\epsilon: \mathrm{t}, \neg \mathrm{f}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{t}\rangle\}
\end{gathered}
$$

First, we determine the set $\mathcal{V}_{\mathcal{M}}$ of truth values that respect the unary rules of $G_{H_{0}}$. The only relevant unary rule in this case is $r_{u}$. Since $u \in \mathcal{V}_{\mathcal{M}}$ respects $r_{u}$ iff

$$
u\urcorner\urcorner=\mathrm{f} \text { whenever } u^{\epsilon}=\mathrm{f}
$$

we delete the values

$$
\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \neg \neg: \mathrm{t}\rangle\}
$$

and obtain:

$$
\begin{gathered}
\mathcal{V}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle \\
\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{t}\rangle\}
\end{gathered}
$$

The set of designated truth values is:
$\mathcal{D}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{t}\rangle\}$
Next we define the truth table for $\neg$. For every $u_{1} \in \mathcal{V}_{\mathcal{M}}$, we take all $u \in \mathcal{V}_{\mathcal{M}}$ that satisfy the condition

$$
\left.u^{\bar{\star}}=u_{1}^{\bar{\star}}\right\urcorner
$$

for all $\bar{\star} \in \Theta_{H_{0}}$ such that $\bar{\star} \neg \Theta_{H_{0}}$. For instance, let $u_{1}=\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle$. We consider those elements $u$ from $\mathcal{V}_{\mathcal{M}}$ in which

$$
\left.\left.u^{\epsilon}=u_{1}=\mathrm{t} \text { and } u\right\urcorner=u_{1}\right\urcorner=\mathrm{f}
$$

The only such elements are

$$
\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle \text { and }\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle
$$

The truth table for $\neg$ is thus defined as follows (we write below $\langle x, y, z\rangle$ instead of $\langle\epsilon$ : $x, \neg: y, \neg \neg: z\rangle$ ):

| $\neg \mathcal{M}$ |  |
| :---: | :---: |
| $\langle\mathrm{f}, \mathrm{f}, \mathrm{f}\rangle$ | $\{\langle\mathrm{f}, \mathrm{f}, \mathrm{f}\rangle\}$ |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle$ | $\{\langle\mathrm{f}, \mathrm{f}, \mathrm{f}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ |

Finally, we obtain the truth tables for the binary connectives which must meet the requirements arising (1) from the classical truth tables and (2) from the binary rules of $G_{H_{0}}$. We show the case of $\wedge$. The only binary rule of $G_{H_{0}}$ that involves $\wedge$ is $r_{b}$, which imposes the requirement that for every $u \in \wedge_{\mathcal{M}}\left(u_{1}, u_{2}\right)$ we have

$$
u\urcorner\urcorner=\mathrm{t} \text { whenever } u_{1}^{\urcorner\urcorner}=\mathrm{t} \text { and } u_{2}^{\neg\urcorner}=\mathrm{t}
$$

In addition, $u^{\epsilon}$ must behave classically. Thus we obtain the following truth table (let $\left.\mathcal{F}_{\mathcal{M}}=\mathcal{V}_{\mathcal{M}} \backslash \mathcal{D}_{\mathcal{M}}\right):$

| $\wedge \mathcal{M}$ | $\langle\mathrm{f}, \mathrm{f}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\langle\mathrm{f}, \mathrm{f}, \mathrm{f}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle,\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ | $\mathcal{D}_{\mathcal{M}}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle,\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{D}_{\mathcal{M}}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle,\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ | $\mathcal{D}_{\mathcal{M}}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle,\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ |

Example 33. Consider $H C L^{+} \in \mathbb{H}$, where $\Theta_{H C L^{+}}=\{\epsilon\}$. By applying the method described in step 1 (Section 6.4), we obtain $G_{H C L^{+}}=L K^{+}$. The corresponding PNmatrix $\mathcal{M}_{L K^{+}}$has two truth values $u_{1}, u_{2} \in\{\epsilon\} \rightarrow\{\mathrm{t}, \mathrm{f}\}$, where $u_{1}(\epsilon)=\mathrm{t}$ and $u_{2}(\epsilon)=\mathrm{f}$. Identifying $u_{1}, u_{2}$ with t and f respectively leads to the classical PNmatrix $\mathcal{M}_{\mathbf{C l}^{+}}$of Example 24.

The next lemma asserts that $\mathcal{M}_{G}$ valuations are always consistent.
Lemma 16. Let $G$ be a $\Theta$-simple sequent calculus for a propositional language $\mathcal{L}$, and $v$ be an $\mathcal{M}_{G}$-valuation for $\mathcal{L}$. Then $v(\bar{\triangleright} \varphi)^{\bar{\star}}=v(\varphi)^{\bar{\star} \bar{~}}$ for every formula $\varphi$ and $\bar{\triangleright}, \bar{\star} \in \mathcal{U}_{\mathcal{L}}^{*}$ such that $\bar{\star} \overline{ } \in \Theta$.

Proof. By induction on the length of $\bar{\square}$. In the base case, when $\bar{\square}=\epsilon$, we are done. Suppose the claim holds when $\bar{\square}$ is of length $n$ and let $\star \bar{\square} \in \mathcal{U}_{\mathcal{L}}^{*}$ (for $\star \in \mathcal{U}_{\mathcal{L}}$ ). Since $v$ is an $\mathcal{M}_{G}$-valuation, $v(\star \bar{\triangleright} \varphi) \in \star_{\mathcal{M}_{G}}(v(\bar{\triangleright} \varphi))$. By Definition 45, this implies that $v(\star \bar{\triangleright} \varphi)^{\bar{\star}}=$ $v(\bar{\square} \varphi)^{\bar{\star} \star}$ (note that $\bar{\star} \star \in \Theta$ since $\Theta$ is closed under prefixes and $\bar{\star} \star \bar{\square} \in \Theta$ ). By the inductive hypothesis, the claim $v(\bar{\triangleright} \varphi)^{\bar{\star} \star}=v(\varphi)^{\bar{\nwarrow} \bar{\square}}$ holds.

We are now ready to prove soundness and completeness for $G$ with respect to $\mathcal{M}_{G}$.
Theorem 15 (Soundness and completeness). Let $G$ be a $\Theta$-simple sequent calculus for $\mathcal{L}$ and $s_{0}$ be an $\mathcal{L}$-sequent. Then, $\vdash_{G} s_{0}$ iff $\vdash_{\mathcal{M}_{G}} s_{0}$.

Proof. " $\Rightarrow$ ": It suffices to show that the applications of the rules of $G$ are "sound". Consider an application of a rule $r=Q / s$ of $G$ inferring $\sigma(s) \cup c$ from $\{\sigma(q) \cup c \mid q \in Q\}$, where $\sigma$ is an $\mathcal{L}$-substitution and $c$ is an $\mathcal{L}$-sequent. Let $v$ be an $\mathcal{M}_{G}$-valuation for $\mathcal{L}$. Suppose that $v$ satisfies $\sigma(q) \cup c$ for every $q \in Q$. We show that $v$ satisfies $\sigma(s) \cup c$. If $v$ satisfies $c$, we are done. Suppose otherwise; then $v$ satisfies $\sigma(q)$ for all $q \in Q$. We show that $v$ satisfies $\sigma(s)$. We only consider the case when $r$ is a $\Theta$-unary rule (the proofs for $\Theta$-binary and the rules of $L K^{+}$rules are similar). Hence, $s=\left\{\mathrm{b}_{0}: \bar{\triangleright} p_{1}\right\}$ for $\bar{\triangleright} \in \Theta \backslash\{\epsilon\}$ and $\mathrm{b}_{0} \in\{\mathrm{t}, \mathrm{f}\}$. Let $\psi_{1}=\sigma\left(p_{1}\right)$. We show that $v\left(\psi_{1}\right)$ satisfies every $q \in Q$. Let $q=\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ be a premise in $Q$. Then, $\bar{\star} \in \Theta$. The fact that $v$ satisfies $\sigma(q)=\left\{\mathrm{b}: \bar{\star} \psi_{1}\right\}$ implies that $v\left(\bar{\star} \psi_{1}\right)^{\epsilon}=\mathrm{b}$. By Lemma 16, $v\left(\psi_{1}\right)^{\bar{\star}}=\mathrm{b}$. Hence $v\left(\psi_{1}\right)$ satisfies $q$. Since $v\left(\psi_{1}\right) \in \mathcal{V}_{\mathcal{M}_{G}}$, it respects $r$, and so $v\left(\psi_{1}\right)^{\triangleright}=\mathrm{b}_{0}$. By Lemma 16, $v\left(\bar{\triangleright} \psi_{1}\right)^{\epsilon}=\mathrm{b}_{0}$. Thus, $v$ satisfies $\sigma(s)$.
" $\Leftarrow$ ": Suppose that $\forall_{G} s_{0}$. We construct an $\mathcal{M}_{G}$-valuation for $\mathcal{L}$ that does not satisfy $s_{0}$. It is a standard matter to construct a "maximal" (infinite) set $\Omega$ of labelled $\mathcal{L}$-formulas, extending $s_{0}$, that satisfies the following conditions:

1. $\forall_{G} s$ for every $\mathcal{L}$-sequent $s \subseteq \Omega$.
2. For every labelled $\mathcal{L}$-formula b : $\psi \notin \Omega$, we have $\vdash_{G} s \cup\{\mathrm{~b}: \psi\}$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.

Note that the availability of the rules (cut) and (id) implies the following two facts:

1. For every $\mathcal{L}$-formula $\psi$, either $\mathrm{f}: \psi \in \Omega$ or $\mathrm{t}: \psi \in \Omega$. Otherwise $\vdash_{G} s_{1} \cup\{\mathrm{f}: \psi\}$ and $\vdash_{G} s_{2} \cup\{\mathrm{t}: \psi\}$ with $s_{1}, s_{2} \subseteq \Omega$. By applying (cut) (and possibly weakenings), we obtain $\vdash_{G} s_{1} \cup s_{2}$. Since $s_{1} \cup s_{2} \subseteq \Omega$, this contradicts the properties of $\Omega$.
2. For every $\mathcal{L}$-formula $\psi$, either $\mathrm{f}: \psi \notin \Omega$ or $\mathrm{t}: \psi \notin \Omega$. Otherwise $\{\mathrm{f}: \psi, \mathrm{t}: \psi\} \subseteq \Omega$, but $\vdash_{G}\{\mathrm{f}: \psi, \mathrm{t}: \psi\}$ using (id).

Let $v$ be the function from $\mathcal{L}$ to $\mathrm{F}_{\Theta}$ defined by $v(\psi)^{\bar{\star}}=\mathrm{b}$ iff $\mathrm{b}: \bar{\star} \psi \notin \Omega$ for every $\psi \in \mathcal{L}$ and $\bar{\star} \in \Theta$. By the two facts above, $v$ is well defined. To show that $v$ is an $\mathcal{M}_{G}$-valuation, we use the following properties:
$\left(^{*}\right)$ Let $\sigma$ be an $\mathcal{L}$-substitution. If $v\left(\sigma\left(p_{1}\right)\right)$ satisfies an $\mathcal{L}$-sequent $q$ of the form $\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ where $\bar{\star} \in \Theta$ then $\vdash_{G} s \cup \sigma(q)$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.
Proof: Suppose that $v\left(\sigma\left(p_{1}\right)\right)$ satisfies $q$. Thus $v\left(\sigma\left(p_{1}\right)\right)^{\bar{\star}}=\mathrm{b}$. It follows that $\mathrm{b}: \bar{\star} \sigma\left(p_{1}\right) \notin \Omega$. Hence there is some $\mathcal{L}$-sequent $s \subseteq \Omega$ such that $\vdash_{G} s \cup\left\{\mathrm{~b}: \bar{\star} \sigma\left(p_{1}\right)\right\}$.
$\left({ }^{* *}\right)$ Let $\sigma$ be an $\mathcal{L}$-substitution. If $\left\langle v\left(\sigma\left(p_{1}\right)\right), v\left(\sigma\left(p_{2}\right)\right)\right\rangle$ satisfies an $\mathcal{L}$-sequent $q$ of the form $\left\{\mathrm{b}: \bar{\star} p_{i}\right\}$ where $\bar{\star} \in \Theta$ and $i \in\{1,2\}$ then $\vdash_{G} s \cup \sigma(q)$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.
Proof: Suppose that $\left\langle v\left(\sigma\left(p_{1}\right)\right), v\left(\sigma\left(p_{2}\right)\right)\right\rangle$ satisfies $q$. Thus $v\left(\sigma\left(p_{i}\right)\right)^{\bar{\star}}=\mathrm{b}$. It follows that $\mathrm{b}: \bar{\star} \sigma\left(p_{i}\right) \notin \Omega$. Hence there is some $\mathcal{L}$-sequent $s \subseteq \Omega$ such that $\vdash_{G} s \cup\{\mathrm{~b}:$ $\left.\bar{\star} \sigma\left(p_{i}\right)\right\}$ 。

We first prove that for every $\mathcal{L}$-formula $\psi, v(\psi)$ respects all the $\Theta$-unary rules of $G$, and so $v(\psi) \in \mathcal{V}_{\mathcal{M}_{G}}$. Let $\psi$ be an $\mathcal{L}$-formula, and $r=Q /\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ be a $\Theta$-unary rule of $G$. Suppose that $v(\psi)$ satisfies every $q \in Q$. Consider an $\mathcal{L}$-substitution $\sigma$ for which $\sigma\left(p_{1}\right)=\psi$. By $(*)$, for every $q \in Q$ there is some sequent $s_{q} \subseteq \Omega$ such that $\vdash_{G} s_{q} \cup \sigma(q)$. By applying (weakenings and) $r$ we obtain $\vdash_{G} \bigcup_{q \in Q} s_{q} \cup\{\mathrm{~b}: \bar{\star} \psi\}$. Thus, $\{\mathrm{b}: \bar{\star} \psi\} \notin \Omega$ and so $v(\psi)^{\bar{\star}}=\mathrm{b}$.

Next, we show that $v$ respects the truth tables of $\mathcal{M}_{G}$ :

1. Let $\star \in \mathcal{U}_{\mathcal{L}}$ and $\psi \in \mathcal{L}$. We show that $v(\star \psi) \in \star_{\mathcal{M}_{G}}(v(\psi))$. By the definition of $\mathcal{M}_{G}$, it suffices to show that $v(\star \psi)^{\bar{\star}}=v(\psi)^{\bar{\star} \star}$ whenever $\bar{\star} \star \in \Theta$. This follows directly from the definition of $v$.
2. Let $\diamond \in\{\wedge, \vee, \supset\}$ and $\psi_{1}, \psi_{2} \in \mathcal{L}$. We show that $v\left(\psi_{1} \diamond \psi_{2}\right) \in \diamond_{\mathcal{M}_{G}}\left(v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right)$ by showing $(i) v\left(\psi_{1} \diamond \psi_{2}\right)^{\epsilon} \in \diamond \mathcal{M}_{\mathrm{Cl}^{+}}\left(v\left(\psi_{1}\right)^{\epsilon}, v\left(\psi_{2}\right)^{\epsilon}\right)$ and $(i i) v\left(\psi_{1} \diamond \psi_{2}\right)^{\bar{\epsilon}}=\mathrm{b}$ for every $\Theta$-binary rule $r=Q /\left\{\mathrm{b}: \bar{\star}\left(p_{1} \diamond p_{2}\right)\right\}$ of $G$ for which $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$.
(i) We prove $(i)$ for the specific case when $\diamond=\wedge$ and $v\left(\psi_{1}\right)^{\epsilon}=v\left(\psi_{2}\right)^{\epsilon}=\mathrm{t}$. All other cases are handled similarly. We show that $v\left(\psi_{1} \wedge \psi_{2}\right)^{\epsilon}=\mathrm{t}$. The definition of $v$ ensures that both $\mathrm{t}: \psi_{1}$ and $\mathrm{t}: \psi_{2}$ do not occur in $\Omega$. Thus $\vdash_{G} s_{1} \cup\left\{\mathrm{t}: \psi_{1}\right\}$ and $\vdash_{G} s_{2} \cup\left\{\mathrm{t}: \psi_{2}\right\}$ for some $s_{1}, s_{2} \subseteq \Omega$. By applying (weakenings and) the rule $(\mathrm{t}: \wedge)$ of $L K^{+}$, we obtain that $\vdash_{G} s_{1} \cup s_{2} \cup\left\{\mathrm{t}: \psi_{1} \wedge \psi_{2}\right\}$. Hence we have $t: \psi_{1} \wedge \psi_{2} \notin \Omega$. It follows that $v\left(\psi_{1} \wedge \psi_{2}\right)^{\epsilon}=\mathrm{t}$.
(ii) Let $r=Q /\left\{b: \mp\left(p_{1} \diamond p_{2}\right)\right\}$ be a $\Theta$-binary rule of $G$, such that $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$. Consider an $\mathcal{L}$-substitution $\sigma$ for which $\sigma\left(p_{1}\right)=\psi_{1}$ and $\sigma\left(p_{2}\right)=\psi_{2}$. By $\left({ }^{* *}\right)$, for every $q \in Q$ there is some sequent $s_{q} \subseteq \Omega$ such that $\vdash_{G} s_{q} \cup \sigma(q)$. By applying (weakenings and) $r$ we obtain $\vdash_{G} \bigcup_{q \in Q} s_{q} \cup\{\mathrm{~b}$ : $\left.\bar{\star}\left(\psi_{1} \diamond \psi_{2}\right)\right\}$. Thus, $\left\{\mathrm{b}: \bar{\star}\left(\psi_{1} \diamond \psi_{2}\right)\right\} \notin \Omega$ and so $v\left(\psi_{1} \diamond \psi_{2}\right)^{\bar{\star}}=\mathrm{b}$.

Finally, note that $v$ does not satisfy $s_{0}$. Indeed, every b: $\psi \in s_{0}$ is also an element of $\Omega$, and hence $v(\psi)^{\epsilon} \neq \mathrm{b}$. Thus we have $v \not \vDash_{\mathcal{M}_{G}} \psi$ for every $\mathrm{t}: \psi \in s$, and $v \not \models_{\mathcal{M}_{G}} \psi$ for every $\mathrm{f}: \psi \in s$.

Combining the previous theorem with Theorem 14, we get:
Corollary 5. Let $H \in \mathbb{H}$ be a Hilbert calculus for $\mathcal{L}$. For every finite set $\Gamma \cup\{\varphi\}$ of $\mathcal{L}$-formulas, $\Gamma \vdash_{H} \varphi$ iff $\Gamma \vdash \vdash_{\mathcal{M}_{G}} \varphi$.

Proof. Suppose that $\Gamma \vdash_{H} \varphi$. By Theorem 14, we have $\vdash_{G_{H}} \Gamma \Rightarrow \varphi$. Theorem 15 implies that $\vdash_{\mathcal{M}_{G_{H}}} \Gamma \Rightarrow \varphi$. By definition, it follows that $\Gamma \vdash_{\mathcal{M}_{G_{H}}} \varphi$. The converse is similar.

Using Proposition 3, we also obtain a general decidability result:
Corollary 6 (Decidability). Given a Hilbert system $H \in \mathbb{H}$ and a finite set $\Gamma \cup\{\varphi\}$ of formulas, it is decidable whether $\Gamma \vdash_{H} \varphi$ or not.

Proof. Follows by Corollary 5 and Proposition 3 .

## Exploiting Step 1 and Step 2: Analyticity

After having established the connection between a PNmatrix $\mathcal{M}_{G}$ and the sequent calculus $G$, we can exploit this relationship to reason about the analyticity of $G$.

As already mentioned in Chapter 2, calculi with the (global) subformula property are often referred to as analytic (see, e.g. [146]). This means that a sequent calculus is analytic if, whenever a sequent $s$ is provable in it, it can also be proven using only the "syntactic material available within $s$ ", where by "material" we mean all subformulas occurring in $s$ (denoted by $\operatorname{sub}[s]$ ). However, weaker variants of the subformula property have also been considered in the literature, especially in paraconsistent and modal logics, e.g., [13, 117, 38, 39]. Here we use the following notion of $\Theta$-analyticity:

Definition 46. Let $\Theta \subseteq \mathcal{U}_{\mathcal{L}}^{*}$ and $\mathcal{W}$ be a set of $\mathcal{L}$-formulas. Then

$$
\Theta(\mathcal{W})=\{\bar{\star} \psi \mid \bar{\star} \in \Theta, \psi \in \mathcal{W}\}
$$

Let $G$ be a sequent calculus for a propositional language $\mathcal{L}$.

1. Given an $\mathcal{L}$-sequent $s$ and a set $\mathcal{W}$ of $\mathcal{L}$-formulas, we write $\vdash_{G}^{\mathcal{W}} s$ if there exists a proof of $s$ in $G$ consisting only of ( $\mathcal{L}$-sequents that consist of) formulas from $\mathcal{W}$.
2. Given a set $\Theta \subseteq \mathcal{U}_{\mathcal{L}}^{*}, G$ is called $\Theta$-analytic if $\vdash_{G} s$ implies $\vdash_{G}^{\Theta(s u b[s])} s$ for every sequent $s$.

We call a sequent calculus $G$ thus $\Theta$-analytic when for every provable sequent $s$, we can find a proof where the "material" occurring in its proof consists only of subformulas and their possible extensions with sequences of unary connectives contained in $\Theta$. In this regard, our notion of analyticity is closely related to the notion of bounded proof property (defined in [38, 39] in the context of modal logic). This property states that the complexity of formulas appearing in $s$ determines the bound on the complexity of formulas constructed from the subformulas of $s$ that are allowed to appear in the proof.

The reasoning about the $\Theta_{H}$-analyticity of the sequent calculus $G_{H}$ amounts to the check of a decidable sufficient condition of the associated PNmatrix $\mathcal{M}_{G_{H}}$, namely whether the PNmatrix $\mathcal{M}_{G_{H}}$ is in fact an Nmatrix, i.e., if its set of truth values $\mathcal{V}_{\mathcal{M}}$ is nonempty and $\bigcirc_{\mathcal{M}}\left(x_{1}, \ldots, x_{n}\right) \neq \emptyset$ for every $n$-ary connective $\bigcirc$ of $\mathcal{L}$ and $x_{1}, \ldots, x_{n} \in \mathcal{V}_{\mathcal{M}}$.

Theorem 16. Let $G$ be a $\Theta$-simple sequent calculus. If $\mathcal{M}_{G}$ is an Nmatrix then $G$ is $\Theta$-analytic.

Proof. Suppose that $\mathcal{M}_{G}$ is an Nmatrix and $\vdash_{G}^{\Theta\left(s u b\left[s_{0}\right]\right)} s_{0}$ for some $\mathcal{L}$-sequent $s_{0}$. We show that $\vdash_{G} s_{0}$. By Theorem 15 , it suffices to show that there exists an $\mathcal{M}_{G}$-valuation for $\mathcal{L}$ that does not satisfy $s_{0}$. Let $\mathcal{W}=\Theta\left(s u b\left[s_{0}\right]\right)$. It is a standard matter to extend $s_{0}$ into a "maximal" $\mathcal{L}$-sequent $s^{*}$ that satisfies the following conditions:

1. $s^{*}$ consists of labelled $\mathcal{L}$-formulas of the form $\mathrm{b}: \psi$ and $\psi \in \mathcal{W}$.
2. $\forall_{G}^{\mathcal{W}} s^{*}$.
3. For every labelled $\mathcal{L}$-formula $\mathrm{b}: \psi$ with $\psi \in \mathcal{W}$, if $\mathrm{b}: \psi \notin s^{*}$ then $\vdash_{G}^{\mathcal{W}} s^{*} \cup\{\mathrm{~b}: \psi\}$.

As in the proof of Theorem 15, the availability of the rules (cut) and (id) implies that for every $\psi \in \mathcal{W}$ there is a unique $\mathrm{b} \in\{\mathrm{t}, \mathrm{f}\}$ such that $\mathrm{b}: \psi \in s^{*}$. Next, we define a function $v: \mathcal{L} \rightarrow \mathrm{F}_{\Theta}$ by induction on the structure of formulas. Suppose that $v(\varphi)$ is defined for every proper subformula $\varphi$ of an $\mathcal{L}$-formula $\psi$. We define $v(\psi)$ as follows. First, if $\psi \in \operatorname{sub}\left[s_{0}\right]$ then for every $\bar{\star} \in \Theta: v(\psi)^{\bar{\star}}=\mathrm{b}$ iff $\mathrm{b}: \bar{\star} \psi \notin s^{*}$. Otherwise, if $\psi$ is an atomic formula, $v(\psi)$ is arbitrarily chosen to be one of the truth values in $\mathcal{V}_{\mathcal{M}_{G}}$. Otherwise, $\psi=\Omega\left(\psi_{1}, \ldots, \psi_{n}\right)$ is a compound formula, and in this case $v(\psi)$ is arbitrarily chosen to be one of the truth values in $\Omega_{\mathcal{M}_{G}}\left(v\left(\psi_{1}\right), \ldots, v\left(\psi_{n}\right)\right)$. Note that the fact that $\mathcal{M}_{G}$ is an Nmatrix guarantees that these arbitrary choices are always possible. To show that $v$ is an $\mathcal{M}_{G}$-valuation, we use the following properties:
(*) Let $\sigma$ be an $\mathcal{L}$-substitution such that $\sigma\left(p_{1}\right) \in \operatorname{sub}\left[s_{0}\right]$. If $v\left(\sigma\left(p_{1}\right)\right)$ satisfies an $\mathcal{L}$ sequent of the form $\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ where $\bar{\star} \in \Theta$ then $\vdash_{G}^{\mathcal{W}} s^{*} \cup\left\{\mathrm{~b}: \bar{\star} \sigma\left(p_{1}\right)\right\}$.
Proof: Suppose that $v\left(\sigma\left(p_{1}\right)\right)$ satisfies $\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$. Thus $v\left(\sigma\left(p_{1}\right)\right)^{\star}=\mathrm{b}$. Since $\sigma\left(p_{1}\right) \in \operatorname{sub}\left[s_{0}\right]$, we have that $\mathrm{b}: \bar{\star} \sigma\left(p_{1}\right) \notin s^{*}$. The maximality of $s^{*}$ ensures that $\vdash \underset{G}{\mathcal{W}} s^{*} \cup\left\{\mathrm{~b}: \bar{\star} \sigma\left(p_{1}\right)\right\}$.
$\left({ }^{* *}\right)$ Let $\sigma$ be an $\mathcal{L}$-substitution such that $\left\{\sigma\left(p_{1}\right), \sigma\left(p_{2}\right)\right\} \subseteq \operatorname{sub}\left[s_{0}\right]$. If $\left\langle v\left(\sigma\left(p_{1}\right)\right), v\left(\sigma\left(p_{2}\right)\right)\right\rangle$ satisfies an $\mathcal{L}$-sequent $q$ of the form $\left\{\mathrm{b}: \bar{\star} p_{i}\right\}$ where $\bar{\star} \in \Theta$ and $i \in\{1,2\}$ then $\vdash_{G}^{\mathcal{W}} s^{*} \cup \sigma(q)$.
Proof: Suppose that $\left\langle v\left(\sigma\left(p_{1}\right)\right), v\left(\sigma\left(p_{2}\right)\right)\right\rangle$ satisfies $q$. Thus $v\left(\sigma\left(p_{i}\right)\right)^{\bar{\star}}=\mathrm{b}$. Since
$\sigma\left(p_{i}\right) \in \operatorname{sub}\left[s_{0}\right]$, we have that $\mathrm{b}: \bar{\star} \sigma\left(p_{i}\right) \notin s^{*}$. The maximality of $s^{*}$ ensures that $\stackrel{\mathcal{W}}{\mathcal{W}} s^{*} \cup \sigma(q)$.

We first prove that for every $\mathcal{L}$-formula $\psi$, we have $v(\psi) \in \mathcal{V}_{\mathcal{M}_{G}}$. If $\psi \notin s u b\left[s_{0}\right]$, this holds by definition. Suppose that $\psi \in \operatorname{sub}\left[s_{0}\right]$. We show that $v(\psi)$ respects all the $\Theta$-unary rules of $G$. Let $r=Q /\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$ be such a $\Theta$-unary rule of $G$. Suppose that $v(\psi)$ satisfies every $q \in Q$. Let $\sigma$ be any $\mathcal{L}$-substitution assigning $\psi$ to $p_{1}$. By $\left({ }^{*}\right), \vdash \vdash_{G}^{\mathcal{V}} s^{*} \cup \sigma(q)$ for every $q \in Q$. By applying $r$ we obtain $\vdash_{G}^{\mathcal{W}} s^{*} \cup\{\mathrm{~b}: \mp \psi\}$. Hence $v(\psi)$ satisfies $\left\{\mathrm{b}: \bar{\star} p_{1}\right\}$. Thus, $\{\mathrm{b}: \bar{\star} \psi\} \notin s^{*}$ and so $v(\psi)^{\star}=\mathrm{b}$. Next, we show that $v$ respects the truth tables of $\mathcal{M}_{G}$.

1. Let $\star \in \mathcal{U}_{\mathcal{L}}$ and $\psi \in \mathcal{L}$. We show that $v(\star \psi) \in \star_{\mathcal{M}_{G}}(v(\psi))$. This holds by definition when $\star \psi \notin \operatorname{sub}\left[s_{0}\right]$. Suppose now that $\star \psi \in \operatorname{sub}\left[s_{0}\right]$ (and so $\psi \in \operatorname{sub}\left[s_{0}\right]$ as well). By the definition of $\mathcal{M}_{G}$, it suffices to show that $v(\star \psi)^{\bar{\star}}=v(\psi)^{\bar{\star} \star}$ whenever $\bar{\star} \star \in \Theta$. This follows directly from the definition of $v$.
2. Let $\diamond \in\{\wedge, \vee, \supset\}$ and $\psi_{1}, \psi_{2} \in \mathcal{L}$. We show that $v\left(\psi_{1} \diamond \psi_{2}\right) \in \diamond_{\mathcal{M}_{G}}\left(v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right)$. This holds by definition when $\psi_{1} \diamond \psi_{2} \notin s u b\left[s_{0}\right]$. Suppose now that $\psi_{1} \diamond \psi_{2} \in$ $s u b\left[s_{0}\right]$ (and so $\psi_{1}$ and $\psi_{2}$ are in $s u b\left[s_{0}\right]$ as well). We prove (i) $v\left(\psi_{1} \diamond \psi_{2}\right)^{\epsilon} \in$ $\diamond_{\mathcal{M}_{\mathrm{Cl}^{+}}}\left(v\left(\psi_{1}\right)^{\epsilon}, v\left(\psi_{2}\right)^{\epsilon}\right)$ and $(i i) v\left(\psi_{1} \diamond \psi_{2}\right)^{\star}=\mathrm{b}$ for every $\Theta$-binary rule $r=Q /\{\mathrm{b}$ : $\left.\bar{\star}\left(p_{1} \diamond p_{2}\right)\right\}$ of $G$ for which $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$. (i) is straightforward. For $(i i)$, let $r=Q /\left\{\mathrm{b}: \bar{\star}\left(p_{1} \diamond p_{2}\right)\right\}$ be a $\Theta$-binary rule of $G$ such that $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$. Consider an $\mathcal{L}$-substitution $\sigma$ for which $\sigma\left(p_{1}\right)=\psi_{1}$ and $\sigma\left(p_{2}\right)=\psi_{2}$. By $\left({ }^{(* *}\right)$, for every $q \in Q$ we have $\vdash_{G}^{\mathcal{W}} s^{*} \cup \sigma(q)$. By applying $r$ we obtain $\vdash \mathcal{W}_{G}^{\mathcal{W}} s^{*} \cup\left\{\mathrm{~b}: \bar{\star}\left(\psi_{1} \diamond \psi_{2}\right)\right\}$. Thus, $\left\{\mathrm{b}: \bar{\star}\left(\psi_{1} \diamond \psi_{2}\right)\right\} \notin s^{*}$ and so $v\left(\psi_{1} \diamond \psi_{2}\right)^{\bar{\star}}=\mathrm{b}$.
Finally, it is immediate to see that $v$ does not satisfy $s_{0}$. Indeed, every $\mathrm{b}: \psi \in s_{0}$ occurs also in $s^{*}$, and thus $v(\psi)^{\epsilon} \neq \mathrm{b}$.

Note that the calculus $H_{0}$ from Example 32 is $\Theta$-analytic, because its associated PNmatrix is an Nmatrix. In the following example, we show a $\Theta_{H}$-simple calculus whose extracted semantics is not an Nmatrix:

Example 34. Let $H_{1}$ be the calculus obtained by extending $H C L^{+}$by the axioms below (see Table 6.2) and $G_{H_{1}}$ be the sequent calculus obtained by adding to $L K^{+}$their corresponding rules:

$$
\begin{array}{rlr}
\left(\mathbf{n}_{\mathbf{1}}\right) & p_{1} \vee \neg p_{1} & \left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{t}: \neg p_{1}\right\} \\
(\mathbf{b}) & p_{1} \supset\left(\neg p_{1} \supset\left(\circ p_{1} \supset p_{2}\right)\right) & \left\{\left\{\mathrm{t}: p_{1}\right\},\left\{\mathrm{t}: \neg p_{1}\right\}\right\} /\left\{\mathrm{f}: \circ p_{1}\right\} \\
(\mathbf{k}) & \circ p_{1} \vee\left(p_{1} \wedge \neg p_{1}\right) & \left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{t}: \circ p_{1}\right\},\left\{\left\{\mathrm{f}: \neg p_{1}\right\}\right\} /\left\{\mathrm{t}: \circ p_{1}\right\} \\
(\mathbf{c}) & \neg \neg p_{1} \supset p_{1} & \left\{\left\{\mathrm{f}: \neg \neg p_{1}\right\}\right\} /\left\{\mathrm{f}: p_{1}\right\} \\
\left(\mathbf{o}_{\wedge}^{\mathbf{1}}\right) & \circ p_{1} \supset \circ\left(p_{1} \wedge p_{2}\right) & \left\{\left\{\mathrm{t}: \circ p_{1}\right\}\right\} /\left\{\mathrm{t}: \circ\left(p_{1} \wedge p_{2}\right)\right\} \\
\left(\mathbf{o}_{\wedge}^{\mathrm{r}}\right) & \left(\neg p_{1} \vee \neg p_{2}\right) \supset \neg\left(p_{1} \wedge p_{2}\right) & \left\{\left\{\mathrm{t}: \neg p_{1}\right\}\right\} /\left\{\mathrm{t}: \neg\left(p_{1} \wedge p_{2}\right)\right\}, \\
& & \left.\left\{\mathrm{t}: \neg p_{2}\right\}\right\} /\left\{\mathrm{t}: \neg\left(p_{1} \wedge p_{2}\right)\right\}
\end{array}
$$

We construct the PNmatrix $\mathcal{M}=\mathcal{M}_{G_{H_{1}}}$. The set of truth values for $\mathcal{M}$ is:

$$
\begin{gathered}
\mathcal{V}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}, \neg \neg: \mathrm{t}\rangle, \\
\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{f}, \neg \neg: \mathrm{t}\rangle\}
\end{gathered}
$$

and the set of designated truth values is:

$$
\mathcal{D}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{f}, \neg \neg: \mathrm{t}\rangle\}
$$

We only show the truth tables for the unary connective $\neg$ and the binary connective $\wedge$ (we write below $\langle u, v, w, x\rangle$ instead of $\langle\epsilon: u, \neg: v, \circ: w, \neg \neg: x\rangle ; \mathcal{F}_{\mathcal{M}}=\mathcal{V}_{\mathcal{M}} \backslash \mathcal{D}_{\mathcal{M}}$ ):

| $\neg \mathcal{M}$ |  |
| :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}, \mathrm{t}\rangle\}$ |


| $\wedge_{\mathcal{M}}$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}, \mathrm{t}\rangle$ | $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ |
| :---: | :---: | :---: | :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}, \mathrm{t}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{t}, \mathrm{t}\rangle\}$ | $\emptyset$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\mathcal{F}_{\mathcal{M}}$ | $\mathcal{F}_{\mathcal{M}}$ | $\{\langle\mathrm{t}, \mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ |

Note that the truth table for $\wedge$ contains an empty spot in the last row. Thus, $\mathcal{M}$ is not an Nmatrix.

Theorem 16 does not apply to $\Theta$-simple calculi $G$ whose associated matrix $\mathcal{M}_{G}$ is not an Nmatrix. However, we can recover analyticity for such calculi: first, we transform $\mathcal{M}_{G}$ into a finite family of Nmatrices satisfying the condition of a simple refinement (see definition below). Then, for every PNmatrix of this family, we can use the algorithm of [14] to construct an analytic sequent calculus, hence obtaining a family of analytic calculi equivalent to $G$.

Definition 47 ([23]). Let $\mathcal{M}$ and $\mathcal{N}$ be PNmatrices for $\mathcal{L}$. We say that $\mathcal{N}$ is a simple refinement of $\mathcal{M}$ if $\mathcal{V}_{\mathcal{N}} \subseteq \mathcal{V}_{\mathcal{M}}, \mathcal{D}_{\mathcal{N}}=\mathcal{D}_{\mathcal{M}} \cap \mathcal{V}_{\mathcal{N}}$, and $\triangle_{\mathcal{N}}\left(x_{1}, \ldots, x_{n}\right) \subseteq \Omega_{\mathcal{M}}\left(x_{1}, \ldots, x_{n}\right)$ for every $n$-ary connective $\bigcirc$ of $\mathcal{L}$ and $x_{1}, \ldots, x_{n} \in \mathcal{V}_{\mathcal{N}}$.

Theorem 17. For every finite PNmatrix $\mathcal{M}$ for $\mathcal{L}$, there is an algorithm for constructing $\mathcal{M}_{1} \ldots \mathcal{M}_{n}$, such that:

1. $\mathcal{M}_{1} \ldots \mathcal{M}_{n}$ are finite simple refinements of $\mathcal{M}$ that are Nmatrices, and 2. $\vdash_{\mathcal{M}}=\bigcap_{i=1, \ldots, n} \vdash_{\mathcal{M}_{i}}$.

Proof. Let $\mathcal{M}$ be a PNmatrix for $\mathcal{L}$. Choose $\mathcal{M}_{1}, \ldots, \mathcal{M}_{n}$ to be all simple refinements of $\mathcal{M}$ which are Nmatrices. Based on the results in [23], we show that $\vdash_{\mathcal{M}}=\bigcap_{i=1, \ldots, n} \vdash_{\mathcal{M}_{i}}$. " $\Rightarrow$ ": By Proposition 4.8 in [23], $\vdash_{\mathcal{M}} \subseteq \vdash_{\mathcal{N}}$ for every simple refinement $\mathcal{N}$ of $\mathcal{M}$. Therefore, $\vdash_{\mathcal{M}} \subseteq \bigcap_{i=1, \ldots, n} \vdash_{\mathcal{M}_{i}}$.
" $\Leftarrow$ ": Suppose that $\forall \mathcal{M} s$. Thus $v \not \vDash_{\mathcal{M}} s$ for some $\mathcal{M}$-valuation $v$ for $\mathcal{L}$. Theorem 4.12 in [23] ensures that there exists some $\mathcal{M}_{i}$, such that $v$ is an $\mathcal{M}_{i}$-valuation. The fact that $v \not \vDash_{\mathcal{M}} s$ easily entails that $v \not \vDash_{\mathcal{M}_{i}} s$, and so $\forall_{\mathcal{M}_{i}} s$.

After constructing a finite family of Nmatrices, the method of [14] can be applied to produce a cut-free sequent calculus $G_{\mathcal{M}}$. This method works for any Nmatrix $\mathcal{M}$ whose set of designated truth values $\mathcal{D}_{\mathcal{M}}$ is a non-empty proper subset of the set of its truth values $\mathcal{V}_{\mathcal{M}}$, provided that its language satisfies the following (slightly reformulated) condition:

Definition 48. Let $\mathcal{M}$ be an Nmatrix for $\mathcal{L}$. We say that $\mathcal{L}$ is sufficiently expressive for $\mathcal{M}$ if for any $x \in \mathcal{V}_{\mathcal{M}}$, there exists a set $\mathcal{S}_{x}$ of $\mathcal{L}$-sequents, each of which has the form $\{\mathrm{b}: \psi\}$, for some $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}$ and $\psi \in \mathcal{L}$ in which $p_{1}$ is the only atomic variable, such that the following condition holds:

For any $\mathcal{M}$-valuation $v$ for $\mathcal{L}$ and $\mathcal{L}$-substitution $\sigma, v\left(\sigma\left(p_{1}\right)\right)=x$ iff $v$ satisfies every $\mathcal{L}$-sequent in $\sigma\left(\mathcal{S}_{x}\right)$ with respect to $\mathcal{M}$.

Corollary 7. For any $H \in \mathbb{H}$, there is an algorithm for constructing a family of $\Theta_{H^{-}}$ analytic sequent calculi $\mathbb{F}_{H}$, such that for every finite set $\Gamma \cup\{\varphi\}$ of formulas: $\Gamma \vdash_{H} \varphi$ iff $\vdash_{G} \Gamma \Rightarrow \varphi$ for every $G \in \mathbb{F}_{H}$.

Proof. We start by constructing $\mathcal{M}_{G_{H}}$. If $\mathcal{D}_{\mathcal{M}_{G_{H}}}=\emptyset$ or $\mathcal{D}_{\mathcal{M}_{G_{H}}}=\mathcal{V}_{\mathcal{M}_{G_{H}}}$, then $\mathcal{M}_{G_{H}}$ has a trivial corresponding $\Theta_{H}$-analytic calculus. For the rest of the cases, we can apply Theorem 17 to obtain an equivalent family of Nmatrices. Next we show that $\mathcal{L}$ is sufficiently expressive for any simple refinement of $\mathcal{M}_{G_{H}}$. Indeed, for $x \in \mathcal{V}_{\mathcal{M}_{G_{H}}}$, define $\mathcal{S}_{x}=\left\{x^{\epsilon}: p_{1}\right\} \cup\left\{x^{\bar{\star}}: \bar{\star} p_{1} \mid \bar{\star} \in \Theta_{H}\right\}$. Let $\mathcal{M}$ be a simple refinement of $\mathcal{M}_{G_{H}}$ and let $v$ be an $\mathcal{M}$-valuation for $\mathcal{L}$. The required condition is met by the fact that for every $\bar{\star} \in \Theta_{H}$ and $\psi \in \mathcal{L}, v(\bar{\star} \psi)^{\epsilon}=v(\psi)^{\bar{\star}}$. By the method of [14], we obtain a family of corresponding cut-free calculi. The forms of the $\mathcal{S}_{x}$-S guarantee that the rules of the obtained calculi are $\Theta_{H}$-simple, which together with their cut-admissiblity implies $\Theta_{H^{-}}$-analyticity.

### 6.6 A Special Case

The procedure described in Section 6.4 and Section 6.5 constructs a sequent calculus and a PNmatrix for any Hilbert calculus $H \in \mathbb{H}$. In this section we consider a subclass $\mathbb{H}_{R} \subseteq \mathbb{H}$ obtained by restricting the sequences of the unary connectives that can occur in an axiom, see the grammar given in Definition 49 below. The subclass contains infinitely many logics, including classical propositional logic or paraconsistent logics belonging to the family of C-systems.

The restriction of the grammar does not affect the algorithm that transforms any $H \in$ $\mathbb{H}_{R}$ into an equivalent sequent calculus. But step 2 of our general procedure changes, since the construction of the associated PNmatrix will be slightly different. The restriction has the following advantages to its generalized version:

- The PNmatrices constructed for the sequent calculi generated in step 1 will be smaller and, thus, more readable.
- In the restricted case, we are able to prove that the PNmatrix is an Nmatrix iff its associated sequent calculus is "analytic" (see Theorem 19).

Section 6.6.1 contains an implementation of this special case for Step 1 and Step 2 and a description of the tool Paralyzer.

Let us begin with the definition of the restricted grammar defining the class $H_{R}$. Note that we only allow two new unary connectives in $\mathcal{U}_{\mathcal{L}}$ :

Definition 49. Let $\mathcal{U}_{\mathcal{L}}=\left\{\star_{1}, \star_{2}\right\}$. $\mathbf{A} \mathbf{x}_{\mathcal{L}}^{R}$ is the set of $\mathcal{L}$-formulas that:

1. are generated by the following grammar ( $I$ is the initial variable):

$$
\begin{array}{ll}
I=R_{1}\left|R_{2}\right| R_{3} & \text { for } \diamond \in\{\wedge, \vee, \supset\}, \star, \triangleright \in \mathcal{U}_{\mathcal{L}} \\
R_{1}=\left(R_{1} \diamond P_{1}\right)\left|\left(P_{1} \diamond R_{1}\right)\right| \star p_{1} & P_{1}=\left(P_{1} \diamond P_{1}\right)\left|\star p_{1}\right| p_{1} \mid p_{2} \\
R_{2}=\left(R_{2} \diamond P_{2}\right)\left|\left(P_{2} \diamond R_{2}\right)\right| \star\left(p_{1} \diamond p_{2}\right) & P_{2}=\left(P_{2} \diamond P_{2}\right)\left|\star p_{1}\right| p_{1}\left|\star p_{2}\right| p_{2} \\
R_{3}=\left(R_{3} \diamond P_{1}\right)\left|\left(P_{1} \diamond R_{3}\right)\right| \star \triangleright p_{1} &
\end{array}
$$

2. and satisfy the following conditions: for some subformula $\varphi=\star p_{1}$ of an $\mathcal{L}$-formula arising from the start symbol $R_{1}$ (for the subformula $\varphi=\star\left(p_{1} \diamond p_{2}\right)$ of an $\mathcal{L}$-formula arising from $R_{2}$ and for the subformula $\varphi=\star \triangleright p_{1}$ of an $\mathcal{L}$-formula arising from $R_{3}$, resp.): $\varphi$ must not be contained
(a) in a positively occurring (sub)formula of the form $\psi_{1} \wedge \psi_{2}$, and
(b) in a negatively occurring (sub)formula of the form $\psi_{1} \vee \psi_{2}$ or $\psi_{1} \supset \psi_{2}$.

The grammar above is that in Definition 39 with the restriction that there is no nesting of unary connectives in the premises, and the maximum nesting of unary connectives is one when binding a formula of the form $\left(p_{1} \diamond p_{2}\right)$ and two, otherwise, see also the following example.

Example 35. Consider the axioms from Example 26.

$$
\begin{aligned}
p_{1} \vee \neg p_{1} & \left(\mathbf{n}_{1}\right) \\
\circ p_{1} \supset \circ \neg p_{1} & \left(\mathbf{a}_{\neg}\right) \\
\neg \circ p_{1} \supset\left(p_{1} \wedge \neg p_{1}\right) & (\mathbf{i}) \\
\neg\left(p_{1} \vee p_{2}\right) \supset\left(\neg p_{1} \wedge \neg p_{2}\right) & \left(\mathbf{o}_{\vee}^{1}\right) \\
\left.\left(\neg \circ p_{1} \wedge \neg p_{2}\right) \vee\left(\neg \circ p_{2} \wedge \neg p_{1}\right)\right) \supset \neg \circ\left(p_{1} \vee p_{2}\right) & \left(\mathbf{i}_{\vee}\right)
\end{aligned}
$$

The axioms $\left(\mathbf{n}_{\mathbf{1}}\right),\left(\mathbf{a}_{\neg}\right)$, (i) and $\left(\mathbf{o}_{\vee}^{\mathbf{1}}\right)$ are within $\boldsymbol{A} \boldsymbol{x}_{\mathcal{L}}^{R}$. The axiom $\left(\mathbf{i}_{\vee}^{\mathbf{r}}\right)$ is not covered by the restricted grammar (it is within $\boldsymbol{A} \boldsymbol{x}_{\mathcal{L}}$, though).

As a consequence, we do not need the set $\Theta$ anymore and instead distinguish between three types of rules that are generated by our algorithm in Theorem 14 (the definition is contained in Table 6.6).


Table 6.6: The general form of our rules $\left(\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}, \star, \triangleright \in \mathcal{U}_{\mathcal{L}}, \odot_{i}, \bullet_{j} \in \mathcal{U}_{\mathcal{L}} \cup\{\epsilon\}\right.$, $\left.\diamond \in\{\wedge, \vee, \supset\}, i_{1}, \ldots, i_{n}, j_{1}, \ldots, j_{m} \in\{1,2\}\right)$

Definition 50. An $\mathcal{L}$-rule $Q / s$ is called $\mathcal{U}_{\mathcal{L} \text {-simple }}$ if it is either a $\mathcal{U}_{\mathcal{L}^{-} \text {-unary-one, } \mathcal{U}_{\mathcal{L}^{-}}, ~}^{\text {- }}$ unary-two, or a $\mathcal{U}_{\mathcal{L}}$-binary rule. A sequent calculus for $\mathcal{L}$ is called $\mathcal{U}_{\mathcal{L}}$-simple if it is obtained by augmenting $L K^{+}$with a finite set of $\mathcal{U}_{\mathcal{L}}$-simple $\mathcal{L}$-rules. We shall omit $\mathcal{U}_{\mathcal{L}}$ when it is clear from the context.

Definition 51. $\mathbb{H}_{R}$ is the family of Hilbert calculi obtained by extending $H C L^{+}$with any finite set of axioms from $\mathbf{A x}_{\mathcal{L}}^{R}$ for some language $\mathcal{L}$. $\mathbb{H}_{R}$ is properly contained in $\mathbb{H}$.
$\mathbb{H}_{R}$ also includes well-known Hilbert calculi, e.g.:

- the standard calculus for (propositional) classical logic $\mathbf{C l}$ (that is obtained by adding the axioms $\left(\mathbf{n}_{\mathbf{1}}\right)$ and $\left(\mathbf{n}_{\mathbf{2}}\right)$ from Table 6.2, page 104 to $\left.H C L^{+}\right)$.
- the Hilbert calculi for the logics $\mathbf{B}, \mathbf{B K}, \mathbf{b C}, \mathbf{C i}$ or $\mathbf{C}_{1}$ from page 104 .
- the Hilbert calculi for other C-systems that are defined by adding to $H C L^{+}$the axioms (b) and $\left(\mathbf{n}_{1}\right)$, as well as different subsets of the axioms $\left(\mathbf{r}_{\diamond}\right),(\mathbf{k}),(\mathbf{i}),\left(\mathbf{o}_{\diamond}^{\mathbf{1}}\right)$, $\left(\mathbf{o}_{\diamond}^{2}\right),\left(\mathbf{a}_{\neg}\right),(\mathbf{e}),\left(\mathbf{a}_{\diamond}\right)$ and (c) from Table 6.2 .

In contrast to $\mathbb{H}$, the family $\mathbb{H}_{R}$ does for example not contain

- the Hilbert calculus for the logic LFI1 from page 104 ,
- the Hilbert calculi for other C-systems that are defined by adding to $H C L^{+}$(amongst others) the axioms $\left(\mathbf{i}_{\diamond}^{1}\right)$ or $\left(\mathbf{i}_{\diamond}^{\mathbf{r}}\right)$ of Table 6.2 .
- the Hilbert calculi for the logics $\mathbf{L 2} \mathbf{2}^{\mathbf{n + 2}}$ for each $n \geq 0$ discussed in [107.

Corollary 8. Let $H \in \mathbb{H}_{R}$ be a Hilbert calculus for $\mathcal{L}$. The algorithm in Theorem 14 constructs an equivalent $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus $G_{H}$ for $\mathcal{L}$.

We now show how a PNmatrix $\mathcal{M}_{G}$ is extracted from a $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus $G$. The main difference between the general and the restricted case is the information that is coded in a truth value: In the general case, a truth value consists of functions of all elements of $\Theta$, while in the restricted case, we take the elements of $\mathcal{U}_{\mathcal{L}} \cup\{\epsilon\}$, which is actually a subset of $\Theta$. The truth values thus do not say anything about the sequences of the unary connectives, which makes them smaller in size. We use $F_{\mathcal{U}_{\mathcal{L}}}$ to denote the set of functions $\left\{\mathcal{U}_{\mathcal{L}} \cup\{\epsilon\}\right\} \rightarrow\{\mathrm{f}, \mathrm{t}\}$.

Example 36. Let $H \in \mathbb{H}_{R}$ be the Hilbert system defined by extending $H C L^{+}$with the axioms $\left(\mathbf{n}_{1}\right) p_{1} \vee \neg p_{1}$, (c) $\neg \neg p_{1} \supset p_{1}$ and $\left(\mathbf{o}_{\wedge}^{1}\right) \neg\left(p_{1} \wedge p_{2}\right) \supset\left(\neg p_{1} \vee \neg p_{2}\right)$ from Table 6.2. Then $\mathcal{U}_{\mathcal{L}}=\{\neg\}$ and $\Theta=\{\epsilon, \neg, \neg \neg\}$.
$\mathrm{F}_{\Theta}$ consists of truth values of the form $\langle\epsilon: \mathrm{b}, \neg: \mathrm{b}, \neg \neg: \mathrm{b}\rangle$ whereas $\mathrm{F}_{\mathcal{U}_{\mathcal{L}}}$ consists of truth values of the form $\langle\epsilon: \mathrm{b}, \neg: \mathrm{b}\rangle$.

We now show the algorithm to extract a PNmatrix out of any given $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus. It is slightly different from the one for the general case, based on the following observations:

- We only consider those truth values from all the possible functions in $F_{\mathcal{U}_{\mathcal{L}}}$ that respect the $\mathcal{U}_{\mathcal{L}}$-unary-one rules (cf. Table 6.6).
- The truth tables of the unary connectives are constructed using the $\mathcal{U}_{\mathcal{L}}$-unary-two rules (cf. Table 6.6).
- $\mathcal{U}_{\mathcal{L}}$-binary rules (cf. Table 6.6) determine the truth tables of the binary connectives.

Note that the notions for satisfaction of an $\mathcal{L}$-sequent and respecting a $\Theta$-unary rule from Definition 44 are the same for the restricted case.

Definition 52. Given a $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus $G$, the PNmatrix $\mathcal{M}_{G}$ is defined as follows:

- The set of truth values $\mathcal{V}_{\mathcal{M}_{G}}$ contains all functions in $F_{\mathcal{U}_{\mathcal{L}}}$ that respect all $\mathcal{U}_{\mathcal{L}}$-unaryone rules of $G$.
- The set of designated truth values $\mathcal{D}_{\mathcal{M}_{G}}$ is $\left\{u \in \mathcal{V}_{\mathcal{M}_{G}} \mid u^{\epsilon}=\mathrm{t}\right\}$.
- For any unary connective $\star \in \mathcal{U}_{\mathcal{L}}$, the truth table for $\star$ is given by:

1. $\star_{\mathcal{M}_{G}}\left(u_{1}\right)=\left\{u \in \mathcal{V}_{\mathcal{M}_{G}} \mid u^{\epsilon}=u_{1}^{\star}\right\}$ and
2. for every $\mathcal{U}_{\mathcal{L}}$-unary-two rule of $G$ of the form $Q /\left\{\mathrm{b}: \triangleright \star p_{1}\right\}$, if $u_{1}$ satisfies every $q \in Q$ then $u^{\triangleright}=\mathrm{b}$.

- For $\diamond \in\{\wedge, \vee, \supset\}$ and $u_{1}, u_{2} \in \mathcal{V}_{\mathcal{M}_{G}}, \diamond_{\mathcal{M}_{G}}\left(u_{1}, u_{2}\right)$ is the set of all $u \in \mathcal{V}_{\mathcal{M}_{G}}$ satisfying:

1. $u^{\epsilon} \in \diamond_{\mathcal{M}_{\mathbf{C l}^{+}}}\left(u_{1}^{\epsilon}, u_{2}^{\epsilon}\right)$ (where $\diamond_{\mathcal{M}_{\mathbf{C l}^{+}}}$is the classical truth table of $\diamond$; see Example 24).
2. For every $\mathcal{U}_{\mathcal{L}}$-binary rule of $G$ of the form $Q /\left\{\mathrm{b}: \star\left(p_{1} \diamond p_{2}\right)\right\}$, if $\left\langle u_{1}, u_{2}\right\rangle$ satisfies every $q \in Q$ then $u^{\star}=\mathrm{b}$.

Example 37. Consider the calculus $H_{R}$ that extends $H C L^{+}$with the three axioms from Example 36 , with $\mathcal{U}_{\mathcal{L}}=\{\neg\}$. The corresponding $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus $G_{H_{R}}$ has one unary-one rule

$$
r_{u_{1}}=\left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{t}: \neg p_{1}\right\}
$$

one unary-two rule

$$
r_{u_{2}}=\left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{f}: \neg \neg p_{1}\right\}
$$

and one binary rule

$$
r_{b}=\left\{\left\{\mathrm{f}: \neg p_{1}\right\},\left\{\mathrm{f}: \neg p_{2}\right\}\right\} /\left\{\mathrm{f}: \neg\left(p_{1} \wedge p_{2}\right)\right\}
$$

We construct the PNmatrix $\mathcal{M}=\mathcal{M}_{G_{H_{R}}}$ according to Definition 52 and start by listing $\mathrm{F}_{\mathcal{U}_{\mathcal{L}}}$ :

$$
\mathrm{F}_{\mathcal{U}_{\mathcal{L}}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}\rangle\}
$$

We first determine the set $\mathcal{V}_{\mathcal{M}}$ of truth values that respect the unary-one rules of $G_{H_{R}}$. The only relevant rule in this case is $r_{u_{1}}$. Since $u \in \mathcal{V}_{\mathcal{M}}$ respects $r_{u_{1}}$ iff

$$
u\urcorner=\mathrm{t} \text { whenever } u^{\epsilon}=\mathrm{f}
$$

we delete the value $\langle\epsilon: \mathrm{f}, \neg: \mathrm{f}\rangle$ and obtain:

$$
\mathcal{V}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}\rangle\}
$$

The set of designated truth values is:

$$
\mathcal{D}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}\rangle\}
$$

Next we define the truth table for $\neg$. For every $u_{1} \in \mathcal{V}_{\mathcal{M}}$, we take all $u \in \mathcal{V}_{\mathcal{M}}$ that (1) satisfy the condition

$$
u^{\epsilon}=u_{1}
$$

and (2) respect the unary-two rule $r_{u_{2}}$. For instance, let $u_{1}=\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}\rangle$. The only elements satisfying condition (1) are

$$
\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}\rangle\}
$$

where $\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}\rangle$ does not respect $r_{u_{2}}$ and is hence removed. The truth table for $\neg$ is then constructed as follows (we write below $\langle x, y\rangle$ instead of $\langle\epsilon: x, \neg: y\rangle$ ):

| $\neg \mathcal{M}$ |  |
| :---: | :---: | :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |$\longrightarrow{ }^{\left(r_{u_{2}}\right)} \quad$| $\neg \mathcal{M}$ |  |
| :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |

Finally, we obtain the truth tables for the binary connectives which must meet the requirements arising (1) from the classical truth tables and (2) from the binary rules of $G_{H_{R}}$. We show the case of $\wedge$, as $r_{b}$ involves $\wedge$. Condition (1) gives us the following truth table for $\wedge$ :

| $\wedge_{\mathcal{M}}$ | $\langle\mathrm{f}, \mathrm{t}\rangle$ | $\langle\mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{t}\rangle$ |
| :---: | :---: | :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |

By condition (2), $r_{b}$ imposes the requirement that for every $u \in \wedge_{\mathcal{M}}\left(u_{1}, u_{2}\right)$ we have

$$
u\urcorner=\mathrm{f} \text { whenever } u_{1}=\mathrm{f} \text { and } u_{2}^{\urcorner}=\mathrm{f}
$$

Thus we obtain the following truth table for $\wedge$ :

| $\wedge \mathcal{M}$ | $\langle\mathrm{f}, \mathrm{t}\rangle$ | $\langle\mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{t}\rangle$ |
| :---: | :---: | :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}\rangle\}$ |

As comparison to the matrix that is produced in the restricted case, in the following example we show the PNmatrix that is extracted for the same calculus by the more general procedure of Section 6.5 .

Example 38. Let $\Theta=\{\epsilon, \neg, \neg \neg\}$. We show the PNmatrix $\mathcal{M}_{\Theta}$ for the sequent calculus $G_{H_{R}}$ according to Definition 37 .

The set of truth values (respecting the $\Theta$-unary rules $r_{u_{1}}$ and $r_{u_{2}}$ ) is

$$
\begin{gathered}
\mathcal{V}_{\mathcal{M}_{\Theta}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle, \\
\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{t}\rangle\}
\end{gathered}
$$

The set of designated truth values is thus:
$\mathcal{D}_{\mathcal{M}_{\Theta}}=\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \neg \neg: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{f}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \neg \neg: \mathrm{t}\rangle\}$
The truth table for $\neg$ is as follows (we write below $\langle x, y, z\rangle$ instead of $\langle\epsilon: x, \neg: y, \neg \neg$ : $z\rangle$ ):

| $\neg \mathcal{M}_{\Theta}$ |  |
| :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle$ | $\emptyset$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\{\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\{\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle\}$ |

and the truth table for $\wedge$ (respecting the $\Theta$-binary rule $r_{b}$ ):

| $\wedge_{\mathcal{M}_{\Theta}}$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ |
| $\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ | $\{\langle\mathrm{t}, \mathrm{f}, \mathrm{f}\rangle,\langle\mathrm{t}, \mathrm{f}, \mathrm{t}\rangle\}$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{f}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ |
| $\langle\mathrm{t}, \mathrm{t}, \mathrm{t}\rangle$ | $\langle\mathrm{f}, \mathrm{t}, \mathrm{f}\rangle$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ | $\mathcal{D}_{\Theta}$ |

It can easily be seen that the PNmatrix $\mathcal{M}$ from Example 37 is easier to read and smaller than the PNmatrix $\mathcal{M}_{\Theta}$. Note that, while $\mathcal{M}$ is in fact an Nmatrix, the PNmatrix $\mathcal{M}_{\Theta}$ contains an empty spot in the truth table of the connective $\neg$.

The soundness and completeness proof in the restricted case is similar to the soundness and completeness proof of the general case. Below we only give the statement of the theorem; the proof can be found in Appendix B

The main difference from the general to the restricted case is that in the latter we can prove that a PNmatrix is an Nmatrix iff it is $\mathcal{U}_{\mathcal{L}}$-analytic (recall Theorem 16 , where we only prove that if the PNmatrix is an Nmatrix, it is $\Theta$-analytic). The proof for analyticity in the restricted case requires a more complicated definition of $\left(\mathcal{U}_{\mathcal{L}^{-}}\right)$analyticity, which is reflected in the introduction of the two sets $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ and $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ and a weaker notion of "satisfaction".

We now denote by $\mathcal{W}$ an arbitrary set of $\mathcal{L}_{\mathcal{U}}$-formulas closed under subformulas. Moreover, an $\mathcal{L}$-sequent $s$ is called a $\mathcal{W}$-sequent if $s u b[s] \subseteq \mathcal{W}$. The set $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ contains all formulas of $\mathcal{W}$ except formulas with an outermost unary connective that are not a proper subformula of another formula in $\mathcal{W}$. The set $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ contains the formulas of $\mathcal{W}$ and all formulas of $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ extended with the unary connectives of $\mathcal{U}_{\mathcal{L}}$. $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ hence contains the "extended material" we will use to define our notion of $\mathcal{U}_{\mathcal{L}}$-analyticity.

Definition 53. The sets $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ and $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ are defined as follows:
$\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})=\mathcal{W} \backslash\left\{\star \psi \in \mathcal{W} \mid \star \in \mathcal{U}_{\mathcal{L}}, \star \psi\right.$ is not a proper subformula of a formula in $\left.\mathcal{W}\right\}$ $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})=\mathcal{W} \cup\left\{\star \psi \mid \star \in \mathcal{U}_{\mathcal{L}}, \psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})\right\}$

A $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$-valuation $v: \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W}) \rightarrow \mathrm{F}_{\mathcal{U}_{\mathcal{L}}} w$-satisfies a $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$-sequent $s$ if there exists some labelled formula $\mathrm{b}: \psi \in s$, such that either
(i) $\psi$ does not have the form $\star \varphi$ and $v(\psi)^{\epsilon}=\mathrm{b}$, or
(ii) $\psi=\star \varphi$ (for some $\star \in \mathcal{U}_{\mathcal{L}}$ and $\varphi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ ) and $v(\varphi)^{\star}=\mathrm{b}$.

Note that $\psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ whenever $\star \psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ for some $\star \in \mathcal{U}_{\mathcal{L}}$.
Example 39. For $\mathcal{U}_{\mathcal{L}}=\{\neg\}$ and $\mathcal{W}=\left\{p_{1}, p_{2}, \neg p_{1}, \neg p_{2}, p_{1} \vee p_{2}, \neg p_{1} \vee p_{2}, \neg\left(p_{1} \vee p_{2}\right)\right\}$, we have

- $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})=\left\{p_{1}, p_{2}, \neg p_{1}, p_{1} \vee p_{2}, \neg p_{1} \vee p_{2}\right\}$, and
- $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})=\mathcal{W} \cup\left\{\neg \neg p_{1}, \neg\left(\neg p_{1} \vee p_{2}\right)\right\}$.

We can now prove soundness and completeness of our calculi (the proofs can be found in Appendix B .

Theorem 18 (Soundness and Completeness). Let $s_{0}$ be a $\mathcal{W}$-sequent and $G$ be a $\mathcal{U}_{\mathcal{L}^{-}}$ simple sequent calculus for $\mathcal{L}$. Then, $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s_{0}$ (cf. Definition 46) iff every $\mathcal{M}_{G}-\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ valuation $w$-satisfies $s_{0}$.

Corollary 9. For every $\mathcal{L}$-sequent $s, \vdash_{G} s$ iff $\vdash_{\mathcal{M}_{G}} s$.
We now define $\mathcal{U}_{\mathcal{L}}$-analyticity by using the set $\mathcal{U}_{\mathcal{L}}$ : we call a sequent calculus $\mathcal{U}_{\mathcal{L}^{-}}$ analytic when for every provable sequent $s$, we can find a proof where the "material" occurring in its proofs consists only of subformulas of the set $\mathcal{U}_{\mathcal{L}}^{+}$:

Definition 54. A $\mathcal{U}_{\mathcal{L}}$-simple calculus $G$ is $\mathcal{U}_{\mathcal{L}}$-analytic if for every $\mathcal{L}$-sequent $s: \vdash_{G} s$ implies that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(s u b[s])} s$.

Moreover, we can now show that we can use $\mathcal{M}_{G}$ to check whether $G$ is $\mathcal{U}_{\mathcal{L}}$-analytic (and vice versa; for the proof see Appendix B):

Theorem 19. A $\mathcal{U}_{\mathcal{L}}$-simple calculus $G$ is $\mathcal{U}_{\mathcal{L}}$-analytic iff $\mathcal{M}_{G}$ is an Nmatrix.
Recall the calculus $G_{H_{R}}$ and its PNmatrix $\mathcal{M}$ from Example 37. Since the PNmatrix $\mathcal{M}$ does not contain an empty set in its truth tables for the connectives (and is an Nmatrix), $G_{H_{R}}$ is $\mathcal{U}_{\mathcal{L}}$-analytic by Theorem 19. The PNmatrix $\mathcal{M}_{\Theta}$ for $G_{H_{R}}$ extracted by the procedure in the general case (see Example 38), however contains an empty set in the truth table for the connective $\neg$. The calculus ${G_{H_{R}}}^{\text {is thus an example of an analytic }}$ calculus for which the general procedure does not extract an Nmatrix. Note that this does not contradict our result for the general case, since we show in Theorem 16 only that if the extracted PNmatrix is an Nmatrix, the corresponding sequent calculus is $\Theta$ analytic. We leave the further analysis of this example and its implication as a question for future research.

Finally, we show the PNmatrix generated in the more restricted case for the calculus $H_{1}$ of Example 34 .

Example 40. Let $H_{1}$ be the calculus obtained by extending $H C L^{+}$with the axioms of Example 34, namely $\left(\mathbf{n}_{\mathbf{1}}\right)$, (b), (k), (c), ( $\left.\mathbf{o}_{\wedge}^{\mathbf{1}}\right)$ and $\left(\mathbf{o}_{\wedge}^{\mathbf{r}}\right)$. Let $G_{H_{1}}$ be the sequent calculus obtained by extending $L K^{+}$with the following rules corresponding to the axioms:

$$
\begin{aligned}
\left(\mathbf{n}_{1}\right) & \left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{t}: \neg p_{1}\right\} \\
(\mathbf{b}) & \left\{\left\{\mathrm{t}: p_{1}\right\},\left\{\mathrm{t}: \neg p_{1}\right\}\right\} /\left\{\mathrm{f}: \circ p_{1}\right\} \\
(\mathbf{k}) & \left\{\left\{\mathrm{f}: p_{1}\right\}\right\} /\left\{\mathrm{t}: \circ p_{1}\right\},\left\{\left\{\mathrm{f}: \neg p_{1}\right\}\right\} /\left\{\mathrm{t}: \circ p_{1}\right\} \\
(\mathbf{c}) & \left\{\left\{\mathrm{f}: \neg \neg p_{1}\right\}\right\} /\left\{\mathrm{f}: p_{1}\right\} \\
\left(\mathbf{o}_{\wedge}^{1}\right) & \left\{\left\{\mathrm{t}: \circ p_{1}\right\}\right\} /\left\{\mathrm{t}: \circ\left(p_{1} \wedge p_{2}\right)\right\} \\
\left(\mathbf{o}_{\wedge}^{\mathbf{r}}\right) & \left\{\left\{\mathrm{t}: \neg p_{1}\right\}\right\} /\left\{\mathrm{t}: \neg\left(p_{1} \wedge p_{2}\right)\right\},\left\{\left\{\mathrm{t}: \neg p_{2}\right\}\right\} /\left\{\mathrm{t}: \neg\left(p_{1} \wedge p_{2}\right)\right\}
\end{aligned}
$$

Let $\mathcal{M}^{\prime}=\mathcal{M}_{G_{H_{1}}}^{\prime}$ be the PNmatrix obtained according to Definition 52. The set of truth values for $\mathcal{M}^{\prime}$ is

$$
\mathcal{V}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \mathrm{o}: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \mathrm{o}: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \mathrm{o}: \mathrm{f}\rangle\}
$$

and the set of designated truth values:

$$
\mathcal{D}_{\mathcal{M}}=\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \mathrm{o}: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \mathrm{o}: \mathrm{f}\rangle\}
$$

Note that in comparison to the PNmatrix $\mathcal{M}$ of Example 34, each truth value is smaller in size and the set of truth values contains less elements. We now only show the truth table for the unary connective $\neg$ and the binary connective $\wedge$ for $\mathcal{M}^{\prime}$ :

| $\neg^{\prime}{ }^{\prime}$ |  |
| :---: | :---: |
| $\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \mathrm{o}: \mathrm{t}\rangle$ | $\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{f}\rangle\}$ |
| $\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \mathrm{o}: \mathrm{t}\rangle$ | $\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ |
| $\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \mathrm{O}: \mathrm{f}\rangle$ | $\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}\rangle,\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{f}\rangle\}$ |


| $\wedge_{\mathcal{M}^{\prime}}$ | $\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle$ | $\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}\rangle$ | $\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{f}\rangle$ |
| :---: | :---: | :---: | :---: |
| $\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \mathrm{O}: \mathrm{t}\rangle$ | $\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ | $\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ | $\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ |
| $\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \mathrm{O}: \mathrm{t}\rangle$ | $\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ | $\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{f}, \circ: \mathrm{t}\rangle\}$ | \{ $\emptyset$ 佼 |
| $\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \mathrm{\circ}: \mathrm{f}\rangle$ | $\{\langle\epsilon: \mathrm{f}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ | $\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{t}\rangle\}$ | $\{\langle\epsilon: \mathrm{t}, \neg: \mathrm{t}, \circ: \mathrm{f}\rangle\}$ |

Note that the truth table for the binary connective $\wedge$ contains an empty set. Hence, by Theorem 19, the sequent calculus $H_{1}$ is not $\mathcal{U}_{\mathcal{L}}$-analytic.

We show an example of a sequent that can only be derived by a cut on a formula that is not contained in $\mathcal{U}_{\mathcal{L}}^{+}$. Consider the following $\mathcal{L}$-sequent

$$
s=\left\{\mathrm{f}: \circ p_{2}, \mathrm{t}: \neg p_{2}, \mathrm{t}: \circ p_{1}\right\}
$$

and the sets $\mathcal{U}_{\mathcal{L}}^{-}(s u b[s])=\left\{p_{1}, p_{2}\right\}$ and $\mathcal{U}_{\mathcal{L}}^{+}(s u b[s])=\left\{p_{1}, p_{2}, \circ p_{1}, \circ p_{2}, \neg p_{1}, \neg p_{2}\right\}$. We show that $s$ can only be proven with an application of (cut) on a formula that is not contained in $\mathcal{U}_{\mathcal{L}}^{+}(s u b[s])$. A derivation with (cut) is as follows:

$$
\begin{aligned}
& \begin{array}{c}
\left\{\mathrm{f}: p_{2}, \mathrm{t}: \circ p_{1}, \mathrm{t}: p_{2}\right\} \\
\frac{\left\{\mathrm{f}: p_{2}, \mathrm{t}: \circ p_{1}, \mathrm{t}: \psi \wedge p_{1}\right\}}{\left\{\mathrm{f}: p_{2}, \mathrm{t}: \circ p_{1}, \mathrm{t}: p_{1}\right\}}(\mathrm{t}: \circ) \\
(*)\left\{\mathrm{f}: \circ\left(p_{2} \wedge p_{1}\right), \mathrm{f}: p_{2}, \mathrm{t}: \circ p_{1}\right\}
\end{array} \frac{\left\{\mathrm{f}: p_{2}, \mathrm{f}: \neg p_{1}, \mathrm{t}: \neg p_{1}\right\}}{\left\{\mathrm{f}: p_{2}, \mathrm{t}: \circ p_{1}, \mathrm{t}: \neg p_{1}\right\}}(\mathrm{t}: \circ) \\
& \frac{\left\{\mathrm{f}: p_{2}, \mathrm{t}: \circ p_{1}, \mathrm{t}: \neg\left(\psi \wedge p_{1}\right)\right\}}{(\mathrm{t}: \neg \wedge)}(\mathrm{f}: \circ)
\end{aligned}
$$

Note that the cut formula $\circ\left(p_{2} \wedge p_{1}\right)$ is not contained in $\mathcal{U}_{\mathcal{L}}^{+}(s u b[s])$.

### 6.6.1 Tool: Paralyzer

Paralyzer (PARAconsistent logics anaLYZER) implements the procedure for the restricted case introduced in Section 6.6. It takes as input Hilbert axioms given by the grammar in Definition 49 that are specified in the language of the positive fragment of classical propositional logic extended by two new unary connectives. The axioms are transformed into equivalent logical sequent rules and a finite-valued, non-deterministic semantics is generated for the calculus obtained by adding these new rules to $L K^{+}$. Moreover, an encoding of the new calculus in Isabelle is produced, which can be used to perform interactive proof search.

Paralyzer can handle the logics that are described by Hilbert calculi which belong to the family $\mathbb{H}_{R}$. Examples are classical propositional $\operatorname{logic} \mathbf{C l}$, but also paraconsistent logics known as C-systems, e.g. B, BK, bC.

The system is available at

> http://www.logic.at/tinc/webparalyzer/

## Example

The main page of the tool is illustrated in Figure 6.1. The user enters (1) a set of axioms and (2) the base calculus, i.e., the calculus that will be extended with the generated rules. The default option for the base calculus is $L K^{+}$, see Table 6.1. A second option is the calculus for BK, see Table 6.4.

After the user has provided (1) and (2), the results (the sequent rules equivalent to the input axioms, the associated semantics, and a link to the IATEX-paper containing the Isabelle-encoding) are presented in a pop-up window, see Figure 6.2. Regarding the text representation, note that $G$ and $D$ in the rules stand for multisets of formulas $\Gamma$ and $\Delta$. In the PNmatrix, V_M indicates the possible set of truth values for the PNmatrix M. A tuple $\left\langle\varphi: x, \star_{1} \varphi: y, \star_{2} \varphi: z\right\rangle$ with $x, y, z \in\{0,1\}$ is abbreviated as xyz. Note that we use 0 for $f$ and 1 for $t$. Moreover, we only consider truth values with three elements in the

## TINC - Paralyzer
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Figure 6.1: Main screen of Paralyzer

Paralyzer output - i.e., even if we extend our language only by one connective $\star_{1}$, we have a second "dummy" connective $\star_{2}$ in our Nmatrix. The generation of the (smaller) Nmatrix with only one connective is in fact also implemented, but was abandoned due to code maintenance reasons at a later stage.

When the program is started via the command-line, the user types compute, enters the axiom and the base calculus ( 0 for $L K^{+}, 2$ for $G_{k}$ ). The following is an example output:
?- compute.

${ }^{\prime} * 1 \prime\left({ }^{\prime} * 1\right.$, a) $->$ a.
|: 2 .

Equivalent Logical Rule(s):
$\mathrm{G}, * 1 \mathrm{a}=>\mathrm{D} \quad \mathrm{G}=>\mathrm{a}, \mathrm{D} \quad \mathrm{G}=>\mathrm{b}, \mathrm{D}$
$\mathrm{G}, * 1(\mathrm{a} \& \mathrm{~b})=>\mathrm{D}$
$G=>* 1 \mathrm{a}, \mathrm{D}$
-------------------------------
$\mathrm{G}=>* 1$ (a\&b), D

G $=>* 1 \mathrm{~b}, \mathrm{D}$
---------------------------------
$\mathrm{G}=>* 1$ (a\&b), D


Figure 6.2: Dialog box - left: set of logical rules; right: semantics in form of a PNmatrix

```
G,a =>D
------------------------------
G,*1*1 a =>D
V_M: {011,101,110}
== Truth Tables ==
\begin{tabular}{|c|c|c|}
\hline & & \\
\hline <011,011>: \{011\} & <011,011>: \{011\} & for <011, 011>: \(\{101,110\}\) \\
\hline <011,101>: \{011\} & for <011,101>: \(\{101,110\}\) & for <011,101>: \(\{101,110\}\) \\
\hline <011,110>: \{011\} & for <011,110>: \(\{101,110\}\) & for \(\langle 011,110\rangle\) : \(\{101,110\}\) \\
\hline r <101,011>: \{011\} & for <101,011>: \{101,110\} & for <101,011>: \{011\} \\
\hline <101,101>: \{101\} & for \(\langle 101,101\rangle\) : \(\{101,110\}\) & for <101,101>: \(\{101,110\}\) \\
\hline <101,110>: \{\} & for \(\langle 101,110\rangle\) : \(\{101,110\}\) & for \(\langle 101,110\rangle\) : \(\{101,110\}\) \\
\hline r <110,011>: \{011\} & for <110,011>: \(\{101,110\}\) & for \(\langle 110,011\rangle\) : \{011\} \\
\hline or <110,101>: \{110\} & for \(\langle 110,101\rangle\) : \(\{101,110\}\) & for <110,101>: \{101,110 \\
\hline for \(\langle 110,110\rangle\) : \{110\} & for \(\langle 110,110\rangle\) : \(\{101,110\}\) & for \(\langle 110,110\rangle\) : \(\{101,110\}\) \\
\hline
\end{tabular}
```

```
*1: *2:
for <011>: {101} for <011>: {101,110}
for <101>: {011} for <101>: {101,110}
for <110>: {101,110} for <110>: {011}
```


## Implementation Details

Paralyzer is implemented in Prolog. The implementation consists of 13 files and roughly 2700 lines of code (including documentation) and follows the general TINC-structure described in Chapter 3 (recall Figure 3.5). The instantiation of the general TINCstructure for Paralyzer is depicted in Figure 6.3.


Figure 6.3: Implementation details Paralyzer

Input and checkInput. The input for Paralyzer is a Hilbert axiom and the base calculus, which are provided as parameters to the first component, CHECKInput.

The user can select the base calculus for the algorithm out of two options: the default option $L K^{+}$(see Table 6.1) or the calculus $G_{k}$ for BK, which is depicted in Table 6.4 Note that if $G_{k}$ is selected as base calculus, also the invertibility of the rules $(\circ \Rightarrow)$ and $(\Rightarrow \circ)$ is exploited when computing the equivalent logical rules.

The syntax of the Hilbert axiom given as input is as follows:

- the letters a, b for (atomic) formulas
- logical connectives: \& (and), v (or), -> (implication) and $* 1$, $* 2$ (unary connectives)
- a semicolon ; to concatenate axioms
axioms2tex implements a syntactic check by using a definite clause grammar to determine whether the input formula only contains axioms that fall into the grammar in Definition 49.1. axiomCheckConditions determines whether the axioms obey the conditions regarding positively and negatively occurring subformulas in Definition 49, 2.

COMPUTERULES and EXPloit. If the input formula provided by the user passes all syntactic checks it can be processed by the second component COMPUTERULES, which contains the implementation of the algorithm introduced in Theorem 14, axioms2rules transforms the axioms given as input into equivalent sequent rules. Its core is the method axiom2logical:

Code Example 5. In Paralyzer, the central point to start the transformation procedure is axiom2logical, which calls is_logical_rule and is_rule_completion:

```
%% axiom2logical(+Axiom, -Logical, +Predefined)
%% + ... parameter given as input, - ... return value
%% creates the logical rule from an axiom
%% Axiom ... list of axioms provided by the user
%% Logical ... Logical rule after applying the algorithm
%% Predefined ... flag=1 if *2 is an invertible connective
axiom2logical(Axiom, Logical1, Predefined) :-
    %start with the axiom in the succedent of the conclusion
    Conclusion = [[[],[Axiom]]],
    %is_logical_rule decomposes the axiom in the conclusion
    is_logical_rule(Conclusion, ConFinal, Predefined),
    %if the conclusion after the decomposition contains axioms,
    %they are removed
    removeAxioms(ConFinal, ConFinal1),
        %is_rule_completion implements the Ackermann lemma
        is_rule_completion(ConFinal1, Logical),
            %premises containing formulas that do not occur in the
            %conclusion are removed
    removeNoSubformulaPremises(Logical, Logical1).
%% is_logical_rule(+Axiom, -ConFinal, +Predefined)
%% decomposes the axiom by repeatedly applying the invertible rules
%% Axiom ... list of axioms provided by the user
%% ConFinal ... conclusion of the rule
%% Predefined ... flag=1 if *2 is an invertible connective
is_logical_rule([],[],_).
is_logical_rule([H|T], ConFinal,Predefined) :-
    %we start to decomponse the first formula in the list
    apply_invertibility([H], ConFinal1,Predefined),
            %recursive call of the method
        is_logical_rule(T, ConFinal2,Predefined),
            %concatenation of the decomposed formulas into one list (return value)
        append(ConFinal1, ConFinal2, ConFinal).
```

apply_invertibility then implements the recursive application of invertible rules to decompose the axiom, while is_rule_completion contains the implementation of the Ackermann lemma: it determines the formula that will be introduced in the conclusion of the rule and shifts the other formulas to the premise(s).

We show parts of the implementation of apply_invertibility:

```
%% apply_invertibility(+Axiom, -ConFinal, +Predefined)
%% starts application of invertible rules to the axiom
%% checks if the outermost connective is invertible (is_invertible) and
%% applies either invertible-right-rules or invertible-left-rules
%% Axiom ... axiom provided by the user
%% ConFinal ... Conclusion of the form [Antecedent,Succedent]
%% Predefined ...flag=1 if *2 is an invertible connective
apply_invertibility([], [],_).
apply_invertibility([[A,S]|T], ConFinal,Predefined) :-
    %checks if outermost connective of succedent is invertible
    is_invertible(S,Predefined),
    %decompose succedent if connective is invertible right
    is_invertible_right([A,S], F,Predefined),
    % concatenate 'new' [A,S] with rest of the list
    append(F, T, CF1),
    % recursive call for decomposition
    apply_invertibility(CF1, ConFinal,Predefined).
%% is_invertible_right(+Conclusion, -Final, +Predefined),
%% applies the invertible rules (->,r), (v,r),(&,r)
%% (and (*2,r) if Predefined=1)
%% Conclusion ... conclusion of the form [Antecedent, Succedent]
%% Final ... list of conclusions of the form [[A,S],[A,S],...]
%% see e.g. (&,r) which creates two rules!
%% Predefined ... flag=1 if *2 is an invertible connective
%% (->, r): => A -> B .. A => B
is_invertible_right([A, S], F,_) :-
    member(Ax1 -> Ax2, S), %checks if Ax1->Ax2 is contained in S
    remove(Ax1 -> Ax2, S, S1), %if yes, remove Ax1->Ax2
    append([Ax2], S1, S2), %concatenate Ax2 to new succedent
    append([Ax1], A, A1), %concatenate Ax1 to new antecedent
    F = [[A1, S2]]. %return value
```

$\% \%$ the other rules are omitted

The third component Exploit contains an implementation of the following things:

- isMatrix extracts a PNmatrix out of the newly generated calculus.
- isAnalytic uses the PNmatrix generated in the previous step to check the analyticity of the calculus.
- encodingOut constructs a formalization of the calculus in the language of the generic proof assistant Isabelle [174] that allows to perform interactive proof search. The encoding is a shallow embedding (recall the explanation of a shallow versus a deep embedding in Section 3.3). It is created by using the existing Isabelleencoding of the propositional sequent calculus $L K$ (without the rules for negation) by Lawrence Paulson, and by translating the newly constructed rules into a corresponding encoding as follows: $\sim\left(+\right.$, resp.) is used to denote $\star_{1}$ ( $\star_{2}$, resp.). Upper-case letters denote single formulas, while upper-case letters preceded by $\$$ denote (possibly empty) sequences of formulas. Rule premises are encoded left of ==> (within brackets [I, I] and semicolon-separated (;) in case of multiple premises) while the conclusion is right of $==>$. See Figure 6.4 for examples of rules and their corresponding Isabelle-encodings as created by Paralyzer.

| $\left(\Rightarrow \star_{1}\right)$ | $\frac{\begin{array}{c} \text { Rules } \\ \Gamma, \varphi \Rightarrow \Delta \\ \Gamma \Rightarrow \star_{1} \varphi, \Delta \end{array}}{\substack{ \\ \hline \\ \hline}}$ | Encoded rules <br> \$H, P \|- \$E, \$F ==> \$H |- \$E, ~P, \$F |
| :---: | :---: | :---: |
| $\left(\Rightarrow \star_{2}\right)$ | $\frac{\Gamma, \varphi, \star_{1} \varphi \Rightarrow \Delta}{\Gamma \Rightarrow \star_{2} \varphi, \Delta}$ | \$H,P,~P I- \$E,\$F ==> \$H I- \$E,+P,\$F |
| $\left(\star_{2} \Rightarrow\right)$ | $\frac{\Gamma \Rightarrow \varphi, \Delta \quad \Gamma \Rightarrow \star_{1} \varphi, \Delta}{\Gamma, \star_{2} \varphi \Rightarrow \Delta}$ | $\begin{gathered} {[\|\$ H, \$ G\|-\$ E, P ; \$ H, \$ G \mid-\$ E, \sim P \text { I] }} \\ ==>\$ H,+P, \$ G \mid-\$ E \end{gathered}$ |

Figure 6.4: Sequent rules for $\star_{1}=\neg$ and $\star_{2}=\circ$ of BK and their Isabelle-encoding

Code Example 6. In the following code example, we show the implementation of isAnalytic. We check for each connective of the PNmatrix (And,Or,Implies, Star1, Star2) if its truth table contains an empty spot (hasEmptySpot):

```
%% isAnalytic(+PNmatrix,-EmptySpot)
%% + ... parameter given as input, - ... return value
%% PNmatrix ... contains the PNmatrix
%% EmptySpot ... Flag; analytic = 1, non-analytic = 0
isAnalytic([_, [], _, _, _, _, _], 1).
isAnalytic([_, _, And, Or, Implies, Star1, Star2], EmptySpot) :-
    hasEmptySpot(And, ESA),
    ( ESA \= 1 -> hasEmptySpot(Or, ESO),
```

```
    ( ESO \= 1 -> hasEmptySpot(Implies, ESI),
        ( ESI \= 1 -> hasEmptySpot(Star1, ES1),
            ( ES1 \= 1 -> hasEmptySpot(Star2, EmptySpot)
                ; EmptySpot = 1 )
                    ; EmptySpot = 1 )
                            ; EmptySpot = 1 )
                            ; EmptySpot = 1 ).
%% hasEmptySpot(+TruthTable,-EmptySpot)
%% TruthTable... truth table for a connective
%% EmptySpot ... Flag; empty spot = 1
hasEmptySpot([], 0).
hasEmptySpot([[_, Values]|T], EmptySpot) :-
    ( Values = [] -> % if there is an empty spot
    EmptySpot = 1 % flag is set to 1 (return value)
    hasEmptySpot(T, EmptySpot) % else, we check the other values
    ).
```

Output and PrintOutput. The last component printOutput contains the methods for creating a text representation of the calculus and its semantics on the commandline or web interface (printRules); moreover, the generated $\mathrm{AT}_{\mathrm{E}} \mathrm{EX}$-paper contains the resulting calculus (and information, whether it is analytic or not), its PNmatrix and the Isabelle-encoding (texOut).

## CHAPTER

## Conclusion

### 7.1 Summary

Motivated by the desire to provide results and tools for the automated investigation of substructural, intermediate and paraconsistent propositional logics, the core of our work is a general method to construct analytic calculi in various formalisms. This method, which is a generalized version of the systematic procedure in [53], is depicted in Figure 7.1 (cf. Chapter 33). Our approach works for logics that are described by adding properties in the form of Hilbert axioms or frame conditions to a suitable base logic. The properties are then translated into rules by a central transformation procedure, which relies on (a) the invertibility of the logical rules of the calculus and (b) the Ackermann lemma. Our calculi are obtained by adding these rules to the calculus for the base logic.


Figure 7.1: Our approach to define analytic calculi

We instantiated this general method for certain classes of intermediate and paraconsistent logics to automatically generate analytic calculi for them (for substructural logics, this is done in [53]) and use the obtained calculi to establish interesting properties for the formalized logics. We introduced the framework TINC (Tools for the Investigation of Non-Classical logics), where (most of) our procedures are implemented.

For substructural logics, we considered Monoidal t-norm logic MTL and the axiomatic extensions with axioms within the class $\mathcal{P}_{3}$. The procedure in 53 automatically generates analytic hypersequent calculi for these logics, transforming the axioms into equivalent structural hypersequent rules. We investigated the resulting calculi and identified a large class of rules (called convergent), whose corresponding logics are standard complete.

We presented two approaches to introduce analytic calculi for intermediate logics, differing in their starting points: the first transforms Hilbert axioms - the syntactic specification of the logic - into hypersequent rules, the latter defines labelled calculi by turning frame conditions - the semantic characterization of the logic - into labelled rules. Both methods are instantiations of the general approach. For the first method, we defined a general pattern that combines an algorithm with a heuristic to find logical hypersequent rules for axioms of a certain form. As a case study, we applied this procedure to the logic $\mathbf{B d}_{2}$, hence introducing the first cut-free hypersequent calculus for it. The second method, which is inspired by [77], transforms frame conditions of a certain shape into equivalent labelled rules. Moreover, we provided uniform proofs of soundness, completeness and cut elimination for the resulting calculi.

We then considered paraconsistent logics that are described by means of Hilbert systems of a specific form. These Hilbert systems are defined by (i) extending the language of classical propositional logic with finitely many unary connectives and (ii) adding to the positive fragment of classical propositional logic axioms of a certain shape. Examples of Hilbert systems described this way are the standard system for classical propositional logic, or systems for logics of formal inconsistency (in particular, C-systems). We introduced a systematic two-step-procedure to generate sequent calculi and semantics for these logics. The first step is an instantiation of the general method: we transform Hilbert axioms describing the logic into equivalent logical rules, i.e. rules mentioning at least one unary connective. Based on the obtained calculi, in the second step the procedure extracts semantics in the form of PNmatrices. We used the extracted semantics to reason about the decidability of the logics and analyticity of the obtained calculi.

Last but not least, we created the framework TINC, which stands for Tools for the Investigation of Non-Classical logics. TINC currently contains three tools which implement (some of) the procedures to generate analytic calculi: AxiomCalc implements the method from [53] to obtain analytic calculi for substructural logics and checks whether the corresponding logic is standard complete. Framinator implements the transformation procedure for intermediate logics to translate frame conditions into equivalent labelled sequent calculus rules. Finally, the tool Paralyzer implements the two-step procedure
for transforming (a restricted class of) Hilbert axioms into equivalent logical rules and extracting the semantics automatically.

### 7.2 Some Open Questions

The results developed in this thesis provide first steps towards a systematic investigation of non-classical logics. Naturally, these results raise further questions. In the following, we discuss some of these questions and shed light on future research directions.

## Q1: Can our method capture more/other non-classical logics?

Yes. In fact, this is ongoing research and substructural, intermediate and paraconsistent logics were just among the first classes of non-classical logics that we have considered. Therefore it would be very interesting to extend our method(s) to capture
(i) more complicated formulas describing substructural or intermediate logics, and/or
(ii) other non-classical logics, like e.g. (first-order) modal logics, temporal logics or conditional logics (note that some of these logics are covered in [60]).

Regarding (i), recall that a classification of Hilbert axioms describing substructural logics (called substructural hierarchy) has been introduced in 53. Any Hilbert axiom within the classes $\mathcal{N}_{2}$ and (in presence of weakening) $\mathcal{P}_{3}$ of the substructural hierarchy is transformed into equivalent (hyper)sequent rules by the procedure in 53]. A similar classification of frame conditions specifying intermediate logics has been presented in Chapter 5. Our method transforms any frame condition within the class $\Pi_{2}$ of this classification into an equivalent labelled sequent rule. The respective classes of these hierarchies account for the difficulty to deal with the corresponding axioms or frame conditions proof-theoretically. However, as already mentioned in Section 4.2 (and Section 5.4), not all Hilbert axioms (and frame conditions) are formulas within the class $\mathcal{P}_{3}$ $\left(\Pi_{2}\right)$ that can be transformed with existing procedures. Examples are the Hilbert axiom describing Łukasiewicz logic or the frame condition specifying the Kreisel-Putnam logic KP, which are beyond $\mathcal{P}_{3}\left(\Pi_{2}\right)$.

In general, there are two main factors in our method that can be changed to capture properties beyond the levels $\mathcal{N}_{2}$ and $\mathcal{P}_{3}$ :

The first factor is the formalism for the base calculus. Most of the results so far are established for the framework of sequent or hypersequent calculus (see e.g. [53, 63]), but this is not the only possibility. For example, in [60] an analogous method has been used for the framework of display calculus. Further formalisms could e.g. be nested sequent calculus [42, 83, or the calculus of structures [97]. The fundamental criteria for the selection of the base calculus are: (a) a separation of logical and structural rules in the calculus and the possibility to assign polarity to the connectives (or quantifiers) of the logic, and (b) the existence of identity axioms and the cut rule. Based on that, we can determine the invertibility of the logical rules and formulate a classification and a suitable version of the Ackermann lemma, which are both required for the transformation procedure.

Second, following the spirit of our results in Chapters 5 and 6, we can change the transformation procedure to generate logical instead of structural rules. The addition of logical rules to the base calculus however requires some additional investigation. Since new logical rules interact with all the existing rules of the calculus mentioning the same connectives, it is more difficult to provide a uniform proof of cut elimination. A possibility is to find sufficient conditions of the calculi for cut elimination, as has been done e.g. in [147, 119]. Alternatively, an ad-hoc syntactic proof (as introduced in Section 5.3) or suitable semantic methods (as in [113] or by using tools like PNmatrices in Chapter 6) are needed to get a view on the obtained calculus as a whole.

Of course our method can also be extended in other ways to cover more logics. Possible inspirations could be other (semi-)automated procedures, such as the methods introduced in [113, 118, 116, 125 where formulas (Hilbert axioms or frame conditions) are translated into structural or logical rules, or the method in [135], which transforms frame conditions into systems of labelled rules.
Q2: How can we combine TINC with existing systems?
TINC and its tools implement (most of) the theoretical results established in this PhD thesis. One interesting research direction is thus to think of possible applications of the (encoded) calculi that are automatically generated by AxiomCalc, Framinator or Paralyzer. The calculi produced by Paralyzer are already encoded in Isabelle [174] to allow semi-automated proof search. Naturally, encodings of the calculi for $C O Q$ [37], TWELF [149] or other reasoners could be generated in an analogous way.

Two interesting tools that could be used in combination with TINC are TATU 138 and $\operatorname{MetTe} L^{2}$ [167] (see also Section 3.3). The investigative tool TATU takes as input a calculus encoded in SELLF [137] and then checks whether the specified proof system admits cut elimination. This could be very useful in combination with the generation of logical rules (see Q1 and Q4). Both TATU 138 and the tableau prover MetTe ${ }^{2}$ could also be used to perform automated proof search in (a suitable encoding of) our calculi.
Q3: Can we show standard completeness for other logics?
In Chapter 4, we introduced the notion of convergent rules for the hypersequent rules that are generated from axioms that are within the class $\mathcal{P}_{3}$ of the substructural hierarchy. We showed standard completeness for any propositional logic extending MTL with a set of axioms having equivalent convergent rules. In [27], the notion of convergent rules was extended to calculi for first-order substructural logics. The results led to standard completeness proofs for axiomatic extensions of first-order MTL. As shown in [27], convergency of rules is however not a necessary condition for density elimination (and, hence, for standard completeness). An interesting research direction would be to extend the notion of convergency to obtain a necessary and sufficient condition for density elimination.

Note that the condition of convergent rules is also too weak to ensure density elimination for (propositional or first-order) hypersequent calculi that do not contain the rules for weakening, i.e. $(w, l)$ and $(w, r)$. These calculi characterize extensions of Uninorm Logic UL [128], i.e., MTL without weakening. Until recently, mostly calculi-tailored proofs of
density elimination (and standard completeness) have been available for weakening-free logics, see [128, 171, 25]. A first general density elimination proof has been introduced in [26], where standard completeness is proved for a large class of extensions of UL with many axioms within $\mathcal{N}_{2}$. Note however, that axioms within the class $\mathcal{P}_{3}$ still cannot be covered by this method (and neither all the axioms of the class $\mathcal{N}_{2}$ ). An interesting question here would indeed be to identify a class of $\mathcal{P}_{3}$ axioms that, when added to UL, lead to standard complete logics.

Q4: Can we provide a fully automated procedure for the introduction of logical hypersequent rules that preserve analyiticity?

In the first part of Chapter 55, we transformed Hilbert axioms of a specific form into equivalent logical hypersequent rules using a heuristics. Since the addition of logical rules to the base calculus might destroy cut elimination, we had to provide an ad-hoc proof of cut elimination for the newly obtained calculus.

One possibility to design a fully automated procedure is to find suitable conditions for the preservation of analyticity that can be checked, similar e.g. to the convergency condition for standard completeness. It would also be interesting to use the results from [116] and see to which extent they can be used for our calculi. An alternative would be to implement the generation of the calculi in TINC and use tools such as TATU to reason about the analyticity of the calculi.
Q5: Can we define analytic calculi and non-deterministic semantics for a larger class of paraconsistent logics?

In fact, step 1 of the procedure in Chapter 6 (the systematic introduction of calculi) could be easily adapted to capture e.g. paraconsistent logics extending intuitionistic logic, substructural paraconsistent logics or first-order logics. However, we currently have no uniform method to show that the generated calculi are indeed analytic. The construction of the corresponding PNmatrices (step 2) would also require a deeper investigation, and this is currently the main theoretical problem for extending our work. For the time being there is indeed no theory of PNmatrices for first-order logics, intuitionistic logics or substructural logics (that, in fact, also lack a theory of Nmatrices).

Moreover, step 2 of our procedure works only for logics characterized by finitelyvalued partial non-deterministic matrices. Some paraconsistent logics can however only be characterized by infinitely-valued (partial) non-deterministic matrices, e.g. logics defined by Hilbert systems that include the axioms (1) $\neg(\varphi \wedge \neg \varphi) \supset \circ \varphi$ or (d) $\neg(\neg \varphi \wedge \varphi) \supset$ $\circ \varphi$ (cf. Table 6.2, Chapter 6). For such logics, step 1 of our procedure still works, but we cannot extract semantics in form of PNmatrices out of it. A similar problem was addressed in [17, where the modular procedure from [16, 18 has been extended to construct infinitely-valued Nmatrices and equivalent sequent calculi for logics including these "problematic" axioms. An interesting open question is if we can - and if yes, how to - similarly extend our procedure to these logics.

## APPENDIX

## Substructural Logics

The proofs in this appendix belong to Section 4.3. We prove that HMTL (the hypersequent calculus for MTL, see Table 4.4) extended with any set of convergent rules (see Definition 24) admits density elimination.

Lemma 3. Let $R$ be any set of convergent rules extending the calculus HMTL and let $H$ be the calculus defined by $H M T L+R$.

1. Any derivation $d$ of $H$ can be transformed into a derivation of $\left.H^{p} / \alpha\right]^{l}\left[{ }^{p} / \Rightarrow \alpha\right]^{r}$, for any formula $\alpha$ and propositional variable $p$.
2. Let $d^{\prime}$ and $d_{1}$ be derivations of $G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p$ (where $p \notin G^{\prime}, \Sigma, \Pi, \Lambda$ ) and $G^{\prime} \mid \Theta, \Delta \Rightarrow \Psi$. We can find a derivation of $G^{\prime}|\Theta, \Lambda \Rightarrow \Psi| \Sigma, \Delta \Rightarrow \Pi$.

Proof. 1. Let $d_{\alpha}$ be the derivation $d$ where $p$ is replaced with $\alpha$. By induction on $\left|d_{\alpha}\right|$. When $d_{\alpha}$ ends in an initial sequent, we are done. Otherwise, consider the last inference rule $r^{\prime}$ in $d_{\alpha}$. Let $r^{\prime}$ be any logical or structural rule of $H M T L$ or $r^{\prime} \in R$. The claim holds since all rules of $H M T L$ and convergent rules (that are completed rules) are substitutive (recall Definition 17).
2. By 1. and $d^{\prime}$ we have a derivation $d_{2}$ of $G^{\prime}|\Sigma, \odot \Delta \Rightarrow \Pi| \Lambda \Rightarrow \odot \Delta$ where $\odot \Delta$ stands for the multiplicative conjunction $\cdot$ of the formulas in $\Delta$ (note that $p \notin G^{\prime}, \Sigma, \Pi, \Lambda$ ). The desired derivation follows by applying (cut) to $G^{\prime}|\Theta, \Lambda \Rightarrow \Psi| \Delta \Rightarrow \odot \Delta$ and the end hypersequent of

$$
\begin{array}{cc}
\begin{array}{c}
\vdots \\
\vdots d_{2} \\
G^{\prime}|\Sigma, \odot \Delta \Rightarrow \Pi| \Lambda \Rightarrow \odot \Delta
\end{array} & G^{\prime} \mid \Theta, \Delta \Rightarrow \Psi \\
G^{\prime}|\Theta, \Lambda \Rightarrow \Psi| \Sigma, \odot \Delta \Rightarrow \Pi & (\cdot, l),(e w) \\
(c u t)
\end{array}
$$

In the following proof, we denote by $S_{i}^{*}$ the sequent $S_{i}\left[{ }^{p} / \Lambda\right]^{l}[p / \Sigma \Rightarrow \Pi]^{r}$, and by $G^{*}, H^{*}$, the hypersequents $G, H$, where the same substitution is applied to each one of their components.

Theorem 4 (Density elimination). HMTL extended with any set $R$ of convergent rules admits density elimination.

Proof. To perform density elimination, it is sufficient to repeatedly remove topmost applications of $(D)$. Let $d$ be a derivation in $H M T L+(D)+R$ ending in an application of $(D)$, with $d^{\prime}$ the $(D)$-free derivation ending in $G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p$, i.e.:

$$
\begin{gathered}
\vdots d^{\prime} \\
\frac{G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p}{G^{\prime} \mid \Sigma, \Lambda \Rightarrow \Pi}(D)
\end{gathered}
$$

Since convergent rules are completed rules of a particular form, they preserve cut elimination when added to $H M T L$. Hence we assume that $d^{\prime}$ is cut-free.

Claim: For each hypersequent $H$ in $d^{\prime}$ that is not a p-axiom, one can find a $(D)$-free derivation of $G^{\prime} \mid H^{*}$.

The result on density elimination follows from this claim as follows: Let $H$ be $G^{\prime} \mid$ $\Lambda \Rightarrow p \mid \Sigma, p \Rightarrow \Pi$. From the claim we get that $G^{\prime}\left|G^{\prime}\right| \Lambda, \Sigma \Rightarrow \Pi \mid \Lambda, \Sigma \Rightarrow \Pi$ is derivable (note that $\left(G^{\prime}\right)^{*}=G^{\prime}$ by the eigenvariable condition on $p$ ). The desired proof of $G^{\prime} \mid \Lambda, \Sigma \Rightarrow \Pi$ follows by multiple applications of $(e c)$.

The proof of the claim proceeds by induction on the height of the cut-free subderivation $d_{H}$ of $H$ in $H M T L+R$. We distinguish cases according to the last rule $r$ applied in $d_{H}$. When $\left|d_{H}\right|=0$, or when $r$ is $(e c)$ or $(e w)$, we are done after an application to the induction hypothesis. Otherwise, consider the following cases:

Suppose that $r$ is any rule except for $(c o m),(e c),(e w)$ or a convergent rule:

$$
\frac{G\left|S_{1} \ldots \quad G\right| S_{m}}{\substack{G \mid S}}
$$

and $G \mid S$ does not contain a p-axiom. Hence, also no $G \mid S_{i}$ for $i \in\{1, \ldots, m\}$ contains a p-axiom. Then by inductive hypothesis, we get a derivation of $G^{\prime}\left|G^{*}\right| S_{i}^{*}$ for any premise $G \mid S_{i}$. The claim follows by application of $r$ and $(e c)$, if needed.

Suppose that $r$ is (com). We have to distinguish two cases: First, suppose that none of the premises contains a p-axiom. Then the claim follows by applications of the inductive hypothesis and (com), e.g.:

$$
\begin{array}{cc}
\vdots d_{1} & \vdots d_{2} \\
G \mid \Gamma_{1}, \Gamma_{2} \Rightarrow p & G \mid \Delta_{1}, \Delta_{2}, p^{k} \Rightarrow \Psi \\
\hline G\left|\Gamma_{1}, \Delta_{1}, p^{k} \Rightarrow \Psi\right| \Gamma_{2}, \Delta_{2} \Rightarrow p & (\mathrm{com})
\end{array}
$$

Then by inductive hypothesis we have:

$$
\vdash_{H M T L} G^{\prime}\left|G^{*}\right| \Gamma_{1}, \Gamma_{2}, \Sigma \Rightarrow \Pi \quad \text { and } \vdash_{H M T L} G^{\prime}\left|G^{*}\right| \Delta_{1}, \Delta_{2}, \Lambda^{k} \Rightarrow \Psi
$$

Hence by (com), $\vdash_{\text {нмтL }} G^{\prime}\left|G^{*}\right| \Gamma_{1}, \Delta_{1}, \Lambda^{k} \Rightarrow \Psi \mid \Gamma_{2}, \Delta_{2}, \Sigma \Rightarrow \Pi$.
For the second case, suppose that one premise contains a p-axiom, e.g.

$$
\frac{G\left|\Gamma_{1}, \Gamma_{2}, p^{l} \Rightarrow p \quad G\right| \Delta_{1}, p^{(k-l)}, \Delta_{2} \Rightarrow \Psi}{G\left|\Gamma_{1}, \Delta_{1}, p^{k} \Rightarrow \Psi\right| \Gamma_{2}, \Delta_{2} \Rightarrow p}(\mathrm{com})
$$

We show how to obtain a ( $D$ )-free derivation of

$$
G^{\prime}\left|G^{*}\right| \Gamma_{1}, \Delta_{1}, \Lambda^{k} \Rightarrow \Psi \mid \Gamma_{2}, \Delta_{2}, \Sigma \Rightarrow \Pi
$$

By the inductive hypothesis, we get a derivation $d_{1} \vdash_{\text {HMTL }} G^{\prime}\left|G^{*}\right| \Delta_{1}, \Lambda^{(k-l)}, \Delta_{2} \Rightarrow$ $\Psi$. By applying Lemma 32 to $d_{1}$ and to $d^{\prime} \vdash_{H M T L} G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p$, we get a derivation of $G^{\prime}\left|G^{*}\right| \Delta_{1}, \Lambda^{k-l+1} \Rightarrow \Psi \mid \Delta_{2}, \Sigma \Rightarrow \Pi$.

The desired derivation of $G^{\prime}\left|G^{*}\right| \Gamma_{1}, \Delta_{1}, \Lambda^{k} \Rightarrow \Psi \mid \Gamma_{2}, \Delta_{2}, \Sigma \Rightarrow \Pi$ is then obtained by applications of $(w, l)$.

Finally, suppose that $r$ is a convergent rule of the form

$$
\frac{G\left|S_{1} \ldots \quad G\right| S_{m}}{G} \begin{array}{l|l|l|}
\hline
\end{array}
$$

and that the conclusion of $r$ contains no p -axiom. We show how to find a derivation of

$$
G^{\prime}\left|G^{*}\right| C_{1}^{*}|\cdots| C_{q}^{*}
$$

Take a premise $G \mid S_{i}$. If $G \mid S_{i}$ is not a p-axiom, the inductive hypothesis gives us a derivation of $G^{\prime}\left|G^{*}\right| S_{i}^{*}$. Note that this is always the case when $R\left(S_{i}\right)=\emptyset$, and when $G \mid S_{i}$ is a 0 -pivot as in the latter case the metavariables instantiated to obtain $S_{i}$ are all included in one component of the conclusion. Thus, if $G \mid S_{i}$ was a p-axiom, the conclusion would be a p -axiom as well, contradicting the assumption.

Assume now that $G \mid S_{i}$ is a p-axiom. We show below that we can always obtain a (D)-free derivation of

$$
G^{\prime}\left|G^{*}\right| S_{i}^{*} \mid C_{s}^{*}
$$

for some $s \in\{1, \ldots, q\}$. As $r$ is convergent, there is an $n$-pivot premise $G \mid S_{j}$ for $G \mid S_{i}$. We show how to use $G \mid S_{j}$ to obtain the required derivation with the following case distinction:

- $n=1$ : There is a 1-pivot premise $G \mid S_{j}$ for $G \mid S_{i}$, i.e., (the metasequent leading to) $S_{i}$ differs only in one metavariable from (that of) $S_{j}$. By Definition 23, $G \mid S_{j}$ is also a 0-pivot and hence it is not a p-axiom. Let $G \mid S_{i}$ and $G \mid S_{j}$ be obtained as instantiations of the following premises ${ }^{11}$ of $r$ :

$$
S_{i} \text { is obtained from } \bar{\Theta}, \bar{\Gamma}^{k}, \bar{\Delta}^{l} \Rightarrow \bar{\Pi} \text { and } S_{j} \text { from } \bar{\Theta}, \bar{\Delta}^{k+l} \Rightarrow \bar{\Pi}
$$

[^18]As $G \mid S_{i}$ is a p-axiom and $G \mid S_{j}$ is not, only $\bar{\Gamma}$ can be instantiated with a propositional variable $p$. The most general case is when $\bar{\Gamma}$ is instantiated by $\Gamma, p^{n}$, the metavariable $\bar{\Delta}$ by the multiset $\Delta, \bar{\Theta}$ by $\Theta$ and $\bar{\Pi}$ by $p$. Hence

$$
G \mid S_{i} \quad \text { is } \quad G \mid \Theta, \Gamma^{k}, \Delta^{l}, p^{m k} \Rightarrow p \quad \text { and } \quad G \mid S_{j} \quad \text { is } \quad G \mid \Theta, \Delta^{k+l} \Rightarrow p
$$

As $G \mid S_{j}$ is not a p-axiom, by the inductive hypothesis we have a derivation for $G^{\prime}\left|G^{*}\right| \Theta, \Delta^{k+l}, \Sigma \Rightarrow \Pi$. Using the derivation $d^{\prime}$ of $G^{\prime}|\Sigma, p \Rightarrow \Pi| \Lambda \Rightarrow p$, by $k$ applications of Lemma 32 with (ew) and (ec) we get

$$
G^{\prime}\left|G^{*}\right| \Theta, \Lambda^{k}, \Delta^{l}, \Sigma \Rightarrow \Pi \mid \Sigma, \Delta \Rightarrow \Pi
$$

Now, by multiple applications of internal weakenings $(w, l)$, we have

$$
G^{\prime}\left|G^{*}\right| \Theta, \Gamma^{k}, \Lambda^{m k}, \Delta^{l}, \Sigma \Rightarrow \Pi \mid \Sigma, \Delta \Rightarrow \Pi
$$

From further repeated applications of $(w, l)$ on the fourth component, we finally obtain $G^{\prime}\left|G^{*}\right| S_{i}^{*} \mid C_{s}^{*}$, where $C_{s}$ stands for the component of the conclusion to which all the metavariables in (the metasequent leading to) $S_{j}$ belong.

- $n>1$ : Let $G \mid S_{j}$ be an n-pivot premise for $G \mid S_{i}$. By Definition 23 (the metasequent leading to) $G \mid S_{i}$ differs from (that of) $G \mid S_{j}$ by $n$ metavariables and there exist $n$ other premises for which $G \mid S_{j}$ is an $(n-1)$-pivot. As in the previous case, let $S_{i}$ and $S_{j}$ be obtained respectively as instantiations of the following premises of $r$

$$
\bar{\Theta}, \bar{\Gamma}_{1}^{k_{1}}, \ldots, \bar{\Gamma}_{n}^{k_{n}}, \bar{\Delta}_{1}^{l_{1}}, \ldots, \bar{\Delta}_{n}^{l_{n}} \Rightarrow \bar{\Pi} \quad \text { and } \quad \bar{\Theta}, \bar{\Delta}_{1}^{k_{1}+l_{1}}, \ldots, \bar{\Delta}_{n}^{k_{n}+l_{n}} \Rightarrow \bar{\Pi}
$$

Assume w.l.o.g. that $G \mid S_{j}$ is:

$$
G \mid \Theta, \Delta_{1}^{k_{1}+l_{1}}, \ldots, \Delta_{n}^{k_{n}+l_{n}} \Rightarrow p
$$

Two cases have to be considered, according to the possible instantiations of the metavariables $\overline{\Gamma_{i}}$ with the propositional variable $p$ in $G \mid S_{i}$ :
(i) In $G \mid S_{i}$ all the metavariables $\overline{\Gamma_{i}}$ are instantiated with a multiset $\Gamma_{i}$ together with at least one occurrence of $p$. Then we repeatedly apply Lemma 3.2 to $d^{\prime}$ and $G \mid S_{j}$ together with $(e w)$ and $(e c)$ to replace $\Delta_{1}, \ldots, \Delta_{n}$ with $\Lambda$ in $S_{j}$, respectively $k_{1}, \ldots k_{n}$ times. This way we get

$$
G\left|\Theta, \Lambda^{k_{1}}, \ldots, \Lambda^{k_{n}}, \Delta_{1}^{l_{1}}, \ldots, \Delta_{n}^{l_{n}}, \Sigma \Rightarrow \Pi\right| \Delta_{1}, \Sigma \Rightarrow \Pi|\ldots| \Delta_{n}, \Sigma \Rightarrow \Pi
$$

The desired hypersequent $G^{\prime}\left|G^{*}\right| S_{i}^{*} \mid C_{s}^{*}$ follows by suitable applications of $(w, l)$ and $(e c)$ (as in the 1-pivot case, $C_{s}$ stands for the component of the conclusion to which all the metavariables in $S_{j}$ belong).
(ii) In $G \mid S_{i}$ all the metavariables $\overline{\Gamma_{i}}$ are instantiated with $\Gamma_{i}, p^{m_{i}}$ and $m_{i}>0$ only for $t$ of them $(1 \leq t<n)$. (Note that in this case Lemma 32 would replace each metavariable $\Delta_{i}$ with $\Lambda$, leading to at least $n$ occurrences of $\Lambda$, and $n>r$.) The idea is to find another premise of $r$ which is not a p-axiom and suitably apply Lemma 3 2. The existence of (at least one) such a premise is guaranteed by the notion of $n$-pivot.
We first illustrate the way we proceed with an example for $n=3$.
Assume that $S_{i}$ arises as an instantiation of $\bar{\Gamma}_{1}, \bar{\Gamma}_{2}, \bar{\Gamma}_{3} \Rightarrow \bar{\Pi}$ and $S_{j}$ as an instantiation of $\bar{\Delta}_{1}, \bar{\Delta}_{2}, \bar{\Delta}_{3} \Rightarrow \bar{\Pi}\left(G \mid S_{j}\right.$ is a 3-pivot for $\left.G \mid S_{i}\right)$. By definition of 3-pivot, there exist 3 premises in $r$ for which $G \mid S_{j}$ is a 2-pivot. For each of these premises, there exist 2 premises in $r$ for which $G \mid S_{j}$ is a 1-pivot. In the figure below we show how all these premises are related w.r.t the metavariables they instantiate.
(Case $r=1$ ) If only 1 metavariable, say $\bar{\Gamma}_{1}$, is instantiated in $S_{i}$ with $\Gamma_{1}, p$ we need to find a corresponding premise which will not contain a p-axiom, i.e., that does not contain $\bar{\Gamma}_{1}$. The first occurrence of such a premise is among the premises that have $G \mid S_{j}$ as a 2-pivot, that is $\bar{\Delta}_{1}, \bar{\Gamma}_{2}, \bar{\Gamma}_{3} \Rightarrow \bar{\Pi}$.
(Case $r=2$ ) Assume now that 2 metavariables, say $\bar{\Gamma}_{1}, \bar{\Gamma}_{2}$, are instantiated with $\Gamma_{1}, p$ and $\Gamma_{2}, p$, respectively. Again, we need to find a corresponding premise that is not a p -axiom. In this case, the set of premises that have $G \mid S_{j}$ as a 2-pivot does not suffice because each of them contains either $\bar{\Gamma}_{1}$ or $\bar{\Gamma}_{2}$. The first occurrence of a premise that is not a p -axiom is among the premises that have $G \mid S_{j}$ as a 1-pivot, i.e., $\bar{\Delta}_{1}, \bar{\Delta}_{2}, \bar{\Gamma}_{3} \Rightarrow \bar{\Pi}$.
In general, we can eventually find a premise that is not a p -axiom among those that have $G \mid S_{j}$ as $(n-t)$-pivot. Assume for the general case that the occurrences of $p$ in $G \mid S_{i}$ are related to the instantiation of $t$ different metavariables, w.l.o.g $\overline{\Gamma_{1}}, \ldots, \overline{\Gamma_{t}}$, i.e., $S_{i}$ is

$$
\Theta, \Gamma_{1}^{k_{1}}, \ldots, \Gamma_{n}^{k_{n}}, \Delta_{1}^{l_{1}}, \ldots, \Delta_{n}^{l_{n}}, p^{m_{1} k_{1}+\ldots+m_{t} k_{t}} \Rightarrow p \quad \text { with } m_{1}, \ldots, m_{t}>0
$$

Then we can find premises for which $G \mid S_{j}$ is an $(n-t)$-pivot; (the metasequents leading to) those premises differ from (that of) $G \mid S_{i}$ in $t$ metavariables. (At least) one of these premises will not be a p-axiom, and hence it will have
the form:

$$
G \mid \Theta, \Delta_{1}^{k_{1}+l_{1}}, \ldots, \Delta_{t}^{k_{t}+l_{t}}, \Gamma_{t+1}^{k_{t+1}}, \Delta_{t+1}^{l_{t+1}}, \ldots, \Gamma_{n}^{k_{n}}, \Delta_{n}^{l_{n}} \Rightarrow p
$$

By the inductive hypothesis on the depth of the derivation we have a derivation of:

$$
G^{\prime}\left|G^{*}\right| \Theta, \Delta_{1}^{k_{1}+l_{1}}, \ldots, \Delta_{t}^{k_{t}+l_{t}}, \Gamma_{t+1}^{k_{t+1}}, \Delta_{t+1}^{l_{t+1}}, \ldots, \Gamma_{n}^{k_{n}}, \Delta_{n}^{l_{n}}, \Sigma \Rightarrow \Pi
$$

Then we repeatedly apply Lemma 32 together with (ew) and (ec) to replace $\Delta_{1}, \ldots, \Delta_{t}$ with $\Lambda$, respectively $k_{1}, \ldots, k_{t}$ times. After suitable applications of $(w, l)$ and $(e c)$, we finally get

$$
G^{\prime}\left|G^{*}\right| S_{i}^{*} \mid C_{s}^{*}
$$

Summing up, when the last rule in $d_{H}$ is convergent, for each premise $G \mid S_{i}$ we have:

- If $G \mid S_{i}$ does not contain any p-axiom, $G^{\prime}\left|G^{*}\right| S_{i}^{*}$ is ( $D$ )-free derivable.
- If $G \mid S_{i}$ contains a p-axiom, then $G^{\prime}\left|G^{*}\right| S_{i}^{*} \mid C_{s}^{*}$ is ( $D$ )-free derivable.

The required derivation of $G^{\prime}\left|G^{*}\right| C_{1}{ }^{*}|\ldots| C_{q}{ }^{*}$ follows by $r$ and subsequent applications of (ec), if needed. This completes the proof of the main claim.

## APPENDIX

## Paraconsistent Logics

The proofs in this appendix belong to Section 6.6, which contains our procedure for the specific subclass of paraconsistent logics defined by the Hilbert calculi $\mathbb{H}_{R}$.

For any Hilbert calculus $H \in \mathbb{H}_{R}$, we construct a $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus $G$ and a PNmatrix $\mathcal{M}_{G}$ by Corollary 8 and Definition 52. We first present the soundness and completeness proof of the $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus $G$ w.r.t. its PNmatrix $\mathcal{M}_{G}$. In Theorem 19, we prove that a $\mathcal{U}_{\mathcal{L}}$-simple sequent calculus is $\mathcal{U}_{\mathcal{L}}$-analytic iff its PNmatrix is an Nmatrix (i.e., it does not have an empty set in its truth tables).
Theorem 18 (Soundness and Completeness). Let so be a $\mathcal{W}$-sequent and $G$ be a $\mathcal{U}_{\mathcal{L}^{-}}$ simple sequent calculus for $\mathcal{L}$. Then, $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})}$ so iff every $\mathcal{M}_{G} \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$-valuation $w$ satisfies $s_{0}$.

Proof. " $\Rightarrow$ ": It suffices to show that whenever an $\mathcal{M}_{G}-\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$-valuation w-satisfies the premises of some application of a rule $r=Q / s$ of $G$ consisting solely of formulas from $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, it also w-satisfies its conclusion. Consider such an application of $r$ inferring $\sigma(s) \cup c$ from the set $\{\sigma(q) \cup c \mid q \in Q\}$, where $c$ is an $\mathcal{L}$-sequent, and $\sigma$ is an $\mathcal{L}$ substitution. Let $v$ be an $\mathcal{M}_{G}-\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$-valuation and suppose that $v$ w-satisfies $\sigma(q) \cup c$ for every $q \in Q$. We prove that $v$ w-satisfies $\sigma(s) \cup c$. If $v$ w-satisfies $c$, we are done. Suppose otherwise. Then $v$ w-satisfies $\sigma(q)$ for every $q \in Q$. We show that $v$ w-satisfies $\sigma(s)$ (and, thus, it w-satisfies $\sigma(s) \cup c$ ). Let $\sigma\left(p_{1}\right)=\psi_{1}$ and $\sigma\left(p_{2}\right)=\psi_{2}$. We consider the case when $r$ is an $\mathcal{U}_{\mathcal{L}}$-simple rule (the proofs for the rules of $L K^{+}$are similar). The following three cases can occur:

- Suppose that $r=Q /\left\{\mathrm{b}: \triangleright p_{1}\right\}$ is a unary-one rule. Note that since we only consider applications of $r$ consisting solely of formulas from $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, we have that $\triangleright \psi_{1} \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ and so $\psi_{1} \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$. The fact $v$ w-satisfies $\sigma(q)$ for every $q \in Q$ implies that $v\left(\psi_{1}\right)$ satisfies every $q \in Q$. To see this, consider the following cases:
$-q=\left\{\mathrm{b}: p_{1}\right\}$, and $\psi_{1}$ does not have the form $\star \varphi$ : Since $v$ w-satisfies $\sigma(q)$, $v\left(\psi_{1}\right)^{\epsilon}=\mathrm{b}$.
$-q=\left\{\mathrm{b}: p_{1}\right\}$, and $\psi_{1}$ has the form $\star \varphi$ : Since $v$ w-satisfies $\sigma(q), v(\varphi)^{\star}=\mathrm{b}$ and as $v$ is an $\mathcal{M}_{G}$-valuation, $v(\star \varphi)^{\epsilon}=\mathrm{b}$.
$-q=\left\{\mathrm{b}: \star p_{1}\right\}$ : Since $v$ w-satisfies $\sigma(q), v\left(\psi_{1}\right)^{\star}=\mathrm{b}$.
Hence, we obtain that $v\left(\psi_{1}\right)$ satisfies $q$. Since $v\left(\psi_{1}\right) \in \mathcal{V}_{\mathcal{M}_{G}}, v\left(\psi_{1}\right)$ respects $r$, and so $v\left(\psi_{1}\right)^{\triangleright}=\mathrm{b}$. Thus $v$ w-satisfies $\left\{\mathrm{b}: \triangleright \psi_{1}\right\}$.
- Suppose that $r=Q /\left\{\mathrm{b}: \star \triangleright p_{1}\right\}$ is a unary-two rule. As in the previous case, $v\left(\psi_{1}\right)$ satisfies every $q \in Q$. Thus, since $v\left(\triangleright \psi_{1}\right) \in \triangleright_{\mathcal{M}_{G}}\left(v\left(\psi_{1}\right)\right)$, we have $v\left(\triangleright \psi_{1}\right)^{\star}=\mathrm{b}$. It follows that $v$ w-satisfies $\left\{\mathrm{b}: \star \triangleright \psi_{1}\right\}$.
- Suppose that $r=Q /\left\{\mathrm{b}: \star\left(p_{1} \diamond p_{2}\right)\right\}$ is a binary rule. Similarly to the previous cases, $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$. Thus, since $v\left(\psi_{1} \diamond \psi_{2}\right) \in \diamond \mathcal{M}_{G}\left(v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right)$, we have that $v\left(\psi_{1} \diamond \psi_{2}\right)^{\star}=\mathrm{b}$. It follows that $v$ w-satisfies $\left\{\mathrm{b}: \star\left(\psi_{1} \diamond \psi_{2}\right)\right\}$.
" $\Leftarrow "$ : Suppose that $\vdash_{G}^{\mathcal{L}}{ }^{(\mathcal{W})} s_{0}$. We construct an $\mathcal{M}_{G}-\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$-valuation $v$ that does not w-satisfy $s_{0}$. It is straightforward to construct a "maximal" (infinite) set $\Omega$ of labelled $\mathcal{L}$-formulas that extends $s_{0}$ and satisfies the following conditions:

1. $\Omega$ consists of labelled $\mathcal{L}$-formulas of the form $\mathrm{b}: \psi$ for $\psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$.
2. $\vdash_{G}^{\mathcal{L}_{\mathcal{L}}^{+}(\mathcal{W})} s$ for every $\mathcal{L}$-sequent $s \subseteq \Omega$.
3. For every formula $\psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ and $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}$, if $\mathrm{b}: \psi \notin \Omega$ then $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup\{\mathrm{~b}: \psi\}$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.

Note that the availability of the rules (cut) and (id) implies that:

1. For every $\psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, either $f: \psi \in \Omega$ or $\mathrm{t}: \psi \in \Omega$. Otherwise, we would have $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s_{1} \cup\{\mathrm{f}: \psi\}$ and $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s_{2} \cup\{\mathrm{t}: \psi\}$ for $s_{1}, s_{2} \subseteq \Omega$. By applying (cut) (and weakenings) we could obtain $\vdash_{G}^{\mathcal{L}_{\mathcal{L}}^{+}(\mathcal{W})} s_{1} \cup s_{2}$. Since $s_{1} \cup s_{2} \subseteq \Omega$, this contradicts the properties of $\Omega$.
2. Similarly, for every $\psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, either $\mathrm{f}: \psi \notin \Omega$ or $\mathrm{t}: \psi \notin \Omega$. Otherwise, $\{\mathrm{t}$ : $\psi, \mathrm{f}: \psi\} \in \Omega$, but $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})}\{\mathrm{f}: \psi, \mathrm{t}: \psi\}$ by applying $(i d)$.

Let $v$ be the function from $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ to $\mathrm{F}_{\mathcal{U}_{\mathcal{L}}}$ defined by $v(\psi)^{\epsilon}=\mathrm{t}$ iff $\mathrm{f}: \psi \in \Omega$, and for every $\star \in \mathcal{U}_{\mathcal{L}}: v(\psi)^{\star}=\mathrm{t}$ iff $\mathrm{f}: \star \psi \in \Omega$. Thus we have that for every $\psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ and $\mathrm{b} \in\{\mathrm{f}, \mathrm{t}\}, v(\psi)^{\epsilon}=b$ iff $\mathrm{b}: \psi \notin \Omega$, and for every $\star \in \mathcal{U}_{\mathcal{L}} v(\psi)^{\star}=\mathrm{b}$ iff $\mathrm{b}: \star \psi \notin \Omega$. We show that $v$ does not w-satisfy $s_{0}$. Let $\mathrm{b}: \psi \in s_{0}$ such that $\psi$ does not have the form $\star \varphi$. Thus $\psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$, and since $s_{0} \subseteq \Omega, v(\psi)^{\epsilon} \neq \mathrm{b}$. Similarly, let b: $\psi \in s_{0}$ such that $\psi$ does have the form $\psi=\star \varphi$ (for some $\star \in \mathcal{U}$ and $\mathcal{L}_{\mathcal{U}}$-formula $\varphi$ ). Thus $\varphi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$, and since $s_{0} \subseteq \Omega, v(\varphi)^{\star} \neq \mathrm{b}$.

To show that $v$ is an $\mathcal{M}_{G}$-valuation, we use the following properties:
(*) Let $\sigma$ be an $\mathcal{L}_{\mathcal{U}}$-substitution, such that $\sigma\left(p_{1}\right) \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$. If $v\left(\sigma\left(p_{1}\right)\right)$ satisfies an $\mathcal{L}$ sequent $q$ of the form $\left\{\mathrm{b}: \star p_{1}\right\}$ or $\left\{\mathrm{b}: p_{1}\right\}$, then $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup \sigma(q)$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.
Proof. Suppose that $v\left(\sigma\left(p_{1}\right)\right)$ satisfies $q$. Then one of the following holds:

- $q=\mathrm{b}: p_{1}$ and $v\left(\sigma\left(p_{1}\right)\right)^{\epsilon}=\mathrm{b}$. Thus $\mathrm{b}: \sigma\left(p_{1}\right) \notin \Omega$, and since $\sigma\left(p_{1}\right) \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup\left\{\mathrm{~b}: \sigma\left(p_{1}\right)\right\}$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.
- $q=\mathrm{b}: \star p_{1}$ and $v\left(\sigma\left(p_{1}\right)\right)^{\star}=\mathrm{b}$. Thus $b: \star \sigma\left(p_{1}\right) \notin \Omega$, and since $\star \sigma\left(p_{1}\right) \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup\left\{\mathrm{~b}: \star \sigma\left(p_{1}\right)\right\}$ for some $\mathcal{L}_{\mathcal{U}}$-sequent $s \subseteq \Omega$.
Similarly, we have the following:
$(* *)$ Let $q$ be an $\mathcal{L}$-sequent of the form $q$ of the form $\left\{\mathrm{b}: \star p_{i}\right\}$ or $\left\{\mathrm{b}: p_{i}\right\}$ for $i \in\{1,2\}$, and $\sigma$ be an $\mathcal{L}$-substitution, such that $\sigma\left(p_{1}\right), \sigma\left(p_{2}\right) \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$. If $\left\langle v\left(\sigma\left(p_{1}\right)\right), v\left(\sigma\left(p_{2}\right)\right)\right\rangle$ satisfies $q$, then $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup \sigma(q)$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.
Proof. Suppose that $\left\langle v\left(\sigma\left(p_{1}\right)\right), v\left(\sigma\left(p_{2}\right)\right)\right\rangle$ satisfies $q$. Then one of the following holds:
- $q=\mathrm{b}: p_{i}$ and $v\left(\sigma\left(p_{i}\right)\right)^{\epsilon}=\mathrm{b}$ for $i \in\{1,2\}$. Thus $\mathrm{b}: \sigma\left(p_{i}\right) \notin \Omega$, and since $\sigma\left(p_{i}\right) \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup\left\{\mathrm{~b}: \sigma\left(p_{i}\right)\right\}$ for some $\mathcal{L}$-sequent $s \subseteq \Omega$.
- $q=\mathrm{b}: \star p_{i}$ and $v\left(\sigma\left(p_{i}\right)\right)^{\star}=\mathrm{b}$ for $i \in\{1,2\}$. Thus $b: \star \sigma\left(p_{i}\right) \notin \Omega$, and since $\star \sigma\left(p_{i}\right) \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s \cup\left\{\mathrm{~b}: \star \sigma\left(p_{i}\right)\right\}$ for some $\mathcal{L}_{\mathcal{U}}$-sequent $s \subseteq \Omega$.

We show that $\mathcal{V}_{\mathcal{M}_{G}}$ is the range of $v$. Let $\psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$. To prove that $v(\psi) \in \mathcal{V}_{\mathcal{M}_{G}}$, we show that $v(\psi)$ respects all unary-one rules of $G$. Consider a unary-one rule of $G$, $r=Q /\left\{\mathrm{b}: \star p_{1}\right\}$. Suppose that $v(\psi)$ satisfies every $q \in Q$. We show that $v(\psi)^{\star}=\mathrm{b}$. Let $\sigma$ be any $\mathcal{L}$-substitution, assigning $\psi$ to $p_{1}$. By $(*)$, for every $q \in Q$, there exists some $\mathcal{L}$-sequent $s_{q} \subseteq \Omega$ such that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s_{q} \cup \sigma(q)$. By applying weakenings and the rule $r$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} \bigcup_{q \in Q} s_{q} \cup\{\mathrm{~b}: \star \psi\}$ (here we use the fact that $\star \psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ since $\left.\psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})\right)$. Thus, $\{\mathrm{b}: \star \psi\} \notin \Omega$, and so $v(\psi)^{\star}=\mathrm{b}$.

Next, we show that $v$ respects the truth-tables of $\mathcal{M}_{G}$ :

1. Let $\triangleright \psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ (where $\triangleright \in \mathcal{U}_{\mathcal{L}}$ ). We show that $v(\triangleright \psi) \in \triangleright_{\mathcal{M}_{G}}(v(\psi))$. By the construction of ${\triangleright \mathcal{M}_{G}}$, it suffices to show: $(i) v(\triangleright \psi)^{\epsilon}=v(\psi)^{\triangleright}$; and $(i i) v(\triangleright \psi)^{\star}=\mathrm{b}$ for every unary-complex rule $r=Q /\left\{\mathrm{b}: \star \triangleright p_{1}\right\}$ of $G$ for which $v(\psi)$ satisfies every $q \in Q$. (i) trivially holds using the definition of $v$. For $(i i)$, let $r=Q /\left\{\mathrm{b}: \star \triangleright p_{1}\right\}$ be a unary-complex rule of $G$, and suppose that $v(\psi)$ satisfies every $q \in Q$. We prove that $v(\triangleright \psi)^{\star}=\mathrm{b}$. Let $\sigma$ be any $\mathcal{L}$-substitution, assigning $\psi$ to $p_{1}$. By $(*)$ (note that $\psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ since $\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ is closed under subformulas), for every $q \in Q$, there exists some $\mathcal{L}$-sequent $s_{q} \subseteq \Omega$ such that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s_{q} \cup \sigma(q)$. By applying weakenings and the rule $r$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} \bigcup_{q \in Q} s_{q} \cup\{\mathrm{~b}: \star \triangleright \psi\}$ (note that $\star \triangleright \psi \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ since $\left.\triangleright \psi \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})\right)$. This implies that $\mathrm{b}: \star \triangleright \psi \notin \Omega$, and so $v(\triangleright \psi)^{\star}=\mathrm{b}$.
2. Let $\psi_{1} \diamond \psi_{2} \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})$ for $\diamond \in\{\wedge, \vee, \supset\}$. We show that $v\left(\psi_{1} \diamond \psi_{2}\right) \in \diamond_{\mathcal{M}_{G}}\left(v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right)$. Here it suffices to show: $(i) v\left(\psi_{1} \diamond \psi_{2}\right)^{\star}=\mathrm{b}$ for every binary rule $r=Q /\left\{\mathrm{b}: \star\left(p_{1} \diamond\right.\right.$ $\left.\left.p_{2}\right)\right\}$ of $G$ for which $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$; and $(i i) v\left(\diamond\left(\psi_{1}, \psi_{2}\right)\right)^{\epsilon} \in$
$\diamond \mathcal{M}_{\mathrm{Cl}^{+}}\left(v\left(\psi_{1}\right)^{\epsilon}, v\left(\psi_{2}\right)^{\epsilon}\right)$. We prove $(i)\left((i i)\right.$ is similar). Let $r=Q /\left\{\mathrm{b}: \star\left(p_{1} \diamond p_{2}\right)\right\}$ be a binary rule of $G$, and suppose that $\left\langle v\left(\psi_{1}\right), v\left(\psi_{2}\right)\right\rangle$ satisfies every $q \in Q$. We prove that $v\left(\psi_{1} \diamond \psi_{2}\right)^{\star}=\mathrm{b}$. Let $\sigma$ be any $\mathcal{L}$-substitution, assigning $\psi_{1}$ to $p_{1}$, and $\psi_{2}$ to $p_{2}$. By $(* *)$, for every $q \in Q$, there exists some $\mathcal{L}$-sequent $s_{q} \subseteq \Omega$ such that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} s_{q} \cup \sigma(q)$. By applying weakenings and the rule $r$, we obtain that $\vdash_{G}^{\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})} \bigcup_{q \in Q} s_{q} \cup\left\{\mathrm{~b}: \star\left(\psi_{1} \diamond \psi_{2}\right)\right\}$ (note that $\star\left(\psi_{1} \diamond \psi_{2}\right) \in \mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})$ since $\left.\psi_{1} \diamond \psi_{2} \in \mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})\right)$. This implies that $\left\{\mathrm{b}: \star\left(\psi_{1} \diamond \psi_{2}\right)\right\} \notin \Omega$, and so $v\left(\psi_{1} \diamond \psi_{2}\right)^{\star}=\mathrm{b}$.

Corollary 9. For every $\mathcal{L}$-sequent $s, \vdash_{G} s$ iff $\vdash_{\mathcal{M}_{G}} s$.
Proof. The claim follows by choosing $\mathcal{W}=\mathcal{L}$ in Theorem 18 (in this case $\mathcal{U}_{\mathcal{L}}^{+}(\mathcal{W})=$ $\left.\mathcal{U}_{\mathcal{L}}^{-}(\mathcal{W})=\mathcal{W}\right)$. Note that an $\mathcal{M}_{G}$-valuation $v$ for $\mathcal{L}$ w-satisfies an $\mathcal{L}$-sequent iff $v=\mathcal{M}_{G} s$ (since $v(\star \psi)^{\epsilon}=v(\psi)^{\star}$ for every $\mathcal{L}$-formula $\star \psi$ ).

Theorem 19. A $\mathcal{U}_{\mathcal{L}}$-simple calculus $G$ is $\mathcal{U}_{\mathcal{L}}$-analytic iff $\mathcal{M}_{G}$ is an Nmatrix.
Proof. " $\Rightarrow$ ": Suppose that $\mathcal{M}_{G}$ is not an Nmatrix. First, if $\mathcal{V}_{\mathcal{M}_{G}}$ is empty, then $\vdash \mathcal{M}_{G} \emptyset$, and so by Corollary $9, \vdash_{G} \emptyset$. But, $\mathcal{U}_{\mathcal{L}}^{+}(\emptyset)=\emptyset$, and clearly there is no derivation in $G$ that does not contain any formula. It follows that $G$ is not $\mathcal{U}_{\mathcal{L}}$-analytic in this case. Otherwise, there exist either some $\triangleright \in \mathcal{U}_{\mathcal{L}}$ and $u \in \mathcal{V}_{\mathcal{M}_{G}}$ such that $\triangleright_{\mathcal{M}_{G}}(u)=\emptyset$, or some $\diamond \in\{\wedge, \vee, \supset\}$ and $u_{1}, u_{2} \in \mathcal{V}_{\mathcal{M}_{G}}$ such that $\diamond_{\mathcal{M}_{G}}\left(u_{1}, u_{2}\right)=\emptyset$. We consider here only the first case (the second case is similar). Define the $\mathcal{L}_{\mathcal{U}}$-sequent $s=\left\{\overline{u^{\epsilon}}: p_{1}\right\} \cup\left\{\overline{u^{\star}}: \star p_{1} \mid \star \in \mathcal{U}_{\mathcal{L}}\right\}$ (where $\overline{\mathrm{t}}=\mathrm{f}$ and $\overline{\mathrm{f}}=\mathrm{t}$ ). We first prove that $\vdash_{G} s$. By Corollary 9 it suffices to show $\vdash_{\mathcal{M}_{G}} s$. Suppose otherwise, and let $v$ be an $\mathcal{M}_{G}$-valuation for $\mathcal{L}$ such that $v \not \mathcal{M}_{\mathcal{M}_{G}} s$. Then, $v\left(p_{1}\right)^{\epsilon}=u^{\epsilon}$ and $v\left(\star p_{1}\right)^{\epsilon}=u^{\star}$ for every $\star \in \mathcal{U}_{\mathcal{L}}$. Since $v$ is an $\mathcal{M}_{G}$-valuation, we have that $v\left(p_{1}\right)^{\star}=u^{\star}$ for every $\star \in \mathcal{U}_{\mathcal{L}}$. It follows that $v\left(p_{1}\right)=u$. Moreover, we have $v\left(\triangleright p_{1}\right) \in \triangleright_{\mathcal{M}_{G}}\left(v\left(p_{1}\right)\right)$. Clearly, this is not possible under the assumption that $\triangleright_{\mathcal{M}_{G}}(u)=$ $\emptyset$. Next we claim that $\vdash_{G}^{\mathcal{L}_{\mathcal{L}}^{+}(s u b[s])} s$ (and so $G$ is not $\mathcal{U}_{\mathcal{L}}$-analytic). To see this, note that the $\left\{p_{1}\right\}$-valuation defined by $v\left(p_{1}\right)=u$ is an $\mathcal{M}_{G}-\mathcal{U}_{\mathcal{L}}^{-}(\operatorname{sub}[s])$-valuation that does not w-satisfy $s$. By Theorem $18, \vdash_{G}^{\mathcal{M}^{+}(s u b[s])} s$.
" $\Leftarrow$ ": Assume that $\mathcal{M}_{G}$ is an Nmatrix and $\vdash_{G}^{\mathcal{L}_{\mathcal{L}}^{+}(s u b[s])} s$ for some $\mathcal{L}$-sequent $s$. We prove that $\forall_{G} s$. By Theorem 18, there exists an $\mathcal{M}_{G}-\mathcal{U}_{\mathcal{L}}^{-}(s u b[s])$-valuation $v$ that does not w-satisfy $s$. As $\mathcal{M}_{G}$ is an Nmatrix, $v$ can be extended to a (full) $\mathcal{M}_{G}$-valuation $v^{\prime}$. Note that $v^{\prime} \not \models_{\mathcal{M}_{G}} s$ (since $v(\star \psi)^{\epsilon}=v^{\prime}(\psi)^{\star}$ for every $\mathcal{L}$-formula $\star \psi$ ). Corollary 9 then entails that $\vdash_{G} s$.

## APPENDIX

## TINC: Tool Output

## C. 1 Example $\mathrm{AT}_{\mathrm{E}} \mathrm{X}$-output of AxiomCalc

The following pages contain the file generated by AxiomCalc for the example shown in Section 4.3.1.

# Standard completeness for MTL extended with the axiom $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$ 

AxiomCalc*

November 16, 2014


#### Abstract

This paper introduces a cut-free hypersequent calculus for MTL extended with the (Hilbert) axiom $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$. The calculus is generated by the Prolog-program AxiomCalc, which implements the procedure in [2]. Moreover, it shows that the resulting logic is standard complete. This is done by checking the conditions in [1] on the generated calculus, which guarantee standard completeness for the considered logic.


## 1 Introduction

We introduce a cut-free hypersequent calculus for Monoidal t-norm logic MTL extended with the axiom $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$. The analytic calculus for this logic is obtained via a Prolog-implementation of the procedure in [2]. Moreover, we check whether the newly generated rule is convergent. This ensures standard completeness for MTL extended with $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$, that is, completeness of the logic with respect to algebras based on the truth values in $[0,1]$.

## 2 Preliminaries

The basic system we will deal with is Monoidal t-norm logic MTL which is the logic of left-continuous $t$-norms ${ }^{1}$. It is obtained by adding the prelinearity axiom $(\alpha \rightarrow \beta) \vee(\beta \rightarrow \alpha)$ to intuitionistic logic without contraction, see Table 1 for the corresponding hypersequent calculus HMTL. MTL is standard complete.

Formulas of MTL are built from propositional variables and the constants 0 and 1 by using $\rightarrow$ (implication), $\wedge$ (additive conjunction), (multiplicative conjunction), and $\vee$ (disjunction). We use $\neg \alpha$ as an abbreviation for $\alpha \rightarrow 0$.

We use $\alpha, \beta, \ldots$ to denote (metavariables for) formulas, $\Pi$ stands for stoups, i.e., either a (metavariable for a) formula or the empty set, and $\Gamma, \Delta, \ldots$ denote (metavariables for) finite (possibly empty) multisets of formulas.

[^19]\[

$$
\begin{array}{ccc}
\left.\frac{G \mid \Gamma \Rightarrow \alpha}{} G \right\rvert\, \alpha, \Delta \Rightarrow \Pi \\
G \mid \Gamma, \Delta \Rightarrow \Pi & \overline{G \mid \alpha \Rightarrow \alpha} & \\
\frac{G|\Gamma \Rightarrow \alpha \quad G| \Delta m i t)}{G \mid \Gamma, \Delta \Rightarrow \alpha \cdot \beta}(\cdot r) & \frac{G \mid \alpha, \beta, \Gamma \Rightarrow \Pi}{G \mid \alpha \cdot \beta, \Gamma \Rightarrow \Pi}(\cdot l) & \overline{G \mid 0 \Rightarrow}(0 l) \\
\frac{G|\Gamma \Rightarrow \alpha \quad G| \beta, \Delta \Rightarrow \Pi}{G \mid \Gamma, \alpha \rightarrow \beta, \Delta \Rightarrow \Pi}(\rightarrow l) & \frac{G \mid \alpha, \Gamma \Rightarrow \beta}{G \mid \Gamma \Rightarrow \alpha \rightarrow \beta}(\rightarrow r) & \frac{G \mid \Gamma \Rightarrow \Pi}{G \mid \Gamma, \alpha \Rightarrow \Pi}(w l) \\
\frac{G \mid \Gamma \Rightarrow \alpha}{G \mid \Gamma \Rightarrow \alpha \wedge \Gamma \Rightarrow \beta}(\wedge r) & \frac{G \mid \alpha_{i}, \Gamma \Rightarrow \Pi}{G \mid \alpha_{1} \wedge \alpha_{2}, \Gamma \Rightarrow \Pi}(\wedge l) & \frac{G \mid \Gamma \Rightarrow}{G \mid \Gamma \Rightarrow \Pi}(w r) \\
\frac{G|\alpha, \Gamma \Rightarrow \Pi \quad G| \beta, \Gamma \Rightarrow \Pi}{G \mid \alpha \vee \beta, \Gamma \Rightarrow \Pi}(\vee l) & \frac{G \mid \Gamma \Rightarrow \alpha_{i}}{G \mid \Gamma \Rightarrow \alpha_{1} \vee \alpha_{2}}(\vee r) & \frac{G}{G \mid \Gamma \Rightarrow \Pi}(E W) \\
\frac{G|\Gamma \Rightarrow \Pi| \Gamma \Rightarrow \Pi}{G \mid \Gamma \Rightarrow \Pi}(E C) & \frac{G \mid \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1}}{G\left|\Gamma_{1}, \Gamma_{2} \Rightarrow \Pi_{1}\right| \Delta_{1}, \Delta_{2} \Rightarrow \Pi_{2}}(c o m)
\end{array}
$$
\]

Table 1: Hypersequent calculus HMTL for MTL
Definition $1 A$ hypersequent $G$ is a multiset $S_{1}|\cdots| S_{n}$ where each $S_{i}$ for $i=$ $1, \ldots, n$ is a sequent, called a component of the hypersequent. A hypersequent is called single-conclusion if all its components are single-conclusion.

The symbol "" is intended to denote disjunction at the meta-level. In this paper, we only consider single-conclusion (hyper)sequents. Given a sequent $S$ henceforth we will denote by $\operatorname{LHS}(S)$ its left hand side and by $R H S(S)$ its right hand side. Let $S:=\Gamma_{1}, \Gamma_{2} \Rightarrow \Pi$, we indicate by $S\left[{ }^{[1} / \Sigma\right]^{l}$ the sequent $\Sigma, \Gamma_{2} \Rightarrow \Pi$.

As in the case of sequent calculus, the hypersequent calculus consists of initial axioms, logical rules, the cut-rule and structural rules. Initial axioms, logical rules and the cut-rule are essentially the same as in the sequent calculus. The only difference is that a (possibly empty) side hypersequent $G$ may occur in hypersequents. The structural rules are divided into two groups: internal structural rules and external structural rules. The former are applied to formulas within sequents. External rules instead manipulate the components of a hypersequent and therefore increase the expressive power of hypersequent calculus with respect to sequent calculus.

The notion of proof in $H M T L$ is defined as usual. Let $R$ be a set of rules. If there is a proof in $H M T L$ extended with $R(H M T L+R$, for short) of a sequent $S_{0}$ from a set of sequents $\mathcal{S}$, we say that $S_{0}$ is derivable from $\mathcal{S}$ in $H M T L+R$ and write $\mathcal{S} \vdash_{H M T L+R} S_{0}$. We write $\vdash_{H M T L+R} \alpha$ if $\emptyset \vdash_{H M T L_{+R} \Rightarrow \alpha \text {. }}{ }^{\prime}$

Two hypersequent rules $\left(h r_{0}\right)$ and $\left(h r_{1}\right)$ are equivalent (in HMTL) if the relations $\vdash_{H M T L+\left(h r_{0}\right)}$ and $\vdash_{H M T L+\left(h r_{1}\right)}$ coincide when restricted to sequents.

### 2.1 Substructural Hierarchy

The substructural hierarchy is a novel classification of Hilbert axioms based on the logical connectives of MTL.

Definition 2 (Substructural Hierarchy) [2] Let $\mathcal{A}$ be a set of atomic formulas. For $n \geq 0$, the sets $\mathcal{P}_{n}, \mathcal{N}_{n}$ of formulas are defined as follows:


Figure 1: The substructural hierarchy [2]

$$
\begin{aligned}
& \mathcal{P}_{0}::=\mathcal{N}_{0}::=\mathcal{A} \\
& \mathcal{P}_{n+1}::=\mathcal{N}_{n}\left|\mathcal{P}_{n+1} \cdot \mathcal{P}_{n+1}\right| \mathcal{P}_{n+1} \vee \mathcal{P}_{n+1} \mid 1 \\
& \mathcal{N}_{n+1}::=\mathcal{P}_{n}\left|\mathcal{P}_{n+1} \rightarrow \mathcal{N}_{n+1}\right| \mathcal{N}_{n+1} \wedge \mathcal{N}_{n+1} \mid 0
\end{aligned}
$$

A graphical representation of the substructural hierarchy is depicted in Figure 1. Note that the arrows $\rightarrow$ stand for inclusions $\subseteq$ of the classes.

### 2.2 From axioms to analytic rules

The axiom $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$ is within the class $\mathcal{P}_{3}$ of the substructural hierarchy [2]. Using the algorithm in [2], the axiom

$$
\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)
$$

can be transformed into the following rule to be added to the hypersequent calculus $H M T L$ :

$$
\begin{array}{cc}
G \mid \Gamma_{1}, \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1} & G \mid \Gamma_{2}, \Gamma_{3}, \Delta_{1} \Rightarrow \Pi_{1} \\
G \mid \Gamma_{2}, \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1} & G \mid \Gamma_{1}, \Gamma_{3}, \Delta_{1} \Rightarrow \Pi_{1} \\
\hline G\left|\Gamma_{2}, \Gamma_{3} \Rightarrow\right| \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1}
\end{array}
$$

Theorem 3 (Soundness and Completeness.) The axiom $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow$ $\alpha \cdot \beta$ ) is equivalent to the newly generated rule.

Proof. See [2].
Theorem 4 (Cut-Admissibility.) The cut rule is admissible in the calculus HMTL extended with the newly generated rule.

Proof. See [2].
A cut-elimination procedure can be found in [4].

## 3 Standard completeness for MTL $+\neg(\alpha \cdot \beta) \vee(\alpha \wedge$ $\beta \rightarrow \alpha \cdot \beta)$

Let (r) be any hypersequent rule generated by the procedure in [2] where $S_{i}, C_{j}$ denote sequents

$$
\frac{G\left|S_{1} \quad \ldots \quad G\right| S_{m}}{G\left|C_{1}\right| \ldots \mid C_{q}}
$$

Definition 5 Let $G \mid S_{i}$ and $G \mid S_{j}$ be among the premises of $(r)$.
(0-pivot) $G \mid S_{i}$ is a 0-pivot if there is an $s \in\{1, \ldots, q\}$ such that $\operatorname{RHS}\left(S_{i}\right)=$ $R H S\left(C_{s}\right)$ and the different metavariables in the $\operatorname{LHS}\left(S_{i}\right)$ are contained in those of $L H S\left(C_{s}\right)$.
(n-pivot) $G \mid S_{j}$ is an n-pivot for $G \mid S_{i}$, for $n>0$, if the following conditions hold:

- $G \mid S_{j}$ is a 0-pivot
$-\operatorname{RHS}\left(S_{i}\right)=R H S\left(S_{j}\right)$
$-\operatorname{LHS}\left(S_{j}\right)=\operatorname{LHS}\left(S_{i}\left[{ }^{\Gamma_{1}} / \Delta_{1}, \ldots{ }^{\Gamma_{n}} / \Delta_{n}\right]^{l}\right)$ for $\Gamma_{1}, \ldots \Gamma_{n} \in \operatorname{LHS}\left(S_{i}\right)$ and $\Delta_{1}, \ldots \Delta_{n} \in L H S\left(S_{j}\right)$
$-G \mid S_{j}$ is a (n-1)-pivot for $n$ premises $G\left|S_{j_{1}}, . ., G\right| S_{j_{n}}$, and for $i=1$..n $\left.\operatorname{LHS}\left(S_{j}\right)=\operatorname{LHS}\left(S_{j_{i}},{ }^{\Gamma_{1}} / \Delta_{1}, \ldots,{ }^{\Gamma_{i-1}} / \Delta_{i-1}, \ldots,{ }^{\Gamma_{i+1}} / \Delta_{i+1},{ }^{\Gamma_{n}} / \Delta_{n}\right]^{l}\right)$

Definition 6 A completed hypersequent rule ( $r$ ) is convergent if for each premise $G \mid S_{i}$ one of the following conditions holds: (1) $R H S\left(S_{i}\right)=\emptyset$, (2) $G \mid S_{i}$ is a 0 pivot, or (3) there is a premise $G \mid S_{j}$ which is an n -pivot for $G \mid S_{i}$, with $n>0$.

Lemma 7 The rule equivalent to the axiom $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$ is convergent.

Proof. Consider again the generated rule:

$$
\begin{array}{cc}
G \mid \Gamma_{1}, \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1} & G \mid \Gamma_{2}, \Gamma_{3}, \Delta_{1} \Rightarrow \Pi_{1} \\
G \mid \Gamma_{2}, \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1} & G \mid \Gamma_{1}, \Gamma_{3}, \Delta_{1} \Rightarrow \Pi_{1} \\
\hline G\left|\Gamma_{2}, \Gamma_{3} \Rightarrow\right| \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1}
\end{array}
$$

The premise(s) of the rule satisfy conditions (1)-(3) in Definition 6. Indeed:

- The following premises are a 0-pivot:
$G \mid \Gamma_{1}, \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1}$
- There exists a 1-pivot for the following premises:

$$
G\left|\Gamma_{1}, \Gamma_{3}, \Delta_{1} \Rightarrow \Pi_{1} \quad G\right| \Gamma_{2}, \Gamma_{1}, \Delta_{1} \Rightarrow \Pi_{1}
$$

- There exists a 2-pivot for the following premises: $G \mid \Gamma_{2}, \Gamma_{3}, \Delta_{1} \Rightarrow \Pi_{1}$

Theorem 8 The logic formalized by the calculus HMTL extended with any convergent rule is standard complete.

Proof. See [1].
Hence, MTL extended with $\neg(\alpha \cdot \beta) \vee(\alpha \wedge \beta \rightarrow \alpha \cdot \beta)$ is standard complete.

## References

[1] P. Baldi, A. Ciabattoni, and L. Spendier. Standard completeness for extensions of MTL: an automated approach. In Proceedings of Int. Workshop on Logic, Language, Information and Computation (WoLLIC 2012), LNCS, pages 154-167, 2012.
[2] A. Ciabattoni, N. Galatos, and K. Terui. From axioms to analytic rules in nonclassical logics. In IEEE Symposium on Logic in Computer Science (LICS 08), pages 229-240, 2008.
[3] A. Ciabattoni and L. Spendier. Tools for the Investigation of Substructural and Paraconsistent Logics. In Proceedings of JELIA 2014, LNAI, pages 18-32, 2014.
[4] A. Ciabattoni, L. Straßburger, and K. Terui. Expanding the realm of systematic proof theory. In Proceedings of Computer Science Logic (CSL 09), LNCS, pages 163-178, 2009.

## C. 2 Example $\mathrm{IAT}_{\mathrm{E}} \mathrm{X}$-output of Framinator

The following pages contain the file generated by Framinator for the example shown in Section 5.4.1.

# A labelled calculus for G3I extended with the frame condition <br> $\forall x, y, z \exists w(x \leq y \wedge x \leq z \rightarrow y \leq w \wedge z \leq w)$ 

Framinator*

September 7, 2014


#### Abstract

We introduce a cut-free labelled calculus for the intermediate logic defined by extending G3I with the frame condition $\forall x, y, z \exists w(x \leq y \wedge$ $x \leq z \rightarrow y \leq w \wedge z \leq w)$. The calculus is generated by the Prologtool Framinator (FRAMe condItioNs Automatically TO Rules), which implements the procedure in [1].


## 1 Introduction

Intermediate logics, i.e., logics between intuitionistic and classical logic, have a natural Kripke semantics defined by imposing conditions on the standard intuitionistic frame. Cut-free labelled systems $[3,5,4]$ have been provided for a large class of intermediate logics in a modular way in [2]. The resulting calculi are indeed defined by adding to the base labelled calculus for intuitionistic logic extra structural rules corresponding to the frame conditions - that are formulas of first-order classical logic - characterizing the considered logic.

In this paper, we introduce a cut-free labelled calculus for the logic obtained by extending G3I with the frame condition $\forall x, y, z \exists w(x \leq y \wedge x \leq z \rightarrow y \leq w \wedge$ $z \leq w)$. The calculus is obtained via a Prolog-implementation of the procedure in [1], where a classification of the frame conditions according to their quantifier alternation and an algorithm to automatically create structural rules out of them are introduced.

## 2 Preliminaries

The language of propositional intermediate logics consists of infinitely many propositional variables $p, q \ldots$, the connectives \& (conjunction), $\vee$ (disjunction), $\supset$ (implication), and the constant $\perp$ for falsity. $\varphi, \psi, \ldots$ are formulas built from atoms by using connectives and $\perp$. Multisets of formulas are denoted by $\Gamma, \Delta, \ldots$.

An intuitionistic frame is a pair $\mathfrak{F}=\langle W, \leqslant\rangle$ where $W$ is a non-empty set, and $\leqslant$ is a reflexive and transitive (accessibility) relation on $W$. An intuitionistic

[^20]\[

$$
\begin{array}{ccl}
x \leqslant y, x: p, \Gamma \Rightarrow \Delta, y: p & \frac{x: \varphi, x: \psi, \Gamma \Rightarrow \Delta}{x: \varphi \& \psi, \Gamma \Rightarrow \Delta} L \& & \frac{\Gamma \Rightarrow \Delta, x: \varphi \quad \Gamma \Rightarrow \Delta, x: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \& \psi} R \& \\
\frac{\Gamma \Rightarrow \Delta, x: \varphi, x: \psi}{x: \perp, \Gamma \Rightarrow \Delta} L \perp & \frac{\Gamma \Rightarrow \Delta \vee}{\Gamma \Rightarrow \Delta, x: \varphi \vee \psi} & \frac{x: \varphi, \Gamma \Rightarrow \Delta \quad x: \psi, \Gamma \Rightarrow \Delta}{x: \varphi \vee \psi, \Gamma \Rightarrow \Delta} L \vee \\
\frac{x \leqslant x, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta} \operatorname{Ref} & \frac{x \leqslant y, y: \varphi, \Gamma \Rightarrow \Delta, y: \psi}{\Gamma \Rightarrow \Delta, x: \varphi \supset \psi} R \supset & \frac{x \leqslant z, x \leqslant y, y \leqslant z, \Gamma \Rightarrow \Delta}{x \leqslant y, y \leqslant z, \Gamma \Rightarrow \Delta} \text { Trans } \\
& x \leqslant y, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta, y: \varphi \quad x \leqslant y, x: \varphi \supset \psi, y: \psi, \Gamma \Rightarrow \Delta \\
x \leqslant y, x: \varphi \supset \psi, \Gamma \Rightarrow \Delta &
\end{array}
$$
\]

Table 1: Labelled calculus G3I for intuitionistic logic [2]
model $\mathfrak{M}=\langle\mathfrak{F}, \Vdash\rangle$ is a frame $\mathfrak{F}$ together with a relation $\Vdash$ (called the forcing) between elements of $W$ and atomic formulas. Intuitively, $x \Vdash p$ means that the atom $p$ is true at $x$. Forcing is assumed to be monotonic w.r.t. the relation $\leqslant$, namely, if $x \leqslant y$ and $x \Vdash p$ then also $y \Vdash p$. It is defined inductively on arbitrary formulas as follows:

$$
\begin{array}{llll}
(\Vdash \perp) & x \Vdash \perp & \text { for no } x & \\
(\Vdash \&) & x \Vdash \varphi \& \psi & \text { iff } & x \Vdash \varphi \text { and } x \Vdash \psi \\
(\Vdash \vee) & x \Vdash \varphi \vee \psi & \text { iff } & x \Vdash \varphi \text { or } x \Vdash \psi \\
(\Vdash \supset) & x \Vdash \varphi \supset \psi \psi & \text { iff } & x \leqslant y \text { and } y \Vdash \varphi \text { implies } y \Vdash \psi .
\end{array}
$$

Intermediate logics are obtained from intuitionistic logic by imposing on intuitionistic frames additional conditions on the relation $\leqslant$. The latter conditions are usually expressed as formulas of first-order classical logic in which variables are interpreted as elements of $W$, and the binary predicate $\leqslant$ denotes the accessibility relation of $\mathfrak{F}$. Atomic formulas are relational atoms of the form $x \leqslant y$. Compound formulas are built from relational atoms using the propositional connectives $\wedge, \vee, \rightarrow, \neg$, and the quantifiers $\forall$ and $\exists$.

Labelled systems are a variant of sequent calculus in which the relational semantics of the formalized logics is made explicit part of the syntax $[3,5,4]$. In a labelled system, each formula $\varphi$ receives a label $x$, indicated by $x: \varphi$. The labels are interpreted as possible worlds, and a labelled formula $x: \varphi$ corresponds to $x \Vdash \varphi$. Moreover, labels may occur also in expressions for accessibility relation (relational atoms) like, e.g., $x \leqslant y$ of intuitionistic and intermediate logics.

Definition 1 A labelled sequent is a sequent consisting of labelled formulas and relational atoms.

Table 1 depicts the labelled calculus G3I for intuitionistic logic. Note that its logical rules are obtained directly from the inductive definition of forcing. The rule $R \supset$ must satisfy the eigenvariable condition ( $y$ does not occur in the conclusion). The structural rules Ref and Trans for relational atoms correspond to the assumptions of reflexivity and transitivity of $\leqslant$ in $\mathfrak{F}$.

## 3 From frame conditions to labelled rules

We introduce a classification of frame conditions that is basically the arithmetical hierarchy. W.l.o.g. we will consider formulas in prenex form. The class to which a formula belongs is determined by the alternation of universal and existential quantifiers in the prefix:
Definition 2 ([1]) The classes $\Pi_{k}$ and $\Sigma_{k}$ are defined as follows: $A \in \Sigma_{0}$ and $A \in \Pi_{0}$, if $A$ is quantifier-free. Otherwise:

- if $A$ is classically equivalent to $\exists \bar{x} B$ where $B \in \Pi_{n}$ then $A \in \Sigma_{n+1}$
- if $A$ is classically equivalent to $\forall \bar{x} B$ where $B \in \Sigma_{n}$ then $A \in \Pi_{n+1}$

The transformation procedure introduced in [1] works for formulas that are within $\Pi_{2}$. Note that the geometric formulas introduced in [2] are formulas within $\Pi_{2}$, and the rules for geometric formulas presented in [2] are interderivable with the rules generated by our transformation procedure.
The frame condition

$$
\text { - } \forall x, y, z \exists w(x \leq y \wedge x \leq z \rightarrow y \leq w \wedge z \leq w)
$$

is within the class $\Pi_{2}$ of the hierarchy. Using the algorithm described in [1], we transform the frame condition into the following structural rule:

$$
\begin{array}{rr}
\Gamma \Rightarrow \Delta, x \leq y \quad \Gamma \Rightarrow \Delta, x \leq z & y \leq w, z \leq w, \Gamma \Rightarrow \Delta \\
\Gamma \Rightarrow \Delta &
\end{array}
$$

Let G3SI* be the labelled calculus obtained by adding to G3I initial sequents of the form $x \leq y, \Gamma \Rightarrow \Delta, x \leq y$ and the rule stated above.
Theorem 3 (Soundness and Completeness) G3SI* is sound and complete for the logic defined by imposing on the standard intuitionistic frame the above frame condition.
Proof. See [1].
Theorem 4 (Cut elimination) G3SI* admits cut elimination.
Proof. See [1].
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## C. 3 Example $\mathrm{LT}_{\mathrm{E}} \mathrm{X}$-output of Paralyzer

The following pages contain the file generated by Paralyzer for the example shown in Section 6.6.1.

# A sequent calculus and effective semantics for $B K$ <br> $+\star_{2} \alpha \rightarrow \star_{2}(\alpha \wedge \beta),\left(\star_{1} \alpha \vee \star_{1} \beta\right) \rightarrow$ $\star_{1}(\alpha \wedge \beta), \star_{1} \star_{1} \alpha \rightarrow \alpha$ 

Paralyzer*

March 5, 2015


#### Abstract

We introduce a sequent calculus, its encoding in Isabelle and effective semantics using partial non-deterministic matrices for the Hilbert system $B K$ extended with the axioms $\star_{2} \alpha \rightarrow \star_{2}(\alpha \wedge \beta),\left(\star_{1} \alpha \vee \star_{1} \beta\right) \rightarrow \star_{1}(\alpha \wedge$ $\beta), \star_{1} \star_{1} \alpha \rightarrow \alpha$. The calculus, its encoding and the semantics are generated by the PROLOG-program Paralyzer (PARAconsistent logics anaLYZER), which implements the procedure in $[4,5]$.


## 1 Introduction

Non-classical logics are often introduced using Hilbert systems. The usefulness of these logics, however, strongly depends on two essential components. The first is an intuitive semantics, which can provide insights into the logic. A desirable property of such semantics is effectiveness, in the sense that it naturally induces a decision procedure for the logic. Examples of effective semantics include finite-valued matrices, and their generalizations: non-deterministic finite-valued matrices (Nmatrices) and partial Nmatrices (PNmatrices), see [1, 3]. The second component is a corresponding analytic calculus, i.e. a calculus whose proofs only consist of concepts already contained in the result. Analytic calculi are useful for establishing various properties of the formalized logics, and are also the key for developing automated reasoning methods for them.

In this paper we introduce a sequent calculus for the logic obtained by extending the Hilbert system $B K$ with the axioms $\star_{2} \alpha \rightarrow \star_{2}(\alpha \wedge \beta),\left(\star_{1} \alpha \vee \star_{1} \beta\right) \rightarrow$ $\star_{1}(\alpha \wedge \beta), \star_{1} \star_{1} \alpha \rightarrow \alpha$. Recall that $B K$ is an Hilbert axiomatization of $\mathrm{CL}^{+}$, the positive fragment of classical propositional logic, extended with the axioms $\star_{1} \alpha \vee \alpha, \star_{2} \alpha \supset\left(\alpha \wedge \star_{1} \alpha \supset \beta\right)$ and $\star_{2} \alpha \vee\left(\alpha \wedge \star_{2} \alpha\right)$. Our calculus is used to introduce a PNmatrix semantics for the considered logic. Though the resulting calculus might not be analytic in the sense of [5], the corresponding PNmatrix establishes the decidability of the considered logic [4, 5] and can be used to define a family of analytic sequent calculi for it, using the method in [2]. In addition, we provide an encoding of the introduced calculus for the automated theorem prover Isabelle [7]. This allows us to perform (semi-)automated proof search within the logic.

[^21]\[

$$
\begin{array}{ccc}
\overline{\alpha \Rightarrow \alpha}(\text { init }) & \frac{\Gamma, \alpha \Rightarrow \beta}{\Gamma \Rightarrow \alpha \supset \beta, \Delta}(\supset, r) & \frac{\Gamma \Rightarrow \alpha, \Delta \Gamma, \beta \Rightarrow \Delta}{\Gamma, \alpha \supset \beta \Rightarrow \Delta}(\supset, l) \\
\frac{\Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \alpha}(w, r) & \frac{\Gamma, \alpha, \beta \Rightarrow \Delta}{\Gamma, \alpha \wedge \beta \Rightarrow \Delta}(\wedge, l) & \frac{\Gamma \Rightarrow \alpha, \Delta \Gamma \Rightarrow \beta, \Delta}{\Gamma \Rightarrow \alpha \wedge \beta, \Delta}(\wedge, r) \\
\frac{\Gamma \Rightarrow \Delta}{\Gamma, \alpha \Rightarrow \Delta}(w, l) & \frac{\Gamma \Rightarrow \alpha, \beta, \Delta}{\Gamma \Rightarrow \alpha \vee \beta, \Delta}(\vee, r) & \frac{\Gamma, \alpha \Rightarrow \Delta \wedge, \beta \Rightarrow \Delta}{\Gamma, \alpha \vee \beta \Rightarrow \Delta}(\vee, l) \\
\frac{\Gamma, \alpha \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \star_{1} \alpha}\left(\star_{1}, r\right) & \frac{\Gamma, \star_{1} \alpha, \alpha \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \star_{2} \alpha}\left(\star_{2}, r\right) & \frac{\Gamma \Rightarrow \alpha, \Delta \Gamma \Rightarrow \star_{1} \alpha, \Delta}{\Gamma, \star_{2} \alpha \Rightarrow \Delta}\left(\star_{2}, l\right) \\
& & \frac{\Gamma \Rightarrow \Delta, \alpha}{\Gamma \Rightarrow \Delta, \Gamma \Rightarrow \Delta}(c u t)
\end{array}
$$
\]

Table 1: the sequent system for $B K$

## 2 Preliminaries

In what follows $\mathcal{L}$ is the language of $\mathrm{CL}^{+}$, consisting of atomic formulas $\left\{p_{i}\right\}$, the binary connectives $\wedge$ (conjunction), $\vee$ (disjunction) and $\supset$ (implication) extended with the unary connectives $\left\{\star_{1}, \star_{2}\right\}$.

In this paper, metavariables $\alpha, \beta, \varphi, \ldots$ denote formulas, and $\Gamma, \Delta, \ldots$ stand for finite (possibly empty) multisets of formulas.

A sequent calculus $G$ for $\mathcal{L}$ consists of a finite set of rules. We write $\mathcal{S} \vdash_{G} s$ whenever the sequent $s$ is derivable from the set $\mathcal{S}$ of sequents in $G$.

Definition $1 A$ sequent calculus $G$ is equivalent to a Hilbert system $H$ if for every finite set $\Gamma \cup\{\varphi\}$ of formulas: $\varphi$ is provable in $H$ from $\Gamma$ (in symbols $\Gamma \vdash_{H} \varphi$ ) iff $\Gamma \Rightarrow \varphi$ is provable in $G$ (in symbols $\vdash_{G} \Gamma \Rightarrow \varphi$ ).

We denote by $H$ the Hilbert system for $\mathcal{L}$ obtained by extending $B K$ with the axioms $\star_{2} \alpha \rightarrow \star_{2}(\alpha \wedge \beta),\left(\star_{1} \alpha \vee \star_{1} \beta\right) \rightarrow \star_{1}(\alpha \wedge \beta), \star_{1} \star_{1} \alpha \rightarrow \alpha$. We define a sequent calculus $G$ for $\mathcal{L}$, which is equivalent to $H$, by extending the sequent system for $B K$ (see Table 1) with logical rules corresponding to the aforementioned axioms. From the obtained sequent calculus, we will extract effective semantics using partial non-deterministic matrices (PNmatrices), which are a generalization of non-deterministic finite-valued matrices (Nmatrices) [1].

Definition $2 A$ partial non-deterministic matrix (PNmatrix) $\mathcal{M}$ for $\mathcal{L}$ consists of: (i) a set $\mathcal{V}_{\mathcal{M}}$ of truth values, (ii) a subset $\mathcal{D}_{\mathcal{M}} \subseteq \mathcal{V}_{\mathcal{M}}$ (designated truth values), and (iii) a truth-table $\diamond \mathcal{M}^{:} \mathcal{V}_{\mathcal{M}}{ }^{n} \rightarrow P\left(\mathcal{V}_{\mathcal{M}}\right)$ for every $n$-ary connective $\diamond$ of $\mathcal{L}$.

Remark. If there are no empty spots in the PNmatrix, i.e., the set of truth values $\mathcal{V}_{\mathcal{M}}$ is not empty and no truth table contains a $P\left(\mathcal{V}_{\mathcal{M}}\right)=\emptyset$, the PNmatrix is an ordinary Nmatrix.

Definition 3 Let $\mathcal{M}$ be a PNmatrix for $\mathcal{L}$.

1. An $\mathcal{M}$-valuation for $\mathcal{L}$ is a function $v: \mathcal{L} \rightarrow \mathcal{V}_{\mathcal{M}}$ that respects the truth tables of $\mathcal{M}$, i.e. $v\left(\diamond\left(\varphi_{1}, \ldots, \varphi_{n}\right)\right) \in \diamond_{\mathcal{M}}\left(v\left(\varphi_{1}\right), \ldots, v\left(\varphi_{n}\right)\right)$ for every compound formula $\diamond\left(\varphi_{1}, \ldots, \varphi_{n}\right) \in \mathcal{L}$.
2. An $\mathcal{M}$-valuation $v$ for $\mathcal{L}$ satisfies an $\mathcal{L}$-formula $\varphi$ (with respect to $\mathcal{M}$; denoted by $v=_{\mathcal{M}} \varphi$ ) if $v(\varphi) \in \mathcal{D}_{\mathcal{M}}$.
3. Given an $\mathcal{L}$-sequent $s, \vdash_{\mathcal{M}} s$ if $v \models_{\mathcal{M}} s$ for every $\mathcal{M}$-valuation $v$ for $\mathcal{L}$.

## 3 Sequent calculus and effective semantics

### 3.1 From axiom to rules

Using the algorithm described in $[4,5]$, the axioms

$$
\star_{2} \alpha \rightarrow \star_{2}(\alpha \wedge \beta),\left(\star_{1} \alpha \vee \star_{1} \beta\right) \rightarrow \star_{1}(\alpha \wedge \beta), \star_{1} \star_{1} \alpha \rightarrow \alpha
$$

are transformed into the following logical rules:

$$
\begin{gathered}
\frac{\Gamma, \star_{1} \alpha \Rightarrow \Delta}{\Gamma \quad \Gamma \Rightarrow \alpha, \Delta} \quad \Gamma \Rightarrow \beta, \Delta \\
\frac{\Gamma \Rightarrow \star_{1} \beta, \Delta}{\Gamma \Rightarrow \star_{1}(\alpha \wedge \beta), \Delta} \quad \frac{\Gamma \Rightarrow \star_{1} \alpha, \Delta}{\Gamma \Rightarrow \star_{1}(\alpha \wedge \beta), \Delta} \\
\frac{\Gamma, \alpha \Rightarrow \Delta}{\Gamma, \star_{1} \star_{1} \alpha \Rightarrow \Delta}
\end{gathered}
$$

Let $G$ be the sequent calculus obtained by extending the calculus for the sequent system for $B K$ (see Table 1) with the above rules.

Theorem $4 G$ is equivalent to $H$.
Proof. See $[4,5]$.

### 3.2 From rules to semantics

The sequent calculus $G$ is used to extract semantics for the considered logic. The PNmatrix $\mathcal{M}$ for $G$ is defined as follows:

$$
\begin{aligned}
\mathcal{V}_{\mathcal{M}} & =\{011,101,110\} \\
\mathcal{D}_{\mathcal{M}} & =\{101,110\}
\end{aligned}
$$

The truth tables for the unary connectives are as follows:

| $\star_{1}$ |  |
| :---: | :---: |
| 011 | $\{101\}$ |
| 101 | $\{011\}$ |
| 110 | $\{101,110\}$ |


| $\star_{2}$ |  |
| :---: | :---: |
| 011 | $\{101,110\}$ |
| 101 | $\{101,110\}$ |
| 110 | $\{011\}$ |

The truth tables for the binary connectives are as follows:

|  | $\tilde{\wedge}$ | 011 | 101 |
| :---: | :---: | :---: | :---: |
|  | 110 |  |  |
| 011 | $\{011\}$ | $\{011\}$ | $\{011\}$ |
|  | 101 | $\{011\}$ | $\{101\}$ |
|  | 110 | $\{011\}$ | $\{110\}$ |
| $\widetilde{V}$ | 011 | $\{110\}$ |  |
| 011 | $\{011\}$ | $\{101,110\}$ | $\{101,110\}$ |
| 101 | $\{101,110\}$ | $\{101,110\}$ | $\{101,110\}$ |
| 110 | $\{101,110\}$ | $\{101,110\}$ | $\{101,110\}$ |
| $\widetilde{\zeta}$ | 011 | 101 | 110 |
| 011 | $\{101,110\}$ | $\{101,110\}$ | $\{101,110\}$ |
| 101 | $\{011\}$ | $\{101,110\}$ | $\{101,110\}$ |
| 110 | $\{011\}$ | $\{101,110\}$ | $\{101,110\}$ |

Theorem 5 (Soundness and Completeness) $\vdash_{G} s i f f \vdash_{\mathcal{M}} s$.
Proof. See $[4,5]$.
Theorem 6 (Decidability) Given a finite set $\Gamma \cup\{\varphi\}$ of formulas, it is decidable whether $\Gamma \vdash_{H} \varphi$ or not.

Proof. See $[4,5]$.
Remark. There are empty spots in the truth tables of the connectives. Hence, the sequent calculus $G$ might not be analytic. However, a family of cut-free sequent calculi for $\mathcal{L}$ can be constructed starting from the PNmatrix $\mathcal{M}$, using the method in [2], see $[4,5]$ for details.

### 3.3 An Isabelle-encoding of $G$

We provide an encoding of the sequent calculus $G$ for the generic proof assistant Isabelle [7] which leads to a (semi-)automated theorem prover for the logic underlying the calculus. Note that in the encoding, a single formula is denoted by an upper-case letter (e.g., P) whereas (possibly empty) sequences of formulas are denoted by upper-case letters preceded with a $\$$ sign (e.g., \$H, \$G, \$E,\$F). Premises are encoded left of $==>$ and the conclusion of the rule is encoded right of $==>$. If there is more than one premise, the premises are within brackets [I, I] and comma-separated (;). We use $\sim$ to denote $\star_{1}$ and + for $\star_{2}$.

## Encoding: ParalyzerEncoding.thy

```
(* Title: Sequents/ParalyzerEncoding.thy
Author: Paralyzer, Vienna University of Technology
    based on LKO.thy by L. Paulson, University of Cambridge
Copyright 2013 Vienna University of Technology
*)
header {* Propositonal Paraconsistent Logic BK +
(*2 a-> *2 (a&b);*1 a v *1 b-> *1 (a&b);*1*1 a->a) *}
theory ParalyzerEncoding
imports Sequents
```

```
begin
consts
    Trueprop :: "two_seqi"
    conj :: "[0,o] => o" (infixr "&" 35)
    disj :: "[o,o] => o" (infixr "|" 30)
    imp :: "[o,o] => o" (infixr "-->" 25)
    not :: "० => 0" ("~ _" [40] 40)
    circ :: "o => o" ("+ _" [39] 39)
syntax
    "_Trueprop" :: "two_seqe" ("((_)/ |- (_))" [6,6] 5)
parse_translation {* [(@{syntax_const "_Trueprop"},
    two_seq_tr @{const_syntax Trueprop})] *}
print_translation {* [(@{const_syntax Trueprop},
    two_seq_tr' @{syntax_const "_Trueprop"})] *}
axioms
(*Structural rules: contraction, thinning, exchange*)
```

```
    contRS: "$H l- $E, $S, $S, $F ==> $H l- $E, $S, $F"
```

    contRS: "$H l- $E, $S, $S, $F ==> $H l- $E, $S, $F"
    contLS: "$H, $S, $S, $G |- $E ==> $H, $S, $G |- $E"
    contLS: "$H, $S, $S, $G |- $E ==> $H, $S, $G |- $E"
    thinRS: "$H |- $E, $F ==> $H l- $E, $S, $F"
    thinRS: "$H |- $E, $F ==> $H l- $E, $S, $F"
    thinLS: "$H, $G |- $E ==> $H, $S, $G |- $E"
    thinLS: "$H, $G |- $E ==> $H, $S, $G |- $E"
    exchRS: "$H l- $E, $R, $S, $F ==> $H l- $E, $S, $R, $F"
    exchRS: "$H l- $E, $R, $S, $F ==> $H l- $E, $S, $R, $F"
    exchLS: "$H, $R, $S, $G |- $E ==> $H, $S, $R, $G |- $E"
    exchLS: "$H, $R, $S, $G |- $E ==> $H, $S, $R, $G |- $E"
    cut: "[l $H |- $E, P; $H, P |- $E |] ==> $H |- $E"
    cut: "[l $H |- $E, P; $H, P |- $E |] ==> $H |- $E"
    (*Propositional rules*)
    basic: "$H, P, $G |- $E, P, $F"
    conjR: "[l $H|- $E, P, $F; $H|- $E, Q, $F |] ==> $H|- $E, P&Q, $F"
    conjL: "$H, P, Q, $G |- $E ==> $H, P & Q, $G |- $E"
    disjR: "$H l- $E, P, Q, $F ==> $H |- $E, P|Q, $F"
    disjL: "[| $H, P, $G |- $E; $H, Q, $G |- $E |] ==> $H, P|Q, $G |- $E"
    impR: "$H, P |- $E,Q, $F ==> $H |- $E, P-->Q, $F"
    impL: "[| $H,$G |- $E,P; $H, Q, $G |- $E |] ==> $H, P-->Q, $G |- $E"
    (** new **)
        notR: "$H, P |- $E, $F ==> $H l- $E, ~P, $F"
    circR: "$H, P, ~P |- $E, $F ==> $H |- $E, +P, $F"
    circL: "[| $H, $G |- $E, P; $H, $G |- $E, ~}P\mp@code{l] ==> $H, +P, $G |- $E"
    ruleStar1: "[| $G,~P,$H |- \$E; \$G, \$H |- \$E, P; \$G, \$H |- \$E, Q|] ==> $G,~(P&Q),$H |- $E"
ruleStar2: "$G |- $E, ~P,$F ==> \$G |- $E, ~(P&Q),$F"
ruleStar3: "\$G |- $E, ~Q,$F ==> \$G |- $E, ~(P&Q),$F"

```
```

ruleStar4: "$G,P,$H |- \$E ==> $G,~~P,$H |- $E"
(** Structural Rules on formulas **)
(*contraction*)
lemma contR: "$H |- \$E, P, P, \$F ==> \$H l- \$E, P, $F"
    by (rule contRS)
lemma contL: "$H, P, P, \$G |- \$E ==> \$H, P, \$G |- $E"
    by (rule contLS)
(*thinning*)
lemma thinR: "$H |- \$E, \$F ==> \$H |- \$E, P, $F"
    by (rule thinRS)
lemma thinL: "$H, \$G |- \$E ==> \$H, P, \$G |- $E"
    by (rule thinLS)
(*exchange*)
lemma exchR: "$H |- \$E, Q, P, \$F ==> \$H |- \$E, P, Q, $F"
    by (rule exchRS)
lemma exchL: "$H, Q, P, \$G |- \$E ==> \$H, P, Q, \$G |- \$E"
by (rule exchLS)
(*Tactic*)
ML {*
val apply_tac =
let
val rules = @{thms basic conjL conjR disjL disjR impL impR
notR circR circL ruleStar1 ruleStar2 ruleStar3 ruleStar4}
in
atac
ORELSE' resolve_tac rules
end
*}
end

```
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