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Abstract

Navigating unmanned autonomous vehicles (UAVs) and tracking objects arekey prerequisites

for an effective and safe operation of UAVs in real-world scenarios.To be able to perform

complicated tasks autonomously, UAVs are often organized in networked teams. Due to the

decentralized structure of the network, the potentially high mobility of the UAVs,and the high

accuracy and robustness required for a fully autonomous operation, navigation and tracking in

suchmobile agent networksare difficult tasks. In large agent networks, centralized algorithms

for solving these tasks are impractical since they are typically not scalable and not robust to

agent failure. Therefore, to leverage the full potential of agent networks, there is a need for

efficient distributed (decentralized) algorithms for navigation and tracking. This thesis presents

the following contributions to the art of distributed navigation and tracking.

A powerful technique for cooperative navigation in agent networks is nonparametric belief

propagation (NBP) message passing. NBP-based cooperative navigation is highly accurate and

fully distributed, but it suffers from a high computational complexity and significant communi-

cation requirements. In this thesis, we propose adimension-augmentedreformulation of belief

propagation (BP) message passing. This reformulation allows the applicationof an arbitrary

technique for sequential Bayesian estimation (e.g., extended Kalman filter, sigma point filter,

cubature Kalman filter, or belief condensation filter) to BP message passing.We use dimension-

augmented BP to derive a new improved NBP algorithm. This algorithm differs from the con-

ventional NBP algorithm in that it employs an efficient scheme for particle-based message mul-

tiplication whose complexity scales only linearly (rather than quadratically) with the number of

particles. In addition, we use dimension-augmented BP to develop thesigma point BP(SPBP)

message passing scheme for cooperative navigation. SPBP is a new low-complexity approxi-

mation of BP that extends the sigma point filter (aka unscented Kalman filter) to cooperative

estimation problems. SPBP is characterized by very low communication requirements, since

only a mean vector and a covariance matrix are communicated between neighboring agents.

Our simulation results show that for cooperative navigation, SPBP can outperform conventional

NBP while requiring significantly less computation and communication.

As a second contribution, we extend BP-based cooperative navigation tothe case that some

agents in the network are noncooperative in that they do not communicate and perform compu-

tations. For this problem ofcooperative simultaneous navigation and tracking(CoSNAT), we

develop a particle-based BP message passing algorithm. This algorithm is, to the best of the au-

thor’s knowledge, the first method for CoSNAT in a fully dynamic setting. A key feature of the
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viii ABSTRACT

proposed CoSNAT algorithm is a bidirectional probabilistic information transfer between the

navigation and tracking stages, which allows uncertainties in one stage to be taken into account

by the other stage and thereby improves the performance of both stages. The algorithm is fully

distributed, i.e., communication is only performed between neighboring agents in the network

and no complicated communication protocol is required. Simulation results demonstrate signif-

icant improvements in navigation and tracking performance compared to separate cooperative

navigation and distributed tracking.

Finally, we present a distributed information-seeking control scheme that aims to move the

agents in such a way that their measurements are maximally informative about theparameters

(states) to be estimated. For information-seeking control, we define a global(holistic) objective

function as the negative joint posterior entropy of all states in the network at the next time step

conditioned on all measurements at the next time step. This objective function isoptimized

jointly by all agents via a gradient ascent. This optimization reduces to the evaluation of local

gradients at each agent, which is performed by using Monte Carlo integration. The local gra-

dients are based on particle representations of marginal posterior distributions that are provided

by the estimation stage and a distributed calculation of the joint (networkwide) likelihood func-

tion. Simulation results demonstrate intelligent behavior of the agents and excellent estimation

performance for cooperative navigation and for CoSNAT. In a cooperative navigation scenario

with only one anchor present, mobile agents can localize themselves after a short time with an

accuracy that is higher than the accuracy of the performed distance measurements.
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Chapter 1

Introduction

Navigationandtrackingrefer to the determination of position and possibly direction and motion

parameters of an object such as a craft or vehicle. While in navigational techniques the naviga-

tor’s position relative to known landmarks or patterns is determined, trackingrefers to inferring

the position of an external and moving object or phenomenon over time relative to the position

of the sensing device or a global frame of reference [Bar-Shalom et al., 2002]. Navigating un-

manned autonomous vehicles (UAVs) and tracking objects are key prerequisites for an effective

and safe operation of UAVs in real-world scenarios. Promising applicationscenarios include

autonomous driving, aerial sensor networks, and space and underwater robotics. To be able to

perform challenging tasks autonomously, unmanned vehicles are often organized in networked

teams and even swarms [Zachery et al., 2011, Stilwell and Bishop, 2000]. This is supported by

the fact that hardware and software for unmanned vehicles are becoming inexpensive and easily

available in the open-source community [Ross, 2014]. Due to the decentralized structure of the

network, the potentially high mobility of the UAVs, and the high accuracy and robustness re-

quired for a fully autonomous operation, navigation and tracking in suchmobile agent networks

are difficult tasks offering many open research problems.

1.1 Technologies for Navigation and Tracking

For navigation, global navigation satellite systems (GNSS) such as the globalpositioning sys-

tem (GPS) [Kaplan and Hegarty, 2005, Dardari et al., 2012] enable thedetermination of the

position of persons or vehicles using mobile receivers. The obtained localization accuracy

and robustness are acceptable for many applications, but can be compromised by multipath

components or by the absence of visible satellites [Kaplan and Hegarty, 2005, Dardari et al.,

2012]. In addition, GPS is not available indoors [Mazuelas et al., 2009, Meissner, 2014].

For more accurate and robust navigation information, measurements of inertial measurement

units (IMUs) or of odometers can be integrated and fused with the GNSS information [Groves,

2008]. Promising approaches to indoor navigation include ranging basedon received signal

strength (RSS) [Mazuelas et al., 2009] or ultra wideband (UWB) [Dardari et al., 2012, Wymeer-

sch et al., 2009] measurements. While typically multipath components and non-line-of-sight

1



2 CHAPTER 1. INTRODUCTION

(NLOS) measurements may compromise accuracy and robustness in UWB-based localization,

a possible solution is provided by the emerging field of multipath-assisted indoornavigation

and tracking (MINT) [Meissner, 2014]. MINT incorporates floorplaninformation and makes

use of the additional localization information provided by NLOS measurements and multipath

components to achieve higher navigation accuracy and robustness.

In tracking, by using a remote sensing device such as radar [Skolnik, 2008], sonar

[Waite, 2001], or a camera system [Taj and Cavallaro, 2011], the positions of moving objects

over time are determined. Typically, the position of the sensing device is perfectly known if the

device has a fixed position or is irrelevant if the external object or phenomenon is tracked rela-

tive to the position of the sensing device itself [Bar-Shalom et al., 2002]. Tracking of multiple

moving objects is often complicated by data association uncertainty [Bar-Shalom et al., 2009]

and by the fact that the number of objects to be tracked is not known [Mahler, 2007]. Data

association uncertainty occurs when the origin of the obtained measurementsis uncertain, that

is, the measurements are not necessarily related to the object or phenomenon of interest, and

gets even more challenging when multiple targets are present and the measurement-to-target

association is unknown. Recently, large-scale wireless sensor networks employing seismic or

acoustic sensors have been developed for tracking objects in the environment [Li et al., 2002].

A key challenge in tracking using wireless sensor networks is the dissemination of data in the

network [Hlinka et al., 2013].

1.2 Motivation and Problem Formulation

The individual agents in an agent network are generally equipped with sensors, wireless com-

munication interfaces, a processing unit, and actuators, all together forming a cyber-physical

system [Kim and Kumar, 2012] with a tight coupling between sensing, computing, communi-

cation, and control. Since the resources of a single agent are limited, complicated tasks can

be performed only if multiple agents form a network and cooperate with each other. In large

agent networks, centralized algorithms are impractical since they are typically not scalable and

are not robust to agent failure. Therefore, to leverage the full potential of agent networks, there

is a need for efficient distributed (decentralized) algorithms that do not rely on a fusion center.

Due to the distributed nature of these algorithms, every agent contributes to aglobal task by

communicating only with neighboring agents in the network.

Key tasks in decentralized, mobile agent networks are navigation of cooperative agents

[Shen et al., 2012, Wymeersch et al., 2009] and tracking of external (noncooperative) objects

or phenomena generally referred to astargets[Liu et al., 2007, Hlinka et al., 2013]. Recent

research on navigation and tracking algorithms in mobile agent networks [Shima and Ras-

mussen, 2009, Dario et al., 2005, Corke et al., 2010, Bullo et al., 2009, Ko et al., 2010, Hlinka

et al., 2013, Zhao and Nehorai, 2007, Nayak and Stojmenović, 2010, Aghajan and Cavallaro,

2009] has been motivated by location-aware applications including coordination of unmanned

aerial [Shima and Rasmussen, 2009] and underwater [Dario et al., 2005] vehicles, environmen-
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tal and agricultural monitoring [Corke et al., 2010], robotics [Bullo et al., 2009], health-care

monitoring [Ko et al., 2010], target tracking [Hlinka et al., 2013], pollution source localiza-

tion [Zhao and Nehorai, 2007], chemical plume tracking [Nayak and Stojmenović, 2010], and

surveillance [Aghajan and Cavallaro, 2009].

In cooperative navigation, each cooperative agent (CA) measures quantities related to the

position of neighboring CAs relative to its own position (e.g., involving distances or angles).

By cooperating with other CAs and, in particular, by exchanging position-related information,

each CA is able to estimate its own position. In distributed tracking, the CA measurements are

related to the states of targets to be tracked. At each CA, estimates of the target states are co-

operatively calculated from all CA measurements in a distributed way. While a large variety of

distributed tracking algorithms are available (see [Hlinka et al., 2013] and references therein),

existing practical implementations of cooperative navigation algorithms for mobileagent net-

works are limited to specific measurement models [Sathyan and Hedley, 2013].Traditionally,

cooperative navigation and distributed tracking are formulated as two separateestimationtasks,

where estimation involves the quantification, fusion, and dissemination of information. How-

ever, these two tasks are strongly related since, ideally, a CA needs to know its position to be

able to contribute to the tracking process. In addition, a smartcontrol (moving CAs to differ-

ent positions or adapting sensor characteristics) can be expected to leadto more informative

measurements and, consequently, an improved estimation performance for both navigation and

tracking. Since the estimation tasks involve the measurements of all CAs, the smart controller

moving and adapting the individual CAs needs to be derived from a globalobjective function

and implemented in a distributed way to be effective.

In this thesis, we address these issues and provide the following contributions (see Section

1.4 for a more detailed outline):

• A new class of distributed estimation algorithms for cooperative navigation is developed.

• These cooperative navigation algorithms are extended to include distributedtracking of

noncooperative targets.

• A distributed, globally optimum controller that moves CAs in a way that is favorable for

the joint navigation-and-tracking task is formulated.

1.3 State of the Art

As a relevant background and for further reference, we will summarize the state-of-the-art in

distributed estimation and information-seeking control for navigation and tracking in networks.

1.3.1 Distributed Tracking Based on Sequential Estimation and Fusion Tech-
niques

In distributed tracking, the CAs obtain local measurements with respect to external objects (tar-

gets) with time-varying positions, and estimate the states of these objects using allthe measure-
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ments that are available in the network while communicating only with neighboring CAs. For

this task, typically, sequential Bayesian estimation is combined with a global fusion method that

requires only local communication, such as consensus [Olfati-Saber et al., 2007] or gossip [Di-

makis et al., 2010].

One practical method for sequential Bayesian estimation is the particle filter [Gordon et al.,

1993, Ristic et al., 2004, Arulampalam et al., 2002], which uses particles to represent the prob-

ability density functions (PDFs) involved in the Bayesian recursion. Distributed particle filters

(see [Hlinka et al., 2013] and references therein) are attractive sincethey are suited to arbitrary

nonlinear and non-Gaussian systems. Examples include [Farahmand et al.,2011] and [Hlinka

et al., 2014]. In [Farahmand et al., 2011], consensus algorithms are used to calculate global

weights—reflecting the measurements of all CAs—at each CA. In [Hlinka et al., 2014], thelike-

lihood consensusscheme is proposed for a distributed approximate computation of the global

(all-CAs) likelihood function, which is used at each CA for calculating global weights.

An alternative to the particle filter is the sigma point filter, also known as unscented Kalman

filter, which is a sequential Bayesian estimator for nonlinear systems that outperforms the ex-

tended Kalman filter [Anderson and Moore, 2005, Kay, 1993, Haykin, 2001] while being typi-

cally less complex than the particle filter [Julier and Uhlmann, 1997, Wan and vander Merwe,

2001]. Distributed implementations of the sigma point filter include [Mohammadi and Asif,

2011, Li and Jia, 2012].

1.3.2 Cooperative Navigation Using Message Passing Algorithms

In cooperative navigation, mobile CAs cooperate by performing measurements relative to other

CAs and by exchanging position-related information, such that each CA is able to estimate

its own local state (including the position) with improved accuracy. Here, the dimensionality

of the total (all-CAs) state grows with the network size. In addition, the factorization of the

joint posterior PDF is more complicated than in sequential estimation problems and therefore

often described by a graphical model [Jordan, 1999, Wainwright andJordan, 2008, Loeliger,

2004]. For these general—typically loopy—factor structures, an iterative message passing

scheme can be used to (approximately) perform the marginalizations required for Bayesian

inference [Kschischang et al., 2001]. Under mild assumptions, the factorgraph [Loeliger,

2004] describing the factorization of the joint posterior PDF matches the network topology,

and hence a fully distributed implementation of the iterative message passing scheme can easily

be obtained [Wymeersch et al., 2009]. In addition, the complexity of iterativemessage passing

schemes scales only linearly with the network size [Wymeersch et al., 2009].

The most widely used message passing scheme for navigation and tracking applications

is belief propagation (BP). BP yields the true marginal posterior PDF if the factor graph is a

tree. Sequential Bayesian estimation—used, e.g., in distributed tracking—is a special case of

BP where the joint posterior PDF has a simple “sequential” factor structure corresponding to

a tree-structured factor graph. Gaussian BP [Weiss and Freeman, 2001] and nonparametric BP

(NBP) [Ihler et al., 2005] are computationally feasible variants of BP that extend the Kalman
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filter [Anderson and Moore, 2005, Kay, 1993, Haykin, 2001] and theparticle filter [Gordon

et al., 1993, Ristic et al., 2004, Arulampalam et al., 2002], respectively to general factor struc-

tures. Gaussian BP assumes a linear, Gaussian system and uses Gaussian message represen-

tations, whereas NBP is suited to nonlinear, non-Gaussian systems due to its use of particle

representations. Since in cooperative navigation the measurement models of the CAs are typ-

ically nonlinear, NBP is preferred over Gaussian BP. In particular, NBPfor the localization of

static CAs is proposed in [Ihler et al., 2005]. In [Wymeersch et al., 2009], a distributed BP

message passing algorithm for cooperative navigation (cooperative localization of mobile CAs)

calledsum-product algorithm over a wireless network(SPAWN) is proposed. Furthermore, a

nonparametric implementation of SPAWN and a low-complexity SPAWN scheme usinga para-

metric message representation and censoring is considered for cooperative navigation in [Lien

et al., 2012]. In [Savic and Zazo, 2012], a variant of NBP that uses aGaussian approxima-

tion for the beliefs to reduce inter-CA communication is proposed. Finally, [Caceres et al.,

2011] introduces a SPAWN-based cooperative navigation algorithm thatfuses information from

satellites and terrestrial wireless systems and employs a three-dimensional parametric message

representation for reduced computation and communication.

As an alternative to BP, a message passing algorithm based on the mean field approximation

is presented in [Pedersen et al., 2011] for cooperative localization of static CAs. Finally, a low-

complexity and highly approximate method for cooperative navigation that does not employ a

message passing scheme is presented in [Sathyan and Hedley, 2013]. This method is based on

sequential Bayesian estimation and a linearized measurement equation.

1.3.3 Simultaneous Localization and Tracking (SLAT)

The framework ofsimultaneous localization and tracking(SLAT), introduced in [Taylor et al.,

2006], constitutes a first step toward combining CA localization—however, not in a cooperative

manner—and target tracking. In SLAT, static CAs simultaneously track a target and localize

themselves in a not necessarily distributed (decentralized) manner. Duringruntime, SLAT al-

gorithms use measurements of the distances between each CA and the target [Taylor et al.,

2006], but not measurements of the distances between CAs. The SLAT problem is some-

what similar to the well-studied problem ofsimultaneous localization and mapping(SLAM)

in robotics [Durrant-Whyte and Bailey, 2006]. In SLAT, in contrast to cooperative navigation,

CAs are static and measurements of the distances between CAs are only usedfor initialization.

A centralized particle-based SLAT method using BP is proposed in [Savic and Wymeersch,

2013]. Distributed SLAT methods include a technique using sequential Bayesian estimation and

communication via a junction tree [Funiak et al., 2006], iterative maximum likelihoodmethods

[Kantas et al., 2012], and a method based on variational filtering [Teng etal., 2012].
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1.3.4 Information-Seeking Control

The use of information measures for the control of the movement of a single CA or a network

of CAs was introduced in [Burgard et al., 1997] and [Grocholsky, 2002], respectively. Here, the

CAs’ control objective is to maximize the joint information about a global state that is carried

by the measurements of all CAs about a global state. Suitable measures of information include

negative posterior entropy [Cover and Thomas, 2006], mutual information [Cover and Thomas,

2006], and scalar-valued functions of the Fisher information matrix [Kay,1993]. In particular,

the determinant, trace, and spectral norm of the Fisher information matrix areconsidered in

[Morbidi and Mariottini, 2013], where the control objective is to maximize the information

related to the positions of the CAs and of a target. The maximization of negative posterior

entropy is considered in [Ryan et al., 2007, Hoffmann and Tomlin, 2010, Schwager et al., 2011,

Julian et al., 2012, Atanasov et al., 2015]. In [Schwager et al., 2011],a central controller steers

CAs with known positions along the gradient of negative posterior entropywith the goal of

optimally sensing and estimating a static global state. A distributed solution for global state

estimation is proposed in [Ryan et al., 2007, Hoffmann and Tomlin, 2010] based on a pairwise

neighboring-CAs approximation of mutual information and in [Julian et al., 2012, Atanasov

et al., 2015] by using a consensus algorithm.

1.4 Contribution and Outline

In this thesis, we propose computationally feasible distributed Bayesian estimation and informa-

tion-seeking control algorithms for navigation and tracking in networks. InChapters 2 and 3,

estimation methods are presented while Chapter 4 focuses on information-seeking control. An

outline of the thesis and a summary of our main contributions are provided in the following.

• The remainder of this chapter describes the system model that is used throughout this

thesis.

• In Chapter 2, we first review BP message passing for cooperative navigation and its non-

parametric implementation (i.e., NBP). This conventional implementation suffers from

high computation and communication costs Therefore, for the case of two-dimensional

(2D) position information and distance measurements between CAs, we propose a new

hybrid nonparametric/parametric BP scheme. In this scheme, communication andcom-

putation costs are significantly reduced through the use of parametric representations of

inter-CA messages (as introduced in [Lien et al., 2012], although the parameters are de-

termined differently) and a simpler procedure to perform a particle-basedmessage multi-

plication operation. Contrary to [Caceres et al., 2011], the introduced parametric message

representation is 2D and distinguishes between unimodal, bimodal and multimodalbe-

liefs.

Furthermore, we propose adimension-augmentedreformulation of BP. This reformu-

lation allows the systematic and straightforward application of an arbitrary sequential
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Bayesian estimator (or Bayesian filter) to BP-based cooperative navigation. Examples of

Bayesian filters that can be used for BP in this sense include the extended Kalman fil-

ter [Anderson and Moore, 2005, Kay, 1993, Haykin, 2001], the sigmapoint filter [Julier

and Uhlmann, 1997, Wan and van der Merwe, 2001], the cubature Kalmanfilter [Arasarat-

nam and Haykin, 2009], and the belief condensation filter [Mazuelas et al., 2013]).

We then use the proposed reformulation of BP to develop a new nonparametric (particle-

based) implementation of BP with reduced complexity. This implementation will be used

as a basis for the particle-basedcooperative simultaneous navigation and tracking(CoS-

NAT) algorithm in Chapter 3. The main advantage of the proposed NBP algorithm is that

its complexity scales only linearly—rather than quadratically as in conventionalNBP [Ih-

ler et al., 2005, Lien et al., 2012]—with the number of particles.

Finally, the presented dimension-augmented BP scheme is used to develop thesigma

point BP(SPBP) message passing algorithm for cooperative navigation. SPBP is anew

low-complexity approximation of BP that extends the sigma point filter—also known as

unscented Kalman filter—to general factor structures. We demonstrate thatthe perfor-

mance of SPBP can be similar to or even better than that of conventional NBP, at a far

lower computation and communication cost. Indeed, SPBP is well suited to decentralized

cooperative navigation because only a mean vector and a covariance matrix have to be

communicated between neighboring sensors. Besides the cooperative navigation appli-

cation considered here, we expect that the dimension-augmented reformulation of BP as

well as the new implementations based on sigma points and particles will also be useful

for other inference problems in agent networks. Simulation results demonstrate signif-

icant advantages of SPBP and of the new particle-based BP scheme overconventional

NBP regarding performance, complexity, and communication cost.

The content of this chapter has been previously presented in [Meyer etal., 2014a, Meyer

et al., 2014b].

• In Chapter 3, we introduce the framework of CoSNAT. This framework provides, for

the first time, a consistent combination of cooperative navigation and distributed track-

ing in decentralized mobile agent networks. In CoSNAT, single or multiple targets are

tracked by the mobile CAs while the CAs simultaneously localize themselves, using pair-

wise measurements between CAs and targets as well as between CAs. Thus,CoSNAT is

different from SLAT in that it allows for CA mobility and uses pairwise measurements

between the CAs also during runtime. We assume that the number of targets is known

and the targets can be identified by the CAs. Even with this assumption, the factthat

the CAs are mobile and their states (including their positions) are unknown causes the

multi-target tracking problem to be much more challenging than in the setting wherethe

CAs are static with known states. This is because the posterior distributions ofthe states

of the individual targets and CAs are coupled through pairwise measurements, and thus

all CA and target states should be estimatedjointly. This joint estimation is performed
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quite naturally by the proposed framework and algorithm due to the formulationof the

entire estimation problem using a factor graph and the use of BP message passing, which

transfers probabilistic information between all parts of the joint estimation problem.

First, distributed target tracking is briefly reviewed. Then, the BP messagepassing scheme

for cooperative navigation reviewed at the beginning of Chapter 2 is extended to nonco-

operative targets, and a particle-based implementation of the resulting CoSNAT message

passing scheme is developed. This algorithm is, to the best of the author’s knowledge,

the first method for CoSNAT in a fully dynamic setting. A key feature of the proposed

CoSNAT algorithm is a “turbo-like” [Wymeersch, 2007] bidirectional probabilistic infor-

mation transfer between the navigation and tracking stages, which allows uncertainties in

one stage to be taken into account by the other stage and thereby improves the perfor-

mance of both stages. A fundamental difficulty that has to be surmounted is thefact that,

due to the noncooperative nature of the targets, certain messages needed to calculate the

target beliefs are not available at the CAs. The proposed algorithm solves this problem

by using a consensus scheme over the particle weights [Farahmand et al., 2011] for a dis-

tributed calculation of these lacking messages. The resulting coherent combination of BP

and consensus may also be useful in other distributed inference problemsinvolving non-

cooperative CAs. Simulation results demonstrate significant improvements in navigation

and tracking performance compared to separate cooperative navigationand distributed

tracking.

The content of this chapter has been previously presented in [Meyer etal., 2012, Meyer

et al., 2013b, Meyer et al., 2014b].

• In Chapter 4, we extend the CoSNAT estimation framework developed in Chapter 3 to

include cooperative information-seeking control. The goal of the proposed controller is to

move the agents in such a way that their measurements are maximally informative about

the states to be estimated. The resulting estimation-and-control framework andmethod

are suited to nonlinear and non-Gaussian measurement and motion models, and they are

distributed in that they require only communication with neighboring CAs. In addition,

they can cope with a changing network topology.

For distributed control, we define a global (holistic) objective function as the negative

joint posterior entropy of all states in the network at the next time step conditioned on all

measurements in the network at the next time step. This objective function is thenopti-

mized jointly by all CAs via a gradient ascent, which reduces to the evaluation of local

gradients at each CA. These local evaluations are performed by using Monte Carlo inte-

gration based on the particle representations of marginal posterior PDFs that are provided

by the estimation stage and a distributed calculation of the joint (networkwide) likelihood

function.

Our method advances beyond [Ryan et al., 2007, Hoffmann and Tomlin, 2010, Schwager

et al., 2011, Julian et al., 2012, Atanasov et al., 2015] in the following respects: (i) it
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constitutes a more general information-maximizing control framework based on BP for

estimation problems involving multiple time-varying states; (ii) it includes estimation of

the local (controlled) states of the CAs in addition to the target states, thus enabling its use

in a wider range of applications including cooperative localization and CoSNAT. In partic-

ular, the methods proposed in [Ryan et al., 2007, Hoffmann and Tomlin, 2010, Schwager

et al., 2011, Julian et al., 2012, Atanasov et al., 2015] do not use BP, donot allow for

multiple time-varying states, and do not include estimation of local (controlled) states.

Compared to the information-seeking controllers proposed in [Ryan et al., 2007, Hoff-

mann and Tomlin, 2010, Julian et al., 2012, Atanasov et al., 2015], where maximization

of the negative posterior entropy reduces to maximization of the mutual information be-

tween measurements and states, the proposed controller includes an additional term that

arises because the posterior entropy involves also the local (controlled)states of the CAs.

Our simulation results demonstrate intelligent behavior of the CAs and excellentestima-

tion performance for cooperative navigation and CoSNAT. In a cooperative navigation

scenario with only one anchor present, mobile CAs can localize themselves after a short

time with an accuracy that is higher than the accuracy of the performed distance measure-

ments.

The content of this chapter has been previously presented in [Meyer etal., 2014c, Meyer

et al., 2015].

• In Chapter 5, we summarize our contributions and suggest possible directions for future

research.

1.5 System Model

We consider a decentralized network of mobile agentsk ∈A, as illustrated in Fig. 1.1. The set

of all agents,A ⊆ N, consists of the set of CAs,S ⊆ A, and the set of targets,T = A \ S.

(We will use the indicesk ∈A, l ∈S, andm ∈T to denote a generic agent, a CA, and a target,

respectively.) The numbers of CAs and targets are assumed known. Targets are noncooperative

in that they do not communicate, do not perform computations, and do not actively perform any

measurements.

1.5.1 Agent States and Agent Dynamics

Thestateof agentk ∈A at timen ∈ {0, 1, . . .}, denotedxk,n, consists of the current position

and, possibly, other parameters such as velocity, acceleration, bearing, and angular velocity [Li

and Jilkov, 2003]. The states evolve according to

xk,n =

{

gk(xk,n−1,uk,n,qk,n), k ∈ S
gk(xk,n−1,qk,n), k ∈ T ,

n = 1, 2, . . . , (1.1)
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cooperative agent (CA)

target

communication link

measurement

MT
l,n

MS
l,n

Ml,nCA l

CA l′

target
m

Cl′,n

Sm,n

Figure 1.1: Agent network with CAs and targets. Also shown are the setsMl,n, MS
l,n, and

MT
l,n for a specific CAl, the setCl′,n for a specific CAl′, and the setSm,n for a specific target

m.

wheregk(·) is a possibly nonlinear function,qk,n is process (driving) noise, which has a PDF

f(qk,n) and is independent ofxk,n−1 and also independent acrossn andk, anduk,n ∈ Uk

is a deterministic control vector that controls thekth CA. Sinceuk,n is deterministic [Doucet

et al., 2001], it is either completely unknown (before it is determined) or perfectly known (after

being determined). Note that also targets may have control variables. However, as these are

hidden from the CAs, we will subsume any control for targetm in the process noiseqm,n. For

the derivation of the controller in Chapter 4, we assume that forl ∈ S, gl(xl,n−1,ul,n,ql,n) is

bijective with respect toxl,n−1 and differentiable with respect toul,n. The statistical relation

betweenxk,n andxk,n−1 as defined by (1.1) and by the PDFf(ql,n) can also be described by

thestate-transition PDFf(xl,n

∣

∣xl,n−1;ul,n) for l ∈ S andf(xm,n

∣

∣xm,n−1) for m∈ T .

1.5.2 Network Topology

The communication and measurement topologies of the network are describedby setsCl,n and

Ml,n as follows:

• CA l ∈ S is able to communicate with CAl′ if l′ ∈ Cl,n ⊆ S \ {l}. Communication is

always symmetric, i.e.,l′ ∈ Cl,n implies l ∈ Cl′,n, and the communication graph of the

network formed by the CAs is assumed to be a connected graph.

• CA l ∈ S acquires a measurementyl,k;n relative to agent (CA or target)k ∈ A if k ∈

Ml,n ⊆A \{l}.

• We also defineMS
l,n , Ml,n ∩ S andMT

l,n , Ml,n ∩ T , i.e., the subsets ofMl,n

containing only CAs and only targets, respectively.
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• In addition, we introduceSm,n , {l ∈ S |m ∈ MT
l,n}, i.e., the set of CAs that acquire

measurements relative to targetm. Note thatm∈MT
l,n if and only if l ∈ Sm,n.

• We assume thatMS
l,n ⊆ Cl,n, i.e., if CA l acquires a measurement relative to CAl′, it

is able to communicate with CAl′. The setsCl,n, Ml,n, MS
l,n, MT

l,n, andSm,n may be

time-dependent.

An example of communication and measurement topologies is given in Fig. 1.1.

1.5.3 Sensor Measurements

We consider “pairwise” measurementsyl,k;n that depend on the statesxl,n, l ∈ S andxk,n,

k ∈Ml,n according to

yl,k;n = dk(xl,n,xk,n,vl,k;n) , l ∈ S , k ∈Ml,n, n = 1, 2, . . . . (1.2)

Here,dk(·) is a possibly nonlinear function, andvl,k;n is measurement noise, which has a PDF

f(vl,k;n) and is independent ofxl,n andxk,n and also independent acrossl, k, andn. An

example is the scalar “noisy distance” measurement

yl,k;n = ‖x̃l,n− x̃k,n‖+ vl,k;n , l ∈ S , k ∈Ml,n, n = 1, 2, . . . , (1.3)

wherex̃k,n represents the position of agentk (this is part of the statexk,n). Note that measure-

mentsyl,k;n exist between a CAl ∈ S and another CAk ∈ MS
l,n, and between a CAl ∈ S

and a targetk ∈ MT
l,n. The statistical dependence ofyl,k;n onxl,n andxk,n as defined by (1.2)

and by the PDFf(vl,k;n) is described by thelocal likelihood functionf(yl,k;n|xl,n,xk,n). We

assume that targets can be identified by the CAs, i.e., target-to-measurement assignments are

known. This requires a certain degree of coordination: for example, if RSS measurements are

employed, the targets have to use different frequency bands or different time slots, which have

to be known to the CAs; if localization using UWB radios is employed, the identities of the

UWB radios mounted on the targets have to be known to the CAs.

1.5.4 Assumptions

We will make the following commonly used assumptions, which are reasonable in many practi-

cal scenarios [Wymeersch et al., 2009]. Hereafter, we denote by

un , [ul,n]l∈S , xn , [xk,n]k∈A , yn , [yl,k;n]l∈S, k∈Ml,n
(1.4)

the sets of all control vectors, states, and measurements, respectively at time n. Furthermore,

we define

u1:n , [uT
1 , . . . ,u

T
n]

T, x1:n , [xT
1 , . . . ,x

T
n]

T, y1:n , [yT
1 , . . . ,y

T
n]

T.
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(A1) All agent states are independenta priori at timen=0, i.e.,

f(x0) =
∏

k∈A

f(xk,0).

(A2) All agent states evolve according to a memoryless walk, i.e.,

f(x1:n;u1:n) = f(x0)
n
∏

n′=1

f(xn′ |xn′−1;un′).

This is a consequence of our assumption that the process noisesqk,n in (1.1) are indepen-

dent across timen.

(A3) The state transitions at the various agentsk ∈ A are independent, i.e.,

f(xn|xn−1;un) =
∏

m∈T

f(xm,n|xm,n−1)
∏

l∈S

f(xl,n|xl,n−1;ul,n).

This is a consequence of our assumption that the process noisesqk,n in (1.1) are indepen-

dent between the agentsk ∈ A.

(A4) The current measurementsyn are conditionally independent, given the current statesxn,

of all other states and of all past and future measurements, i.e.,

f(yn|x0:∞,y1:n−1,yn+1:∞) = f(yn|xn).

(A5) The current statesxn are conditionally independent, given the previous statesxn−1, of all

past measurements, i.e.,

f(xn|xn−1,y1:n−1;un) = f(xn|xn−1;un).

(A6) The measurement noisesvl,k;n andvl′,k′;n′ in (1.2) are conditionally independent un-

less(l, k, n) = (l′, k′, n′), and each measurementyl,k;n depends only on the statesxl,n

andxk,n. Together with (A4), this leads to the following factorization of the “total” (or

“global”) likelihood function:

f(y1:n|x1:n) =
n
∏

n′=1

∏

l∈S

∏

k∈Ml,n

f(yl,k;n′ |xl,n′ ,xk,n′).

In addition, we make the following assumptions. Each CAl ∈ S knows the functional forms

of its own state-transition PDF and initial state PDF as well as of the state-transition PDFs and

initial state PDFs of all targets, i.e.,f(xk,n|xk,n−1) andf(xk,0) for k ∈ {l} ∪ T . Furthermore,

all prior position and motion information is available in one global reference frame that is known

to all CAs, all CAs can transmit in parallel, and the internal clocks of all CAs are synchronous
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(see [Wu et al., 2011, Etzlinger et al., 2014, Meyer et al., 2013a, Etzlinger et al., 2013] for

distributed clock synchronization algorithms).
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Chapter 2

Cooperative Navigation

BP message passing [Jordan, 1999, Wainwright and Jordan, 2008] isa well-established tech-

nique for cooperative localization and navigation [Ihler et al., 2005, Wymeersch et al., 2009,

Lien et al., 2012], and it is also the basis for the algorithms developed in this thesis. Therefore,

this chapter starts with a review of this BP scheme and of its nonparametric implementation (i.e.,

NBP). Next, for the case of 2D position information and distance measurements between CAs,

a new hybrid nonparametric/parametric BP scheme is proposed. In this scheme, communication

and computation costs are significantly reduced through the use of parametric representations

of inter-CA messages. Then, the dimension-augmented reformulation of BP,which allows the

development of a new class of efficient algorithms for cooperative navigation, is proposed. This

reformulation is used to derive two specific BP-based estimation algorithms. The first is a

new reduced-complexity nonparametric implementation of BP. The second, SPBP, extends the

sigma point filter to loopy BP and is characterized by very low computation and communication

costs. The proposed dimension-augmented reformulation of BP as well as the resulting new

algorithms based on particles and sigma points can be easily extended to more general system

models; in particular, they are not limited to “pairwise” measurements. They arealso suited to

other decentralized cooperative inference problems besides cooperative navigation.

In this chapter and in the subsequent Chapter 3, we do not allow the CAsl ∈ S to be

controlled. Therefore, we suppress the control variablesul,n in the notation, i.e., we write

xl,n = gl(xl,n−1,ql,n), l ∈ S for the state evolution model andf(xl,n|xl,n−1) for the state

transition PDF (cf. (1.1)).

2.1 Review: Cooperative Navigation Using Belief Propagation

In this section, the BP scheme for cooperative navigation [Wymeersch et al., 2009, Lien et al.,

2012] and a possible particle-based implementation [Ihler et al., 2005, Lien et al., 2012] is

reviewed. In Bayesian cooperative navigation, each CAl ∈ S estimates its own current state

15
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xl,n at timen, from the past and present pairwise measurements of all CAs,

yS
1:n ,

[

yl1,l2;n′

]

l1∈S, l2∈MS
l1,n

′ , n
′∈{1,...,n}

.

In particular, the minimum mean-square error (MMSE) estimator and the maximum-a-posteriori

(MAP) estimator ofxl,n are given by [Kay, 1993]

x̂MMSE
l,n ,

∫

xl,nf(xl,n|y
S
1:n)dxl,n (2.1)

x̂MAP
l,n , argmax

xl,n

f(xl,n|y
S
1:n) . (2.2)

2.1.1 Cooperative Navigation Message Passing Scheme

By using Bayes’ rule and assumptions (A1)–(A6), mentioned in Section 1.5,the joint posterior

PDF of the set of all CA states,xS
1:n , [xl,n′]l∈S, n′∈{1,...,n}, is obtained up to an irrelevant

constant factor as

f(xS
1:n|y

S
1:n) ∝

∏

l∈S

f(xl,0)
n
∏

n′=1

f(xl,n′ |xl,n′−1)
∏

l′∈MS
l,n′

f(yl,l′;n′ |xl,n′ ,xl′,n′). (2.3)

CAs with an informative prior PDF

f(xl,n) =

∫

f(xl,0)

n
∏

n′=1

[

f(xl,n′ |xl,n′−1)dxl,n′−1

]

(2.4)

for all n are referred to as anchors.

Calculating the marginal posterior PDFsf(xl,n|y
S
1:n) involved in the MMSE or MAP esti-

mator expressions (2.1) of (2.2) by direct marginalization off(xS
1:n|y

S
1:n) is infeasible because

it involves integration in spaces whose dimension grows with time and network size. To reduce

dimensionality a BP scheme can be used to take advantage of the temporal and spatial indepen-

dence structure expressed by the factorization in (2.3). Explicit integration can be avoided by

employing a particle-based implementation or using sigma points.

More specifically, approximate marginal posterior PDFs (“beliefs”)b(xl,n) ≈ f(xl,n|y
S
1:n),

l ∈ S can be obtained by executing a distributed iterative BP message passing scheme [Wymeer-

sch et al., 2009]. This is based on the factor graph [Loeliger, 2004] corresponding to the fac-

torization off(xS
1:n|y

S
1:n) in (2.3), which is shown in Fig. 2.1. Because this factor graph is

loopy, BP schemes can only provide an approximate marginalization. However, for coopera-

tive navigation, the beliefs obtained with BP are known to be quite accurate [Wymeersch et al.,

2009].

At each timen, P message passing iterations are performed. The iterated belief of CAl ∈ S
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(P )
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b
(p−1)
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(p−1)
l

φ
(p)
l→1

φ
(p)
2→1
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Figure 2.1: Cooperative navigation factor graph showing the states of CAs l = 1, 2 at
time instantsn− 1 andn; time indices are omitted for simplicity. The short notationfl ,

f(xl,n′ |xl,n′−1), fl,l′ , f(yl,l′;n′ |xl,n′ ,xl′,n′), b(p)l , b(p)(xl,n′), n′ ∈ {1, . . . , n} is used. Each
dotted box corresponds to a CAl ∈ S; calculations within the box are performed locally at
that CA. Edges between dotted boxes imply communication between CAs. Only messages and
beliefs involved in the computation ofb(p)(x1,n) are shown.

at timen and message passing iterationp ∈ {1, . . . , P} is calculated as

b(p)(xl,n) ∝ φ→n(xl,n)
∏

l′∈MS
l,n

φ
(p)
l′→l(xl,n) . (2.5)

Here, the “prediction message”φ→n(xl,n) is calculated from the state-transition PDFf(xl,n|xl,n−1)

and the final belief at timen−1, b(P )(xl,n−1), as

φ→n(xl,n) =

∫

f(xl,n|xl,n−1) b
(P )(xl,n−1) dxl,n−1 , (2.6)

and the “measurement messages”φ
(p)
l′→l(xl,n) are calculated as

φ
(p)
l′→l(xl,n) =

∫

f(yl,l′;n|xl,n,xl′,n) b
(p−1)(xl′,n) dxl′,n . (2.7)

These messages and beliefs are depicted in Fig. 2.1. Note that the iterative scheme (2.5)–(2.7)

is initialized by settingb(0)(xl,n) = φ→n(xl,n) for all l ∈ S.

Two remarks are in order for a better understanding of the message passing schedule (2.5)–

(2.7) which is also known as SPAWN [Wymeersch et al., 2009]. First, the factor graph has

also loops between different times. . . , n−1, n, n+1, . . .. Thus, in contrast to sequential state

estimation in a tracking problem, where the factor graph is tree-like (to be considered in Section

3.1 and Fig. 3.1),b(p)(xl,n) could be improved by sending messages backward and forward in

time. However, in practice, for low complexity, communication , memory requirements as well



18 CHAPTER 2. COOPERATIVE NAVIGATION

as a reduced latency, messages are sent only forward in time and iterativemessage passing is

done at each time individually. As a consequence, the message (“extrinsicinformation”) from

the variablexl,n−1 to the factorf(xl,n|xl,n−1) equals the beliefb(P )(xl,n−1), andφ→n(xl,n)

in (2.6) (for n fixed) remains unchanged during all message passing iterations. Second, as

no information from the factorf(yl,l′;n|xl,n,xl′,n) is used in the calculation ofb(p−1)(xl′,n)

according to (2.5) and (2.7),b(p−1)(xl′,n) in (2.7) is the extrinsic information with respect to

f(yl,l′;n|xl,n,xl′,n). As explained in more detail in [Wymeersch et al., 2009] and [Lien et al.,

2012], this message passing schedule significantly reduce the computational complexity of the

standard BP message passing scheme. In addition, also the amount of communication between

CAs is reduced since (as discussed presently) beliefs in SPAWN can be broadcast, whereas

the exchange of extrinsic information in standard BP requires point-to-point communication

between CAs.

Contrary to classical sequential Bayesian filtering [Doucet et al., 2001], which only exploits

the temporal independence structure of the inference problem, BP message passing (2.5)–(2.7)

also exploits the spatial independency structure. As a consequence, theoverall computational

complexity scales linearly both in the number of time steps and in the number of CAs.In

addition, with BP message passing, the beliefsb(p)(xl,n) at each CAl ∈ S can be calculated in a

fully distributedmanner using only local communication with neighbors. Each CAl broadcasts

its own current beliefb(p)(xl,n) (calculated according to (2.5)) to all CAsl1 for which l ∈MS
l1,n

and uses the beliefs received from the neighboring CAs,b(p)(xl′,n) for l′ ∈MS
l,n, and the local

pairwise measurementsyl,l′;n, l′∈MS
l,n to calculate the corresponding measurement messages

for the next message passing iteration,φ
(p+1)
l′→l (xl,n) for l′ ∈ MS

l,n, according to (2.7). The

messagesφ(p+1)
l′→l (xl,n) andφ→n(xl,n) (see (2.6)) are then used by CAl to calculate the new

b(p+1)(xl,n) according to (2.5), etc. Note that, since each CAl ∈ S is only interested in its own

positionxl,n, the corresponding beliefb(p)(xl,n) only needs to be stored (temporarily) at CA

l. We note that, as loopy BP in general [Wymeersch et al., 2012], the BP scheme (2.5)–(2.7)

exhibits accurate estimates but suffers from overconfident beliefs.

The remaining step is to avoid the high complexity of evaluating the integrals in (2.6) and

(2.7) by a particle-based or using sigma point implementation.

2.1.2 NBP for Cooperative Navigation

We first review NBP [Ihler et al., 2005] for cooperative navigation [Lien et al., 2012]. NBP

uses a particle representation (PR) of beliefs and messages. In a cooperative navigation sce-

nario, it provides fast convergence and high accuracy [Wymeerschet al., 2009]. NBP consist of

three basics operations—message filtering, message multiplication, and estimation—which are

reviewed in what follows.
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Message Filtering

PR-based calculation of (2.6) and (2.7) amounts to the generic problem of obtaining a PR of

φ(x′) =

∫

c(x′,x)b(x)dx

from a PR
{(

x(j), w(j)
)}J

j=1
of b(x). Here, c(x′,x) is (proportional to) a conditional PDF

f(x′|x). If we are able to obtain a PR
{(

x(j),x′(j), w(j)
)}J

j=1
of c(x′,x)b(x), then

{(

x′(j), w(j)
)}J

j=1

constitutes a PR ofφ(x′) [Ristic et al., 2004]. Typically,x′ = r(x,q) with a known function

r(·, ·) and a random vectorq. Particles
{(

x(j),x′(j), w(j)
)}J

j=1
corresponding toc(x′,x)b(x)

can then be obtained by first drawing particles
{

(x(j),q(j))
}J

j=1
from f(x,q) and then calcu-

latingx′(j) = r
(

x(j),q(j)
)

, j ∈ {1, . . . , J}.

Message Multiplication

A PR
{(

x
(j)
l,n, w

(j)
l,n

)}J

j=1
of b(p)(xl,n) ∝ φ→n(xl,n)

∏

l′∈MS
l,n
φ
(p)
l′→l(xl,n) in (2.5) can be ob-

tained using importance sampling [Ristic et al., 2004]. We first draw particles
{

x
(j)
l,n

}J

j=1
from

the proposal distributionq(xl,n) = φ→n(xl,n). Corresponding weights
{

w
(j)
l,n

}J

j=1
are then

obtained by calculating

w̃
(j)
l,n ∝

b(p)(x
(j)
l,n)

q(x
(j)
l,n)

,

i.e.,

w̃
(j)
l,n =

∏

l′∈MS
l,n

φ
(p)
l′→l(x

(j)
l,n) , (2.8)

and normalizing, i.e.,

w
(j)
l,n =

w̃
(j)
l,n

Wl,n
with Wl,n =

J
∑

j′=1

w̃
(j′)
l,n . (2.9)

Since only a PR ofφ(p)l′→l(xl,n) is available, we substitute a kernel estimate1 φ̂
(p)
l′→l(x

(j)
l,n) for

φ
(p)
l′→l(xl,n) in (2.8), and thus obtain

w̃
(j)
l,n =

∏

l′∈MS
l,n

φ̂
(p)
l′→l(x

(j)
l,n). (2.11)

1We note that a kernel estimate of a messageφ(x) is calculated from a PR
{(

x
(j), w(j)

)}J

j=1
of φ(x) as

φ̂(x) =

J
∑

j=1

w
(j)

K(x−x
(j)) , (2.10)

with some kernel functionK(x).
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This message multiplication operation is the most complex part of NBP; its complexity scales

quadratically in the number of particlesJ .

Estimation

Finally, from the PR
{(

x
(j)
l,n, w

(j)
l,n

)}J

j=1
of b(p)(xl,n), an approximation of the estimatêxMMSE

l,n

in (2.1) is obtained as

x̂MMSE
l,n ≈

J
∑

j=1

w
(j)
l,nx

(j)
l,n . (2.12)

Alternatively, an approximation of the MAP estimatorx̂MAP
l,n in (2.2) can be derived from the PR

as described in [Driessen and Boers, 2008].

2.2 Parametric Message Representations

A significant limitation of the nonparametric implementation of (2.5)–(2.7) described in the

previous section are the high computation and communication costs. Communicationrequire-

ments are high, because the exchange of probability distributions (beliefs)between different

CAs is done by transmitting directly theJ particles that represent these probability distribu-

tions. The main bottleneck in terms of computational complexity is the message multiplication

procedure in Section 2.1.2, which scales quadratically in the number of particlesJ and makes

the nonparametric implementation as described in the previous section infeasiblefor largeJ .

In this section, we propose an alternative implementation of the cooperative navigation mes-

sage passing scheme (2.5)–(2.7) for the special case of a 2D setting andmeasurements of the

distance are performed among CAs. More specifically, in this section for each CA l ∈ S the

“position-part”x̃l,n of the statexl,n is 2D and the general measurement model (1.2) is replaced

by

yl,l′;n = ‖x̃l,n− x̃l′,n‖ + vl,l′;n l′ ∈ MS
l,n. (2.13)

The proposed alternative implementation achieves significant savings in both communications

and computation through the use of parametric measurement messages (as introduced in [Lien

et al., 2012], although the parameters are determined differently) and a more efficient proce-

dure to perform the costly message multiplication operation. In the following, wedescribe the

alternative and efficient message multiplication procedure, that is performed at timen, CA l

and message passing iterationp using parametric measurement messages. It is assumed that

the drawing of particles fromm→n(x̃l,n) in (3.11) using particles representingb(P )(x̃l,n−1) has

already be performed using message filtering (see Section 2.1.2).

2.2.1 Extracting the Belief Parameters

Considerb(p−1)(x̃l′,n), i.e., the belief of the 2D positioñxl′,n of CA l′ ∈S at timen and mes-

sage passing iterationp− 1. This 2D function is either (i) unimodal if the CA is well localized;

(ii) bimodal with two modes if the CA is localized with ambiguity; or (iii) multimodal (e.g.,
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annularly shaped) if the CA is poorly localized [Wymeersch et al., 2009]. To reduce communi-

cations, the number of parameters to be transmitted, we approximate the beliefb(p−1)(x̃l′,n) by

a GaussianN (µ̃l′,n, C̃l′,n) if it is unimodal and by a mixture of two GaussiansN
(

µ̃
(1)
l′,n, C̃

(1)
l′,n

)

andN
(

µ̃
(2)
l′,n, C̃

(2)
l′,n

)

with equal weights if it is bimodal. The respective means and covariances

are then transmitted to the navigation partners.

We propose the following procedure for extracting the belief parameters at CA l′. First,

CA l′ derives particles
{

x̃
(j)
l′,n

}J

j=1
representingb(p−1)(x̃l′,n), which are obtained from the parti-

cles representingb(p−1)(xl′,n) simply by discarding the irrelevant entries in each particle vector

(recall thatx̃l′,n is a subvector ofxl′,n). Next, CA l′ uses a clustering algorithm such as K-

means [Gan et al., 2007] to partition the set of particles
{

x̃
(j)
l′,n

}J

j=1
into two disjoint subsets

{

x̃
(j)
l′,n

}

j∈J1
and

{

x̃
(j)
l′,n

}

j∈J2
, and it calculates the Fisher linear discriminant [Gan et al., 2007]

(denotedD) for that partition. Also, a meanµl′,n and a covariance matrixCl′,n are computed

for each particle subset, i.e.,

µ̃
(i)
l′,n =

1

|Ji|

∑

j∈Ji

x̃
(j)
l′,n , C̃

(i)
l′,n =

1

|Ji|

∑

j∈Ji

x̃
(j)
l′,nx̃

(j)T
l′,n − µ̃

(i)
l′,nµ̃

(i)T
l′,n ,

for i ∈ {1, 2}. If D is above a thresholdT and‖µ̃(1)
l′,n− µ̃

(2)
l′,n‖ > 4σv, the clustering result is

accepted and, thus, the bimodal Gaussian mixture model is adopted forb(p−1)(x̃l′,n). Otherwise,

the clustering is rejected and a single meanµ̃l′,n and covariance matrix̃Cl′,n are determined

from the total particle set
{

x̃
(j)
l′,n

}J

j=1
. Then, if (C̃l′,n)1,1 + (C̃l′,n)2,2 < 10σ2v , the unimodal

Gaussian modelN (µ̃l′,n, C̃l′,n) is adopted, otherwiseb(p−1)(x̃l′,n) is considered multimodal.

2.2.2 Calculating the Parametric Measurement Messages

After all belief parameters have been transmitted, as discussed above, each CA l ∈ S at time

n knows (approximate representations of) the beliefsb(p−1)(x̃l′,n) of its localization partners

l′ ∈ MS
l,n.

Based on its knowledge of the beliefsb(p−1)(x̃l′,n) for l′ ∈ MS
l,n, CA l next calculates

a particle representation of its own beliefb(p)(xl,n) by implementing (2.5)–(2.7) as will be

described in Section 2.2.3. Because this calculation requires closed-formexpressions of the

measurement messagesm(p)
l′→l(x̃l,n), l′ ∈ MS

l,n, we use the parametric message representations

introduced in [Lien et al., 2012]. More specifically, if CAl′ is localized, i.e.,b(p−1)(x̃l′,n) is

unimodal, we set

m
(p)
l′→l(x̃l,n) ∝ exp

(

−

(

yl′,l;n− ‖x̃l,n− µ̃l′,n‖
)2

2rl′,l;n

)

. (2.14)

The shape of this message is an annulus about the midpointµ̃l′,n with nominal radiusyl′,l;n;

the radial width about the nominal radius is determined byrl′,l;n. If CA l′ is localized with

ambiguity, i.e.,b(p−1)(x̃l′,n) is bimodal, we setm(p)
l′→l(x̃l,n) equal to the sum of two annuli

that are located about the midpointsµ̃(1)
l′,n andµ̃(2)

l′,n and have equal nominal radiusyl′,l;n and
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possibly different width parametersr(1)l′,l;n andr(2)l′,l;n. Finally, if CA l′ is poorly localized, i.e.,

b(p−1)(x̃l′,n) is multimodal, CAl ignores localization partnerl′ ∈ MS
l,n by setting the corre-

sponding messagem(p)
l′→l(x̃l,n) to a constant value.

It remains to determine the width parameter(s) for the first two cases. Let usfirst consider the

unimodal representation (2.14). If CAl′ is an anchor CA, we haveb(p−1)(x̃l′,n)=δ(x̃l′,n−µ̃l′,n),

and the parametric message (2.14) with width parameterrl′,l;n = σ2v is the exact result of the

expression in exactly equal to (2.7). Otherwise, let

ρl,l′;n(x̃l′,n) ,
∥

∥ˆ̃x
(p−1)
l,n − x̃l′,n

∥

∥ (2.15)

be the distance of the estimate ofx̃l,n the position of CAl at message passing iterationp − 1,

denoted̂̃x(p−1)
l,n , from x̃l′,n. A good approximation of (2.7) is then obtained by choosingrl′,l,n

as

rl′,l;n = hT
l,l′;nC̃l′,nhl,l′;n + σ2v , (2.16)

wherehl,l′;n = ∆µ̃l′,n
ρl,l′;n(xl′,n) is the gradient ofρl,l′;n(x̃l′,n) evaluated at̃µl′,n [Sathyan

and Hedley, 2013]. This result forrl′,l;n is obtained via a linear approximation of the “reduced”

measurement equationy′l,l′;n = ρl,l′;n(x̃l′,n) + vl,l′;n aroundµ̃l′,n [Sathyan and Hedley, 2013].

More specifically,rl′,l;n is the variance of

ρl,l′;n(µ̃l′,n) + hT
l,l′;n(x̃l′,n− µ̃l′,n) + vl,l′;n. (2.17)

Note that now the radial width of the annularly shaped messagem
(p)
l′→l(x̃l,n) in (2.14) char-

acterized byrl′,l,n is influenced by both the uncertainty in thel′th CA position, expressed by

hT
l,l′;nC̃l′,nhl,l′;n, and the measurement varianceσ2v .

For the bimodal representation, we choose the two width parameters as in (2.16), i.e.,

r
(i)
l′,l;n = h

(i)T
l,l′;nC̃

(i)
l′,nh

(i)
l,l′;n + σ2v (2.18)

for i ∈ {1, 2}, whereh(i)
l,l′;n is the gradient ofρl,l′;n(x̃l′,n) evaluated at̃µ(i)

l′,n. An example of

a bimodal Gaussian beliefb(p−1)(x̃l′,n) and corresponding bi-annular messagem
(p)
l′→l(x̃l,n) is

shown in Fig. 2.2.

2.2.3 Updating the Beliefs

With all messagesm(p)
l′→l(x̃l,n), l′ ∈ MS

l,n determined, an approximation of the functional form

of
∏

l′∈MS
l,n
m

(p)
l′→l(x̃l,n) is available at CAl ∈ S. Thus, CAl is able to calculate a particle

representation of its updated beliefb(p)(xl,n) according to (2.5).

This calculation is done by means of importance sampling [Doucet et al., 2001], using

the prediction messagem→n(xl,n) as proposal density: particles
{

x
(j)
l,n

}J

j=1
are drawn from
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Figure 2.2: Example of a bimodal Gaussian beliefb(p−1)(x̃l,n) (left) and the corresponding

bi-annular messagem(p)
l→k(x̃k,n) (right).

m→n(xl,n), and associated weights unnormalized weights are obtained as

w̃
(j)
l,n =

∏

l′∈Ml,n

m
(p)
l′→l(x̃

(j)
l,n). (2.19)

This procedure is followed by a normalization and a resampling step [Doucetet al., 2001] to

obtain equally weighted particles for the beliefb(p)(xl,n).

2.2.4 Computation and Communication Requirements

The transmission of means and covariances among neighboring navigation partners, requires

the transmission of2 + 3 = 5 real numbers in the unimodal case and of10 real numbers in

the bimodal case. Ifb(p−1)(x̃l′,n) is multimodal, no belief parameters are transmitted, because

a poorly localized CA cannot provide useful information to its navigation partners. Therefore,

the communication cost is reduced by about an order of magnitude, since in the conventional

nonparametric algorithms typically hundreds particles have to be transmitted [Ihler et al., 2005,

Lien et al., 2012]. Furthermore, it can easily be shown, that the calculationof parameters as

described in Sections 2.2.1 and 2.2.2 and as well as the evaluation of parametric messages in

(2.19) scales only linearly with the number of particlesJ , rather than quadratically as in the case

of the conventional nonparametric algorithm [Ihler et al., 2005, Lien et al.,2012].

2.3 Dimension-Augmented Reformulation of BP Message Passing

In this section, we introduce the dimension-augmented reformulation of BP message passing.

The key idea is to reformulate the BP operations in higher-dimensional spaces, which allows the

application of many well studied filter for sequential Bayesian estimation (e.g. extended Kalman

filter [Kay, 1993], sigma point filter [Julier and Uhlmann, 1997, Wan and van der Merwe, 2001],

cubature Kalman filter [Arasaratnam and Haykin, 2009], the particle filter [Gordon et al., 1993,

Ristic et al., 2004, Doucet et al., 2001] and the Gaussian belief condensation filter [Mazuelas
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et al., 2013]) to BP-based cooperative navigation. In the following Sections 2.5 and 2.4, we will

use the proposed dimension-augmented formulation to develop a low-complexityalternative to

NBP and SPBP which is a extension of the sigma point filter to more general—possibly loopy—

graphical models.

Let us first introduce the “composite vectors”x̄l,n, [xl′,n]l′∈{l}∪MS
l,n

andȳl,n, [yl,l′,n]l′∈MS
l,n

.

Now, using (2.7) in (2.5), one readily obtains

b(p)(xl,n) =

∫

b(p)(x̄l,n)dx̄
∼l
l,n , (2.20)

where

b(p)(x̄l,n) ∝ f(ȳl,n|x̄l,n)f
(p−1)(x̄l,n), (2.21)

f (p−1)(x̄l,n) ∝ φ→n(xl,n)
∏

l′∈MS
l,n

b(p−1)(xl′,n), (2.22)

f(ȳl,n|x̄l,n) =
∏

l′∈MS
l,n

f(yl,l′;n|xl,n,xl′,n), (2.23)

φ→n(xl,n) =

∫

f(xl,n|xl,n−1) b
(P )(xl,n−1) dxl,n−1 , (2.24)

anddx̄∼l
l,n ,

∏

l′∈MS
l,n
dxl′,n.

Note thatf (p−1)(x̄l,n) can be interpreted as a “iterated prior PDF” andf(ȳl,n|x̄l,n) is the

likelihood function corresponding to the composite observation model

ȳl,n = Dl,n(x̄l,n, v̄l,n)

whereDl,n(x̄l,n, v̄l,n) ,
[(

dl(xl,n,xl′,n,vl,l′,n)
]

l′∈MS
l,n

andv̄l,n ,
[

vl,l′,n

]

l′∈MS
l,n

.

2.3.1 Sequential Filtering for Cooperative Navigation

The main advantage of the dimension-augmented reformulation is that well-known filters for

sequential Bayesian estimation such as the extended Kalman filter [Kay, 1993], the sigma

point filter [Julier and Uhlmann, 1997, Wan and van der Merwe, 2001], the cubature Kalman

filter [Arasaratnam and Haykin, 2009], the particle filter [Gordon et al., 1993, Ristic et al.,

2004, Doucet et al., 2001] and the Gaussian belief condensation filter [Mazuelas et al., 2013]),

can be directly applied to the BP scheme (2.5)–(2.7) for cooperative navigation. The only con-

strain is that the used filter is based on an approximate representation of the belief for which

“marginalizing out” variables is a trivial operation. This is the case for e.g. aparticle-based or a

Gaussian representation. After choosing a suitable filter, the evaluation of(2.20)–(2.24) (which

is equivalent to the evaluation of (2.5)–(2.7)) at CAl ∈ S is performed as follows:

Prediction: Calculating the approximate representation of the prediction messageφ→n(xl,n)

according to (2.24) is performed equivalently as in the prediction step of thechosen filter. After
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receiving an approximate representation ofb(p−1)(xl′,n) from neighboring CAsl′ ∈ MS
l,n, an

approximate representation off (p−1)(x̄l,n) in (2.22) is then available at CAl.

High-Dimensional Measurement Update: Using Equation (2.21), high-dimensional mea-

surement update is performed equivalently as in the measurement update step of the chosen

filter; this involves the likelihood functionf(ȳl,n|x̄l,n) defined in (2.23). The result of this high

dimensional measurement update operations is an approximate representation of the “stacked”

belief b(p)(x̄l,n).

Marginalization: For the approximate representation of the “stacked” beliefb(p)(x̄l,n), mar-

ginalization in (2.20) is performed to obtain an approximate representation of the beliefb(p)(xl,n).

If the chosen filter uses a Gaussian, a mixture of Gaussian, or particles for the representation of

beliefs, the marginalization in (2.20) is trivial and “for free” in the sense that it can be performed

without any cost in terms of computational complexity. (In the case of a particlerepresentation

{x̄
(j)
l,n}

J
j=1 of the beliefb(p)(x̄l,n), x

(j)
l,n can be obtained by discarding from̄x(j)

l,n all vectorsx(j)
l′,n

with l′ 6= l, i.e., by discarding[x(j)
l′,n]l′∈MS

l,n
. If b(p)(x̄l,n) is represented by a Gaussian with mean

µ
(p)
b(x̄l,n)

and covariance matrixC(p)
b(x̄l,n)

, the mean and covariance related toxl,n can be extracted

fromµ
(p)
b(x̄l,n)

andC(p)
b(x̄l,n)

by discarding all entries related toxl′,n with l′ 6= l.)

In Sections 2.4 and 2.5 we will develop new algorithms for cooperative navigation by com-

bining the bootstrap particle filter [Gordon et al., 1993] and the sigma point filter [Julier and

Uhlmann, 1997, Wan and van der Merwe, 2001] with this sequential scheme.

2.3.2 Curse of Dimensionality, Censoring, and Algorithm Tuning

As described in the last section, in the dimension-augmented reformulation of BP message

passing, at CAl ∈ S the measurement updated step is performed for the augmented statex̄l,n,

which has a dimensionality that depends on the number of neighborsMl,n. This means the

dimensionality of the message multiplication operation in the proposed reformulationis larger

than that of the conventional formulation described in Section 2.1.1; furthermore it depends

on the network topology and is thus time-dependent. At first sight this might beproblematic

for two reasons: First, since the complexity of measurement updated strongly depends on the

dimensionality of the problem, the complexity of the resulting algorithms might be prohibitive

[Doucet et al., 2001, Daum and Huang, 2003]. Second, algorithm parameters which depend on

the dimensionally of the state (like the the number of particlesJ in a particle-based algorithm)

are difficult to tune.

These concerns can be addressed by the fact that in localization scenarios only a small num-

ber of neighbors is needed to obtain a high localization accuracy; an increase of over a certain

number leads to very little or even no improvement in localization accuracy [Dasand Wymeer-

sch, 2012, Savic and Zazo, 2012]. For this reason, in dense networks, censoring schemes [Das

and Wymeersch, 2012, Savic and Zazo, 2012], are typically employed to keep the number of

neighbors used for calculating the belief small. Therefore, a maximum numberof neighbors can

be fixed to a certain value by a censoring scheme, and the algorithm based on the dimension-
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augmented reformulation of BP can then be tuned to that value. (Selections strategy for cen-

soring can be found in [Das and Wymeersch, 2012, Savic and Zazo, 2012].) Surprisingly, as

numerically demonstrated in Section 2.6 in terms of average run time, in moderately dense net-

works, the new algorithms based on the dimension augmented reformulation are significantly

less complex then the existing nonparametric algorithm for cooperative navigation reviewed in

Section 2.1.2.

2.4 A New Particle-Based Implementation of BP

We now use the proposed reformulation of BP to derive a new low-complexitynonparametric

(particle-based) implementation of BP with a reduced complexity that will also be the basis for

the particle-based CoSNAT algorithm presented in the next Chapter 3. Themain difference to

the conventional NBP algorithm [Ihler et al., 2005, Lien et al., 2012] is that itemploys an effi-

cient scheme for particle-based message multiplication which avoids kernel density estimate and

whose complexity scales only linearly (rather than quadratically) with the number of particles.

We note that an alternative message multiplication scheme that also avoids the useof kernel den-

sity estimates and whose complexity is linear in the number of particles was proposed in [Briers

et al., 2005]. The method in [Briers et al., 2005] constructs an approximateimportance function

in order to calculate weighted particles for beliefs and messages. Our approach is different since

the importance function is formed simply by “stacking” incoming beliefs, and the calculation of

particles and weights for incoming messages is avoided.

2.4.1 Statement of Low-Complexity NBP

The low-complexity alternative to nonparametric BP using the dimension-augmented reformu-

lation can be obtained as described in what follows: First, we rewrite (2.20)as

b(p)(xl,n) =

∫

b(p)(x̄l,n) dx̄
∼l
l,n , (2.25)

where

b(p)(x̄l,n) ∝ f(ȳl,n|x̄l,n)f
(p−1)(x̄l,n).

Based on (2.25), we obtain a PR
{(

x
(j)
l,n, w

(j)
l,n

)}J

j=1
of b(p)(xl,n) from a PR

{(

x̄
(j)
l,n, w

(j)
l,n

)}J

j=1

of b(p)(x̄l,n), which is obtained via importance sampling using

f (p−1)(x̄l,n) , φ→n(xl,n)
∏

l′∈MS
l,n

b(p−1)(xl′,n)

as proposal distribution. There is no need to explicitly draw particles
{

x̄
(j)
l,n

}J

j=1
fromf (p−1)(x̄l,n)

because such particles are already available: more specifically, they canbe obtained simply

by stacking the particles
{

x
(j)
l,n

}J

j=1
representing the prediction messageφ→n(xl,n) (which

were calculated by means of message filtering as described in Section 2.1.2) and the parti-
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cles
{

x
(j)
l′,n

}J

j=1
representing the beliefsb(p−1)(xl′,n), l′ ∈ MS

l,n (which were received from

neighboring CAs). Using these particles
{

x̄
(j)
l,n

}J

j=1
, we then obtain weightsw(j)

l,n by calculating

nonnormalized weights

w̃
(j)
l,n ∝ b(p)(x̄

(j)
l,n)/f

(p−1)(x̄
(j)
l,n),

i.e.,

w̃
(j)
l,n = f(ȳl,n|x̄

(j)
l,n) =

∏

l′∈MS
l,n

f(yl,l′;n|x
(j)
l,n,x

(j)
l′,n), (2.26)

and normalizing.

The set
{(

x̄
(j)
l,n, w

(j)
l,n

)}J

j=1
is a PR ofb(p)(x̄l,n). Hence,

{(

x
(j)
l,n, w

(j)
l,n

)}J

j=1
is a PR of

b(p)(xl,n) ∝

∫

b(p)(x̄l,n) dx̄
∼l
l,n. (2.27)

(This is becausex(j)
l,n can be obtained by discarding from̄x(j)

l,n all vectorsx(j)
l′,n with l′ 6= l, i.e.,

by discarding
[

x
(j)
l′,n

]

l′∈MS
l,n

, which is the Monte Carlo implementation of the marginalization

b(p)(xl,n) ∝
∫

b(p)(x̄l,n) dx̄
∼l
l,n.)

Finally, a resampling [Ristic et al., 2004] is performed to obtain equally weightedparti-

cles representingb(p)(xl,n). These particles are broadcast to all neighboring CAsl′ ∈ MS
l,n,

where they are used to calculate the beliefsb(p+1)(xl′,n). This algorithm avoids kernel density

estimation for the measurement messages.

2.4.2 Computation and Communication Requirements

In the following discussion of the computation and communication for the alternative particle-

based BP algorithm, we assume for simplicity that all statesxl,n, l ∈ S have identical dimension

L at all times. Particle-based filtering algorithms in general suffers from an exponential scaling

of the computational complexity in the dimensionL, which is known as curse of dimensionality

[Doucet et al., 2001, Daum and Huang, 2003]. However, as analyzed in [Daum and Huang,

2003] the curse of dimensionality is avoided if the proposalf (p−1)(x̄l,n) strongly resembles

the beliefb(p)(x̄l,n). If this is the case for our alternative particle-based BP algorithm can not

be answered in general, since it depends mainly on the variance of the process noiseql′,n for

all l′ ∈ {l} ∪ Ml,n (c.f. (1.1)) and on the availability of informative beliefsb(p)(x̄l′,n−1),

l′ ∈ {l} ∪Ml,n from the prior time stepn− 1.

Furthermore, it is straightforward that the computational complexity of the evaluation for

all J particles in (2.26) scales asO
(∣

∣MS
l,n

∣

∣J
)

, i.e., only linearly in the number of particlesJ .

(The conventional NBP described in Section 2.1.2 scales quadratically in thenumber of particles

J .) The dimension of the distributionb(p)(x̄l,n) involved in the importance sampling scheme is
(∣

∣MS
l,n

∣

∣+1
)

L, and thus higher than that ofb(p)(x) in the case of NBP (cf. (2.8)). Nevertheless,

we will see in Section 2.6 that for the simulated setting where the number of neighbors
∣

∣MS
l,n

∣

∣

is moderately large, using a similar number of particlesJ as for conventional NBP reviewed in

Section 2.1.2 yields a comparable accuracy at a strongly reduced runtime.
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The communication requirements of both NBP methods are equal and relativelyhigh. More

specifically, at timen and message passing iterationp, CA l receivesJL real values cor-

responding to the particles representing the beliefb(p−1)(x̄l′,n) from all l′ ∈ MS
l,n(this is

needed to calculate the beliefb(p)(xl,n)), and it broadcastsJL real values representing the

belief b(p−1)(x̄l′,n). If the measurement model in (2.38) involves only substatesλl,n of the

statesxl,n only subparticles corresponding toλl,n have to be transmitted. Due to the higher

dimensional problem, in the new NBP scheme, the number of particlesJ is typically higher

compared to standard NBP. Therefore, the lower complexity comes at the cost of higher com-

munication requirements (this drawback can however be avoided by using aparametric message

representation for communication [Savic and Zazo, 2012]).

2.5 Sigma Point Belief Propagation (SPBP)

In this section, we present SPBP, a new low-complexity approximation of BP which is a promis-

ing approach for cooperative navigation. It is based on the dimension-augmented reformulation

of BP and extends the sigma point filter to general factor structures. We start by reviewing the

basic principles of sigma points and state then the SPBP algorithm using the reformulated BP

message passing equations from Section 2.3. SPBP is is particular interestingfor cooperative

navigation due to its low computation and communication requirements

2.5.1 Review: Sigma Point Basics

In this section we denote byx ∈ R
L a general (non-Gaussian) random vector whose mean

µx = E{x} and covariance matrixCx = E{(x−µx)(x−µx)
T} are known, and a transformed

random vectorz=Γ(x), whereΓ(·) is a generally nonlinear function. Sigma points
{

x(j)
}2L

j=0

and corresponding weights
{

w
(j)
m
}2L

j=0
and

{

w
(j)
c
}2L

j=0
are chosen such that the weighted sample

mean

µ̃x =
2L
∑

j=0

w
(j)
m x(j)

and weighted sample covariance matrix

C̃x =
2L
∑

j=0

w
(j)
c (x(j)− µ̃x)(x

(j)− µ̃x)
T (2.28)

are exactly equal toµx andCx, respectively. Closed-form expressions of the sigma points and

weights are provided in [Wan and van der Merwe, 2001]. The spread of the sigma points around

the meanµx can be adjusted via tuning parameters, whose choice depends on the dimension

L of x [Julier and Uhlmann, 1997, Wan and van der Merwe, 2001]. Next, eachsigma point is

propagated throughΓ(·), resulting inz(j)= Γ
(

x(j)
)

, j ∈ {0, . . . , 2L} (“unscented transforma-

tion”). The set
{(

x(j), z(j), w
(j)
m , w

(j)
c
)}2L

j=0
then represents the joint second-order statistics ofx

andz in an approximate manner. In particular,µz, Cz, andCxz = E{(x−µx)(z−µz)
T} are
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approximated by

µ̃z =
2L
∑

j=0

w
(j)
m z(j) (2.29)

C̃z =

2L
∑

j=0

w
(j)
c (z(j)− µ̃z)(z

(j)− µ̃z)
T (2.30)

C̃xz =
2L
∑

j=0

w
(j)
c (x(j)− µ̃x)(z

(j)− µ̃z)
T. (2.31)

It has been shown in [Julier and Uhlmann, 1997] and [Wan and van der Merwe, 2001] that these

approximations are at least as accurate as those resulting from a linearization (first-order Taylor

series approximation) ofΓ(·). Note also that the number2L+ 1 of sigma points grows linearly

with the dimension ofx and is typically much smaller than the number of random samples in a

particle representation.

Next, we consider the use of sigma points for Bayesian estimation of a randomvectorx

from an observed vector

y = z+ n , with z = Γ(x) .

Here, the noise2 n is statistically independent ofx and generally non-Gaussian, with zero mean

and known covariance matrixCn. Bayesian estimation relies on the posterior PDF

f(x|y) ∝ f(y|x)f(x) , (2.32)

wheref(y|x) is the likelihood function andf(x) is the prior PDF. Direct calculation of (2.32)

is usually infeasible. An important exception is the case wherex andn are Gaussian random

vectors andΓ(x) = Γx with some known matrixΓ. Thenf(x|y) is also Gaussian, and the

posterior meanµx|y and posterior covariance matrixCx|y can be calculated as

µx|y = µx +K(y−µz) , Cx|y = Cx −K(Cz+Cn)K
T, (2.33)

where

µz = Γµx , Cz = ΓCxΓ
T (2.34)

and

K = Cxz(Cz+Cn)
−1, with Cxz = CxΓ

T. (2.35)

These expressions are used in the measurement update step of the Kalman filter [Haykin, 2001].

The minimum mean-square error estimate ofx is given byµx|y, and a characterization of the

accuracy of estimation byCx|y.

In the general case of nonlinearΓ(·), the basic approximation underlying the extended

2Note that for simplicity we here use additive noise. As described in [Wan and van der Merwe, 2001], the
reviewed procedure can easily be extended to a general noise model.
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Kalman filter [Haykin, 2001] is obtained by using (essentially) (2.33)–(2.35) with Γ being the

Jacobian matrix resulting from a linearization ofΓ(·). A more accurate alternative is to approx-

imateµx|y andCx|y by means of sigma points. For this, we use (2.33) and the first equation in

(2.35), withµz, Cz, andCxz replaced by the sigma point approximationsµ̃z, C̃z, andC̃xz in

(2.29)–(2.31). This gives

µ̃x|y = µx + K̃(y− µ̃z) , C̃x|y = Cx − K̃(C̃z+Cn)K̃
T, (2.36)

with K̃ = C̃xz(C̃z+Cn)
−1. We thus obtain the following approximate sigma point implemen-

tation of (2.32).

Step 1: Sigma points and weights
{(

x(j), w
(j)
m , w

(j)
c
)}2L

j=0
are calculated fromµx andCx

[Wan and van der Merwe, 2001].

Step 2: The transformed sigma pointsz(j) = Γ
(

x(j)
)

, j ∈ {0, . . . , 2L} are calculated.

Step 3: From
{(

x(j), z(j), w
(j)
m , w

(j)
c
)}2L

j=0
, the means and covariancesµ̃z, C̃z, andC̃xz in

(2.29)–(2.31) and, in turn,̃µx|y andC̃x|y in (2.36) are calculated.

2.5.2 Statement of the SPBP Algorithm

We will now derive the SPBP algorithm for cooperative navigation. For simplicity, we per-

form this derivation using additive noise in both measurement model and motionmodel3. More

specifically, instead of the motion model in (1.1) and the measurement model in (1.2) we use

xl,n = gl(xl,n−1) + ql,n , l ∈ S , (2.37)

and

yl,l′;n = dl(xl,n,xl′,n) + vl,l′;n , l ∈ S , l′ ∈MS
l,n , (2.38)

respectively.

Prediction

First, we discuss how a approximate meanµxl,n
and covariance matrixCxl,n

corresponding to

the normalized prediction messageφ→n(xl,n) in (2.6) can be obtained from the approximate

meanµ(P )
b(xl,n−1)

and covariance matrixC(P )
b(xl,n−1)

corresponding tob(P )(xl,n−1) at CA l ∈ S.

Note, that this procedure is identical to the prediction step in the sigma point filter[Wan and

van der Merwe, 2001]. The following steps are now performed for prediction (note that the first

three steps are analogous to those in Section 2.5.1).

Step 1: Sigma points and weights
{(

x
(j)
l,n, w

(j)
m , w

(j)
c
)}2Ll,n

j=0
corresponding tob(P )(xl,n−1)

are calculated fromµ(P )
b(xl,n−1)

andC(P )
b(xl,n−1)

[Wan and van der Merwe, 2001].

Step 2: The transformed sigma pointsz(j)l,n = g
(

x
(j)
l,n

)

, j ∈ {0, . . . , 2Ll,n} are calculated.

3The proposed algorithm can easily extended to a general noise model [Wan and van der Merwe, 2001]



2.5. SIGMA POINT BELIEF PROPAGATION (SPBP) 31

Step 3: From
{(

z
(j)
l,n, w

(j)
m , w

(j)
c
)}2Ll,n

j=0
, the mean and covariance matrixµ(p)

zl,n
andC(p)

zl,n
are

calculated as in (2.29) and (2.30).

Step 4: Finally, the approximate meanµxl,n
and covariance matrixCxl,n

corresponding to

φ→n(xl,n) are obtained as

µxl,n
= µzl,n

+ µq Cxl,n
= Czl,n

+Cq.

Here,µq andCq are mean and covariance matrix of the driving noiseql,n, respectively. Note

that in case the motion model is linear, i.e., (2.37) can be written asxl,n = Glxl,n−1 + ql,n,

Steps 1–4 can be avoided and we directly get

µxl,n
= Glµxl,n−1

+ µq Cxl,n
= GlCxl,n−1

GT
l +Cq.

Measurement Update

Now, to develop an sigma-point-based approximate calculation ofb(p)(xl,n), we rewrite (2.20)

as

b(p)(xl,n) =

∫

b(p)(x̄l,n) dx̄
∼l
l,n , (2.39)

where

b(p)(x̄l,n) ∝ f(ȳl,n|x̄l,n)f
(p−1)(x̄l,n). (2.40)

Note that the dimension of̄xl,n is L̄l,n , Ll,n +
∑

l′∈|MS
l
| Ll′,n, whereLl,n denotes the di-

mension ofxl,n. Because the expression (2.40) of the “composite belief”b(p)(x̄l,n) is anal-

ogous to (2.32), we can obtain an approximate sigma point representation ofb(p)(x̄l,n) in a

similar way as we obtained an approximate sigma points representation off(x|y) in Sec-

tion 2.5.1. We first specify the “neighbor” set of CAl ∈ S asMS
l,n = {l1, l2, . . . , l|MS

l,n
|}

and define a mean vector and a covariance matrix corresponding to the “composite prior”

f (p−1)(x̄l,n) ∝ φ→n(xl,n)
∏

l′∈MS
l,n
b(p−1)(xl′,n):

µ
(p−1)
x̄l,n

,

(

µT
xl,n

µ
(p−1)T
l′1,n

µ
(p−1)T
l′2,n

· · · µ
(p−1)T
l′
|MS

l,n
|
,n

)T
(2.41)

C
(p−1)
x̄l,n

, diag
{

Cxl,n
,C

(p−1)
l′1,n

,C
(p−1)
l′2,n

, . . . ,C
(p−1)
l′
|MS

l,n
|
,n

}

. (2.42)

Here, we interpreted
∏

l′∈MS
l,n
b(p−1)(xl′,n) as the product of the PDFs of statistically indepen-

dent random variables; furthermore,µ
(p−1)
l′i,n

andC(p−1)
l′i,n

are the mean and covariance matrix

of b(p−1)(xl′i,n
); anddiag{·} denotes the block diagonal matrix whose diagonal blocks are the

listed matrices. The following steps are now performed for measurement update (note that the

first three steps are analogous to those in Section 2.5.1).

Step 1: Sigma points and weights
{(

x̄
(j)
l,n, w

(j)
m , w

(j)
c
)}2L̄l,n

j=0
corresponding tof (p−1)(x̄l,n) are

calculated fromµ(p−1)
x̄l,n

andC(p−1)
x̄l,n

[Wan and van der Merwe, 2001]. (Note that the dimension
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and number of the sigma points depend on the number of neighbors|MS
l,n|, and thus the tuning

parameters that adjust the spread of the sigma points should be adapted to|MS
l,n|.)

Step 2: The transformed sigma points̄z(j)l,n = Dl,n

(

x̄
(j)
l,n

)

, j ∈ {0, . . . , 2L̄l,n} are calculated.

Step 3: From
{(

x̄
(j)
l,n, z̄

(j)
l,n, w

(j)
m , w

(j)
c
)}2L̄l,n

j=0
, the means and covariancesµ(p)

z̄l,n
, C(p)

z̄l,n
, and

C
(p)
x̄l,nz̄l,n

are calculated as in (2.29)–(2.31). Subsequently,µ
(p)
b(x̄l,n)

andC(p)
b(x̄l,n)

(the sigma point

approximations of the mean and covariance matrix ofb(p)(x̄l,n)) are calculated as in (2.36),

usingµ(p)
z̄l,n

, C(p)
z̄l,n

, andC(p)
x̄l,nz̄l,n

instead ofµz, Cz, andCxz, respectively.

Step 4: From µ
(p)
b(x̄l,n)

andC
(p)
b(x̄l,n)

, the elements related toxl,n are extracted (this cor-

responds to the marginalization (2.39)). More specifically, the approximate meanµ(p)
b(xl,n)

and

covariance matrixC(p)
b(xl,n)

of the “marginal belief”b(p)(xl,n) are given by the firstLl,n elements

of µ(p)
b(x̄l,n)

and the upper-leftLl,n×Ll,n submatrix ofC(p)
b(x̄l,n)

, respectively (cf. the stacked struc-

ture ofµ(p−1)
x̄l,n

in (2.41) and the block structure ofC(p−1)
x̄l,n

in (2.42)).

2.5.3 Computation and Communication Requirements

As in Section 2.4.2 for NBP, in the following discussion of the computation and communica-

tion requirements of the proposed SPBP algorithm, we assume for simplicity that all statesxl,n,

l ∈ S have identical dimensionL at all times. Similar to the sigma point filter [Wan and van der

Merwe, 2001], SPBP requires the computation of the square root of theL̄×L̄matricesC(p−1)
x̄l,n

to

calculate the sigma points̄x(j)
l,n in Step 1. This is the most complex part of the SPBP algorithm.

An efficient computation of the matrix square root uses the Cholesky decomposition [Press et al.,

1992], whose complexity is cubic in̄L = |MS
l,n|(L+ 1). Thus, the complexity of SPBP at one

CA l and one time stepn is cubic in
∣

∣MS
l,n

∣

∣ and, also, in the number of sigma points (which

is 2L̄ + 1). The complexity of NBP is linear in
∣

∣MS
l,n

∣

∣. Furthermore, it is quadratic in the

number of particles [Lien et al., 2012] for the conventional NBP and it is linear in the number

of particles for the low-complexity alternative presented in Section 2.4. However, in NBP the

number of particles is usually much higher than the number of sigma points in SPBP. More-

over, the quadratic and cubic complexity terms of the Cholesky decomposition are rather small

(aboutL̄3/6 multiplications,L̄2/2 divisions, and̄L square root operations are used [Press et al.,

1992]). Therefore, as also investigate in the next Section 2.6 for cooperative navigation, SPBP

is significantly less complex than the conventional NBP implementation and its complexity is

comparable to that of the alternative BP implementation in Section 2.4.

SPBP has very low communication requirements. Because the beliefsb(p)(xl,n) are repre-

sented by a mean vector and a covariance matrix, at mostL+ L(L+1)
2 = L(L+3)

2 real values per

message passing iterationp ∈ {1, . . . , P} have to be transmitted from CAl to neighboring CAs,

rather than hundreds or thousands of particles in NBP. More specifically, at message passing

iterationp, CA l receivesµ(p−1)
l′ andC(p−1)

l′ from all l′ ∈ MS
l,n (this is needed to calculate

µ
(p−1)
x̄l

andC(p−1)
x̄l

, see (2.41) and (2.42)), and it broadcastsµ
(p−1)
l andC(p−1)

l to all l′ ∈MS
l,n.

These communications are a precondition for Step 1 of the SPBP algorithm. If the measurement

model in (2.38) involves only substatesλl,n of the statesxl,n, only the mean and covariance
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matrix corresponding toλl,n have to be transmitted.

2.6 Simulation Results

We simulated a decentralized, cooperative navigation scenario using a network of |S|=5 CAs,

of which three are mobile and two are static anchors, i.e., CAs with perfect position informa-

tion. The state of mobile CAl ∈ {1, 2, 3} at timen = 1, . . . , 100 consists of the position

λl,n , (x1,l,n x2,l,n)
T and the velocity, i.e.,xl,n , (x1,l,n x2,l,n ẋ1,l,n ẋ2,l,n)

T. Each mobile

CA moves within a field of size 50×50, performs distance measurements relative to all other

CAs, communicates the mean and covariance matrix of its current position to all other CAs, and

estimates its own state. We assume that each mobile CA is able to associate its measurements

with the individual CAs. Each anchor CAl ∈ {4, 5} communicates its own (true) position̄λl.

The distance measurement of mobile CAl ∈ {1, 2, 3} relative to CAl′ at timen is (cf. (2.38))

yl,l′;n =







‖λl,n − λl′,n‖+ vl,l′;n , l′ ∈ {1, 2, 3}\{l}

‖λl,n − λ̄l′‖+ vl,l′;n , l′ ∈ {4, 5} ,

wherevl,l′;n is zero-mean Gaussian measurement noise with varianceσ2n=1.

The states of the mobile CAs evolve independently according to [Li and Jilkov, 2003]

xl,n = Gxl,n−1 +Wql,n, n = 1, 2, . . . . (2.43)

Here, the matricesG andW are given by

G =













1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1













, W =













0.5 0

0 0.5

1 0

0 1













, (2.44)

and the driving noise vectorsql,n∈R
2 are Gaussian, i.e.,ql,n∼N (0, σ2qI), with varianceσ2q =

10−4. In the generation of the state sequences, this recursive evolution of thexl,n was initialized

with x1,0 = (0 0 0.1 0.5)T, x2,0 = (25 50 0.25 −0.4)T, andx3,0 = (50 0 −.5 0.2)T. The

anchor CAs are located atλ̄4 = (0 25)T andλ̄5 = (50 25)T for all n. Fig. 2.3 shows the network

topology used for the simulations and example realizations of the mobile CA trajectories. In the

simulation of the various cooperative localization algorithms, for the mobile CAs,we used the

initial prior PDF f(xl,0) = N (µl,0,Cl,0). Here,Cl,0 = diag{1, 1, 0.01, 0.01} represents the

uncertainty in knowingxl,0, andµl,0 is a random hyperparameter that was randomly sampled

(for each simulation run) fromN (xl,0,Cl,0). For the anchor CAs, the true positions were used.

The number of message passing iterationsp at each timen was set toP = 2.

We compare the proposed conventional NBP algorithm (NBP-1) with the proposed alter-

native NBP algorithm (NBP-2) and the SPBP algorithm (using 25 sigma points). All three
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Figure 2.3: Network topology used for the simulations and example realizationsof the trajec-
tories of the three mobile CA. Initial mobile CA positions are indicated by crosses, and anchor
positions are indicated by circles.

methods use the same message passing scheme (2.5)–(2.7) known as SPAWN. The NBP meth-

ods useJ = 500, or J = 5000 particles. In NBP-1, the bandwidth of the Gaussian kernels was

equal to the measurement noise varianceσ2n = 1 [Ihler et al., 2005]. Fig. 2.4 shows the sim-

ulated average root-mean-square error (ARMSE) of the various methods for n = 1, . . . , 100.

This error was determined by averaging over the three mobile CAs and 1000simulation runs.

It is seen that, forJ = 500, SPBP outperforms the two NBP methods. However, if the

number of particles used in the NBP methods is increased toJ = 5000 NBP-1 outperforms

SPBP and NBP-2 performs equally well than SPBP. Note that, the performance advantages of

NBP over SPBP are expected to be larger in the case of a stronger nonlinear measurement model

or a nonlinear motion model.

The average runtime of our SPBP implementation on an Intel Xeon X5650 CPU,for all

100 time steps of one simulation run, was0.81s. The average runtime of NBP-1 was10.38s,

and842.02s (for 500, and 5000 particles, respectively), that of NBP-2 was0.27s, and1.23s.

Thus, the improved performance of NBP-1 using 5000 particles over SPBP come at the cost of

a dramatically increased computational complexity. Finally, it is interesting to see,that SPBP

and NBP-2, which perform equally well, do also have a similar computational complexity.

With SPBP, since our measurement model involves only the two-dimensional positionλl,n,

each mobile CA broadcasts the mean vector and covariance matrix ofb(p)(λn,l) =
∫ ∫

b(p)(xn,l)

dẋ1,n,ldẋ2,n,l at each message passing iterationp, corresponding to2 + 3 = 5 real values.

By contrast, for the NBP methods with 500, and 5000 particles, the number ofreal values

broadcast by each mobile CA at each message passing iteration is 1000, and 10000, respectively.

Thus, SPBP requires significantly less communications than the NBP methods. However, the

drawback of higher communication requirements of NBP methods can be avoided by using a

parametric message representation for communication [Savic and Zazo, 2012]. (In all three

methods, each anchor CA broadcasts its position, corresponding to two real values; however,
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Figure 2.4: ARMSE of the simulated self-localization algorithms versus timen.

this is a preparatory step that is executed only once.)
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Chapter 3

Cooperative Simultaneous Navigation

and Tracking (CoSNAT)

This chapter introduces a BP-based framework and methodology for CoSNAT, which, for the

first time, provide a consistent combination of cooperative navigation and distributed tracking in

decentralized mobile agent networks. In CoSNAT, mobile CAs track single ormultiple targets

while simultaneously localizing themselves. This is based on pairwise measurements between

CAs and targets as well as between CAs.

We start by reviewing distributed target tracking. Then, we propose an extension of the BP

message passing scheme for cooperative navigation discussed in Chapter 2 to noncooperative

targets. Finally, we develop a distributed particle-based implementation of the resulting CoS-

NAT message passing scheme. This algorithm is the first method for CoSNAT ina fully dynamic

setting. The key feature of the proposed CoSNAT algorithm is a bidirectional probabilistic in-

formation transfer between the navigation and tracking stages. In this way,uncertainties in one

stage can be taken into account by the other stage, which results in an improved performance of

both navigation and tracking.

3.1 Review: Distributed Tracking Using Particle Filtering

Besides cooperative navigation using particle-based BP message passing as discussed in the last

Section 2, a second methodological component of our CoSNAT algorithm is distributed tracking

using data dissemination techniques. This component will therefore be reviewed next.

In distributed tracking, at timen, the CAsl′∈ Sm,n acquire measurementsyl′,m;n associated

with targetm ∈ T . Each CAl ∈ S then estimates all target statesxm,n,m∈ T from the past and

present measurements of all CAsl′ ∈ Sm,n up to timen, ym,1:n ,
[

yl′,m;n

]

l′∈Sm,n, n′∈{1,...,n}
.

This is done, e.g., by means of the MMSE estimator

x̂MMSE
m,n ,

∫

xm,nf(xm,n|ym,1:n;x
S
1:n)dxm,n , m ∈ T . (3.1)

(Alternatively, MAP estimation similar to (2.2) can be used.) The estimate (3.1) alsoinvolves

37
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the set of CA states up to timen, xS
1:n = [xl,n′]l∈S, n′∈{1,...,n}, which normally would have to be

estimated separately using a cooperative navigation method. However, the distributed tracking

method reviewed in the following merely assumes that each CAl ∈ S knows its own position

in the global reference frame. Note that this assumption of known CA positions will be lifted in

the cooperative navigation and tracking setting.

3.1.1 Consensus-based Particle Filter for Distributed Tracking

The statistical relationship between the set of all measurements involving target m, ym,n ,

[yl,m;n]l∈Sm,n
, and the target statexm,n is described by theglobal likelihood function(GLF)

Gm,n(xm,n) , f(ym,n|xm,n;x
S
n) =

∏

l∈Sm,n

f(yl,m;n|xm,n;xl,n) , (3.2)

where assumption (A6) was used in the last step. Note that herexl,n is the known position of

CA l. Based on assumptions (A2)–(A5), the posterior PDF involved in (3.1) can be calculated

sequentially according to [Ristic et al., 2004]

f(xm,n|ym,1:n;x
S
1:n) ∝ Gm,n(xm,n)

∫

f(xm,n|xm,n−1)

× f(xm,n−1|ym,1:n−1;x
S
1:n−1) dxm,n−1 . (3.3)

A feasible approximation of sequential state estimation as given by (3.1) and (3.3) is pro-

vided by the particle filter (PF) [Ristic et al., 2004]. The PF uses a PR
{(

x
(j)
m,n, w

(j)
m,n

)}J

j=1

of f(xm,n|ym,1:n;x
S
1:n), from which an approximation of the MMSE estimate (3.1) can be ob-

tained (cf. (2.12)).

The weightsw(j)
m,n are calculated by evaluating the GLFGm,n(xm,n) at the particlesx(j)

m,n

[Ristic et al., 2004]. Following [Farahmand et al., 2011] and [Savic et al., 2014], this evalua-

tion can be performed in a distributed manner by employingJ parallel instances of an average

consensus or gossip scheme [Olfati-Saber et al., 2007, Dimakis et al., 2010]. These schemes are

iterative and update an “internal state” at each iteration; they require onlycommunication with

neighboring CAs. Letζ(j;i)l,m;n denote the internal states of CAl ∈ S at iterationi ∈ {1, . . . , C}.

Each internal state is initialized as

ζ
(j;0)
l,m;n =

{

log f(yl,m;n|x
(j)
m,n;xl,n), l ∈ Sm,n

0, l /∈ Sm,n .
(3.4)

If the network’s communication graph is connected, then after convergence of the consensus or

gossip algorithm, i.e., asi → ∞, the internal state would equal the average of all the initial

values in the agent network, i.e.,

lim
i→∞

ζ
(j;i)
l,m;n =

1

|S|

∑

l∈Sm,n

log f(yl,m;n|x
(j)
m,n;xl,n) . (3.5)
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Therefore, if the numberC of iterations is sufficiently large, then due to (3.2), a good approxi-

mation ofGm,n(x
(j)
m,n) can be obtained at each CA byGm,n(x

(j)
m,n) ≈ exp

(

|S|ζ
(j;C)
l,m;n

)

. Because

perfect consensus on the weights is required (to guarantee identical particles at all CAs) but

cannot generally be obtained with a finite numberC of iterations, in addition a max-consensus

scheme [Farahmand et al., 2011] is used. This scheme computes the exact maximum of all val-

ues using only local communication; it converges inI iterations, whereI denotes the diameter

of the CA network. Furthermore, the pseudo-random number generators of all CAs have to be

initialized with the same seed at timen = 0; this ensures that they are in identical states at all

times.

Alternatively, the likelihood consensus scheme [Hlinka et al., 2012, Hlinka etal., 2013]

can be employed to approximate the functional form ofG
(p)
m,n(xm,n) at each CA using only

local communication. The local likelihood functions are approximated by an expansion into a

given set of basis functions; then consensus over the expansion coefficients is employed. This

typically requires less communications than the “consensus on the weights” scheme. However,

the computational effort is larger since each CA has to solve a least squares problem to calculate

its coefficients [Hlinka et al., 2012, Hlinka et al., 2013], and a more informative initial prior is

required for good performance.

3.1.2 Message Passing Interpretation

For later reference, we note that sequential Bayesian distributed tracking according to (3.2) and

(3.3) is equivalent to running BP on the factor graph shown in Fig. 3.1 [Loeliger, 2004]. Because

of the tree structure of this graph, BP is performed noniteratively, i.e., the message passing

procedure (2.5)–(2.7) is performed only once to calculateb(xm,n). Furthermore,b(xm,n) is

exactly equal tof(xm,n|ym,1:n;x
S
1:n). We have (cf. (2.5))

b(xm,n) ∝ φ→n(xm,n)
∏

l∈Sm,n

φl→m(xm,n) , (3.6)

whereφ→n(xm,n) is calculated similarly to (2.6). The messagesφl→m(xm,n), l ∈ Sm,n need not

be calculated using (2.7) because they equal the local likelihood functionsf(yl,m;n|xm,n;xl,n).

(This follows from our assumption that each CAl ∈ Sm,n knows its own true state, and will

be shown in Section 3.2.) The messages and beliefs involved in the calculation of b(xm,n) are

depicted in Fig. 3.1. We emphasize that messages entering or leaving a targetvariable node in

the factor graph in Fig. 3.1 do not imply that there occurs any communication involving targets.

As mentioned earlier, the targets are noncooperative.

The PF is a particle implementation of (3.3) and a special case of NBP. Particles
{

x
(j)
m,n

}J

j=1

representingφ→n(xm,n) (cf. (3.6)) are drawn by performing message filtering as described in

Section 2.1.2. Furthermore, using importance sampling withφ→n(xm,n) as proposal distribu-
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Figure 3.1: Distributed tracking factor graph for targetm ∈ T , involving CAs l ∈ Sm,n = {1,
2, . . . , L}. The time instantsn−1 andn are shown; time indices are omitted for simplicity.
The short notationfm , f(xm,n′ |xm,n′−1), fl,m , f(yl,m;n′ |xl,n′ , xm,n′), bm , b(xm,n′),
n′∈ {1, . . . , n} is used. Factors inside the dotted box correspond to calculations performed by
CA 1 ∈ Sm,n; factors outside the box imply communication with other CAs. Only messages
and beliefs involved in the computation ofb(xm,n) are shown. Edges with non-filled arrowheads
depict particle-based messages and beliefs, while edges with filled arrowheads depict messages
involved in the consensus scheme.

tion, corresponding weights
{

w
(j)
m,n

}J

j=1
are obtained by evaluating the message product

∏

l∈Sm,n

φl→m(xm,n) =
∏

l∈Sm,n

f(yl,m;n|xm,n;xl,n) (3.7)

at these particles. This message multiplication is simpler than that of Section 2.1.2 because no

kernel estimates are required.

Since each CA is interested in all target statesxm,n, m ∈ T , the corresponding beliefs

b(xm,n) are stored (temporarily) at all CAsl ∈ S in parallel.

3.2 CoSNAT Message Passing Scheme

The CoSNAT message passing scheme developed in this section combines the cooperative nav-

igatio and distributed tracking message passing schemes reviewed in Sections2.1 and 3.1, re-

spectively. A distributed CoSNAT algorithm based on this message passing scheme will be

presented in Section 3.3.

In CoSNAT, each CAl ∈ S estimates both its statexl,n and all target statesxm,n, m ∈ T

from theentire measurement sety1:n = [yl′,k;n′ ]l′∈S, k∈Ml′,n′ ,n′∈{1,...,n}, i.e., from the pairwise

measurements between the CAs and those between the CAs and the targets up totime n. The

MMSE estimator of the CA and target states is given by (remember thatS ∪ T =A)

x̂MMSE
k,n ,

∫

xk,nf(xk,n|y1:n)dxk,n , k ∈A . (3.8)

Alternatively, MAP estimation (2.2) can be employed. In the cooperative simultanous naviga-

tion and tracking estimates (3.8), compared to the cooperative navigation estimates (2.1) and the

distributed tracking estimates (3.1), the measurement set is extended in that it includes also the

respective other measurements—i.e., the pairwise measurements between CAsand targets in the
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CA state estimates and the pairwise measurements between CAs in the target state estimates.

This is a major reason why cooperative navigation and tracking outperforms separate coopera-

tive navigation–distributed tracking and SLAT. In fact, by using in the estimator (3.8) the PDF

f(xk,n|y1:n), which involves the total sety1:n of all present and past measurements available

throughout the entire network, the inherent coupling between the cooperative navigation and

distributed tracking tasks is exploited in an optimum manner.

The marginal posteriorsf(xk,n|y1:n), k ∈ A in (3.8) can be obtained by marginalizing

f(x1:n|y1:n). Using Bayes’ rule and assumptions (A1)–(A6), one obtains the factorization

f(x1:n|y1:n) ∝

[

∏

k∈A

f(xk,0)

]

n
∏

n′=1

[

∏

k1∈A

f(xk1,n′ |xk1,n′−1)

]

×
∏

l∈S

∏

k2∈Ml,n′

f(yl,k2;n′ |xl,n′ ,xk2,n′) .

The corresponding factor graph, shown in Fig. 3.2, is the cooperativenavigation factor graph in

Fig. 2.1 extended by the target states. In contrast to the distributed trackingfactor graph in Fig.

3.1, the likelihood function related to measurements of a target,f(yl,m;n|xl,n,xm,n), is now a

factor (fl,m in Fig. 3.2) between a target state and a CA state. These factors enable a “turbo-

like” probabilistic information transfer [Wymeersch, 2007] between cooperative and distributed

tracking (see Fig. 3.3), which is another reason for the superior performance of CoSNAT.

On the CoSNAT factor graph in Fig. 3.2, we run a modified BP message passing scheme.

This is motivated by the advantages of BP that were discussed in the cooperative navigation

context in Section 2.1.1. Again, since the factor graph is loopy, SPAWN andother BP schemes

are suboptimum. However, as we will show in Section 3.5, BP provides accurate estimates.

In the modified BP scheme, the belief of agent nodel ∈ S or m ∈ T at message passing

iterationp ∈ {1, . . . , P} is given, up to a normalization factor, by (cf. (2.5) and (3.6))

b(p)(xl,n) ∝ φ→n(xl,n)
∏

k∈Ml,n

φ
(p)
k→l(xl,n) , l∈S , (3.9)

b(p)(xm,n) ∝ φ→n(xm,n)
∏

l∈Sm,n

φ
(p)
l→m(xm,n) , m∈T , (3.10)

with the prediction message (cf. (2.6))

φ→n(xk,n) =

∫

f(xk,n|xk,n−1)b
(P )(xk,n−1)dxk,n−1 , k∈A (3.11)

and the measurement messages (cf. (2.7))

φ
(p)
k→l(xl,n) =



















∫

f(yl,k;n|xl,n ,xk,n) b
(p−1)(xk,n) dxk,n k∈MS

l,n , l∈S

∫

f(yl,k;n|xl,n ,xk,n)ψ
(p−1)
k→l (xk,n) dxk,n k∈MT

l,n , l∈S

(3.12)
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Figure 3.2: CoSNAT factor graph showing the states of CAsl = 1, 2 and of a targetm
at time instantsn− 1 and n; time indices are omitted for simplicity. The short notation
fk , f(xk,n′ |xk,n′−1), fl,k , f(yl,k;n′ |xl,n′ ,xk,n′), b(p)k , b(p)(xk,n′), ψ(p)

k→l , ψ
(p)
k→l(xk,n′),

n′ ∈ {1, . . . , n} is used. The upper three (black) dotted boxes correspond to the cooperative
navigation part; the bottom (red) dotted box corresponds to the distributed tracking part. Edges
between black dotted boxes imply communication between CAs. Only messages and beliefs
involved in the computation ofb(p)(x1,n) andb(p)(xm,n) are shown. Edges with non-filled ar-
rowheads depict particle-based messages and beliefs, while edges with filled arrowheads depict
messages involved in the consensus scheme.

navigation

tracking

navigation

tracking

b
(P )
S,n−1 b

(P )
S,n−1

b
(P )
T ,n−1 b

(P )
T ,n−1

b
(P )
S,n

b
(P )
T ,n

b
(P )
S,n

b
(P )
T ,n

x̂
(P )
S,n ψ

(p)
S→T ,n ψ

(p)
T →S,n

(a) (b)

Figure 3.3: Block diagram of (a) separate navigation and tracking and (b) CoSNAT, with
b
(P )
S,n ,

{

b(P )(xl,n)
}

l∈S
, b(P )

T ,n ,
{

b(P )(xm,n)
}

m∈T
, ψ(p)

S→T ,n ,
{

ψ
(p)
l→m(xl,n)

}

l∈S,m∈MT
l,n

,

ψ
(p)
T →S,n ,

{

ψ
(p)
m→l(xm,n)

}

m∈T ,l∈Sm,n
, andx̂(P )

S,n,
[

x̂
(P )
l,n ]l∈S . In separate navigation and track-

ing, only the final CA state estimateŝx(P )
S,n are transferred once from navigation to tracking.

In CoSNAT, probabilistic information (the extrinsic informationψ(p)
S→T ,n andψ(p)

T →S,n) is ex-
changed between navigation and tracking at each message passing iteration p.
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(3.13)

and

φ
(p)
l→m(xm,n) =

∫

f(yl,m;n|xl,n ,xm,n)ψ
(p−1)
l→m (xl,n) dxl,n l=Sm,n , m∈T . (3.14)

Here,ψ(p−1)
m→l (xm,n) andψ(p−1)

l→m (xl,n) (constituting the extrinsic information) are given by

ψ
(p−1)
l→m (xl,n) = φ→n(xl,n)

∏

k∈Ml,n\{m}

φ
(p−1)
k→l (xl,n) (3.15)

ψ
(p−1)
m→l (xm,n) = φ→n(xm,n)

∏

l′∈Sm,n\{l}

φ
(p−1)
l′→m(xm,n) . (3.16)

For reasons discussed in Section 2.1.1, the prediction messages in (3.11) (cf. (2.6)) and the CA-

related measurement messages in (3.12) (cf. (2.7)) differ from the standard BP message passing

rules, i.e., the extrinsic information is equal to the belief. The messages and beliefs involved in

the calculation ofb(p)(xl,n) andb(p)(xm,n) are depicted in Fig. 3.2.

Again, messages entering or leaving a target variable node in Fig. 3.2 do not imply that there

occurs any communication involving targets.

In the “pure distributed tracking” case considered in Section 3.1, CAl ∈ Sm,n knows its

own true state,xtrue
l,n , and thusψ(p−1)

l→m (xl,n) is replaced byδ(xl,n−xtrue
l,n ). Hence, (3.14) yields

φ
(p)
l→m(xm,n) = f(yl,m;n|xm,n;x

true
l,n ),

as was claimed in Section 3.1.2.

As in cooperative navigation, each CA beliefb(p)(xl,n) is stored (temporarily) only at the

respective CAl. However, as each CA is also interested in all the target statesxm,n, the cor-

responding beliefsb(p)(xm,n) are also computed and stored (temporarily) at all CAsl ∈ S in

parallel.

3.3 Distributed CoSNAT Algorithm

We will next devise a distributed CoSNAT algorithm that combines particle-based BP—i.e., a

particle-based implementation of (3.9)–(3.16)—with consensus. This algorithm requires only

local communication between neighboring CAs. The distributed calculation of the target beliefs,

CA beliefs, and extrinsic information will be discussed in separate subsections.

3.3.1 Distributed Calculation of the Target Beliefs

Estimation of the target statesxm,n,m∈ T from y1:n according to (3.8) essentially amounts to

a computation off(xm,n|y1:n). The following discussion describes the calculations associated

with the red dotted box in Fig. 3.2.

The target beliefb(p)(xm,n), p ∈ {1, . . . , P} approximatingf(xm,n|y1:n) is given, up to a
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factor, by (see (3.10))

b(p)(xm,n) ∝ φ→n(xm,n) Φ
(p)
m,n(xm,n) , (3.17)

with (recalling (3.11))

φ→n(xm,n) =

∫

f(xm,n|xm,n−1) b
(P )(xm,n−1) dxm,n−1 (3.18)

and

Φ(p)
m,n(xm,n) ,

∏

l∈Sm,n

φ
(p)
l→m(xm,n) . (3.19)

The key observation now is that expression (3.17) along with (3.18) is of the same form as

the distributed tracking recursion (3.3), but with the GLFGm,n(xm,n) replaced by the message

productΦ(p)
m,n(xm,n). The beliefb(P )(xm,n−1) occurring in (3.18) was calculated by each CA

at timen−1; using this belief, the CA is able to calculate the messageφ→n(xm,n) involved in

(3.17). Regarding the message productΦ
(p)
m,n(xm,n), the individual messagesφ(p)l→m(xm,n) (cf.

(3.19)) involve the extrinsic informationsψ(p−1)
l→m (xl,n) (see (3.14)); calculation of the latter will

be discussed in Section 3.3.3. However, because the targets do not cooperate, at each CA at

most one messageφ(p)l→m(xm,n) is available (for a givenm). Thus, the overall message product

Φ
(p)
m,n(xm,n) is not available at the CAs.

Particle-based Calculation of b(p)(xm,n)

A particle-based implementation of (3.17) can be obtained via importance samplingwith pro-

posal distributionφ→n(xm,n). First, based on (3.18), particles
{

x
(j)
m,n

}J

j=1
representingφ→n(xm,n)

are calculated from particles representingb(P )(xm,n−1) by means of message filtering (cf. Sec-

tion 2.1.2). Next, weights
{

w
(j)
m,n

}J

j=1
are calculated as

w̃(j)
m,n , Φ(p)

m,n(x
(j)
m,n) (3.20)

followed by normalization. Finally, resampling is performed to obtain equally weighted parti-

cles representingb(p)(xm,n). However, this particle-based implementation presupposes that the

message productΦ(p)
m,n(xm,n) is available at the CAs. Therefore, in the following, we present

a distributed scheme for the evaluation ofΦ
(p)
m,n(·) at the particles

{

x
(j)
m,n

}J

j=1
. This scheme

requires only local communication.

Distributed Evaluation of Φ(p)
m,n(·)

For a distributed computation ofΦ(p)
m,n(x

(j)
m,n), j ∈ {1, . . . , J}, we employJ parallel instances

of a consensus or gossip scheme [Olfati-Saber et al., 2007, Dimakis et al.,2010]. In analogy to

(3.4), the internal states are initialized as

ζ
(j;0)
l,m;n =

{

log φ
(p)
l→m(x

(j)
m,n), l ∈ Sm,n

0 l /∈ Sm,n .
(3.21)
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Note that a closed-form approximation ofφ(p)l→m(xm,n) can be obtained via a kernel estimate

(see (2.10)) or via a parametric representation (see Sections 2.1.2 and 2.2.2) as well as [Caceres

et al., 2011]). If the network’s communication graph is connected, then after convergence of the

consensus or gossip algorithm, the internal state would become

lim
i→∞

ζ
(j;i)
l,m;n =

1

|S|

∑

l∈Sm,n

log φ
(p)
l→m(x(j)

m,n) .

Thus, for a sufficiently large numberC of iterations, because of (3.19), a good approximation

of Φ(p)
m,n(x

(j)
m,n) is obtained at each CA byΦ(p)

m,n(x
(j)
m,n) ≈ exp

(

|S|ζ
(j;C)
l,m;n

)

. Here, the number of

CAs |S| can be determined in a distributed way by using another consensus or gossip algorithm

at timen = 0 [Pham et al., 2009]. Furthermore, as explained in Section 3.1.1, an additional

max-consensus scheme [Farahmand et al., 2011] has to be used to obtain perfect consensus

on the weightsw̃(j)
m,n in (3.20) and, in turn, identical particles at all CAs. The max-consensus

converges inI iterations. Finally, the pseudo-random number generators of all CAs have to be

initialized with the same seed at timen = 0. This distributed evaluation ofΦ(p)
m,n(x

(j)
m,n) requires

only local communication: at each iteration, for each consensus,J real values are broadcast by

each CA to neighboring CAs [Olfati-Saber et al., 2007, Dimakis et al., 2010].

As an alternative to this “consensus on the weights” scheme, the likelihood consensus

scheme [Hlinka et al., 2012, Hlinka et al., 2013] can be employed to approximate the func-

tional form ofΦ(p)
m,n(xm,n) at the CAs, again using only local communication.

Probabilistic Information Transfer

According to (3.14), the messagesφ(p)l→m(xm,n) occurring inΦ(p)
m,n(xm,n) =

∏

l∈Sm,n
φ
(p)
l→m(xm,n)

involve the extrinsic informationsψ(p−1)
l→m (xl,n) of all CAs l observing targetm, i.e., l ∈ Sm,n.

Therefore, they constitute an information transfer from the cooperativenavigation part of CoS-

NAT to the distributed tracking part (cf. the directed edges entering the reddotted box in Fig.

3.2). The estimation of target statexm,n is based on the beliefb(p)(xm,n) as given by (3.17), and

thus onΦ(p)
m,n(xm,n). This improves on pure distributed tracking because probabilistic informa-

tion about the states of the CAsl ∈ Sm,n—provided byψ(p−1)
l→m (xl,n)—is taken into account. By

contrast, pure distributed tracking uses the GLFGm,n(xm,n) instead ofΦ(p)
m,n(xm,n) (see (3.3)).

According to (3.2), this presupposes that the CA states are known. In separate navigation and

tracking, estimates of the CA states provided by cooperative navigation areused, rather than

probabilistic information about the CA states as is done in CoSNAT. This probabilistic informa-

tion transfer is visualized in Fig. 3.3 The improved accuracy of target state estimation achieved

by our CoSNAT algorithm compared to separate navigation and tracking will be demonstrated

in Section 3.5.1.
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3.3.2 Distributed Calculation of the CA Beliefs

For distributed calculation of the CA beliefb(p)(xl,n), l ∈ S, the following information is avail-

able at CAl: (i) equally weighted particles representingψ(p−1)
m→l (xm,n) for all targetsm ∈ T

(which were calculated as described in Section 3.3.1 and 3.3.3); (ii) equally weighted particles

representingb(p−1)(xl′,n) for all neighboring CAsl′ ∈ MS
l,n (which were received from these

CAs); and (iii) a PR ofb(P )(xl,n−1) (which was calculated at timen−1). Using this information

and the measurementsyl,k;n, k ∈Ml,n, a PR
{(

x
(j)
l,n, w

(j)
l,n

)}J

j=1
of b(p)(xl,n) can be calculated

in a distributed manner by implementing (3.9), using NBP for mobile CAs as reviewed in Sec-

tion 2.1.2 or the new low-complexity method presented in Section 2.4. Finally, resampling is

performed to obtain equally weighted particles representingb(p)(xl,n). This calculation of the

CA beliefs improves on pure cooperative navigation as reviewed in Section2.1 in that it uses

the probabilistic information about the states of the targetsm∈MT
l,n provided by the messages

ψ
(p)
m→l(xm,n) (cf. (3.16)). The improved accuracy of CA state estimation will be demonstrated

in Section 3.5.

3.3.3 Distributed Calculation of the Extrinsic Informations

Since (3.15) is analogous to (3.9) and (3.16) to (3.10), particles forψ
(p)
l→m(xl,n) orψ(p)

m→l(xm,n)

can be calculated similarly as for the corresponding belief. However, the following shortcut

reuses previous results. To obtain particles forψ
(p)
m→l(xm,n), we proceed as forb(p)(xm,n) (see

Section 3.3.1) but replace

Φ(p)
m,n(x

(j)
m,n) ≈ exp

(

|S|ζ
(j;C)
l,m;n

)

(3.22)

with

exp
(

|S|ζ
(j;C)
l,m;n − ζ

(j;0)
l,m;n

)

for all j = 1, . . . , J.

(This is based on the relationψ(p)
m→l(xm,n) ∝ b(p)(xm,n)/φ

(p)
l→m(xm,n), cf. (3.10) and (3.16).)

Here,ζ(j;C)
l,m;n andζ(j;0)l,m;n are already available locally from the calculation ofb(p)(xm,n).

3.3.4 Statement of the CoSNAT Algorithm

The proposed distributed CoSNAT algorithm is obtained by combining the operations discussed

in Sections 3.3.1 through 3.3.3, as summarized in the following.

ALGORITHM 1: DISTRIBUTED COSNAT ALGORITHM

Initialization: The recursive algorithm described below is initialized attimen=0with particles
{

x̄
(j)
k,0

}J

j=1

drawn from a prior PDFf(xk,0), for k ∈ {l} ∪ T .

Recursion at timen: At CA l, equally weighted particles
{

x̄
(j)
k,n−1

}J

j=1
representing the beliefsb(P )(xk,n−1)

with k ∈ {l} ∪ T are available (these were calculated at timen − 1). At time n, CA l performs the fol-
lowing operations.

Step 1—Prediction: From
{

x̄
(j)
k,n−1

}J

j=1
, PRs

{

x
(j)
k,n

}J

j=1
of the prediction messagesφ→n(xk,n),

k ∈ {l} ∪ T are calculated via message filtering (see Section 2.1.2), based on the state-transition model

in (1.1). That is,x(j)
k,n = g(x̄

(j)
k,n−1,u

(j)
k,n), where the particles

{

u
(j)
k,n

}J

j=1
are drawn fromf(uk,n).
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Step 2—BP message passing: For eachk ∈ {l} ∪ T , the belief is initialized asb(0)(xk,n) =
φ→n(xk,n), in the sense that the PR ofφ→n(xk,n) is used as PR ofb(0)(xk,n). Then, forp = 1, . . . , P :

a) A PR
{(

x
(j)
m,n, w

(j)
m,n

)}J

j=1
of b(p)(xm,n) in (3.10) is obtained via importance sampling with

proposal distributionφ→n(xm,n) (see Section 3.3.1). That is, using the particles
{

x
(j)
m,n

}J

j=1

representingφ→n(xm,n) (calculated in Step 1), weights
{

w
(j)
m,n

}J

j=1
are obtained by evaluating

w̃
(j)
m,n = Φ(x

(j)
m,n) for all j = 1, . . . , J in a distributed manner as described in Section 3.3.1 and

normalizing.

b) For each targetm ∈ MT
l,n, a PR ofψ(p)

m→l(xm,n) is calculated in a similar manner (see Section
3.3.3).

c) A PR
{(

x
(j)
l,n, w

(j)
l,n

)}J

j=1
of b(p)(xl,n) is calculated by implementing (3.9) as described in Section

3.3.2; this involves equally weighted particles of allb(p−1)(xk,n), k ∈ Ml,n.

d) For eachm∈MT
l,n, a PR ofψ(p)

l→m(xl,n) is calculated in a similar manner.

e) For all PRs calculated in Steps 2a–2d, resampling is performed to obtain equally weighted parti-
cles.

f) The equally weighted particles ofb(p)(xl,n) calculated in Step 2e are broadcast to all CAsl′ for
which l ∈MS

l′,n, and equally weighted particles ofb(p)(xl1,n) are received from each neighboring

CA l1∈MS
l,n. Thus, at this point, equally weighted particles

{

x̄
(j)
k,n

}J

j=1
of the following quanti-

ties are available at CAl: b(p)(xk,n) for k ∈ {l} ∪ T ∪MS
l,n; ψ(p)

m→l(xm,n) for m ∈ MT
l,n; and

ψ
(p)
l→m(xl,n) for m∈MT

l,n.

Step 3—Estimation: For k ∈ {l}∪T , an approximation of the global MMSE state estimatex̂MMSE
k,n

in (3.8) is computed from the PR
{(

x
(j)
k,n, w

(j)
k,n

)}J

j=1
of b(P )(xk,n) according to

x̂k,n =

J
∑

j=1

w
(j)
k,nx

(j)
k,n , k ∈ {l}∪T .

Alternatively, a PR-based approximation of the MAP estimator [Driessen and Boers, 2008] can be used.

The communication requirements of this algorithm will be analyzed in Section 3.4.3.

3.4 Variations and Implementation Aspects

Next, we discuss some variations and implementation aspects of the CoSNAT algorithm.

3.4.1 Local Distributed Tracking

The convergence of the consensus or gossip algorithms used to calculate(3.5) is slow if|Sm,n| ≪

|S|, because then many initialization valuesβ(p,r)l,m;n(yl,m;n) are zero. We therefore introduce a

modification, termedlocal distributed tracking(LDT), in which b(p)(xm,n) for a targetm ∈ T

is calculated via (3.10) only at CAsl that acquire a measurement of the target, i.e.,l ∈ Sm,n.

The convergence is here faster due to the smaller “consensus network”(l ∈ Sm,n instead of

l ∈ S) and the fact that zero initialization values are avoided. LDT presupposes that the com-

munication graph of the network formed by all CAsl ∈ Sm,n is connected. To ensure that CAs
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l′ ∈ Sm,n+1\Sm,n (i.e., with l′ /∈ Sm,n but l′ ∈ Sm,n+1) obtain the information needed to track

targetm at timen + 1, each CAl ∈ Sm,n broadcastsb(P )(xm,n) (calculated as described in

Section 3.3.1) to its neighborsl′∈ Cl,n. Usingb(P )(xm,n), neighboring CAsl′∈ Sm,n+1\Sm,n

are then able to calculateφ→n+1(xm,n+1) (see (2.6) and Section 2.1.2) and to track targetm at

timen+1 according to (3.10).

LDT has certain drawbacks. First, only CAsl ∈ Sm,n obtain an estimate of the state of

targetm. (Equivalently, each CAl ∈ S tracks only targetsm ∈MT
l,n.) Second, the size of the

consensus network,|Sm,n|, has to be estimated at each timen. Third, in agent networks with

few communication links, it is possible that a CAl′∈ Sm,n+1\Sm,n cannot communicate with

any CA l ∈ Sm,n at timen, i.e., l /∈ Cl′,n. Then, CAl′ does not obtainb(P )(xm,n) and cannot

track targetm at timen +1, even though it acquired a corresponding measurement at timen.

However, in many scenarios, the communication regions of the CAs are significantly larger than

their measurement regions. The situation described above is then very unlikely.

3.4.2 Alternative Processing at n=1

In the CoSNAT algorithm, a PR ofb(p)(xk,n) is calculated via importance sampling withφ→n(xk,n)

used as proposal distributionq(xk,n). At timen=1, φ→1(xk,1) =
∫

f(xk,1|xk,0)f(xk,0) dxk,0.

Often, insufficient prior information about the substatex̃k,0 actually involved in the measure-

ment (1.2) is available, and thus a (partly) uninformative prior PDFf(xk,0) is used. (An exam-

ple is given by agents with an uninformative position prior and measurementsyl,k;n that depend

only on the positions of agentk ∈ A and CAl ∈ S, such as, e.g., in (1.3).) This uninformative

prior PDF implies that the proposal distributionφ→1(xk,1) is (partly) uninformative as well, and

thus, if a moderate number of particlesJ is used, the generated particles will be widely spread

and the estimation performance will be poor.

We therefore propose an alternative processing at timen=1 for agents with an uniformative

prior at timen = 0. This processing leads to accurate estimates at timen = 1 even if a moderate

number of particlesJ is used; it can be employed for distributed tracking, dynamic cooperative

navigation, and CoSNAT. Note that anchors do not use the alternative processing because their

prior is perfectly informative.

In the following, we will describe the alternative processing for the calculation of a target

beliefb(xm,1),m ∈ T ; this scheme can be used for the calculation of a CA beliefb(xl,1), l ∈ S

with obvious modifications. For the prediction message at timen = 1, we adopt the model

φ→1(xm,1) = f(x̃m,1)f(x̆m,1),

wheref(x̃m,1) is an uninformative PDF of the positioñxm,1 (e.g., uniform on the entire

localization region) andf(x̆m,1) is an informative PDF of the complementary subvectorx̆m,1 of

xm,1 (e.g., Gaussian with small variance). Now, instead of usingφ→1(xm,1) = f(x̃m,1)f(x̆m,1)

as proposal distribution, we use

q(p)(xm,1) = φ
(p)

l̂→m
(xm,1) f(x̆m,1) , (3.23)
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with somel̂ ∈ Sm,1 (the choice of̂l will be discussed later). Here,φ(p)
l̂→m

(xm,1) is a function

of x̃m,1 but not ofx̆m,1; thus, with an abuse of notation, we will writeφ(p)l→m(x̃m,1) instead of

φ
(p)
l→m(xm,1). Replacingf(x̃m,1) byφ(p)

l̂→m
(x̃m,1) is reasonable ifφ(p)

l̂→m
(x̃m,1) is more informa-

tive thanf(x̃m,1). Particles
{

x
(j)
m,1

}J

j=1
from q(p)(xm,1) can be obtained by stacking particles

{

x̃
(j)
m,1

}J

j=1
drawn fromφ(p)

l̂→m
(x̃m,1) and particles

{

x̆
(j)
m,1

}J

j=1
drawn fromf(x̆m,1). Typically,

drawing particles fromf(x̆m,1) is trivial. Equally weighted particles representingφ(p)
l̂→m

(x̃m,1)

can be calculated from equally weighted particles representingb(p)(xl̂,1) by using message fil-

tering as described in Section 2.1.2.

A PR
{(

x
(j)
m,1, w

(j)
m,1

)}J

j=1
of b(p)(xm,1), m ∈ T is obtained by means of importance sam-

pling using the proposal distributionq(p)(xm,1) in (3.23): particles
{

x
(j)
m,1

}J

j=1
are drawn from

q(p)(xm,1), and weights
{

w
(j)
m,1

}J

j=1
are calculated according to (cf. (3.9) and (3.10))

w̃
(j)
m,1 =

φ→1(x
(j)
m,1)

∏

l∈Sm,1
φ
(p)
l→m(x̃

(j)
m,1)

q(p)(x
(j)
m,1)

=
f(x̃

(j)
m,1)f(x̆

(j)
m,1)

∏

l∈Sm,1
φ
(p)
l→m(x̃

(j)
m,1)

φ
(p)

l̂→m
(x̃

(j)
m,1) f(x̆

(j)
m,1)

= f(x̃
(j)
m,1)

∏

l∈Sm,1\{l̂}

φ
(p)
l→m(x̃

(j)
m,1) ,

followed by normalization.

To makeq(p)(xm,1) in (3.23) maximally informative, we choose

l̂ = argmin
l∈Sm,1

σ̃2l . (3.24)

Here, σ̃2l is the empirical variance ofb(p)l (x̃l,1). For non-anchor CAs,̃σ2l is calculated from

equally weighted particles
{

x̃
(j)
l,1

}J

j=1
representingb(p)l (x̃l,1) as

σ̃2l =
1

J

J
∑

j=1

∥

∥x̃
(j)
l,1 − µ̃l

∥

∥

2
, (3.25)

with

µ̃l =
1

J

J
∑

j=1

x̃
(j)
l,1 . (3.26)

For anchors, we set̃σ2l = 0.

A distributed implementation is obtained, by computing (3.24) using the min-consensus

scheme [Olfati-Saber and Murray, 2004], which converges inI iterations [Olfati-Saber and Mur-

ray, 2004] (in the case of LDT, the number of iterations is the diameter of the CA network given

by Sm,1). This min-consensus scheme is also used to disseminate the optimumφ
(p)

l̂→m
(xm,1)

within the network.
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3.4.3 Communication Requirements and Delay

In the following discussion of the communication requirements of the proposedCoSNAT al-

gorithm, we assume for simplicity that all statesxk,n, k ∈ A have identical dimensionL and

all x̃k,n, k ∈ A (i.e., the substates actually involved in the measurements, cf. (1.2) and (1.3))

have identical dimensioñL. Furthermore, we denote byC the number of consensus or gossip

iterations used for averaging, byP the number of message passing iterations, byJ the number

of particles, and byI the network diameter. Finally,ITn denotes the maximum of the diameters

of the CA networks given by theSm,n, m ∈ T . For an analysis of the delay introduced by the

communication, we assume that broadcasting the belief of the CAs counts as one delay time

slot, and broadcasting all values corresponding to one consensus iteration also counts as one

delay time slot.

• For consensus-based calculation of the target beliefsb(p)(xm,n),m ∈ T (see Section 3.3.1

and Step 2a in Algorithm 1), at each timen, CA l ∈ S broadcastsNC , P (C + I)J |T |

real values to CAsl′ ∈ Cl,n. In the case of LDT (see Section 3.4.1),NC is reduced to

NCR
l,n , P (C + ITn )J |MT

l,n|. Note that in the LDT case,C is smaller, and even much

smaller for a large network. Consensus-based calculation of the target beliefsb(p)(xm,n),

m ∈ T contributesP (C + I) time slots to the overall delay (orP (C + ITn ) time slots

in the case of LDT), because the consensus coefficients of all targets can be broadcast in

parallel.

• For calculation of the CA beliefsb(p)(xl,n) (see Section 3.3.2 and Step 2e in Algorithm

1), at each timen, CA l ∈ S broadcastsNNBP, PJL̃ real values to CAsl′ with l ∈MS
l′,n.

The delay contribution isP time slots, because each CA has to broadcast its belief in each

message passing iteration.

• If the alternative processing of Section 3.4.2 is used, then at timen = 1, CA l ∈ S

broadcastsNAP, PJL̃I|T | real values to CAsl′∈ Cl,n (in addition toNC(R) andNNBP).

In the case of LDT,NAP is reduced toNAPR
l , PJL̃ITn |MT

l,1|. Since the dissemination of

the proposal distribution for each target is consensus-based, usingI consensus iterations

in each of theP message passing iterations, the contribution to the overall delay atn = 1

is PI time slots (orPITn time slots in the case of LDT).

• In the case of LDT, if at timen a targetm∈ T enters the measurement region of CAl ∈ S,

i.e., l ∈ Sm,n\Sm,n−1, thenNLDT , JL real values are transmitted from one arbitrary

CA l′∈ Sm,n−1 ∩ Cl,n to CA l. The contribution of this transmission to the overall delay

is one time slot.

Therefore, at timen ≥ 1, the total number of real values broadcast by CAl ∈ S duringP

message passing iterations is

NTOT = NNBP+NC = P (JL̃+ CJ |T |) .
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The corresponding delay isP (C + I + 1) time slots. If the alternative processing is used, then

at timen= 1,

NTOT
1 = NAP+NNBP+NC = P (JL̃I|T |+ JL̃+ CJ |T |) .

This results in a delay ofP (2I + C + 1) time slots. In the case of LDT, at timen ≥ 1, the

number of real values broadcast by CAl ∈ S duringP message passing iterations is

NTOTR
l,n = NNBP+NCR

l,n = P (JL̃+ CJ |MT
l,n|) .

Here, the case underlyingNLDT was neglected because its occurrence strongly depends on the

network topology and is typically very rare. If the alternative processingis used, then at time

n= 1,

NTOTR
l,1 = NAPR

l +NNBP+NCR
l,1 = P (JL̃I|MT

l,1|+ JL̃+ CJ |MT
l,1|) .

If LDT is employed, the delay isP (ITn + C + 2) time slots. Note that with LDT,C is smaller

than in the standard case. Also note thatNTOTR
l,n ≤ NTOT since|MT

l,n| ≤ |T | for all l ∈ S.

In addition,NNBP, NAP, NAPR
l , andNLDT can be reduced by transmitting the parameters of a

suitable parametric representation for the beliefs. Typically, these parameters are obtained by

clustering the particles representing the beliefs (see Section 2.2.1 and [Savic and Zazo, 2012]).

3.5 Simulation Results

We will study the performance and communication requirements of the proposed CoSNAT mes-

sage passing algorithm in two dynamic scenarios and in a static scenario. Simulation source files

and animated plots are available at http://www.nt.tuwien.ac.at/about-us/staff/florian-meyer/.

3.5.1 Dynamic Scenarios

We consider a network of|S|=12 CAs and|T |=2 targets as depicted in Fig. 3.4. Eight CAs

are mobile and four are static anchors (i.e., CAs with perfect position information). Each CA

has a communication range of 50 and attempts to localize itself (except for the anchors) and

the two targets. The states of the mobile CAs and targets consist of position andvelocity, i.e.,

xk,n , (x1,k,n x2,k,n ẋ1,k,n ẋ2,k,n)
T. CAs l ∈ S acquire distance measurements according to

(1.3), i.e.,yl,k;n = ‖x̃l,n− x̃k,n‖+ vl,k;n , wherex̃k,n, (x1,k,n x2,k,n)
T is the position of agent

k ∈ A and the measurement noisevl,k;n is independent acrossl, k, andn and Gaussian with

varianceσ2v=2.

The states of the mobile CAs and targets evolve independently according to [Li and Jilkov,

2003]

xk,n = Gxk,n−1 +Wuk,n, n=1, 2, . . . ,

where
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Figure 3.4: Network topology in the dynamic scenario, with initial agent positions and example
realizations of the target and mobile CA trajectories. Initial mobile CA positions are indicated
by crosses, anchor positions by circles, and initial target positions by stars. The dashed circles
indicate the measurement regions of the four (mobile) CAs that are initially located near the
corners.
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The driving noise vectorsuk,n ∈ R
2 are Gaussian, i.e.,uk,n ∼ N (0, σ2uI), with variance

σ2u = 5 · 10−5 for the mobile CAs andσ2u = 5 · 10−4 for the targets; furthermore,uk,n and

uk′,n′ are independent unless(k, n) = (k′, n′). Each mobile CA starts moving only when it is

sufficiently localized in the sense that the empirical variance of the estimated position vector

is below5σ2v = 10; it then attempts to reach the center of the scene,x̃c = (37.5 37.5)T, in

75 time steps. The mobile CA trajectories are initialized using a Dirac-shaped prior located at

µl,0=
(

x1,l,0 x2,l,0 (x̃1,c−x1,l,0)/75 (x̃2,c−x2,l,0)/75
)T

, wherex1,l,0 andx2,l,0 are chosen as

shown in Fig. 3.4. The two target trajectories are initialized using a Dirac-shaped prior located at

(15 0 0.8 0.6)T and(75 20 −0.8 0.6)T (see Fig. 3.4). Note that knowledge of these positions

is not used in our simulations of the various algorithms.

We compare the proposed CoSNAT algorithm and its low-complexity variant according to

Section 2.4—briefly termed “CoSNAT-1” and “CoSNAT-2,” respectively—with that of a refer-

ence method that separately performs cooperative navigation by means ofthe NBP method of

[Lien et al., 2012] and distributed tracking by means of a consensus-based distributed PF [Farah-

mand et al., 2011, Savic et al., 2014] as reviewed in Section 3.1; the latter uses the (mobile) CA

position estimates provided by cooperative navigation. All three methods employ average con-

sensus with Metropolis weights [Xiao and Boyd, 2003] for a distributed implementation. In

all three methods,P = 1 message passing iteration andJ = 1000 particles are used, and the

alternative processing at timen = 1 described in Section 3.4.2 is employed. The average con-

sensus usesC=6 iterations. For our simulations of the algorithms, we used a position prior for

targets and mobile CAs that is uniform on[−200, 200]× [−200, 200] and a Gaussian velocity
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prior for the mobile CAs (after the mobile CA is sufficiently localized as described above) with

mean
(

(x̃1,c− ˆ̃x1,l,n′)/75 (x̃2,c− ˆ̃x2,l,n′)/75
)T

and covariance matrixdiag{10−3, 10−3}. Here,
ˆ̃xl,n′ is the location estimate at the timen′ at which mobile CAl is sufficiently localized for

the first time. The velocity prior of the targets was Gaussian with meanµm,0 and covariance

Cm,0. Here,Cm,0 = diag{0.001, 0.001} represents the uncertainty in knowing the velocity

ẋm,0 of targetm at timen = 0, andµm,0 is a random hyperparameter that was sampled for

each simulation run fromN (ẋm,0,Cm,0).

We simulated two different dynamic scenarios. In dynamic scenario 1, the measurement

range of those four mobile CAs that are initially located near the corners as shown in Fig. 3.4

(these CAs will be termed “corner CAs” in what follows) is limited as specified later whereas

all the other CAs cover the entire field of size75× 75. In dynamic scenario 2, the measurement

range of all CAs is limited to20. We note that these scenarios cannot be tackled by SLAT

algorithms [Taylor et al., 2006, Funiak et al., 2006, Savic and Wymeersch,2013, Kantas et al.,

2012, Teng et al., 2012] since they involve mobile CAs whereas SLAT assumes static CAs.

Fig. 3.5 shows the simulated ARMSE of self-localization and target localization for n =

1, . . . , 75 in dynamic scenario 1 where the measurement range of the corner CAs is20. The self-

localization ARMSE was determined by averaging over all mobile CAs and over100 simulation

runs, and the target localization ARMSE by averaging over all mobile CAs, all targets, and 100

simulation runs. It is seen that CoSNAT-1 and CoSNAT-2 perform almost equally well, both

with respect to self-localization and target tracking; thus, the significantly lower complexity

of CoSNAT-2 is offset by only a small performance loss. Furthermore, the self-localization

ARMSE of both CoSNAT algorithms is significantly smaller than that of the reference method.

This is because with pure cooperative navigation, the corner CAs do nothave enough partners

for accurate self-localization, whereas with CoSNAT, they can use their measured distances to

the targets to calculate the messages from the target nodes,φ
(p)
m→l(xm,n), which support self-

localization. The target tracking ARMSEs of both CoSNAT algorithms and of the reference

method are very similar at all times.

In Fig. 3.6, we show the self-localization and target localization ARMSEs averaged over

time n versus the measurement range of the corner CAs. For small and large measurement

range, CoSNAT performs similarly to the reference method but for different reasons: When the

measurement range is smaller than 12.5, the targets appear in the measurementregions of the

corner CAs only with a very small probability. Thus, at most times, the messagesφ(p)m→l(xm,n)

from the target nodes cannot be calculated. For measurement range larger than 25, the corner

CAs measure three well-localized CAs at timen = 1, and thus they are also able to localize

themselves using pure cooperative navigation. For measurement range between 15 and 25,

CoSNAT significantly outperforms the reference method (cf. our discussion of Fig. 3.5). It

is furthermore seen that up to a measurement range of 25, the target tracking ARMSE of the

reference method increases with increasing measurement range. This is because in the reference

method, only an estimate of the CA positions is used in distributed tracking. Therefore, the

poorly localized corner CAs negatively affect distributed tracking, andthis situation becomes
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Figure 3.5: Self-localization and target localization ARMSEs versus timen (dynamic scenario
1).
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Figure 3.6: Self-localization and target localization ARMSEs versus measurement range of the
corner CAs (dynamic scenario 1).



3.5. SIMULATION RESULTS 55

n

A
R

M
S

E
Self-localization ARMSE (reference)
Self-localization ARMSE of CoSNAT-2
Self-localization ARMSE of CoSNAT-1
Target localization ARMSE (reference)
Target localization ARMSE of CoSNAT-2
Target localization ARMSE of CoSNAT-1

1 10 20 30 40 50 60 70
0

5

10

15

20

25

30

Figure 3.7: Self-localization and target localization ARMSEs versus timen (dynamic scenario
2).

more likely with increasing measurement range. By contrast, the target tracking ARMSE of

CoSNAT stays constant for all measurement ranges. This is because in CoSNAT, the beliefs

of the CA positions are used in distributed tracking, i.e., the actual uncertaintyabout the CA

positions is taken into account. Thereby, the effect of poorly localized CAs on the tracking

performance is considerably reduced.

Finally, Fig. 3.7 shows the self-localization and target localization ARMSEs for n =

1, . . . , 75 in dynamic scenario 2 (i.e., the measurement range of all CAs is20). It can be

seen that with all three methods, the targets are roughly localized after a fewinitial time steps.

However, with the reference method, due to the limited measurement range, not even a single

CA can be localized. With both CoSNAT methods, once meaningful probabilisticinformation

about the target positions is available, also the self-localization ARMSE decreases and most

of the CAs can be localized after some time. This is possible since the CAs obtain additional

information related to the measured targets. Which CAs are localized at what times depends on

the target trajectories and varies between the simulation runs.

The quantities determining the communication requirements of CoSNAT-1 and CoSNAT-2

according to Section 3.4.3 are as follows. We haveNC = 18000, NNBP = 2000, andNAP =

12000. For all CAsl, NCR
l,n = 9000 at timesn where one target is measured,NCR

l,n = NC =

18000 at timesn where two targets are measured, andNCR
l,n = 0 otherwise. Furthermore,

NAPR
l = 6000 for CAs that measure one target at timen = 1, NAPR

l = NAP = 12000 for

CAs that measure two targets at timen = 1, andNAPR
l = 0 for all other CAs. The resulting

average total communication requirement per CA and time step, averaged over all CAs, all

times, and all simulation runs, isNTOT = 18107 andNTOTR = 12916 for dynamic scenario 1

andNTOT = 18107 andNTOTR = 5440 for dynamic scenario 2. At the times where a target

enters the measurement region of a CA, additionallyNLDT = 4000. According to Section 3.4.3,

in dynamic scenario 1, the delay at timen = 1 is 13 time slots (14 in the LDT case), and at
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Figure 3.8: Network topology in the static scenario, with anchor positions andexample realiza-
tions of non-anchor CA and target positions. Non-anchor CA positions are indicated by crosses,
anchor positions by circles, and target positions by stars.

timesn = 2, . . . , 75, it is 10 time slots (11 in the LDT case). In dynamic scenario 2, the delay

at timen = 1 is 13 time slots (12 in the LDT case), and at timesn = 2, . . . , 75, it is 10 time

slots (9 in the LDT case). Note that in both dynamic scenarios, the reference methodhas the

same communication requirements and causes the same delay as CoSNAT-1 andCoSNAT-2.

3.5.2 Static Scenario

Next, we consider a network of|S| = 63 static CAs and|T | = 50 static targets. 13 CAs are

anchors located as depicted in Fig. 3.8. The 50 remaining CAs and the 50 targets are randomly

(uniformly) placed in a field of size 100×100; a realization of the positions of the non-anchor

CAs and targets is shown in Fig. 3.8. The states of the non-anchor CAs andof the targets are

the positions, i.e.,xk,n = x̃k,n = (x1,k,n x2,k,n)
T. Each CA performs distance measurements

according to (1.3) with noise varianceσ2v =2. All CAs have a measurement range of 22.5. The

communication range of each CA is 50. The prior for the non-anchor CAs and for the targets

is uniform on[−200, 200]× [−200, 200]. In all three methods,J = 1000 particles are used.

The average consensus scheme usesC = 15 iterations. Since all CAs and targets are static,

we simulate only a single time step. This scenario is similar to that considered in [Wymeersch

et al., 2009] for pure cooperative navigation, except that 50 of the CAs used in [Wymeersch

et al., 2009] are replaced by targets and also anchor nodes perform measurements.

Fig. 3.9 shows the overall agent localization ARMSE (i.e., the average ARMSE of both

CA self-localization and target localization) versus the message passing iteration indexp. This

error was determined by averaging over all agents and over 100 simulationruns. It is seen that

CoSNAT-1 and CoSNAT-2 perform almost equally well, with a slightly faster convergence of

CoSNAT-1, and significantly better than the reference method. Again, the better performance of

CoSNAT is due to the fact that CAs that do not have enough partners forself-localization can

use messagesφ(p)m→l(xm,n) from well-localized target nodes to better localize themselves.

In this scenario, assumingP = 3, we haveNNBP = 6000 andNC = 2.70 · 106. The
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Figure 3.9: Agent localization ARMSE versus message passing iteration index p (static sce-
nario).

remaining quantities determining the communication requirements depend on the positions of

the non-anchor CAs and the targets, which are randomly chosen for each simulation run. The

average quantities—averaged over all CAs, all times, and all simulation runs—were obtained as

NCR= 6.91 · 105,NAP = 9.00 · 105, andNAPR= 2.59 · 105. The average total communication

requirements were obtained asNTOT = 3.61 · 106 andNTOTR = 9.56 · 105. Note thatNTOTR

is significantly smaller thanNTOT, due to the relatively large network size. For the reference

method, we obtainedNTOT
ref = 1.21 · 106 andNTOTR

ref = 3.23 · 105. The delay is57 time slots (54

in the case of LDT).
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Chapter 4

Information-Seeking Control for

Navigation and Tracking

To further increase the accuracy and robustness of cooperative navigation and distributed track-

ing, we now extend the CoSNAT estimation algorithm developed in Chapter 3 to include coop-

erative information-seeking control. The aim of the proposed controller isto move the CAs in

such a way that their measurements are maximally informative about the states to be estimated.

Similar to the estimation algorithms developed in Chapters 2 and 3, the proposed controller is

suited to nonlinear and non-Gaussian navigation and tracking problems, requires only commu-

nication with neighboring CAs, and is able to cope with a changing network topology. The

global (holistic) objective function used for control is the negative joint posterior entropy of all

states in the network at the next time step conditioned on all measurements at the next time step.

An approximate maximization of this objective function is performed jointly by all CAs via a

gradient ascent, which reduces to the particle-based evaluation of a local gradient at each CA.

This evaluation is based on a probabilistic information transfer from the estimation layer to the

control layer. We show through simulations that the proposed algorithm forcombined CoSNAT

estimation and control leads to intelligent behavior of the CAs and excellent navigation/tracking

performance.

Contrary to Chapters 2 and 3, where the control variables of the CAs were surpressed, we

will now use the full-blown state evolution model that includes the control variablesul,n. That

is, the state evolution model for CAsl ∈ S is xl,n = gl(xl,n−1,ul,n,ql,n) (cf, (1.1)), with

corresponding state-transition PDFf(xl,n|xl,n−1;ul,n).

4.1 The Combined Estimation and Control Problem

In Chapters 2 and 3 we presented estimation algorithms for navigation and tracking in agent

networks. Now, estimation is extended by information-seeking control of theagents to obtain

higher navigation and tracking accuracy. A block diagram of the overall“signal processing sys-

tem” for this setting is shown in Fig. 4.1 for a CA (including the estimation and control layers

59
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Figure 4.1: Block diagram of the overall “signal processing system” for(a) a CAl ∈ S and (b)
a targetm ∈ T .

of the proposed method) and for a target. Note that in this chapter, to simplify the notation,

we switch to a different topology model. More specifically, we assume that CAs acquire mea-

surements with respect to each other if and only if they are able to communicate.The methods

proposed in this section can be generalized in a straightforward manner to scenarios where the

measurement neighborhoods are subsets of the communication neighborhoods as in the previ-

ous sections. The communication and measurement topology of the network is described by the

neighborhood setsCl,n, Tl,n, andAl,n as follows. CAl is able to receive data via a communica-

tion link from CA l′ if l′∈ Cl,n⊆S\{l}. In addition, CAl is able to acquire a measurementyl,l′;n

relative to CAl′ if l′ ∈ Cl,n. This relation is symmetric, i.e.,l′ ∈ Cl,n implies l ∈ Cl′,n. Further-

more, CAl ∈ S acquires a measurementyl,m;n relative to targetm if m∈ Tl,n⊆ T . The targets

are noncooperative in that they do not communicate and do not acquire any measurements.

The operations performed in the dynamics and sensor block are described by the state transi-

tion model in (1.1) and measurement model in (1.2), respectively. Algorithms for theestimation

layer were discussed in Chapters 2 and 3. An information-seeking control algorithm for the

control layerwill be developed of this chapter. The twofold goal at each timen can be stated as

follows:

1. Each CAl ∈ S estimates the statesxk,n, k ∈ {l} ∪ T (i.e., its own local state and the

states of all targets) from prior information and all past and present measurements in the

network.

2. Each CA is controlled such that the negative posterior entropy of all states in the network
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at the next time, conditioned on all measurements in the network at the next time, is

maximized.

We solve these two problems in a distributed and recursive manner in theestimation layer

and thecontrol layer, as shown in Fig. 4.1(a). In the estimation layer described in Chapters

2 and 3, CAl computes an approximation of the marginal posterior PDFs of the statesxk,n,

k ∈ {l} ∪ T given all the past and present measurements and control vectors in the entire

network. In the control layer presented in what follows, CAl uses these marginal posteriors and

the statistical model to determine an optimal control variableul,n+1; in both layers, the CAs

communicate with neighboring CAs.

4.2 Objective Function and Controller

According to our definition at the beginning of Section 1.5.3, the vector comprising all the

measurements in the network at the next timen+1 isyn+1 =
[

yl,k;n+1

]

l∈S,k∈Al,n+1
. However,

in this definition ofyn+1, we now formally replaceAl,n+1 by Al,n since at the current timen,

the setsAl,n+1 are not yet known. Thus, with an abuse of notation,yn+1 is redefined as

yn+1 ,
[

yl,k;n+1

]

l∈S,k∈Al,n
. (4.1)

In the proposed control approach, each CAl ∈ S determines its next control variableul,n+1 such

that information about the next joint statexn+1 giveny1:n+1 is maximized. We quantify this in-

formation by the negative conditional differential entropy [Cover and Thomas, 2006, Chapter 8]

of xn+1 givenyn+1, with y1:n being an additional condition that has been observed previously

and is thus fixed:

− h
(

xn+1

∣

∣yn+1;y1:n,u1:n+1

)

=

∫ ∫

f
(

xn+1,yn+1

∣

∣y1:n;u1:n+1

)

× log f
(

xn+1

∣

∣yn+1,y1:n;u1:n+1

)

dxn+1dyn+1 , (4.2)

where log denotes the natural logarithm. Note thath
(

xn+1

∣

∣yn+1;y1:n,u1:n+1

)

depends on

the random vectorsxn+1 andyn+1, i.e., on their joint distribution but not on their values.

Our notation indicates this fact by using a sans serif font forxn+1 andyn+1 in h
(

xn+1

∣

∣yn+1;

y1:n,u1:n+1

)

.

According to expression (4.2),−h
(

xn+1

∣

∣yn+1;y1:n,u1:n+1

)

is a function of the control

vectorun+1. This function will be denoted asDh

(

un+1

)

, i.e.,

Dh

(

un+1

)

, −h
(

xn+1

∣

∣yn+1;y1:n,u1:n+1

)

, (4.3)

and it will be used as the objective function for control at each CA. This objective function is

holistic in that it involvesall the next states (of both the CAs and the targets),xn+1, andall the

next measurements,yn+1.
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Instead of a full-blown maximization ofDh

(

un+1

)

, we perform one step of a gradient

ascent [Fletcher, 1987] at each timen. Thus,un+1 is determined as

ûn+1 = u
(r)
n+1 + cn+1∇Dh

(

un+1

)∣

∣

un+1=u
(r)
n+1

, (4.4)

whereu(r)
n+1 is a reference vector andcn+1 > 0 is a step size. The choice ofu(r)

n+1 depends on

the manner in which the local control vectorsul,n (which are subvectors ofun) enter into the

state evolution functionsgl
(

xl,n−1,ul,n,ql,n

)

in (1.1); two common choices areu(r)
n+1= un and

u
(r)
n+1= 0 (cf. Section 4.6.1).

Sinceun+1 =
[

ul,n+1

]

l∈S
, we have

∇Dh(un+1) =
[∂Dh(un+1)

∂ul,n+1

]

l∈S
,

and thus the gradient ascent (4.4) with respect toun+1 is equivalent to local gradient ascents at

the individual CAsl with respect to the local control vectorsul,n+1. At CA l, the local gradient

ascent is performed as

ûl,n+1 = u
(r)
l,n+1 + cl,n+1

∂Dh

(

un+1

)

∂ul,n+1

∣

∣

∣

∣

un+1=u
(r)
n+1

, (4.5)

whereu(r)
l,n+1 is the part ofu(r)

n+1 that corresponds to CAl (we haveu(r)
n+1=

[

u
(r)
l,n+1

]

l∈S
). The

local step sizescl,n+1 are constrained by the conditionul,n+1 ∈ Ul for given domainsUl. In

practice, this condition can be easily satisfied by an appropriate scaling of the cl,n+1. Note

that, as in [Julian et al., 2012], we use different local step sizescl,n+1 at the individual CAs

l. This heuristic modification is made to account for the possibly different domains Ul and

to avoid the necessity of reaching a consensus on a common step size across all the CAs; it

was observed to yield good results. Because the objective function changes from one time

step to another, the local ascent described by (4.5) generally does notconverge; this is similar

to existing information-seeking control algorithms [Hoffmann and Tomlin, 2010, Julian et al.,

2012]. Indeed, the goal of the proposed control algorithm is to make available informative

measurements to the estimation layer; because of the dynamic scenario, this does not correspond

to a fixed optimum.

4.3 Expansion of the Objective Function

A central contribution of this work is a distributed particle-based technique for calculating the

gradients∂Dh(un+1)
∂ul,n+1

∣

∣

∣

un+1=u
(r)
n+1

in (4.5).

As a starting point for developing this technique, we next derive an expansion of the ob-

jective functionDh

(

un+1

)

. We will use the following simplified notation. We do not indicate

the conditioning ony1:n andu1:n because at timen + 1, y1:n has already been observed and

u1:n has already been determined; hence both are fixed. Also, we suppressthe time indexn and
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designate variables at timen+1 by the superscript “+”. For example, we writeh(x+|y+;u+)

instead ofh
(

xn+1

∣

∣yn+1;y1:n,u1:n+1

)

.

For calculating the gradient, following [Hoffmann and Tomlin, 2010] and [Julian et al.,

2012], we disregard the unknown driving noiseql in (1.1) fork = l∈ S by formally replacing

it with its expectation,̄ql ,
∫

ql f(ql) dql. We can then rewrite (1.1) fork = l ∈ S (with n

replaced byn+ 1) as

x+
l = gl(xl,u

+
l , q̄

+
l ) = g̃l(xl,u

+
l ) , l∈ S . (4.6)

As shown in Appendix A, the conditional differential entropy in (4.3) can be expressed as

h(x+|y+;u+) = h(xS , x
+
T |y+;u+) +

∑

l∈S

Gl(u
+
l ) , (4.7)

wherexS ,
[

xl

]

l∈S
, x+

T ,
[

x+
m

]

m∈T
, and

Gl(u
+
l ) ,

∫

f(xl) log |Jg̃l(xl;u
+
l )| dxl with Jg̃l(xl;u

+
l ) , det

∂g̃l(xl,u
+
l )

∂xl
. (4.8)

The first term on the right-hand side of (4.7) can be decomposed as [Cover and Thomas,

2006, Chapter 8]

h(xS , x
+
T |y+;u+) = h(xS , x

+
T )− I(xS , x

+
T ; y+;u+) . (4.9)

Here, I(xS , x
+
T ; y+;u+) denotes the two-variable mutual information between(xS ,x

+
T ) and

y+ (with u+ being a deterministic parameter, i.e., not a third random variable), which is given

by [Cover and Thomas, 2006, Chapter 8]

I(xS , x
+
T ; y+;u+) =

∫ ∫ ∫

f(xS ,x
+
T ,y

+;u+) log
f(xS ,x

+
T ,y

+;u+)

f(xS ,x
+
T )f(y

+;u+)
dxS dx+

T dy+.

(4.10)

Note thath(xS , x
+
T ) in (4.9) does not depend onu+, since neither the CA statesxS nor the

future target statesx+
T are controlled by the future control variableu+. We explicitly express

the dependence ofI(xS , x
+
T ; y+;u+) onu+ by defining the function

DI(u
+) , I(xS , x

+
T ; y+;u+) . (4.11)

Combining (4.3), (4.7), (4.9), and (4.11) then yields the following expansion of the objective

function:

Dh(u
+) = −h(xS , x

+
T ) + DI(u

+) − Gl(u
+
l )−

∑

l′∈S\{l}

Gl′(u
+
l′ ) . (4.12)
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This entails the following expansion of the gradient in (4.5):

∂Dh(u
+)

∂u+
l

=
∂DI(u

+)

∂u+
l

−
∂Gl(u

+
l )

∂u+
l

. (4.13)

In the next section, we will develop particle-based techniques for calculating ∂DI(u
+)

∂u+
l

∣

∣

∣

u+=u+(r)

and
∂Gl(u

+
l
)

∂u+
l

∣

∣

∣

u
+
l
=u

+(r)
l

. The calculation of∂DI(u
+)

∂u+
l

∣

∣

∣

u+=u+(r)
is cooperative and distributed; it

requires communication with neighboring CAsl′ ∈ Cl. The calculation of
∂Gl(u

+
l
)

∂u+
l

∣

∣

∣

u
+
l
=u

+(r)
l

is noncooperative and performed locally at each CAl. Both calculations use the particles of

relevant marginal posteriors that were computed by the estimation layer.

4.4 Calculation of the Gradients

4.4.1 Gradient of DI(u
+)

The mutual information in (4.10) can be rewritten as

DI(u
+) =

∫ ∫ ∫

f(y+|xS ,x
+
T ;u

+) f(xS ,x
+
T ) log

f(y+|xS ,x
+
T ;u

+)

f(y+;u+)
dxS dx+

T dy+.

Invoking [Julian et al., 2012, Th. 1], we obtain

∂DI(u
+)

∂u+
l

=

∫ ∫ ∫

∂f(y+|xS ,x
+
T ;u

+)

∂u+
l

f(xS ,x
+
T ) log

f(y+|xS ,x
+
T ;u

+)

f(y+;u+)
dxS dx+

T dy+.

(4.14)

Next, we will develop a Monte Carlo approximation ofDI(u
+)

∂u+
l

∣

∣

∣

u+=u+(r)
that uses importance

sampling and is based on a factorization of the likelihood functionf(y+|xS ,x
+
T ;u

+). Subse-

quently, we will address the distributed computation of this approximation.

Factorization of the Likelihood Function for CA l

The likelihood functionf(y+|xS ,x
+
T ;u

+) involved in (4.14) can be written as

f(y+|xS ,x
+
T ;u

+) =
∏

l∈S

∏

l′∈Cl

f(y+
l,l′ |xl,xl′ ;u

+
l ,u

+
l′ )
∏

m∈Tl

f(y+
l,m|xl,x

+
m;u+

l ) . (4.15)

Using (4.6), the local likelihood functions involved in (4.15) are expressed as

f(y+
l,l′ |xl,xl′ ;u

+
l ,u

+
l′ ) = f(y+

l,l′ |x
+
l ,x

+
l′ )
∣

∣

x
+
l
= g̃l(xl,u

+
l
), x+

l′
= g̃l′ (xl′ ,u

+
l′
)
, l∈ S , l′∈ Cl

f(y+
l,m|xl,x

+
m;u+

l ) = f(y+
l,m|x+

l ,x
+
m)
∣

∣

x
+
l
= g̃l(xl,u

+
l
)
, l∈ S , m∈ Tl .
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We can rewrite (4.15) for an arbitraryl ∈ S as

f(y+|xS ,x
+
T ;u

+) = αl(y
+,xS ,x

+
T ,u

+)βl(y
+,xS ,x

+
T ,u

+) , (4.16)

with

αl(y
+,xS ,x

+
T ,u

+) ,
∏

l′∈Cl

f(y+
l,l′ |xl,xl′ ;u

+
l ,u

+
l′ )
∏

m∈Tl

f(y+
l,m|xl,x

+
m;u+

l ) (4.17)

βl(y
+,xS ,x

+
T ,u

+) ,
∏

l1∈S\{l}

∏

l′1∈Cl1

f(y+
l1,l′1

|xl1 ,xl′1
;u+

l1
,u+

l′1
)
∏

m′∈Tl1

f(y+
l1,m′ |xl1 ,x

+
m′ ;u

+
l1
) .

(4.18)

Here,αl(y
+,xS ,x

+
T ,u

+) depends on the local control vectoru+
l whereasβl(y+,xS ,x

+
T ,u

+)

does not.

Monte Carlo Approximation

In Appendix B, it is shown that a Monte Carlo (i.e., particle-based) approximation of (4.14)

evaluated atu+=u+(r) is given by1

∂DI(u
+)

∂u+
l

∣

∣

∣

∣

u+=u+(r)

≈
1

JJ ′

J
∑

j=1

J ′
∑

j′=1

1

αl

(

y+(j,j′),x
(j)
S ,x

+(j)
T ,u+(r)

)

×
∂αl

(

y+(j,j′),x
(j)
S ,x

+(j)
T ,u+

)

∂u+
l

∣

∣

∣

∣

u+=u+(r)

(4.19)

× log
αl

(

y+(j,j′),x
(j)
S ,x

+(j)
T ,u+(r)

)

βl
(

y+(j,j′),x
(j)
S ,x

+(j)
T ,u+(r)

)

f(y+(j,j′);u+=u+(r))
,

with

f
(

y+(j,j′);u+ = u+(r)) ≈
1

J

J
∑

j′′=1

αl

(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r))×

× βl
(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r)) . (4.20)

Here,y+(j,j′), x(j)
S , andx+(j)

T are particles ofy+, xS , andx+
T , respectively that are drawn from

the importance density [Doucet et al., 2001]

q(y+,xS ,x
+
T ;u

+=u+(r)) , f(xS ,x
+
T )f(y

+|xS ,x
+
T ;u

+=u+(r))

via the following two-stage procedure. First, particles
{(

x
(j)
S ,x

+(j)
T

)}J

j=1
are drawn from

f(xS ,x
+
T ) =

∏

l′∈S

f(xl′)
∏

m∈T

f(x+
m) . (4.21)

1With an abuse of notation, the superscript(j) now indicates thejth particle, whereas previously, in our full-
blown notation, the subscriptn indicated thenth time step.
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(This factorization expresses the conditional statistical independence ofthe xl′ , l′ ∈ S and

the x+
m, m ∈ T given y(1:n). This is a common approximation, which was introduced in

[Wymeersch et al., 2009] and is also used in the estimation layer presented in Chapters 2 and

3.) Then, for each particle
(

x
(j)
S ,x

+(j)
T

)

, particles
{

y+(j,j′)
}J ′

j′=1
are drawn from the conditional

PDF (cf. (4.16))

f
(

y+
∣

∣x
(j)
S ,x

+(j)
T ;u+=u+(r)) = αl

(

y+,x
(j)
S ,x

+(j)
T ,u+(r))βl

(

y+,x
(j)
S ,x

+(j)
T ,u+(r)). (4.22)

The distributed calculation of these particles will be discussed in Sections 4.4.1and 4.4.1 and

in Appendices C.1 and C.2. Finally, we note that using (4.17), one easily obtains a (rather

unwieldy) expression of the derivative
∂αl(y

+,xS ,x
+
T ,u+)

∂u+
l

occurring in (4.19). This expression

involves the factors in (4.17) and the derivatives
∂g̃l(xl,u

+
l
)

∂u+
l

,
∂f(y+

l,l′
|x+

l
,x+

l′
)

∂x+
l

for l′ ∈ Cl, and

∂f(y+
l,m

|x+
l
,x+

m)

∂x+
l

for m ∈ Tl. In the next two subsections, we present two alternative schemes for

a distributed, particle-based computation of∂DI(u
+)

∂u+
l

∣

∣

∣

u+=u+(r)
according to (4.19) and (4.20).

Both schemes are distributed in that they require only local communication, i.e., each CAl ∈ S

transmits data only to its neighborsl′∈ Cl.

Flooding-Based Processing

We first discuss a distributed scheme where each CAl ∈ S performs an exact (“quasi-centralized”)

calculation of (4.19) and (4.20). As a result of the estimation layer, particles
{

x
(j)
k

}J

j=1
∼ f(xk),

k ∈ {l} ∪ T are available at CAl (see Section 3.3.4, noting thatf(xk) was denotedf(xk |y)

there). A flooding algorithm [Lim and Kim, 2000] is now used to make available toeach CAl

the reference vectorsu+(r)
l′ and the particles

{

x
(j)
l′

}J

j=1
∼ f(xl′) of all the other CAsl′∈ S\{l}.

In addition, CAl locally calculates predictive marginal posteriors for all target states via the

following prediction step (which is (1.1) withn replaced byn+ 1):

f(x+
m) =

∫

f(x+
m|xm) f(xm) dxm , m ∈ T . (4.23)

A particle-based implementation of (4.23) using the particles
{

x
(j)
m

}J

j=1
, m ∈ T produced by

the estimation layer (which are available at CAl) and yielding particles
{

x
+(j)
m

}J

j=1
∼ f(x+

m),

m ∈ T is described in Chapters 2 and 3. Because all statesxk are conditionally independent

given y(1:n) (see (4.21)), particles
{(

x
(j)
S ,x

+(j)
T

)}J

j=1
∼ f

(

xS ,x
+
T

)

can now be obtained by

simple stacking operations. More specifically, thejth particle ofxS is obtained by stacking

the jth particles of the vectorsxl′ for l′ ∈ S, i.e., x(j)
S =

[

x
(j)
l′

]

l′∈S
, and similarlyx+(j)

T =
[

x
+(j)
m

]

m∈T
. Finally, for each

(

x
(j)
S ,x

+(j)
T

)

, CA l computes particles

{

y+(j,j′)
}J ′

j′=1
∼ f
(

y+
∣

∣x
(j)
S ,x

+(j)
T ;u+=u+(r)) (4.24)

as described in Appendix C.1.
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Using the particles
(

x
(j)
S ,x

+(j)
T

)

andy+(j,j′), j = 1, . . . , J , j′ = 1, . . . , J ′, as well as the

reference vectorsu+(r)
l′ , l′ ∈ S, the gradient∂DI(u

+)

∂u+
l

∣

∣

∣

u+=u+(r)
can be computed locally at CA

l according to (4.19) and (4.20). Note, however, that this flooding-based scheme presupposes

that each CAl knows the state evolution models (1.1) and the measurement models (1.2) of all

the other CAsl′∈ S\{l}.

The communication cost of the flooding-based scheme, in terms of the number of real values

transmitted by each CA, is(JM +Mu)W ≈ JMW. Here,M andMu are the dimensions of

thexl and theul, respectively, andW depends on the network size and topology and is bounded

as1≤W ≤ |S|. Thus, the number of transmissions scales linearly withJ and does not depend

on J ′. In large networks, flooding protocols tend to require a large memory and book-keeping

overhead and introduce a significant delay [Xiao et al., 2005]. If the network formed by the

CAs is fully connected, i.e.,S = {l} ∪ Cl, then all the particles
{(

x
(j)
S ,x

+(j)
T

)}J

j=1
can be

obtained without flooding: CAl simply broadcasts its reference vectoru
+(r)
l and its particles

{

x
(j)
l

}J

j=1
∼ f(xl) to all the other CAs in the network and receives their reference vectors and

particles. Here, the number of real values transmitted by each CA is onlyJM +Mu.

Finally, the computational complexity of the flooding-based scheme–i.e., evaluation of (4.19)

and (4.20), withJ andJ ′ fixed—scales linearly with the number of agents in the network. Be-

cause the computational complexity and the communication cost increase with the network size,

the flooding-based distributed processing scheme is primarily suited to small networks.

Consensus-Based Processing

A truly distributed computation of (4.19) and (4.20) that avoids the use of flooding protocol

and does not require each CA to know the state evolution and measurement models of all the

other CAs can be performed as follows. First, CAl broadcasts its own particles
{

x
(j)
l

}J

j=1
∼

f(xl) calculated in the estimation layer to all neighboring CAsl′∈ Cl , and it receives particles
{

x
(j)
l′

}J

j=1
∼ f(xl′) from all neighborsl′ ∈ Cl . In addition, CAl locally calculates particles

{

x
+(j)
m

}J

j=1
∼ f(x+

m) for all m ∈ Tl via the prediction step (4.23) (withT replaced byTl),

using the particle-based implementation described in Chapters 2 and 3. Thus,after the stacking

operationsx(j)
Cl

=
[

x
(j)
l′

]

l′∈Cl
andx+(j)

Tl
=
[

x
+(j)
m

]

m∈Tl
, particles

{(

x
(j)
l ,x

(j)
Cl
,x

+(j)
Tl

)}J

j=1
∼

f(xl,xCl ,x
+
Tl
) are available at CAl.

The key question for a distributed computation of (4.19) and (4.20) now is asto whether

the quantitiesαl

(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r)

)

andβl
(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r)

)

are locally

available at CAl. The factors ofαl(y
+,xS ,x

+
T ,u

+) (see (4.17)) correspond to measure-

ments to be acquired by CAl; they are known to CAl since the own state evolution model

and measurement model are known to CAl. In fact, it is easily verified using (4.17) that

αl(y
+,xS ,x

+
T ,u

+) = f
(

ỹ+
l

∣

∣xl,xCl ,x
+
Tl
;u+

Cl

)

, whereu+
Cl

,
[

u+
l′

]

l′∈Cl
and

ỹ+
l ,

[

y+
l,k

]

k∈Al
=
[

dl(x
+
l ,x

+
k ,v

+
l,k)
]

k∈Al
. (4.25)

Note thatỹ+
l comprises the measurements acquired by CAl at the next time (except that
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A+
l is replaced withAl since it is not known at the current timen). Thus, we conclude that

αl(y
+,xS ,x

+
T ,u

+) is available at CAl. On the other hand, the factors ofβl(y+,xS ,x
+
T ,u

+)

(see (4.18)) correspond to measurements to be acquired by other CAs; they are not available at

CA l since, typically, the respective state evolution and measurement models are not known to

CA l. Therefore,βl(y+,xS ,x
+
T ,u

+) is not available at CAl.

We will now present a distributed computation ofβl
(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r)

)

. Using

(4.18), one can show that

βl
(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r)) = exp

(

|S|Fj,j′,j′′ −F
(l)
j,j′,j′′

)

, (4.26)

with

F
(l)
j,j′,j′′ , log f

(

ỹ
+(j,j′)
l

∣

∣x
(j′′)
l ,x

(j′′)
Cl
,x

+(j′′)
Tl

;u+
Cl
=u

+(r)
Cl

)

(4.27)

and

Fj,j′,j′′ ,
1

|S|

∑

l∈C

F
(l)
j,j′,j′′ , (4.28)

for j = 1, . . . , J , j′ = 1, . . . , J ′, andj′′ = 1, . . . , J. To computeF (l)
j,j′,j′′ in (4.27), CAl only

needs particles
{

ỹ
+(j,j′)
l

}J ′

j′=1
∼ f
(

ỹ+
l

∣

∣x
(j)
l ,x

(j)
Cl
,x

+(j)
Tl

;u+
Cl
=u

+(r)
Cl

)

and the reference vectorsu+(r)
l′ for l′ ∈ Cl. The computation of the particles

{

ỹ
+(j,j′)
l

}J ′

j′=1
is

described in Appendix C.2. Theu+(r)
l′ can be obtained at CAl through communication with the

neighbor CAsl′∈ Cl.

Once theF (l)
j,j′,j′′ have been calculated at CAl, their averagesFj,j′,j′′ in (4.28) can be com-

puted in a distributed way by usingJ2J ′ parallel instances of an average consensus or gossip

scheme [Olfati-Saber et al., 2007, Dimakis et al., 2010]. These schemes are iterative; they are

are initialized at each CAl with F (l)
j,j′,j′′ . They are robust to communication link failures [Olfati-

Saber et al., 2007, Dimakis et al., 2010] and use only communication between neighboring CAs

(i.e., each CAl ∈ S transmits data to each neighborl′∈ Cl). After convergence of the consensus

or gossip scheme,Fj,j′,j′′ and, hence,βl
(

y+(j,j′),x
(j′′)
S ,x

+(j′′)
T ,u+(r)

)

for all j, j′, j′′ is available

at each CAl.

At this point, CA l has available all the information required to evaluateαl

(

y+(j,j′),x
(j′′)
S ,

x
+(j′′)
T ,u+(r)

)

and
∂αl(y

+(j,j′),x
(j)
S ,x

+(j)
T ,u+)

∂u+
l

∣

∣

∣

u+=u+(r)
and an approximation ofβl

(

y+(j,j′),x
(j′′)
S ,

x
+(j′′)
T ,u+(r)

)

has been provided by the consensus or gossip scheme, forj = 1, . . . , J , j′ =

1, . . . , J ′, and j′′ = 1, . . . , J. Therefore, CAl is now able to evaluate (4.19) and (4.20).

In the course of the overall distributed computation, CAl transmitsJ2J ′|Cl|R + JM +Mu ≈

J2J ′|Cl|R real values, whereR is the number of iterations used for one instance of the consensus

or gossip scheme. Asymptotically, forR→ ∞, this distributed computation of∂DI(u
+)

∂u+
l

∣

∣

∣

u+=u+(r)

converges to the exact centralized result given by (4.19) and (4.20).The speed of convergence

depends on the topology and size of the network [Olfati-Saber et al., 2007, Dimakis et al., 2010].

A largeR corresponds to a high degree of convergence of the consensus or gossip scheme, which
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means that local data is disseminated over large distances in the network. Because the control

vector of a given CA might not be strongly affected by information from far away CAs, a small

R is often sufficient for good performance. Nevertheless, because thecommunication require-

ments are proportional toJ2J ′, they are typically higher than those of the flooding approach

discussed in Section 4.4.1 unless the network is large andR is small.

Finally, the computational complexity of the consensus-based processing—i.e., evaluation

of (4.19) and (4.20), withJ , J ′, andR fixed—is constant in the number of agents in the network.

4.4.2 Gradient of Gl(u
+
l )

Next, we consider the second gradient in the expansion (4.13), i.e., using(4.8),

∂Gl(u
+
l )

∂u+
l

∣

∣

∣

∣

u
+
l
=u

+(r)
l

=
∂

∂u+
l

(∫

f(xl) log |Jg̃l(xl;u
+
l )| dxl

)∣

∣

∣

∣

u
+
l
=u

+(r)
l

.

We assume that for each value ofxl, Jg̃l(xl;u
+
l ) is differentiable with respect tou+

l at u+(r)
l

and nonzero for allu+
l in some (arbitrarily small) neighborhood ofu+(r)

l ; note that this implies

thatJg̃l(xl;u
+(r)
l ) 6= 0 and that also|Jg̃l(xl;u

+
l )| is differentiable with respect tou+

l atu+(r)
l .

We then have

∂Gl(u
+
l )

∂u+
l

∣

∣

∣

∣

u
+
l
=u

+(r)
l

=

∫

f(xl)
∂ log |Jg̃l(xl;u

+
l )|

∂u+
l

∣

∣

∣

∣

u
+
l
=u

+(r)
l

dxl

=

∫

f(xl)
1

|Jg̃l(xl;u
+(r)
l )|

∂|Jg̃l(xl;u
+
l )|

∂u+
l

∣

∣

∣

∣

u
+
l
=u

+(r)
l

dxl . (4.29)

Based on the particles
{

x
(j)
l

}J

j=1
∼ f(xl), which were calculated in the estimation layer, a

Monte Carlo approximation of (4.29) is obtained as

∂Gl(u
+
l )

∂u+
l

∣

∣

∣

∣

u
+
l
=u

+(r)
l

≈
1

J

J
∑

j=1

1
∣

∣Jg̃l
(

x
(j)
l ;u

+(r)
l

)∣

∣

∂
∣

∣Jg̃l
(

x
(j)
l ;u+

l

)∣

∣

∂u+
l

∣

∣

∣

∣

u
+
l
=u

+(r)
l

. (4.30)

For many practically relevant state evolution models (4.6), the computation of
∂Gl(u

+
l
)

∂u+
l

∣

∣

∣

u
+
l
=u

+(r)
l

can be avoided altogether or
∂Gl(u

+
l
)

∂u+
l

∣

∣

∣

u
+
l
=u

+(r)
l

can be calculated in closed form, without a

particle-based approximation. Some examples are considered in the following.

1. Jg̃l(xl;u
+
l ) does not depend onu+

l : In this case,
∂Gl(u

+
l
)

∂u+
l

= 0. An important example is

the “linear additive” state evolution model (cf. (4.6))

g̃l(xl,u
+
l ) = Axl + ζ(u+

l ) (4.31)

with an arbitrary matrixA and functionζ(·) of suitable dimensions. Here, we obtain

Jg̃l(xl;u
+
l ) = detA and thus

∂Gl(u
+
l
)

∂u+
l

= 0. A second important example is theodometry



70 CHAPTER 4. INFORMATION-SEEKING CONTROL

motion model[Thrun et al., 2005, Section 5.3]. Here, the local statexl is the pose of a

robot, which consists of the 2D position(xl,1, xl,2) and the orientationθl, and the control

vectorul consists of the translational velocityνl and the rotational velocityωl. The state

evolution model is given by

g̃l(xl,u
+
l ) =









xl,1 + ν+l cos(θl+ ω+
l )

xl,2 + ν+l sin(θl+ ω+
l )

θl + ω+
l









.

Here,Jg̃l(xl;u
+
l ) = 1 and thus

∂Gl(u
+
l
)

∂u+
l

= 0.

2. Jg̃l(xl;u
+
l ) does not depend onxl: If Jg̃l(xl;u

+
l ) = Jg̃l(u

+
l ), then (4.8) simplifies to

Gl(u
+
l ) = log |Jg̃l(u

+
l )|. Thus, we have

∂Gl(u
+
l )

∂u+
l

=
1

|Jg̃l(u
+
l )|

∂|Jg̃l(u
+
l )|

∂u+
l

,

which can be calculated in closed form.

4.4.3 Summary of the Control Layer

The operations performed in the control layer are summarized in Fig. 4.2 forthe flooding-based

method discussed in Section 4.4.1 and in Fig. 4.3 for the consensus-based discussed in Section

4.4.1.

4.5 Special Cases

Next, we discuss two special cases: cooperative navigation (i.e., there are no targets) and dis-

tributed tracking (i.e., the CA positions are known).

4.5.1 Cooperative Navigation with Information-Seeking Control

Here, we assume that there are no targets, and thus the task considered iscooperative navigation.

The estimation layer for this task is described in Chapter 2.

Control Layer

Since there are no targets, the componentDI(u
+) = I(xS , x

+
T ; y+;u+) of the objective func-

tion in (4.12) simplifies toDI(u
+) = I(xS ; y

+;u+). The expression of the gradient ofDI(u
+)

in (4.19) and (4.20) here simplifies as wellαl(y
+,xS ,x

+
T ,u

+) = αl(y
+,xS ,u

+) andβl(y+,xS ,

x+
T ,u

+) = βl(y
+,xS ,u

+) (according to (4.17) and (4.18), sinceT = ∅); furthermore, sampling

from f(xS ,x
+
T ) (see Sections 4.4.1 and 4.4.1) reduces to sampling fromf(xS).
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Figure 4.2: Flow chart of the flooding-based implementation of the control layer at CAl (see
Section 4.4.1).

4.5.2 Distributed Target Tracking with Information-Seeking Control

Next, we discuss the case where the positions of the CAs are perfectly known, and thus our task

is only the distributed tracking. The estimation layer for this task is reviewed in Section 3.1.

Control Layer

Since there are no unknown CA states, the objective function in (4.12) simplifies in thatDI(u
+) =

I(x+T ; y+;u+) andGl(u
+
l ) = 0. The expression of the gradient ofDI(u

+) in (4.19) and

(4.20) simplifies becauseαl(y
+,xS ,x

+
T ,u

+) = αl(y
+,x+

T ,u
+) and βl(y+,xS ,x

+
T ,u

+) =

βl(y
+,x+

T ,u
+); furthermore, sampling fromf(xS ,x

+
T ) reduces to sampling fromf(x+

T ).

This special case was previously considered in [Julian et al., 2012]. More specifically,

[Julian et al., 2012] studied estimation of one static global state and proposeda distributed,

gradient-based, information-seeking controller and a particle-based implementation. Our work

extends [Julian et al., 2012] to cooperative navigation and to tracking of atime-varying.

4.6 Simulation Results

We demonstrate the performance of the proposed method for three different scenarios. In Sec-

tion 4.6.2, we study the behavior of the controller by considering noncooperative navigation of

four mobile CAs based on distance measurements relative to an anchor. In Section 4.6.3, we

consider cooperative navigation of three mobile CAs. Finally, in Section 4.6.4, two mobile CAs
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Figure 4.3: Flow chart of the consensus-based implementation of the control layer at CAl (see
Section 4.4.1).

perform cooperative simultaneous navigation and tracking of a target. Simulation source files

and animated plots are available at http://www.nt.tuwien.ac.at/about-us/staff/florian-meyer/.

4.6.1 Simulation Setup

The following aspects of the simulation setup are common to all three scenarios.The states of

the CAs consist of their 2D position, i.e.,xl,n ,
[

xl,n,1, xl,n,2
]T

in a global reference frame. In

addition to the mobile CAs, there is one anchor CA (indexed byl = 1), i.e., a static CA that

broadcasts its own (true) position to the mobile CAs but does not perform any measurements.

The CA network is fully connected if not indicated otherwise. The states of the mobile CAs

evolve independently according to [Li and Jilkov, 2003]

xl,n = xl,n−1 + ul,n + ql,n , n=1, 2, . . . . (4.32)

Here,ql,n∈R
2 is zero-mean Gaussian with independent and identically distributed entries, i.e.,

ql,n ∼ N (0, σ2qI) with σ2q = 10−3, andql,n andql′,n′ are independent unless(l, n) = (l′, n′).

The domainUl of the control vectorul,n is defined by the norm constraint
∥

∥ul,n

∥

∥ ≤ umax
l . For

the interpretation oful,n within (4.32), it is assumed that the CAs know the orientation of the

global reference frame. In the initialization of the algorithms, at timen= 0, we use a state prior

that is uniform on[−200, 200]×[−200, 200].
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The mobile CAs acquire distance measurements according to (1.3), i.e.,yl,k;n =
∥

∥xl,n−

xk,n

∥

∥+vl,k;n, where the measurement noisevl,k;n is independent acrossl, k, andn and Gaussian

with variance

σ2l,k;n =







σ20 ,
∥

∥xl,n−xk,n

∥

∥ ≤ d0

σ20

[(

‖xl,n−xk,n‖
d0

− 1
)κ

+ 1
]

,
∥

∥xl,n−xk,n

∥

∥ > d0 .
(4.33)

That is, the measurement noise variance stays constant up to some distanced0 and then in-

creases polynomially with some exponentκ. This is a simple model for time-of-arrival distance

measurements [Garcia et al., 2014]. We setσ20 = 50 andκ = 2 and, if not stated otherwise,

d0 = 50.

In the estimation layer, we useJ = 3600 particles. (ChoosingJ below3000 was observed in

some rare cases to lead to a convergence to the wrong estimate.) A resampling step is performed

to avoid weight degeneracy [Douc and Cappe, 2005]. Resampling transforms weighted particles
{(

x
(j)
k,n, w

(j)
k,n

)}J

j=1
representing the beliefb

(

xk,n

)

into nonweighted particles
{

x
(j)
k,n

}J

j=1
. We

use a somewhat nonorthodox type of resampling that helps move particles to positions with high

probability mass, thereby reducing the number of particles needed. More specifically, at every

Lth time stepn, we particle from a kernel approximation of the belief; at all other time steps,we

perform standard systematic resampling [Douc and Cappe, 2005]. The kernel approximation of

the beliefb
(

xk,n

)

is obtained as [Silverman and Green, 1986]

b̃
(

xk,n

)

=
J
∑

j=1

w
(j)
k,nK

(

xk,n−x
(j)
k,n

)

,

with the Gaussian kernel

K(x) = (2πσ2K)−1 exp
(

−‖x‖2/(2σ2K)
)

. (4.34)

Here, the varianceσ2K is chosen as

σ2K =

{

J1/3 tr
(

Ck,n

)

/2, if tr
(

Ck,n

)

< 2σ20

σ2K = σ20, otherwise,

wheretr
(

Ck,n

)

denotes the trace of the weighted particle covariance matrix defined as

Ck,n =
J
∑

j=1

w
(j)
k,nx

(j)
k,nx

(j)T
k,n − µk,nµ

T
k,n whereµk,n =

J
∑

j=1

w
(j)
k,nx

(j)
k,n .

This case distinction in the choice ofσ2K is used sinceσ2K = J1/3 tr
(

Ck,n

)

/2 is only accurate for

a unimodal distribution [Silverman and Green, 1986] whereasσ2K = σ20 is suitable for annularly

shaped distributions (here, the width of the annulus is determined byσ20 [Ihler et al., 2005]).

We chooseL = 40 if tr
(

Ck,n

)

< 80, L = 20 if 80 ≤ tr
(

Ck,n

)

< 1000, andL = 10 if
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tr
(

Ck,n

)

≥ 1000; this choice led to good results in our simulation setting.

We employ a censoring scheme [Lien et al., 2012] to reduce the number of particles and

avoid numerical problems during the first time steps, where the mobile CAs still have un-

informative beliefs. More specifically, only CAsl with tr
(

Cl,n

)

< 10 are used as naviga-

tion partners by neighboring CAs and (in our third scenario) are involvedin localizing the

target. In the control layer, this censoring scheme corresponds to the following strategy: as

long as CAl is not localized (i.e.,tr
(

Cl,n

)

≥ 10), its objective function isD̃h

(

un+1

)

,

−h
(

xl,n+1

∣

∣y1,n+1; y1,1:n),ul,1:n+1

)

, i.e., the negative differential entropy of only the own state

conditioned on only the own measurement relative to the anchor CA,y1,n+1.

The gradient ascent in the controller (see (4.5)) uses the reference pointsu(r)
l,n= 0, which are

consistent with the state evolution model (4.32), and step sizescl,n chosen such that
∥

∥ul,n

∥

∥ =

umax
l . Thus, the controller moves every mobile CAl ∈ S with maximum nominal speed (de-

termined byumax
l ) in the direction of maximum local increase of the objective function. The

number of particles used in the control layer isJJ ′ = 60000, with J = 1200 andJ ′ = 50. A

reduction ofJ ′ to J ′ = 1 was observed to result in more jagged CA trajectories and a slightly

slower reduction of the estimation error over time.

4.6.2 Noncooperative Navigation

In order to study the behavior of the controller, we consider four mobile CAs l = 2, 3, 4, 5

that perform navigation without any cooperation during 300 time stepsn. The mobile CAs

measure their distance to the static anchor CA (l = 1), which is located at position[0, 0]T,

but they do not measure any distances between themselves. Their measurement models use

different values ofd0, namely,d0 = 20, 50, 100, and100 for l = 2, 3, 4, and5, respectively.

The mobile CAs start at position[100, 0]T and move with identical nominal speed determined

by umax
l = 1. The objective function for the control of CAs2, 3, and4 is D̃h

(

ul,n+1

)

,

−h
(

xl,n+1

∣

∣y1,n+1); y1,1:n,ul,1:n+1

)

. CA 5 is not controlled; it randomly chooses a direction at

n =1 and then moves in that direction with constant nominal speed determined byumax
l = 1.

Fig. 4.4 shows an example of the trajectories of the four mobile CAs. These trajectories are

quite different because of the different values ofd0 and the fact that CA 5 is not controlled.

CA 4, after an initial turn, is roughly localized in the sense that the shape of itsmarginal

posterior has changed from an annulus to only a segment of an annulus.Thereafter, CA 4 turns

around the anchor, which is reasonable in view of the single distance measurement available at

each timen and the fact that, sinced0 = 100, the measurement noise cannot be decreased by

approaching the anchor. CA 3 (withd0 = 50) initially approaches the anchor. At a distance of

50 to the anchor, the measurement noise cannot be decreased any more, and thus CA 3 turns

around the anchor without approaching it further. A similar behavior is exhibited by CA 2 (with

d0 = 20).

Fig. 4.5 shows the position ARMSEs of the four mobile CAs. These ARMSEs were deter-

mined at each timen by averaging over 300 simulation runs. As can be seen, the three CAs

performing information seeking-control (l = 2, 3, 4) are fairly well localized after about 100
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Figure 4.4: Example trajectories for noncooperative navigation with information-seeking con-
trol. The initial CA position and the anchor position are indicated by a bullet anda star, respec-
tively.
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Figure 4.5: Position ARMSE for noncooperative navigation with information-seeking control.
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Figure 4.6: Example trajectories for cooperative navigation with information-seeking control
(C–C scheme). The initial CA positions and the anchor position are indicated by bullets and a
star, respectively.

time steps. CA 2 (withd0 = 20) takes longer to localize itself than CAs 3 and 4 since, prior to

reaching a distance of20 to the anchor, it has a larger noise variance (see (4.33)). The perfor-

mance of CA 3 and CA 4 is almost identical; the larger noise variance of CA 3 during the initial

time steps is compensated by a smaller turning radius once a distance of50 to the anchor has

been reached. CA 5 is unable to localize itself, due to the lack of intelligent control.

4.6.3 Cooperative Navigation

Next, we study the proposed method for cooperative navigation with information-seeking con-

trol (abbreviated as C–C). There are three mobile CAsl = 2, 3, 4 with different start points

([−50, 0]T, [0,−50]T, and[0, 70]T for l= 2, 3, and4, respectively) and different nominal speeds

(umax
l = 1, 0.3, and0.1 for l = 2, 3, and4, respectively). The mobile CAs measure their dis-

tances to a static anchorl = 1 located at[−60, 0]T and to each other, usingd0 = 50. Example

trajectories are shown in Fig. 4.6. For comparison, we also consider noncooperative navigation

with information-seeking control as studied in Section 4.6.2 (abbreviated as N–C). Finally, we

consider another scheme (abbreviated as C–N) where the CAs cooperate in the estimation layer

but no intelligent control is performed. Here, each CA randomly choosesa direction and then

moves in that direction with constant nominal speed determined byumax
l .

Fig. 4.7 shows the position ARMSEs of the three schemes, which were determined by av-

eraging over the three mobile CAs and over 300 simulation runs. It is seen that the ARMSEs

of the two reference schemes N–C and C–N decrease only very slowly whereas, after about 70

time steps, the ARMSE of the proposed C–C scheme decreases rather quickly to a low value.

This behavior can be explained as follows. Without cooperation (N–C) orwithout intelligent

control (C–N), CAs 3 and 4 need a long time to localize themselves because they are slow and

initially far away from the anchor. On the other hand, CA 2 localizes itself very quickly because

it is fast and initially close to the anchor. With cooperation and control (C–C), CA 2 moves in
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Figure 4.7: Navigation ARMSE of three different estimation/control methods.

such a way that it supports the navigation of the two other CAs. In fact, as shown by Fig. 4.6,

CA 2 first localizes itself by starting to turn around the anchor and then makesa sharp turn to

approach CAs 3 and 4, which helps them localize themselves. This demonstrates the function

and benefits of cooperative estimation and control.

4.6.4 CoSNAT

Finally, we consider CoSNAT. Two mobile CAsl = 2, 3 starting at position[20, 20]T and

[−10,−10]T, respectively and with nominal speed determined byumax
l = 1 cooperatively lo-

calize and track themselves and a mobile target. There is also a static anchorl = 1 at po-

sition [−50, 0]T. The target statexm,n = x4,n consists of position and velocity, i.e.,x4,n ,
[

x4,n,1 , x4,n,2 , ẋ4,n,1 , ẋ4,n,2
]T

. The target state evolves according to [Li and Jilkov, 2003]

x4,n = Gx4,n−1 +Wq4,n , n=1, 2, . . . ,

where

G =













1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1













, W =













0.5 0

0 0.5

1 0

0 1













,

andq4,n∈ R
2 is zero-mean Gaussian with independent and identically distributed entries, i.e.,

q4,n∼ N (0, σ̃2qI) with σ̃2q =10−5, and withq4,n andq4,n′ independent unlessn=n′. The target

trajectory is initialized with position
[

x4,0,1 , x4,0,2
]T

= [50, 0]T and velocity
[

ẋ4,0,1 , ẋ4,0,2
]T

=

[0.05, 0.05]T. In the initialization of the algorithms, we use a target position prior that is uni-

form on[−200, 200]×[−200, 200] and a target velocity prior that is Gaussian with mean[0, 0]T

and covariance matrixdiag{10−1, 10−1}. Fig. 4.8 shows an example of CA and target trajec-
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Figure 4.8: Example trajectories for CoSNAT with information-seeking control (C–C scheme).
The initial CA positions are indicated by bullets, the initial target position by a cross, and the
anchor position by a star.

tories obtained with the proposed method of cooperative navigation with information-seeking

control (C–C). One can observe that the two CAs first start turning around the anchor to localize

themselves and then approach the target. Finally, at a distance of50 to the target, where further

approaching the target would no longer decrease the measurement noise, the CAs spread out

to achieve a geometric formation that is favorable for cooperatively localizing and tracking the

target.

As before, we compare our C–C method with two reference methods, namely,noncoopera-

tive navigation with information-seeking control (N–C) and cooperative navigation with fixed,

randomly chosen directions of movement (C–N). Fig. 4.9 shows the navigation ARMSEs and

tracking ARMSEs of the three schemes, which were determined by averaging over the two CAs

and over 100 simulation runs. The following observations can be made:

• The navigation performance of C–N is very poor: after an initial decrease, the ARMSE

slowly increases. In fact, typically, no cooperation is actually taking place,since the

CAs are unable to localize themselves and thus each CA is censored by the respective

other CA. The navigation ARMSEs of C–C and N–C decrease rather quickly to a low

value. They are very similar, which can be explained as follows. Becauseboth CAs

move with the same nominal speed, they localize themselves approximately in the same

manner. Therefore, as long as the CAs are not localized, no cooperation takes place due

to censoring, and after they are localized, no further gain can be achieved by cooperation.

• The tracking ARMSEs of the three methods are initially equal to50 and slowly increase

during the first 40 time steps. Indeed, due to the censoring scheme, the CAsstart local-

izing the target only when they are localized themselves. Therefore, during the first 40

time steps, no measurements of the distance to the target are used by the CAs and the

CAs’ target position estimation is solely based on the prior distribution, which is uniform.
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Figure 4.9: Performance of three different methods for simultaneous navigation and tracking:
(a) Navigation ARMSE, (b) Tracking ARMSE.
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This leads to a target position estimate of[0, 0]T and in turn (since the target is initially

located at[50, 0]T) to an initial tracking ARMSE of50 at timen = 1. During the first 40

time steps, the ARMSE slowly increases since the target is slowly moving to the upper

right corner. The ARMSE of C–N continues to increase in this manner evenaftern= 40

since with C–N, the CAs are never localized and therefore never start localizing the tar-

get. For C–C and N–C (both employing information-seeking control), aftern = 40, the

ARMSE first increases and then decreases. The ARMSE of C–C decreases sooner and

more quickly than that of N–C, which again shows the benefits of cooperative estimation.

The initial increase and subsequent decrease of the tracking ARMSE observed with C–C

and N–C aftern= 40 can be explained as follows. After the CAs localized themselves and

start localizing the target, the target position posterior at a given CA is roughly annularly

shaped, with the center of the annulus being the CA position. (This position is equal to

the turning point of the respective CA trajectory in Fig. 4.8.) The resulting target position

estimate is located at that center. Thus, it is more distant from the true target position than

the estimate[0, 0]T that was obtained when the CA was not yet localized and the target

position posterior was still uniform. As the CAs approach the target, the target position

posterior becomes unimodal and the target can be localized, resulting in a decrease of the

tracking ARMSE.



Chapter 5

Conclusion

This thesis proposed decentralized and scalable algorithms forcooperative simultaneous navi-

gation and tracking(CoSNAT) in mobile agent networks. The development of such algorithms

is challenging due to the potentially high mobility of the agents, the high accuracy and robust-

ness required in many applications, and the decentralized structure of the network. A major

advantage of the proposed algorithms for estimation and control is their generality. Our devel-

opment was based on general state evolution and measurement models, an information-theoretic

objective function for control, and sample-based representations of theinvolved probability dis-

tributions. These characteristics make the proposed algorithms suitable for arbitrary nonlinear

and non-Gaussian system models. Numerical simulations of our CoSNAT estimation and con-

trol algorithms demonstrated intelligent behavior of the cooperative agents and high estimation

accuracy.

5.1 Summary of Contributions

The conventional implementation of nonparametric belief propagation (NBP) for cooperative

navigation suffers from high computation and communication costs. Therefore, for the case

of two-dimensional (2D) position information and distance measurements between agents, we

proposed a new particle-based BP scheme using parametric message representations and a new

technique for message multiplication. In this scheme, computation and communicationcosts

are significantly reduced.

In addition, we introduced adimension-augmentedreformulation of BP for cooperative nav-

igation. This reformulation allows the systematic and straightforward application of an arbitrary

sequential Bayesian estimator (or Bayesian filter) to BP-based cooperative navigation. We used

this principle to develop a new nonparametric (particle-based) implementation ofBP with re-

duced complexity. The main advantage of the proposed NBP algorithm is that itscomplexity

scales only linearly—rather than quadratically as in conventional NBP [Ihler et al., 2005, Lien

et al., 2012]—with the number of particles.

We also used the dimension-augmented BP scheme to develop thesigma point BP(SPBP)

message passing algorithm for cooperative navigation. SPBP extends thesigma point filter—

81
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also known as unscented Kalman filter—to Bayesian inference on general(loopy) factor graphs,

such as they arise in cooperative navigation. Messages and marginal posterior probability den-

sity functions (PDFs) are represented by mean vectors and covariancematrices, which are calcu-

lated using sigma points and the unscented transformation. Thereby, SPBP avoids the typically

high communication cost of conventional NBP. This fact makes SPBP especially well suited

to cooperative navigation and certain other decentralized inference problems in wireless agent

networks. Our analysis and simulation results demonstrated significant advantages of SPBP

and of the new NBP scheme over conventional NBP regarding performance, complexity, and

communication requirements.

Next, we extended the proposed NBP scheme to include noncooperative targets. This pro-

vided a framework and methodology for CoSNAT and, for the first time, enabled a consistent

combination of cooperative navigation and distributed tracking for multiple mobileagents and

targets. Starting from a factor graph formulation of the CoSNAT problem, wedeveloped a

particle-based, distributed BP algorithm for CoSNAT that employs a consensus scheme for a

distributed calculation of the product of the target messages. More generally, the proposed

integration of consensus in particle-based BP solves the problem of accommodating nonco-

operative agent nodes in distributed BP implementations, and thus it may be useful also for

other distributed inference problems. The main advantage of the proposedCoSNAT framework

and BP methodology over separate CSL and DTT and, also, over simultaneous localization

and tracking (SLAT), is a probabilistic information transfer between the two parts of the factor

graph corresponding to cooperative navigation and distributed tracking. This information trans-

fer allows cooperative navigation to support distributed tracking and viceversa. Our simulation

results demonstrated that this “turbo-like” principle [Wymeersch, 2007] can result in signifi-

cant improvements in both navigation and tracking performance compared to state-of-the-art

algorithms.

Finally, we extended our CoSNAT scheme by an information-seeking controller. The goal

of this controller is to move the cooperative agents such that the information about the states to

be estimated that is jointly carried by all the measurements in the agent network is maximized.

This is achieved in a distributed, cooperative way by maximizing the negative posterior entropy

of the agent states via a gradient ascent. A probabilistic information transfer from the estima-

tion layer to the control layer enables effective control strategies and thus leads to intelligent

agent behavior and, in turn, to significantly improved estimation performance. For example,

in a cooperative localization scenario with only one anchor present, mobile agents can localize

themselves after a short time with an accuracy that is higher than that of the distance measure-

ments.

5.2 Future Research

The development of distributed cooperative navigation and distributed tracking algorithms for

agent networks is an active research area. In the following, we mention some possible extensions
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of our work and some open questions and problems that establish interestingdirections for future

research.

• The dimension-augmented reformulation of BP introduced in Chapter 2 can becombined

with other existing sequential Bayesian estimation algorithms (besides the particlefilter

and the sigma point filter considered in Chapter 2) to obtain new methods for naviga-

tion and tracking in networks. In addition, this approach may also be suitable for other

inference problems.

• The proposed CoSNAT framework and methodology can be extended to accommodate

additional tasks (i.e., in addition to cooperative navigation and distributed tracking) that

involve local states of cooperative agents and/or global states of noncooperative agents.

Examples of such tasks include distributed synchronization [Etzlinger et al.,2014, Meyer

et al., 2013a, Etzlinger et al., 2013] and cooperative mapping [Dedeogluand Sukhatme,

2000].

• An important goal is an extension of the CoSNAT framework and methodology tosce-

narios involving an unknown number of targets [Mahler, 2007] and measurements with

data-association uncertainty [Bar-Shalom et al., 2009].

• The proposed information-seeking controller is myopic, i.e., its objective function in-

volves the agent states only one time step ahead. A controller with a receding hori-

zon [Mayne et al., 2000] is expected to improve the performance, especially in scenarios

with multiple time-varying global states.

• Finally, the complexity and communication cost of the proposed estimation-and-control

method can be reduced by introducing variational approximations [Mazuelas et al., 2013]

and using cubature points [Arasaratnam and Haykin, 2009] instead of random samples.
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Appendix A

Proof of Equation (4.7)

We will use the following transformation rule for differential entropy [Devilleand Deville, 2012,

Equation 18]: For a continuous random vectora and a transformed random vector of identical

dimensionb = g(a), whereg(·) is a bijective differentiable function with Jacobian determinant

Jg(a) = det ∂g(a)
∂a ,

h(b) = h(a) + e(a) , with e(a) ,

∫

f(a) log |Jg(a)| da . (A.1)

The conditional differential entropyh(x+|y+;u+) can be expanded as [Cover and Thomas,

2006, Chapter 8]

h(x+|y+;u+) = h(x+, y+;u+)− h(y+;u+) . (A.2)

The vectorx+ consists ofx+
l andx+

A\{l} ,
[

x+
k

]

k∈A\{l}
, and there isx+

l = g̃l(xl,u
+
l ) (see

(4.6)). Thus, the first term on the right-hand side of (A.2) can be expressed as

h(x+, y+;u+) = h
(

g̃l(xl,u
+
l ), x

+
A\{l}, y

+;u+
)

.

Applying the transformation rule (A.1) to the “extended state evolution mapping”

g̃∗l :
[

xT
l ,x

+T
A\{l} ,y

+T]T 7→
[(

g̃l(xl,u
+
l )
)T
,x+T

A\{l} ,y
+T]T,

we then obtain

h(x+, y+;u+) = h
(

xl, x
+
A\{l}, y

+;u+
)

+ e
(

xl, x
+
A\{l}, y

+;u+
l

)

, (A.3)

where

e
(

xl, x
+
A\{l}, y

+;u+
l

)

,

∫ ∫ ∫

f
(

xl,x
+
A\{l},y

+
)

log
∣

∣Jg̃∗
l

(

xl,x
+
A\{l},y

+;u+
l

)∣

∣dxl dx
+
A\{l}dy

+.

Here,Jg̃∗
l

(

xl,x
+
A\{l},y

+;u+
l

)

is the Jacobian determinant ofg̃∗l
(

xl,x
+
A\{l},y

+;u+
l

)

. It is easily

seen that

Jg̃∗
l

(

xl,x
+
A\{l},y

+;u+
)

= Jg̃l(xl;u
+),
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and thus we obtain further

e
(

xl, x
+
A\{l}, y

+;u+
l

)

=

∫ ∫ [ ∫

f
(

xl,x
+
A\{l},y

+
)

dx+
A\{l}dy

+

]

log |Jg̃l(xl;u
+
l )| dxl

=

∫

f(xl) log |Jg̃l(xl;u
+
l )| dxl

= Gl(u
+
l ) . (A.4)

Inserting (A.4) into (A.3) and the resulting expression ofh(x+, y+;u+) into (A.2) gives

h(x+|y+;u+) = h
(

xl, x
+
A\{l}, y

+;u+
)

+ Gl(u
+
l )− h(y+;u+) . (A.5)

Next, we repeat this transformation procedure but apply it to the termh
(

xl, x
+
A\{l}, y

+;u+
)

in (A.5) instead ofh(x+, y+;u+). Consider an arbitraryl′∈ C\{l}, and note thatx+A\{l} consists

of x+
l′ andx+

A\{l,l′} ,
[

x+
k

]

k∈A\{l,l′}
, wherex+

l′ = g̃l′(xl′ ,u
+
l′ ) according to (4.6). Proceeding

as above and inserting the resulting expression ofh
(

xl, x
+
A\{l}, y

+;u+
)

into (A.5) yields

h(x+|y+;u+) = h
(

xl, xl′ , x
+
A\{l, l′}, y

+;u+
)

+ Gl′(u
+
l′ ) + Gl(u

+
l ) − h(y+;u+) .

We continue this procedure in a recursive fashion, splitting off CA state vectors fromx+
A\{l, l′}

until only the target states (contained inx+
T ) are left, and applying the transformation rule at

each recursion. In the end, we obtain

h(x+|y+;u+) = h(xC , x
+
T , y

+;u+) +
∑

l∈C

Gl(u
+
l )− h(y+;u+) .

Finally, Equation (4.7) is obtained by noting that

h(xC , x
+
T , y

+;u+) = h(xC , x
+
T |y+;u+) + h(y+;u+).
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Derivation of (4.19)and (4.20)

B.1 Derivation of (4.19)

Using (4.16) in (4.14) and recalling thatβl(y+,xC ,x
+
T ,u

+) does not depend onu+
l (see (4.18))

yields

∂DI(u
+)

∂u+
l

=

∫ ∫ ∫

f(xC ,x
+
T )βl(y

+,xC ,x
+
T ,u

+)
∂αl(y

+,xC ,x
+
T ,u

+)

∂u+
l

× log
αl(y

+,xC ,x
+
T ,u

+)βl(y
+,xC ,x

+
T ,u

+)

f(y+;u+)
dxC dx

+
T dy+. (B.1)

Settingu+ = u+
r , and multiplying and dividing the integrand in (B.1) byαl(y

+,xC ,x
+
T ,u

+
r ),

we obtain further

∂DI(u
+)

∂u+
l

∣

∣

∣

∣

u+=u
+
r

=

∫ ∫ ∫

q(y+,xC ,x
+
T ;u

+=u+
r )

1

αl(y+,xC ,x
+
T ,u

+
r )

×
∂αl(y

+,xC ,x
+
T ,u

+)

∂u+
l

∣

∣

∣

∣

u+=u
+
r

× log
αl(y

+,xC ,x
+
T ,u

+
r )βl(y

+,xC ,x
+
T ,u

+
r )

f(y+;u+=u+
r )

dxC dx
+
T dy+, (B.2)

where

q(y+,xC ,x
+
T ;u

+=u+
r ) , f(xC ,x

+
T )αl(y

+,xC ,x
+
T ,u

+
r )βl(y

+,xC ,x
+
T ,u

+
r ) .

Then, (4.19) is recognized to be a Monte Carlo approximation of (B.2) that isobtained by

performing importance sampling [Doucet et al., 2001] usingq(y+,xC ,x
+
T ;u

+ = u+
r ) as im-

portance density, i.e., the particlesy+(j,j′), x(j)
C , andx+(j)

T occurring in (4.19) are drawn from

q(y+,xC ,x
+
T ;u

+=u+
r ). Using (4.16), this importance density can be expressed as

q(y+,xC ,x
+
T ;u

+=u+
r ) = f(xC ,x

+
T )f(y

+|xC ,x
+
T ;u

+=u+
r ) = f(xC ,x

+
T ,y

+;u+=u+
r ) .
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The second expression,f(xC ,x
+
T )f(y

+|xC ,x
+
T ;u

+= u+
r ), underlies the two-stage sampling

procedure described in Section 4.4.1.

B.2 Derivation of (4.20)

We have

f(y+;u+=u+
r ) =

∫ ∫

f(y+|xC ,x
+
T ;u

+=u+
r )f(xC ,x

+
T ) dxC dx

+
T . (B.3)

Using particles
{(

x
(j)
C ,x

+(j)
T

)}J

j=1
∼ f(xC ,x

+
T ) (see Section 4.4.1), a Monte Carlo approxima-

tion of (B.3) is obtained as

f(y+;u+=u+
r ) ≈

1

J

J
∑

j=1

f
(

y+
∣

∣x
(j)
C ,x

+(j)
T ;u+=u+

r

)

.

Evaluating this fory+= y+(j,j′) (again see Section 4.4.1) and inserting (4.16) yields (4.20).



Appendix C

Drawing Particles from Likelihood

Functions

C.1 Flooding-Based Approach

We consider the flooding-based setting of Section 4.4.1, i.e., we present thedrawing of par-

ticles fromf
(

y+
∣

∣x
(j)
C ,x

+(j)
T ;u+ = u+

r

)

. Note that particles
{

x
(j)
l′

}J

j=1
∼ f(xl′), l′ ∈ C and

{

x
+(j)
m

}J

j=1
∼ f(x+

m), m ∈ T are available at CAl, and it is assumed that the state evolution

and measurement models of all CAsl′ ∈ C are known to CAl. We start by noting that by

combining (4.1) and (1.2), the composite measurement vectory+ can be written as

y+ =
[

dl(x
+
l ,x

+
k ,v

+
l,k)
]

l∈C,k∈Al
. (C.1)

First, CA l obtains particles

{

x
+(j)
l′

}J

j=1
∼ f̃(x+

l′ ) ,

∫

δ
(

x+
l′ − g̃l′(xl′ ,u

+
r,l′)
)

f(xl′) dxl′ (C.2)

for all l′∈ C by evaluating̃gl′(xl′ ,u
+
l′ ) in (4.6) atxl′ = x

(j)
l′ andu+

l′ = u+
r,l′ , i.e.,

x
+(j)
l′ = g̃l′

(

x
(j)
l′ ,u

+
r,l′
)

, j = 1, . . . , J . (C.3)

Thus, at this point, particles
{

x
+(j)
k

}J

j=1
for all k ∈ A are available at CAl. Next, for each

j ∈ {1, . . . , J}, CA l draws particles
{

v
+(j,j′)
l,k

}J ′

j′=1
∼ f(v+

l,k) for l ∈ C andk ∈Al. Finally, CA

l obtains particles
{

y+(j,j′)
}J ′

j′=1
∼ f
(

y+
∣

∣x
(j)
C ,x

+(j)
T ;u+ = u+

r

)

(C.4)

by evaluating (C.1) atx+
l = x

+(j)
l , x+

k = x
+(j)
k , andv+

l,k = v
+(j,j′)
l,k , i.e.,

y+(j,j′) =
[

dl
(

x
+(j)
l ,x

+(j)
k ,v

+(j,j′)
l,k

)]

l∈C,k∈Al
, j′= 1, . . . , J ′.

91



92 APPENDIX C. DRAWING PARTICLES FROM LIKELIHOOD FUNCTIONS

C.2 Consensus-Based Approach

In the following we describe the drawing of particles fromf
(

ỹ+
l

∣

∣x
(j)
l ,x

(j)
Cl
,x

+(j)
Tl

;u+
Cl
=u+

r,Cl

)

as considered in the consensus-based setting of Section 4.4.1. Note that particles
{

x
(j)
l′

}J

j=1
∼

f(xl′), l′ ∈ {l} ∪ Cl and
{

x
+(j)
m

}J

j=1
∼ f(x+

m), m ∈ Tl are available at CAl. We recall from

(4.25) thatỹ+
l =

[

dl(x
+
l ,x

+
k ,v

+
l,k)
]

k∈Al
. Based on the analogy of this expression to (C.1), the

desired particles
{

ỹ
+(j,j′)
l

}J ′

j′=1
∼ f

(

ỹ+
l

∣

∣x
(j)
l ,x

(j)
Cl
,x

+(j)
Tl

;u+
Cl
=u+

r,Cl

)

(C.5)

can be calculated by carrying out the steps of Appendix C.1 with obvious modifications—in

particular,y+ is replaced bỹy+
l , C by {l} ∪ Cl, andT by Tl . More specifically, CAl obtains

particles
{

x
+(j)
l′

}J

j=1
for l′ ∈ {l} ∪ Cl according to (C.3) and, for eachj ∈ {1, . . . , J}, draws

particles
{

v
+(j,j′)
l,k

}J ′

j′=1
∼ f(v+

l′,k) for k ∈Al. Then, for eachj ∈ {1, . . . , J}, it obtains particles
{

ỹ
+(j,j′)
l

}J ′

j′=1
by evaluating (4.25) atx+

l = x
+(j)
l , x+

k = x
+(j)
k , andv+

l,k = v
+(j,j′)
l,k , i.e.,

ỹ+(j,j′) =
[

dl
(

x
+(j)
l ,x

+(j)
k ,v

+(j,j′)
l,k

)]

k∈Al
, j′= 1, . . . , J ′.
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