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Kurzfassung

Die ersten Proton-Proton Kollisionen am ,,Large Hadron Collider“ (LHC) am CERN

leiteten eine neue Ära in der Hochenergiephysik ein. Die von den Experimenten aufgezeich-

neten Daten eröffnen die Möglichkeit, Prozesse des Standardmodells in neu zugänglichen

Phasenräumen mit hoher Präzision zu messen. Der LHC bietet beste Bedingungen für

die Erforschung der Produktion von Quarkonia – gebundene Zustände eines schweren

Quarks und dessen Anti-Quark – dank der hohen Produktionsraten aufgrund der hohen

Schwerpunktsenergie und Kollisionsrate. Die Klärung der Produktionsmechanismen von

Quarkonia ist Voraussetzung für das Verständnis der Bildung von Hadronen im Allge-

meinen. Bis vor kurzem haben die großen experimentellen und theoretischen Bemühungen

nicht zu einem zufriedenstellenden Gesamtbild der Produktionsquerschnitte und der

Polarisation von Quarkonia geführt.

Der ,,Compact Muon Solenoid” (CMS) Detektor ist bestens dafür geeignet, die Produktion

von Quarkonia durch deren Zerfall in zwei Myonen in neu zugänglichen kinematischen

Bereichen zu messen. Das erste zentrale Element dieser Arbeit ist die detaillierte Beschrei-

bung der Messung der Polarisationen der Υ(nS) Bottomonia und (weniger detailliert) der

ψ(nS) Charmonia. Diese Ergebnisse basieren auf Daten, die mit dem CMS Detektor

in Proton-Proton Kollisionen mit einer Schwerpunktsenergie von 7 TeV aufgezeichnet

wurden. Überraschenderweise zeigen die Resultate keine signifikante Polarisation, weder in

einem der verwendeten Referenzsysteme, noch in einer vom System unabhängigen Analyse.

Diese Resultate ermöglichen es, gemeinsam mit neuen Ergebnissen anderer Experimente,

das verwirrende experimentelle Bild vergangener Untersuchungen zu klären, welches durch

ambige und inkonsistente Messungen der Polarisation von Quarkonia charakterisiert war.

Der favorisierte theoretische Zugang zur Beschreibung der Produktion von Quarkonia

ist die sogenannte ,,nicht-relativistische Quantenchromodynamik” (NRQCD), eine von

der QCD inspirierte effektive Quantenfeldtheorie, welche Quark-Antiquark Übergänge in

Farb-Oktett Zuständen für die Produktion von Quarkonia zulässt. Ein weiteres zentrales

Element dieser Arbeit ist die detaillierte Beschreibung einer phänomenologischen Studie

zur Interpretation von LHC-Daten zur Produktion von Quarkonia. Der Fokus dieser

NRQCD Analyse beruht auf der Interpretation genereller Merkmale der Daten, und

rückt die Polarisationsmessungen in den Mittelpunkt. Diese Analyse führt zu einem

konsistenten Verständnis von Produktionsquerschnitten und Polarisationen der Quarkonia

mit einem simplen Modell, in welchem die Produktion von einem einzigen Farb-Oktett

Zwischenzustand dominiert ist. Die daraus gewonnenen Ergebnisse ermöglichen neue

Einblicke in die Dynamik der Produktion von Quarkonia und stellen einen Meilenstein

für das allgemeine Verständnis der Bildung von Hadronen im Standardmodell dar.
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Abstract

With the first proton-proton collisions in the Large Hadron Collider (LHC) at CERN

in 2010, a new era in high energy physics has been initiated. The data collected by

the various experiments open up the possibility to study standard model processes with

high precision, in new areas of phase space. The LHC provides excellent conditions for

studies of quarkonium production, due to the high quarkonium production rates given

the high center-of-mass energy and high instantaneous luminosity of the colliding proton

beams. Studies of the production of heavy quarkonium mesons – bound states of a heavy

quark and its respective antiquark – are very important to improve our understanding of

hadron formation. Until quite recently, experimental and phenomenological efforts have

not resulted in a satisfactory overall picture of quarkonium production cross sections and

quarkonium polarizations.

The Compact Muon Solenoid (CMS) detector is ideally suited to study quarkonium

production in the experimentally very clean dimuon decay channel, up to considerably

higher values of transverse momentum than accessible in previous experiments. The

scope of this thesis is to describe in detail the measurements of the polarizations of

the Υ(nS) bottomonium states and (in less detail) of the ψ(nS) charmonium states,

based on a dimuon data sample collected with the CMS detector in proton-proton

collisions at a center-of-mass energy of 7 TeV. Surprisingly, no significant polarizations

were found in any of the studied quarkonium states, in none of the studied reference

frames, nor in a frame-independent analysis. From an experimental point of view, these

results, together with recent results from other experiments, clarify the confusing picture

originating from previous measurements, which were plagued by experimental ambiguities

and inconsistencies.

The currently most favored approach to model and understand quarkonium production

is non-relativistic quantum chromodynamics (NRQCD), a QCD-inspired model which

allows color-octet pre-resonant quark-antiquark states to contribute to quarkonium bound

state formation. The measurements obtained as a result of this work, together with

other LHC measurements in the field of quarkonium production, are interpreted with

an original phenomenological approach within the theoretical framework of NRQCD,

guided by the observation of a few general features of the data, and corroborated by

a detailed study of the quarkonium production cross section and polarization observables.

This phenomenological analysis leads to a coherent picture of quarkonium production

cross sections and polarizations within a simple model, dominated by one single color-

octet production mechanism. These findings provide new insight in the dynamics of

heavy quarkonium production at the LHC, an important step towards a satisfactory

understanding of hadron formation within the standard model.
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Chapter 1

Introduction

Quantum chromodynamics (QCD) [1] is an integral part of the standard model of particle

physics (SM), describing the dynamics of the strong interaction in a self-consistent and

compact way. However, concrete calculations can only be successfully performed in specific

conditions. The level of the understanding of QCD processes is inevitably connected to

the magnitude of the momentum transfer of the interacting particles (quarks and gluons),

given the “running” strong coupling constant αs [2, 3], limiting the possibility to perform

perturbative calculations as an expansion in orders of αs only for processes involving high

momentum transfers at short distances (“hard scattering”), where αs turns out to be

small. At the other end of the energy scale, in the realm of “soft QCD”, characterized

by processes involving small momentum transfers at long distances, the expansion breaks

down, and perturbative calculations are no longer possible, limiting the predictive power

of QCD in these conditions.

Processes leading to the formation of QCD bound states (“hadronization”) are difficult

to access with QCD calculations, given that these processes are characterized by low

momentum transfers [4]. This issue is mitigated in cases where only heavy quarks

Q are involved (charm or beauty quarks, denoted as c and b, respectively), as is the

case for quarkonium states, which are QCD bound states of a heavy quark and its

respective antiquark. Due to the heavy masses of the c and b quarks, the production

of these quarkonium states is conjectured to be well factorized in two steps, occurring

at two distinct time scales. The short-distance parton-level strong interaction processes,

calculable within perturbative QCD and responsible for the production of an initial quark-

antiquark pair QQ̄, are followed by the well separated hadronization of this QQ̄ pair

into the QCD bound quarkonium state, where the QQ̄ pair undergoes long-distance

strong interactions, part of the non-perturbative regime of QCD. Even though non-

perturbative effects are important for the description of quarkonium production, the

clear separation of the short-distance and long-distance effects allows the calculation of

measurable observables, within the so-called non-relativistic QCD (NRQCD) factorization

approach [5].

1
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NRQCD is a QCD-inspired effective field theory, fully relying on the factorization between

short-distance and long-distance effects. The NRQCD model describes quarkonium

production as a superposition of the production of various “pre-resonant” QQ̄ states,

characterized by different spin, angular momentum and color eigenstates, including color-

singlet (CS) and color-octet (CO) configurations. The long-distance effects, containing all

non-perturbative physics involved, can be described by the so-called long-distance matrix

elements (LDMEs), supposedly universal and constant parameters, determining the rela-

tive importance of the individual QQ̄ states with respect to the full quarkonium production

cross section. The magnitude of the LDMEs can be estimated by NRQCD velocity scaling

rules. The LDMEs of the individual intermediate QQ̄ states are proportional to certain

powers of the relative quark velocity v, which is rather small, given the heavy quark masses.

Therefore, the non-perturbative hadronization process can be considered as an expansion

in powers of v, limiting the number of contributing intermediate QQ̄ states, assuming a

non-relativistic approximation [5]. The predictive power of NRQCD is limited given that

the LDMEs are not calculable, and have to be determined from fits to experimental data.

Several experimentally accessible physics observables are sensitive to the numerical values

of the LDMEs and can therefore be used to perform their determinations by comparing

theory calculations and data.

The most important of those quantities are the quarkonium production cross sections,

differential in transverse momentum pT, and the quarkonium polarizations, revealing

information about the preferred spin alignment. The Tevatron experiments measured

quarkonium cross sections [6, 7, 8] and polarizations [9, 10, 11, 12]. The cross section

measurements contributed vastly to the understanding of quarkonium production, given

that they were precise enough to show that intermediate color-octet states significantly

contribute to quarkonium production [13]. Before these measurements were available,

it was conceived as likely that the color-singlet intermediate QQ̄ state was the only

contributing source. However, the Tevatron quarkonium polarization measurements

caused considerable troubles in the field, also known as the “quarkonium polarization

puzzle”, an unfortunate situation caused by two issues. Firstly, the Tevatron experiments

did not observe any strong polarizations, seriously challenging the NRQCD factorization

approach, which predicted almost fully transverse polarization [14]. Secondly, the Tevatron

experiments published measurements of quarkonium polarization that were mutually

inconsistent, and can therefore not be reliably interpreted. In fact, the analysis strategies of

these Tevatron measurements were, a posteriori, identified as being ambiguous, by a series

of papers [15, 16, 17, 18, 19, 20] that introduced a new quarkonium polarization formalism

and led to improved methodologies for reliable, robust and unambiguous measurements of

quarkonium polarization.

Considering this inauspicious situation of quarkonium production physics in the Tevatron

era, the ultimate objective in this field of research is a full clarification of the two above
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mentioned issues, requiring both experimental and phenomenological efforts. The chal-

lenging mission to clarify these open issues is therefore twofold. Firstly, the quarkonium

polarization observables need to be understood experimentally in an unambiguous way,

extending the measurements to the highest possible transverse momentum. Secondly, in

case the observed discrepancies of the measured polarization parameters with NRQCD

calculations persist, these discrepancies need to be understood from a phenomenological

point of view, aiming at a coherent picture of quarkonium production cross sections and

polarizations.

The Large Hadron Collider (LHC) provides ideal conditions to finally establish a clear

experimental picture of quarkonium polarization, given the large quarkonium production

rates, caused by the high center-of-mass (CM) energies
√
s and proton-proton (pp) collision

rates. Moreover, the Compact Muon Solenoid (CMS) detector is ideally suited to perform

measurements of quarkonium cross sections and polarizations, up to very high pT, due to

the excellent muon momentum and vertex resolutions, and its efficient and flexible trigger

system. The first core topic of this thesis is the detailed description of the measurement of

the polarizations of all S-wave quarkonium states in pp collisions at
√
s = 7 TeV with the

CMS detector [21, 22], in the experimentally very clean decay of S-wave quarkonia into

two muons. Following the recipes provided for a reliable and unambiguous measurement

of quarkonium polarization, the decay angular distributions are analyzed in their full

2-dimensional form, additionally providing information about frame-invariant parameters.

With respect to the Tevatron measurements, the CMS analyses can be performed with

better precision and up to higher values of pT, providing crucial information towards a

deep understanding of quarkonium production.

Besides this experimental progress in the understanding of quarkonium polarization,

NRQCD calculations were extended from leading order (LO) in αs to next-to-leading

order (NLO) [23, 24, 25, 26, 27, 28, 29], providing a more rigorous framework for the tests

of NRQCD calculations. Moreover, the experimental results of the analyses described in

this thesis, together with other results in the quarkonium production sector from the LHC

experiments, can be interpreted in a much more rigorous way than previously possible,

due to the higher pT reach and the usage of more reliable experimental techniques for the

estimation of the polarizations of the quarkonium states. Several state-of-the-art NLO

NRQCD analyses can be found in the literature, affected by various problems leading

to contradictory results for the estimated LDMEs [29, 30, 31, 32, 33, 34, 35]. The

second core topic of this thesis is an attempt to clarify this situation by introducing

an original phenomenological interpretation of the LHC results [36], characterized by a

meticulously developed global fit framework, providing the possibility for a detailed study

of the quarkonium production cross section and polarization observables, simultaneously

and consistently treating these highly correlated measurements.

The thesis is organized as follows. The basics of quarkonium production physics, including
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the formal introduction of the NRQCD factorization approach, as well as the experimental

situation of quarkonium production physics in the pre-LHC era, are discussed in Chap. 2,

motivating the need for further measurements of quarkonium production observables at

the LHC experiments, as well as phenomenological clarifications. The experimental setup,

including the LHC accelerator and the CMS detector, are introduced in Chap. 3, describing

in detail the CMS sub-detector systems, the trigger and the reconstruction strategies

relevant for this thesis. Chapter 4 provides a description of the measurements of the

Υ(nS) and ψ(nS) polarizations with the CMS experiment, discussing in detail the general

analysis strategy, the systematic uncertainties and the corresponding results. These results

are then discussed and interpreted in Chap. 5, including a review of the LHC quarkonium

production data, a review of the existing NRQCD analyses attempting to interpret these

results and, most importantly, a detailed description of the original phenomenological

interpretation of the LHC quarkonium production results as a product of this work.



Chapter 2

Quarkonium Physics

This chapter is structured as follows. Section 2.1 introduces the quarkonium spectrum,

its decays, and a summary of the fields of research that use quarkonia as probes for their

physics objectives. A detailed discussion of the current state-of-the-art model calculations

for quarkonium production is presented in Sect. 2.2, including a historical approach to the

problem, as well as comparisons of these models with data from the pre-LHC era. Finally,

Sect. 2.3 will discuss recent progress regarding the analysis methodologies to be employed

in measurements of quarkonium polarization.

2.1 Introduction

Quarkonia are bound states of a heavy quark and its respective antiquark, QQ̄, bound by

the strong force. These mesons appear in two distinct “families” of states, the charmonium

system, containing the mesons consisting of two charm quarks, cc̄, and the bottomonium

system, containing the mesons consisting of two beauty quarks, bb̄.

Quarkonium Spectrum

TheQQ̄ bound system is realized in nature in many different quantum states, characterized

by the quantum numbers describing the angular momentum L, the spin S, the total

angular momentum J = S + L, and the principal quantum number N . Notations in

the literature include both the JPC convention, with parity P = (−1)(L+1) and charge

conjugation C = (−1)(L+S), as well as the spectroscopic notation N2S+1LJ .

Figures 2.1 and 2.2 show a summary of the charmonium and bottomonium systems,

respectively, showing a subset of the quarkonium states relevant for this thesis and a

subset of the decays that occur within the families. Decays bb̄→ cc̄ can be neglected [37].

These figures are restricted to CP-even states, J++ and J−−, below the open charm and

open beauty thresholds. The CP-odd 0−+ (ηc and ηb) and 1+− (hc and hb) states are not

discussed in this thesis. The quarkonium spectra can be divided in two main categories,

5
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Figure 2.2: Bottomonium spectrum and decays, adapted from Ref. [37], lim-
ited to the CP-even states below the open beauty threshold. Decays of the type
Υ(nS)→ χbJ(mP ) + γ are not shown.
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characterized by two different experimental signatures, the “S-wave” (L = 0) and “P-wave”

(L = 1) statesi. The S-wave states are the JPC = 1−− vector mesons J/ψ and Υ(1S), and

their radial excitations ψ(2S)ii and the Υ(2S) and Υ(3S) mesons, respectively. The two

charmonium S-wave states are referred to as ψ(nS) (with n = 1, 2) states, while the three

S-wave bottomonium states are denoted as Υ(nS) (with n = 1, 2, 3) states. The P-wave

states are the JPC = J++ pseudo vector mesons χcJ and χbJ(1P ) that appear in triplets

corresponding to J = 1, 2, 3 and their radial excitations, in the case of the bottomonium

system, the χbJ(2P ) and χbJ(3P ). Experimentally, the most important decay modes

are the “dimuon” decays of the S-wave states, ψ(nS) → µµ and Υ(nS) → µµ, and the

radiative decays of the P-wave states, χcJ → J/ψ + γ and χbJ(nP )→ Υ(mS) + γ.

Detailed listings of the particle masses, full widths, decay modes and the corresponding

branching fractions can be found in Ref. [37]. For the charmonium system, the masses cover

the range from 3.0969 GeV of the J/ψ up to 3.6861 GeV for the ψ(2S); in the bottomonium

system the masses cover the range from 9.4603 GeV of the Υ(1S) up to 10.534 GeViii for

the χb(3P ). The full widths of the quarkonium states are small compared to experimental

resolution, except for the χcJ states, with widths of 10.3 MeV, 0.86 MeV and 1.97 MeV,

respectively for the χc0, χc1 and χc2 states, while the widths of the χbJ(nP ) states are yet

to be measured. The decay times of the S-wave states are in the range of 2–40 · 10−21 s,

while the decay times of the P-wave states (in the charmonium cases, where they are

measured) are in the range 6–70 · 10−23 s. With these decay times, the quarkonium states

only travel average distances of the order of femto- up to pico-meters, before they decay.

All the quarkonium decays are therefore classified as “prompt” (quasi-instantaneous, PR)

decays. At this point it should be mentioned that natural units are used in this thesis,

with h̄ = c = 1, therefore giving energy, mass and momentum in units of eV.

The experimental samples of S-wave and P-wave events are a mixture of directly produced

quarkonia and products of the decays from heavier states, so-called “feed-down decays”.

While it is possible to separate, experimentally, samples of P-wave states, by requesting

a γ in the final state, it is not (currently) possible, due to the short decay times of

quarkonia, to separate the directly produced S-wave states from the feed-down decays.

The experimental measurements of S-wave states are therefore limited to the measurement

of the properties of the prompt components, not removing the feed-down contributions.

The same is true for the P-wave states, which are also affected by feed-down decays from

radiative transitions from the S-wave states. However, by measuring the properties of

the feed-down states, connected with knowledge about the “feed-down fractions”, defining

the mixture of the production channels of the prompt samples, the properties of the

directly produced quarkonium states are accessible a posteriori, in the interpretation of

the measurements.

iIn this thesis, the terms “S-wave” and “P-wave” states only refer to CP-even states.
iiThe ψ(2S) state is also referred to as ψ′ in the literature.

iiiThis PDG [37] mass value will be updated with recent LHCb results [38, 39].
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The highest-mass charmonium and bottomonium states, the ψ(2S) and χb(3P ) states, are

considered to be free of feed-down decays, hence the measurement of the respective prompt

samples allows access to the directly produced quarkonium states. The corresponding

measurements are therefore especially important, given that the comparison with model

calculations is simplified thanks to the experimentally very clear information. The Υ(3S)

state has been regarded as feed-down free for several decades, until recently, due to the

discovery of the χb(3P ) state by the ATLAS Collaboration in the χb(3P ) → Υ(1S) + γ

and χb(3P ) → Υ(2S) + γ decays [40], the confirmation by the D0 Collaboration in the

χb(3P ) → Υ(1S) + γ decay [41], and the measurement of the feed-down fractions of the

χb(3P ) → Υ(nS) + γ by the LHCb Collaboration [38], including the first observation of

the χb(3P ) → Υ(3S) + γ decay. The corresponding estimate of the feed-down fraction is

affected by large uncertainties, but the data reveal that more than 1/3 of Υ(3S) mesons

produced at the LHC originate through the radiative χb(3P ) → Υ(3S) + γ transition.

While it has not been established experimentally that the χb(3P ) state is in fact the third

radial excitation of the χbJ(1P ) triplet, with a triplet substructure of J = 1, 2, 3 states,

with the JPC states 0++, 1++ and 2++, χbJ(3P ), this is regarded as very likely within the

scientific community. This assumption is reflected in Fig. 2.2, therefore to be interpreted

and used with care.

Quarkonia as Probes

Quarkonium mesons are studied by various scientific communities, in several collision

systems, motivated by very different considerations. Here, the most important aspects are

summarized briefly, to emphasize the wealth of possibilities in quarkonium physics. More

details on all mentioned topics can be found in Ref. [4].

Quarkonium spectroscopy and decays constitute active fields of research. The spectrum

of “conventional” quarkonia, as discussed above, is rather well understood. With the

exception of the χb(3P ) discovery and subsequent studies regarding the nature (triplet-

substructure) of this state, a more accurate measurement of its mass, and an assessment of

the branching fractions of its decays, the chapter of conventional quarkonium spectroscopy

can be regarded as closed. However, there is a wealth of studies ongoing, both at

b-factory experiments and hadron collider experiments, in the field of so-called “exotic

quarkonium” physics. In the last decade, several such exotic quarkonium states have

been discovered, and their quantum states determined, often through decays involving

the ψ(nS) and Υ(nS) quarkonium states. The first and most famous of these states

is the neutral X(3872), first discovered by the Belle Collaboration [42] and confirmed

by several other collaborations. The LHCb Collaboration has measured the quantum

numbers of this state to be JPC = 1++, in the decay X(3872) → J/ψππ [43]. The

properties of the X(3872), as measured by the individual experiments, do not fit the

expectations of a simple charmonium state. The nature of this state is still unclear. The
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exciting possible explanations include a loosely-bound molecule of two mesons, as well as

a tightly-bound diquark-diantiquark bound system, which would require the existence

of two neutral and one charged partner state, which have not been established yet,

experimentally [4]. A further very interesting state is the charged Z(4430)±, discovered

by the Belle Collaboration [44] and confirmed by the LHCb Collaboration [45]. The

confirmation of this state has attracted attention of a wide range of the physics community,

as the minimal quark content of such a charged state is cc̄dū [45]. This can be be viewed as

the first unambiguous evidence for hadrons with more than the traditional qq̄ or qqq/q̄q̄q̄

content, which was already proposed by Gell-Mann, in the original paper introducing

quarks as the fundamental constituents of all hadrons [46].

Quarkonia also play a major role in experiments studying hot and dense QCD matter

with heavy-ion (HI) collisions. In these collisions, at very high energy densities, a phase

transition to a quark gluon plasma (QGP) is expected to occur. Quarkonia are produced

very early in the collisions, prior to formation of the QGP. Their evolution through the

medium produced in the HI collisions can provide information about the QGP. Due to

a Debye screening of the QCD potential binding the QQ̄ pairs, quarkonia are expected

to be “melted” in the hot medium [47]. Given that the individual quarkonia have very

different binding energies, increasing with the difference of the quarkonium mass with

respect to the open charm/beauty thresholds, the individual quarkonium states melt at

different energy densities of the collisions. The higher-mass states get suppressed at lower

energy densities than the lower-mass states, which are more tightly-bound. Therefore,

one expects a sequential suppression of the quarkonium states as a function of the energy

density [48], a smoking gun signal for QGP, affecting also the lower-mass states due

to the suppression of the feed-down contributions. However, at the LHC other effects

complicate the interpretation of the results, such as recombination [49], where due to the

high abundance of charm quarks in the collisions, c and c̄ quarks produced in different

nucleon-nucleon collisions bind together forming a charmonium state.

There are several other fields that use quarkonia as probes, which will not be discussed in

more detail here. These topics include for example the measurement of CP violating phases

in B-hadron decays, which often involve ψ(nS) mesons in their final state signatures.

Other interesting decays, which are however by far not yet accessible with the data samples

collected by the LHC experiments, are the Higgs decays H → J/ψ+γ and H → Υ(1S)+γ,

from which the Hcc̄ and Hbb̄ couplings can be measured [50].

Finally, motivating the research presented in this thesis, a detailed understanding of the

fundamental mechanisms that lead to the production of quarkonia helps to understand

hadron formation in general, which is not yet well understood in the SM, and is therefore

an active field of research in both experiment and theory. The corresponding strategies

for the model calculations of quarkonium production observables, including quarkonium

cross sections and polarizations, are discussed in detail below.
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2.2 Quarkonium Production

Due to their simple and symmetric composition, as well as to the heavy quark masses mQ,

heavy quarkonium states are ideal laboratories to test the interplay between perturbative

and non-perturbative QCD. A detailed understanding of quarkonium production helps to

understand hadron formation, how the strong interaction binds quarks into hadrons.

One basic concept guides all considerations regarding the understanding of quarkonium

production. The production of any quarkonium state is assumed to be factorizable in two

parts. The first part is the production of an intermediate QQ̄ pair at short distance, which

is calculable within perturbative QCD and is fairly well understood. The second part is

the hadronization, the intermediate QQ̄ pair forming a QCD bound quarkonium state.

This stage of the production is part of the non-perturbative realm of QCD, which causes

problems in the modeling and the understanding of quarkonium production.

Quarkonia can be treated as approximately non-relativistic systems, given the heavy

quark masses and the resulting relative quark velocity v in the bound state, with

v2 ≈ 0.3 for the charmonium and v2 ≈ 0.1 for the bottomonium states [4]. Due to

the relatively small heavy-quark velocities, the two factorized steps occur at distinct

timescales. The time needed for the production of the QQ̄ pair is proportional to 1/mQ,

while the non-perturbative formation of the bound state occurs at a time scale of the

order of 1/(mQv
2) [5]. If these two timescales are well separated, which is the case if

1/(mQv
2)� 1/mQ, the intuitive expectation is that the short-distance and long-distance

effects can indeed be separated. While this condition is well fulfilled for bottomonium

states, and reasonably well for charmonium states, this is not the case, for example,

for light hadrons, where the two production steps cannot be factorized in two distinct

processes that occur at different time scales. For these reasons, quarkonia provide a unique

opportunity to study hadron formation, and to learn about the interaction dynamics

involving the long-distance strong force.

Full QCD calculations of quarkonium production observables are limited to the pertur-

bative part of quarkonium production, up to certain powers in αs. The non-perturbative

formation of the bound state is not calculable with perturbative approaches. This part

would, in principle, be accessible by calculations within the framework of lattice QCD, but

such an effort has not yet been performed. Therefore, current calculations for quarkonium

production have to rely on certain assumptions and approximations. There are several

different models, attempting to calculate quarkonium production observables, with various

levels of success of reconciling data and model calculations. There is wide consensus in

the scientific community that the NRQCD factorization approach currently provides the

most reliable calculations, with the best chances of successfully describing simultaneously

all available quarkonium production measurements. Therefore, this model is introduced

in detail below, while other models, that would nevertheless deserve the attention of the
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reader, are not discussed here, but are summarized in Ref. [4]. The Color-Singlet Model

(CSM) is included in the NRQCD factorization approach as a special case. The alternative

approaches, not discussed here, include the Color-Evaporation Model (CEM), introduced

in [51], and the kT factorization approach [4].

2.2.1 Non-Relativistic QCD Factorization

NRQCD is an effective field theory that was introduced in Ref. [5]. NRQCD, in general,

can be regarded as a direct consequence of full QCD, in the limit of mQ →∞. However,

the approach relies heavily on the validity of the factorization of the production of the

initial QQ̄ pair, and the formation of the bound state. In the framework of NRQCD,

the cross section σ(Q) of the quarkonium Q can be calculated by the simple factorization

formula [5]

σ(Q) =
∑

n

S[QQ̄(n)] · OQ(n) . (2.1)

The calculation is factorized in the short-distance coefficients (SDC) S[QQ̄(n)], describing

the perturbative production of the initial QQ̄ pair in quantum state n =2S+1L
[C]
J , with C

the color multiplicity, and the long-distance matrix elements OQ(n), describing the non-

perturbative evolution into the bound quarkonium Q in state n′, Qn′ . The individual

terms of this sum, characterized by the various intermediate states n are denoted as the

“partial cross sections” σ(n) = S[QQ̄(n)] · OQ(n). The sum of the partial cross sections

Possibly	  colored	  QQ	  pair	  	  
of	  any	  possible	  2S+1LJ	  	  
quantum	  numbers	  

1)	  Perturba-ve	  phase	  

_	  

green	  

an1	  
blue	  

2)	  Non-‐perturba-ve	  evolu1on	  
to	  the	  observed	  bound	  state	  

	  	  red	   Quarkonium	  (	  	  	  	  	  	  )	  

an1	  
red	  

Figure 2.3: Sketch illustrating the two distinct steps of quarkonium production:
the perturbative production of an initial possibly colored QQ̄ pair, followed by the
formation of a color-neutral quarkonium state Q via the non-perturbative emission of
soft gluons [52].
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runs over all possible intermediate QQ̄ states n, including color-singlet (CS, C=1) and

color-octet (CO, C=8) configurations. This formalism allows the existence of intermediate

CO states in nature, with transitions into the physical color-neutral quarkonium bound

state via the non-perturbative emission of soft gluons, as is illustrated in Fig. 2.3.

Short-Distance Coefficients

The SDCs S[QQ̄(n)] can be calculated with perturbative QCD approaches, as expansion

in powers of αs, and correspond to the sum of the partonic cross sections to produce a QQ̄

pair in state n, convoluted with the parton distribution functions. The SDCs are functions

accounting for the kinematic dependence of the cross section and decay distributions and

are process dependent, different for any collision system and CM energy. As this thesis

discusses measurements at the LHC, considerations are restricted to SDCs calculated for

pp collisions.

The polarization parameters ~λ = (λϑ, λϕ, λϑϕ), with respect to a certain quantization axis

z (see Sect. 2.3), can be calculated by defining the SDCs corresponding to the individual

projections of the QQ̄ spin S on the quantization axis z, Sij [QQ̄(n)](= Sij), with the

notation i, j = 0,±1 [29],

λϑ =
S11 − S00

S11 + S00
, λϕ =

S1,−1

S11 + S00
, λϑϕ =

√
2ReS10

S11 + S00
, (2.2)

with S11 being the “transverse SDC” and S00 the “longitudinal SDC”. The total SDC is

given by the relation S[QQ̄(n)] = S00[QQ̄(n)] + 2 · S11[QQ̄(n)].

Long-Distance Matrix Elements

The LDMEs OQ(n) can be intuitively understood as being proportional to the probability

of a given intermediate QQ̄ in state n to form a quarkonium state Q. They are constants,

independent of the QQ̄ kinematics, and are assumed to be universal, identical for any

collision system, only depending on the initial QQ̄ state n and the final state Q. The

LDMEs are not calculable with currently available techniques (with the exception of the

CS LDMEs, see below), and have to be estimated by fits to experimental data, discussed

in more detail in Sects. 2.2.2 and 5.2.

In principle, one would have to sum over all possible intermediate states n in order

to calculate the full, “color-inclusive” cross sections and polarizations of the individual

quarkonium states Q. However, the individual LDMEs can be organized in certain

hierarchies, “power-counting schemes” or “velocity scaling rules”, which estimate the

relative size of the individual LDMEs in powers of the heavy-quark velocity v. There

are various slightly differing suggestions for these hierarchies in the literature. A fairly
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CS states n 1S
[1]
0

3S
[1]
1

1P
[1]
1

3P
[1]
J

3D
[1]
J

1D
[1]
2

Q = 1−− v8 1 v8 v8 v8 v12

Q = J++ v6 v6 v10 v2 v10 v10

CO states n 1S
[8]
0

3S
[8]
1

1P
[8]
1

3P
[8]
J

3D
[8]
J

1D
[8]
2

Q = 1−− v4 v4 v8 v4 v8 v12

Q = J++ v6 v2 v6 v6 v6 v10

Table 2.1: Expected scaling of the LDMEs OQ(n), in powers of v, for 1−− and J++

states [53].

common definition of the importance of the individual LDMEs follows the relation [53]

OQ(n) ∝ v2L+2E1+4M1 , (2.3)

with L the angular momentum of the QQ̄ state, E1 the minimum number of chromoelectric

(∆L = ±1, ∆S = 0) transitions necessary to reach the quarkonium state Q from the

QQ̄ state n, and M1 the minimum number of chromomagnetic (∆L = 0, ∆S = ±1)

transitions. Table 2.1 summarizes the most important states n and the corresponding

expected suppression, in powers of v, following these velocity scaling rules, separately for

S-wave 1−− and P-wave J++ states. This table includes CO intermediate states, as well

as CS transitions with S, L and J configurations different from those of the final state Q,

which are clearly suppressed and not considered in the CSM.

Due to the small velocities v in the heavy quarkonium states, the partial cross sections

of the states characterized by large powers of v are expected to be negligible with

respect to the leading ones. It has to be emphasized that even though the LDMEs of

velocity scaling suppressed states n are expected to be small, this could in principle be

compensated by large values of the corresponding SDCs. However, the standard approach

is to only consider in the sum over intermediate QQ̄ states n (Eq. 2.1) the states whose

expected velocity scaling goes up to and including v4. This approach is well justified for

bottomonium states, due to the heavy mass of the beauty quark. However, it remains to

be seen if these scaling rules are applicable also for charmonium states, with a considerably

larger v. These considerations lead to the commonly considered intermediate states 3S
[1]
1 ,

1S
[8]
0 , 3S

[8]
1 and 3P

[8]
J for S-wave 1−− quarkonia, and the intermediate states 3P

[1]
J and 3S

[8]
1

for P-wave J++ quarkonia. The actually considered terms differ in the individual NRQCD

analyses, as detailed in Sect. 5.2.

Color-Singlet Model as Special Case of the NRQCD Factorization Approach

The CSM can be obtained as a special case of the NRQCD factorization approach, if in

Eq. 2.1 only the CS term is considered, which is characterized by identical states n and
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Q. In this case, for S-wave 1−− quarkonia only the 3S
[1]
1 intermediate state is considered,

while for P-wave J++ quarkonia only the 3P
[1]
J state is considered. Considering the CSM

alone leads to infrared divergencies in the case of the calculation of the cross sections of

J++ quarkonia, which can only be compensated by the addition of CO terms [5].

Due to the simplicity of the transition of the CS QQ̄ state into the quarkonium state Q
(∆L = 0, ∆S = 0, no non-perturbative emission of soft gluons), the CS LDMEs can be

calculated with high precision in several ways, including potential model approaches [4],

and determined experimentally, through the measurement of the decay widths of the

quarkonium states, given the known relations between the production and decay matrix

elements [54].

Status of NRQCD Calculations

Full NRQCD calculations exist at LO in αs and NLO, for various quarkonium states, CS

and CO channels, collision systems, kinematic regions and center-of-mass energies. The

ones relevant for this work can be found in Refs. [23, 24, 25, 26, 27, 28, 29]. Figure 2.4

shows dominant LO diagrams for the hadroproduction of 1−− quarkonia for the 3S
[1]
1

CS channel (left), the dominating gluon fragmentation diagram for the 3S
[8]
1 CO channel

(middle), and a LO diagram for the 1S
[8]
0 and 3P

[8]
J CO channels (right).

These perturbative QCD calculations are provided as a function of the quarkonium

kinematics in the laboratory frame. In collider experiments it is common to use the

transverse momentum pT and the rapidity y, defined as

y =
1

2
ln

(
E + pL
E − pL

)
, (2.4)

Figure 2.4: LO diagrams for the hadroproduction of 1−− quarkonia Q for the 3S
[1]
1

CS channel (left), for the 3S
[8]
1 CO channel (middle), and for the 1S

[8]
0 and 3P

[8]
J CO

channels (right) [4].
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Figure 2.5: NRQCD calculations [29] for J/ψ production in pp collisions at√
s = 7 TeV at mid-rapidity, as a function of pT, showing the SDCs at NLO (top

left), the ratio of the SDCs at NLO with respect to the LO calculations (top right) and
the polarization parameter λHXϑ at NLO (bottom).

with E the particle energy and pL the longitudinal momentum, along the beam-axis.

Regions in phase space close to |y| = 0 are referred to as “mid-rapidity” regions, contrary

to “forward-rapidity” regions, characterized by larger values of |y|.

Figure 2.5 shows an example of such NRQCD calculations, as taken from Ref. [29], for

J/ψ production in pp collisions at
√
s = 7 TeV at mid-rapidity, as a function of pT. The

top left panel shows the SDCs at NLO. The top right panel shows the ratio of the SDCs at

NLO with respect to the LO calculations, indicating the relative change between the LO

and NLO calculations. This ratio is denoted as the SDC “k-factor”. The bottom panel

shows the polarization parameter λϑ in the Helicity (HX) frame at NLO. The polarization

parameters and reference frames are defined in Sect. 2.3. These calculations are made

for |y| < 0.9, but the calculations [29] have shown that the SDCs and polarizations of the

individual color channels change only marginally with rapidity.
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At NLO, the individual color channels have very different polarizations, ranging from

almost fully longitudinal (3S
[1]
1 ), unpolarized (1S

[8]
0 ), almost fully transverse 3S

[8]
1 to

“hyper-transverse” (3P
[8]
J ), with a divergent behavior and a change of sign at pT ≈ 9 GeV.

Above a certain pT of approximately 15 GeV the polarizations at NLO can be regarded

as constant. The shapes of the pT-differential SDCs at NLO are rather similar for the

individual color channels, albeit characterized by different levels of steepness of the curves

as a function of pT, the 3S
[1]
1 being the steepest, and the 3S

[8]
1 and 3P

[8]
J being the flattest,

towards high pT. The NLO SDC of the 3P
[8]
J is positive at low pT and changes sign at

around 7 GeV (not visible in the top left panel of Fig. 2.5 due to the shown range in pT).

Comparing the behavior at LO and NLO one can observe that the 3S
[8]
1 and 1S

[8]
0 are

very stable in the perturbative expansion, with small SDC k-factors and no changes

in polarization [29]. On the contrary, the 3S
[1]
1 and 3P

[8]
J channels show very large

changes, indicating that the perturbative expansion in αs is not yet convergent at NLO.

Furthermore, the polarization parameter λϑ changes from almost fully transverse at LO to

almost fully longitudinal at NLO for the 3S
[1]
1 channel. For the 3P

[8]
J channel, λϑ changes

from the unpolarized scenario at LO to a hyper-transverse polarization at NLO [29]. Given

the large SDC k-factors of the 3S
[1]
1 and 3P

[8]
J channels, it would be desirable to have access

to calculations of higher-order QCD corrections, at next-to-next-to-leading order (NNLO),

or even beyond. However, full NNLO calculations are beyond the scope of the techniques

currently used. For the CS 3S
[1]
1 channel there has been a large effort to calculate partial

NNLO corrections, denoted as NNLO* [55, 56]. These calculations take into account

processes where the 1−− quarkonium is produced in association with three light partons,

which are assumed, by the authors, to be the dominantly contributing processes at NNLO.

The success of describing hadron collider quarkonium production data with this model,

among others, is discussed below.

2.2.2 Quarkonium Production in the Pre-LHC era

The history of quarkonium physics has been accompanied by several long-standing

problems, including several experimental inconsistencies. At this point, it is useful to

illustrate in a few paragraphs the chronological developments in the field of quarkonium

production, in order to understand its status in the pre-LHC era, and to appreciate the

level of progress made thanks to the excellent performance of the LHC experiments and

the simultaneous progress in the context of NRQCD.

The discovery of the J/ψ meson, simultaneously in p + Be collisions at BNL [57] and in

e+e− collisions at SLAC [58], was the first experimental sign of the charm quark, and

opened up a new field in particle physics research, which is still actively followed in the

LHC era.
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Figure 2.6: Production cross sections of prompt J/ψ and ψ(2S) mesons as measured
by the CDF Collaboration, as a function of pT, compared to curves based on LO CSM
calculations [7] (left). Production cross sections of prompt ψ(2S) mesons as measured
at CDF [7], compared to LO NRQCD calculations [13] (right).

Few years after the discovery, the intuitive and simple CSM was developed [59, 60, 61], with

the ability to calculate quarkonium cross sections, differential in transverse momentum,

without the need for free parameters that have to be fit to the data, as is the case in

NRQCD. This CSM was first challenged by measurements of J/ψ and ψ(2S) cross sections

by fixed-target experiments at Fermilab [62, 63], which exceeded the CSM predictions (at

LO, at that time) by large factors. This was not regarded as a serious problem, especially

for the J/ψ, which is affected by the – at that time – completely unknown feed-down

fractions from heavier charmonium states. These measurements were made at relatively

low values of pT, where non-perturbative effects were also expected to justify differences

between the data and the CSM curves.

The situation changed after the first measurements of quarkonium production cross

sections at the Tevatron experiments, which could access much higher values of pT

than previously explored, entering regions where pT �MQ, with MQ the mass of the

quarkonium state Q. The measured production cross sections of the prompt ψ(nS),

Υ(nS) [6, 7] and χc [8] quarkonia were once again large factors above the LO CSM

calculations, as can be seen, in the case of the ψ(nS), in the left panel of Fig. 2.6. At

this point, the scientific community was alarmed, especially due to the ψ(2S) discrepancy,

which could not be attributed to any feed-down decays, the CSM underestimating the

observed yields by a factor of 40–50, a problem also known as the “ψ(2S) anomaly”.

Roughly at that time, the NRQCD factorization approach was born [5]. The SDCs were

first calculated at LO, and tested on Tevatron quarkonium cross section data. The

ψ(2S) anomaly could be successfully solved by adding CO contributions on top of the

CS calculations, with free fit parameters representing the LDMEs of the individual CO
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contributions. The resulting fit could nicely describe the CDF ψ(2S) data, as can be

appreciated in the right panel of Fig. 2.6.

Despite the success of the LO NRQCD calculations, the trust in these new calculations

was limited, given the enormous freedom of the model, with the overall normalization

of the production cross section given by free parameters of the fit, and the shape

of the distribution given by the relative importance of the individual color channels,

characterized by pT-distributions of different slopes. The obvious next step was to predict

other measurable observables within the framework of NRQCD, and to measure them

experimentally. The LDMEs fitted from the cross section measurements can be used to

predict the polarization of the inclusive sample, built from color channels with different

polarizations, with relative weights proportional to the LDMEs. With this approach,

several groups conducting LO NRQCD calculations predicted almost fully transverse

polarization in the HX frame, especially at high pT, for Tevatron J/ψ and ψ(2S) production

(see Ref. [14] and references therein). However, the CDF Collaboration measured no large

polarizations [9, 10]. The CDF results for prompt J/ψ and ψ(2S) polarizations [10] are

compared to the LO NRQCD calculations from Ref. [14] in Fig. 2.7. The J/ψ prediction for

λϑ includes feed-down effects from the ψ(2S) and χcJ states, and can therefore be directly

compared to the prompt measurement of the CDF Collaboration. The measurements of

both the J/ψ and ψ(2S) polarizations are in clear disagreement with the LO NRQCD

calculations, challenging their validity.

Puzzles and Solutions

The disagreement of the LO NRQCD calculations and the Tevatron quarkonium polariza-

tion measurements was often referred to as the “quarkonium polarization puzzle”, which
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Figure 2.7: Prompt J/ψ (left) and ψ(2S) (right) polarization parameter λϑ measured
in the HX frame by the CDF Collaboration [10], compared to LO NRQCD calcula-
tions [14].
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received a lot of attention by the scientific community, and several approaches were tested

to solve the problem. One attempt was to extend the LO calculations of NRQCD to NLO,

a task performed by several groups [23, 24, 25, 26, 27, 28, 29].

The analysis described in Ref. [64] was among the first to use NLO NRQCD calculations

to attempt a fit to extract the LDMEs for J/ψ production. Production cross section

measurements from both hadroproduction, including early LHC measurements, and

photoproduction at HERA were studied to extract the LDMEs, which were then used

to predict the J/ψ polarization. More details about this analysis – and several other

similar NRQCD analyses – can be found in Sect. 5.2. The analysis was a success in the

sense that the production cross sections of different collision systems could be reproduced

simultaneously, hinting at the validity of the universality claim of the NRQCD factorization

approach. However, the predicted J/ψ polarization was very similar to the LO predictions,

almost fully transverse in the HX frame, especially at high pT. Therefore, the CDF

polarization measurements could not be explained by these NLO NRQCD calculations.

The large differences between the CS LO and NLO calculations opened the possibility that

the full CS quarkonium cross sections could be large enough to describe the data (or ensure

that only a rather small CO component is needed). The NNLO* calculations described

above were compared to the available data, for both cross section and polarization

measurements [55, 65]. The J/ψ and Υ(nS) cross sections for CS NNLO* calculations do

not describe the data, which are systematically above the calculations. The CS NNLO*

polarizations are similar to the CS NLO calculations, but slightly more longitudinal.

Therefore, these calculations cannot describe the mostly unpolarized CDF J/ψ data.

However, this comparison is not entirely fair given that the CS NNLO* calculations do

not include feed-down decays. Nevertheless, the CS NNLO* calculations supported the

idea that CO contributions are indeed necessary to explain quarkonium production data.

One further unfortunate but important component of the quarkonium polarization story

of the pre-LHC era are a series of experimental inconsistencies. The Tevatron experiments

have published results for quarkonium polarization which are mutually inconsistent, as

illustrated in Fig. 2.8. The left panel shows CDF measurements of the prompt J/ψ

polarization in the HX frame from data taken in different run periods [9, 10]. The slight

change in CM energy from
√
s = 1.8 TeV to

√
s = 1.96 TeV, as well as the slight difference

in the rapidity regions of the measurements cannot explain the large differences among the

results. The right panel shows measurements of the Υ(1S) polarization in the HX frame as

measured at
√
s = 1.96 TeV by the CDF Collaboration [11] and the D0 Collaboration [12].

Also in this case one can see a large discrepancy, which again cannot be explained by the

different rapidity regions of the measurements.

Given that the data could not be fully trusted, the disagreement with the LO NRQCD

calculations was not regarded as a major problem in the pre-LHC era. These unfortunate

inconsistencies are the main reason why quarkonium polarization measurements were not
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Figure 2.8: Measurements of the polarization parameter λϑ in the HX frame, for the
prompt J/ψ by the CDF Collaboration [9, 10] (left) and for the Υ(1S) by the CDF
Collaboration [11] and the D0 Collaboration [12] (right).

considered in the NRQCD fits of the LDMEs, but rather used as a check to compare

the NRQCD predictions for the polarization observables, which are obtained a-posteriori.

This is especially inauspicious as the polarization observables, given the clear differences

between the individual color channels, give more intuitive information about the relative

importance of the channels than the differential cross sections, which are relatively similar

for all underlying processes.

At this point, it can only be speculated why the Tevatron era was affected by such

inconsistencies. Due to progress in the understanding of quarkonium polarization (see

Sect. 2.3), it is now clear that 1-dimensional angular measurements, only considering the

polar anisotropy λϑ in one frame, as was the strategy of these Tevatron measurements,

leads to major problems. Besides the ambiguity of results only stating λϑ (see Sect. 2.3.3

for more details), there are experimental pitfalls that can introduce large biases when

integrating over the azimuthal component of the decay [19].

2.3 Quarkonium Polarization

Driven by the observed inconsistencies of the quarkonium polarization measurements at

the Tevatron experiments, there has been huge progress in the understanding of quarko-

nium polarization and in the methodology required for the corresponding measurements.

This progress was documented in a series of papers [15, 16, 17, 18, 19, 20]. Some general

considerations and the most important findings are discussed here. All quarkonium

polarization measurements conducted at hadron colliders since the development of this

new understanding follow this methodology, with the pleasant consequence that these

new results show a consistent picture throughout various experiments (see Sect. 5.1.2).
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2.3.1 General Considerations

This part is restricted to the discussion of the polarization of vector 1−− states in the

dilepton decay, Q3S1 → l+l−. The polarization of the J++ χ states in the radiative decays

Q3PJ → Q3S1 + γ is discussed in Sect. 2.3.4. A vector particle can be observed in three

eigenstates of the angular momentum component Jz, with respect to a quantization axis

z, Jz = 0,±1. If, on a statistical basis, quarkonium states are dominantly observed in

either the Jz = 0 or the Jz = ±1 eigenstates, the state is called polarized, with respect

to the axis z. The polarization of a quarkonium state can be interpreted as the preferred

spin alignment, which can be caused by basic conservation laws and symmetries of the

electroweak and strong interactions, depending on the properties of the corresponding

production diagrams. A preferred spin alignment affects the decay angular distribution

of the two leptons, in the quarkonium rest-frame, and can therefore be measured from

this distribution. An isotropic angular decay distribution corresponds to unpolarized

quarkonia, while anisotropies of the distribution reflect a polarized state. In case of

preferred spin alignment corresponding to the projections Jz = ±1, the quarkonium

is denoted as transversely polarized, in case of a preferred projection of Jz = 0, the

quarkonium is denoted as longitudinally polarized. In case the quarkonium state is

produced exclusively in either Jz = ±1 or Jz = 0, the polarization is denoted as fully

transverse or fully longitudinal, respectively.

The angular distribution is measured with respect to a polarization reference frame, in

the quarkonium rest frame. The definitions of the polar angle ϑ and azimuthal angle ϕ

are shown in Fig. 2.9 (top). The decay angles are defined as the angles of the positive

lepton with respect to the reference frame, whose x-z plane is defined by the production

plane (bottom left), built by joining the momentum vector of the quarkonium state with

the momentum vector of the colliding beams (~bc1 and ~bc2), in the laboratory frame. The y

axis is defined to be perpendicular to the production plane, in the direction of ~br1×~br2 and
~br2 × ~br1, with ~br1 and ~br2 defined in the quarkonium rest frame, for positive and negative

rapidities, respectively.

The reference frame is then fully defined by choosing a quantization axis z within

the production plane. This choice can in principle be done arbitrarily, but there are

some physically motivated choices for the quantization axis with respect to which the

polarization is measured, whose definitions are shown in the bottom right panel of Fig. 2.9.

The HX axis is defined to be aligned with the quarkonium flight direction. The Collins-

Soper axis [66] is defined as the opposite direction of the bisector of the two momentum

vectors of the colliding beams, which is an approximation of the direction of the colliding

partons. The third definition considered in this thesis is the Perpendicular-Helicity (PX)

axis, defined to be orthogonal to the Collins-Soper axis. The definitions of the individual

frames depend on the quarkonium production kinematics. In the limit of high pT and

mid-rapidity, the HX and Collins-Soper frames are orthogonal, in which case the PX and
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Figure 2.9: Definitions of the polar angle ϑ and of the azimuthal angle ϕ of the
polarization reference frame (top), of the production plane (bottom left) and of the
quantization axis z (bottom right) [19].

Figure 2.10: Fully transverse (left) and fully longitudinal (right) decay angular
distributions, with respect to the quantization axis z [19].
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HX frames are identical. In the opposite limit of pT → 0 and forward-rapidity, the HX and

Collins-Soper frames are identical, and the HX and PX frames are orthogonal. The usage

of the PX frame ensures, independently of the kinematical region of a measurement, that

two orthogonal frames can always be considered in the analysis, which is an important

requirement for a reliable measurement, as argued in Ref. [15].

The angular decay distribution of a vector state can be calculated from basic quantum

mechanical considerations, requiring helicity conservation at the photon-dilepton vertex of

theQ3S1 → l+l− decay. The most general angular decay distribution of a parity-conserving

dilepton decay of a vector particle can be written as [19]

W (cosϑ, ϕ|~λ) ∝ 1

(3 + λϑ)
(1+λϑ cos2 ϑ+ λϕ sin2 ϑ cos 2ϕ+ λϑϕ sin 2ϑ cosϕ) . (2.5)

This distribution is parametrized by three “anisotropy parameters” ~λ = (λϑ, λϕ, λϑϕ), also

referred to as the “polarization parameters”. The parameter λϑ describes the polar

anisotropy of the decay, λϕ describes the azimuthal anisotropy of the decay, and λϑϕ

describes the change of the azimuthal anisotropy as a function of the polar angle ϑ. The

polar anisotropy parameter λϑ is positive (negative) in case of transverse (longitudinal)

polarization, and λϑ = +1 (λϑ = −1) for fully transverse (fully longitudinal) vector states.

Figure 2.10 shows the angular distributions for these two extreme cases, where the distance

from the origin to the surface corresponds to the probability that the positive lepton is

emitted in this direction.

If the angular distribution results from n samples i of vector quarkonia with different

angular distributions parametrized by different anisotropy parameters, W (cosϑ, ϕ|~λ(i)),

with relative weights f (i), the total angular distribution can be written as the sum∑n
i=1 f

(i)W (cosϑ, ϕ|~λ(i)), and the effective polarization parameters, describing the in-

clusive angular distribution, ~λ′, can be calculated as [19]

~λ′ =

∑n
i=1

f (i)

3+λ
(i)
ϑ

~λ(i)

∑n
i=1

f (i)

3+λ
(i)
ϑ

. (2.6)

This “polarization sum rule” is important for combining different angular distributions of

feed-down decays, as well as for the addition of the polarizations of the individual color

channels in NRQCD calculations. It is important to note that, in the case of several

contributions characterized by different polarizations, longitudinal components carry a

“heavier weight” than the transverse components. As a simple example, considering a

mixture of a fully longitudinal component and a fully transverse component, with equal

weights f (i) = 0.5, the resulting effective polar anisotropy of the sum of the components is

λ′ϑ = −1/3, very different from the unpolarized distribution that intuition might suggest.
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FIG. 3. Allowed regions for the angular parameters of the
dilepton distributions produced by the decay of vector states
of any origin (light-shaded [8]), of χ2 daughters (darker) and
of χ1 daughters (darkest).

Ref. [10] (RSG) for the specific case of low-energy pp̄
collisions, where, due to helicity conservation, the χc is
only produced in pure Jz eigenstates with eigenvalues
m = ±1 (χc1) or ±1, 0 (χc2). The two calculations use
the J/ψ momentum in the χc rest frame as quantization
axis for the dilepton, as in Fig. 1(b), and provide the full
angular distribution of the correlated photon and lepton
directions. The result of RSG contradicts the one of OS,
pointing to a seemingly wrong sign in the last terms of
the χc2 distribution (Eq. 10 of OS, corrected into Eq. 20
of RSG) and of the χc1 distribution (Eq. 15 of OS, Eq. 27
of RSG).

We checked these calculations in two ways, by repeat-
ing the steps described in the two papers and by com-
paring them to our own calculation for the full decay
distribution in the special case of pure Jz eigenstates. In
the latter case, we have applied a rotation of the lepton
variables from the x��, y��, z�� system adopted in our cal-
culation to the x�, y�, z� system adopted in OS and RSG.
We found that, except for an apparent misprint of OS
(the fifth line of Eq. 11 in OS has a wrong numerical co-
efficient, corrected in Eq. 21 of RSG), both calculations
are correct. RSG argued that OS used two inconsistent
conventions for the reduced rotation matrices d1

ij , adopt-
ing one ordering of the indices i and j (the one used in
RSG) in the description of the J/ψ → �+�− process and
the reverse ordering in the description of the χc → J/ψ γ
process. We have verified that, instead, the conventions
are everywhere consistently used, while RSG did not con-
form to the calculation of OS and adopted a different def-
inition of the photon angle. OS refers, for the adopted

notation, to Ref. [12], where the axes definitions are de-
scribed in the first figure of the paper. Even if there is
no explicit mention in the text, the angle θ in the figure
(which we denote by Θ in our Fig. 1) is, unmistakably,
the angle formed by the photon momentum with the an-
tiproton direction in the χc rest frame, while θ� (which
we denote by ϑ in our Fig. 1) is the angle formed by
the lepton momentum in the J/ψ rest frame with respect
to the J/ψ momentum in the χc rest frame. RSG uses
the same definition of θ�, but an opposite definition of
θ: “We will work in the χJ rest frame with the Z axis
taken to be in the direction of ψ. The p̄ direction is in
the X-Z plane, making an angle θ with the Z axis”. As
a consequence, when a certain reduced d matrix is used
in OS to rotate the quantization axis by an angle θ, the
inverse rotation must appear in the calculation of RSG.
If d1

ij(θ) represents a given rotation, the inverse rotation
can be denoted either by exchanging i with j (this in-
duced RSG’s misinterpretation of the discrepancy) or by
replacing θ with 2π − θ. This explains the different sign
in the term proportional to sin 2θ resulting from the two
calculations. The remaining terms, depending on cos2θ,
are not sensitive to such a redefinition of the angle.

In short, each of the two calculations is correct, if they
are made with the matching angle definition. If, on the
contrary, the definition of θ used by OS is used together
with the distributions functions derived in RSG, or vice-
versa, a wrong sign appears in the term proportional to
sin 2θ, leading to unphysical results. In fact, this artificial
change of sign is not reabsorbed in a different definition of
sign and/or magnitude of the higher-order multipole am-
plitudes: already in the E1 approximation, the physical
correlation between photon and lepton angles is substan-
tially altered by such a mistake. To evaluate the impor-
tance of this problem, we assumed the angle definitions
of OS and used the formulas derived in RSG, transposing
them, by rotation, to the system of axes used in our cal-
culations [Fig. 1(c)]. As a result of this forced mistake,
we arrive to a physical result which is almost opposite to
the correct one: the lepton distribution, instead of be-
ing a perfect clone of the photon distribution (in the E1
limit), becomes a consistently smeared, almost isotropic
distribution, for whatever polarization state of the χ (in
other words, the domains of the χ1 and χ2 dilepton pa-
rameters, represented in Fig. 3, are reduced to small areas
around the origin).

We have noticed that the measurements of E760 [5]
and E835 [6], included in the present world averages of
h2, g2 and g3 in the Review of Particle Physics [13], seem
to be affected by this kind of misunderstanding. Both
analyses define the photon angle θ as “the polar angle
of the J/ψ with respect to the antiproton”, as in OS,
but the formulas are taken from RSG (Table II in the
E760 paper and Tables IV–V in the E835 paper repro-
duce Eqs. 20 and 27 of RSG). On the other hand, the
quality of the global fits of the data using the adopted
parameterization is rather good and the measurements
of the higher-order multipoles are compatible with the

Figure 2.11: Allowed phase space regions of the parameters ~λ for 1−− (grey) and
J++ quarkonia, with J=1,2 (dark and light blue, respectively) [20].

2.3.2 Frame-Invariant Formalism

It is useful to introduce the concept of the “natural polarization frame”. For any decay

angular distribution of a vector quarkonium state one can define a reference frame in

which the polar anisotropy is maximal (λnatϑ ), and in which λϕ is minimal and λϑϕ

vanishes [16]. This frame is denoted as the natural polarization frame for the given angular

distribution. Each process contributing to quarkonium production, for which λnatϑ 6= 0,

has a natural polarization axis. With the condition that λϑ ∈ [−1, 1] with respect to any z

axis (equivalent to the condition that the natural polar anisotropy λnatϑ ∈ [−1, 1]) one can

derive so-called “positivity constraints” for λϕ and λϑϕ [18], which constrain the allowed

phase space of ~λ to the regions shown as the grey areas in Fig. 2.11.

The relative importance of the fundamental processes of quarkonium production can

change as a function of the quarkonium kinematics, given the different pT-slopes of the

SDCs as discussed in Sect. 2.2.1, and the feed-down decays that might have varying relative

importance as a function of the kinematics. Due to the different angular distributions
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of the individual processes, one expects a kinematic dependence of the inclusive set of

parameters ~λ, which is denoted here as “intrinsic” kinematic dependence. However, as

the parameters ~λ are frame-dependent, and as the definition of the frames depends on the

kinematics, the measured polarization in a given reference frame can show a kinematic

dependence simply because the measurement frame is not the natural frame, especially in

cases of mixtures of processes characterized by different natural polarization axes. This

dependence is denoted here as “extrinsic”, and is an artifact of the measurement, not

reflecting a real physics effect, but purely kinematical effects.

Even though the parameters ~λ are frame-dependent, the shape of the angular distribution

is independent of the chosen reference frame. It is possible to define frame-invariant

observables [16], as combinations of the frame-dependent parameters ~λ. These frame-

invariant quantities do not depend on the frame in which the polarization is measured, and

therefore allow us to differentiate between intrinsic and extrinsic kinematic dependencies

– between physics effects and purely kinematical effects. These quantities therefore carry

viable physical information about the nature of the polarization of a given quarkonium

state. The combination of frame-dependent and frame-invariant observables is vital,

given that the frame-invariant quantities do not carry any information about the natural

polarization frames.

There are an infinite number of frame-invariant observables [16] that can be defined. The

most convenient parameter, widespread in the literature, is λ̃, defined as

λ̃ =
λϑ + 3λϕ
1− λϕ

. (2.7)

This parameter is +1 for any fully transverse shape and −1 for any fully longitudinal

shape. This means, for example, that for any mixture of processes where each component is

characterized by fully transverse polarization with respect to different natural polarization

axes, the resulting measurement of the inclusive sample in any frame will nevertheless

result in λ̃ = +1. Given the allowed ranges for λϑ and λϕ, λ̃ is contained within the

interval [−1,∞].

Besides its physics information, the measurement of λ̃ provides a critical experimental

cross check. The comparison of measurements of λ̃ in several frames, including at least

two orthogonal frames, can reveal systematic biases that are not accounted for in the

analysis.

2.3.3 Ambiguity of Pre-LHC Quarkonium Polarization Measurements

The importance of following this methodology can be shown on the basis of the prompt

J/ψ polarization analysis from CDF [10], which is shown in the left panel of Fig. 2.7.

This measurement has been conducted before the development of the methodology as

described in this section. Consequentially, the analysis was performed integrating over
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Figure 2.12: Kinematic behavior of anisotropy parameters λϑ, λϕ, λϑϕ in the HX

frame and λ̃, in the rapidity region |y| < 0.6, for the three scenarios as discussed in the
text [67].

the azimuthal component of the decay, only providing the parameter λϑ, only in the HX

frame, neither providing information about the azimuthal anisotropy, nor providing frame-

invariant information through λ̃, which was not known at the time of the measurement.

Given the unmeasured azimuthal anisotropy λϕ, this measurement allows for several very

different physical interpretations, leading to an ambiguity that can only be resolved by

further measurements of the prompt J/ψ polarization, following the recipes summarized in

this section. In order to visualize the ambiguity of this measurement, Ref. [67] introduces

three polarization scenarios which are all compatible with the CDF measurement of λϑ,

but whose 2-dimensional angular decay distributions are considerably different. The first

(second) scenario assumes that the J/ψ decay angular distribution does not reveal any

azimuthal anisotropy in the HX (Collins-Soper) frame, λHXϑ = 0 (λCSϑ = 0). The third

scenario assumes a certain fraction (slightly changing as a function of pT) of all J/ψ’s to

be produced transversely polarized with respect to the HX frame, the rest transversely

polarized with respect to the Collins-Soper frame.
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Figure 2.12 shows the kinematic dependence of the polarization parameters in the HX

frame, for these three scenarios. This figure displays the measured parameter λϑ, showing

that the individual scenarios are almost identical in λϑ, as well as the unmeasured

parameters λϕ, λϑϕ and λ̃.

This pedagogical example illustrates that restricting a measurement to the polar anisotropy

λϑ does not provide the necessary information to interpret the polarization of a quarkonium

state, as very different physical scenarios can be compatible with such a measurement.

However, if one measures also the azimuthal component and the frame-invariant parameter

λ̃, the individual scenarios can be very easily distinguished. These calculations are further

provided for the accessible rapidity ranges of the CMS detector as well as of the LHCb

detector [67], allowing for an a-posteriori interpretation of the CDF results.

2.3.4 Polarization of the χ States

In principle, the polarizations of the P-wave quarkonia are more complicated to measure

than the polarizations of S-wave quarkonia. The Q3PJ → Q3S1 + γ decays are much more

challenging to reconstruct due to the presence of a low energy photon, difficult to detect

and reconstruct. The direct way to measure P-wave polarization would be to measure the

angular distribution of the Q3S1 + γ system with respect to a reference frame in the Q3PJ

rest frame. This is very challenging, as the photon kinematics and efficiencies have to be

accurately known for such studies. However, it was shown recently [20] that the Q3PJ

angular distribution in the Q3PJ rest frame can be very well approximated by the dilepton

angular distribution of the Q3S1 → l+l− decay in the Q3S1 rest frame, for sufficiently large

momenta of the original Q3PJ system. For the momenta measurable by the CMS detector,

the bias associated to this approximation is negligible. Therefore, the measurement of the

J++ states can be done in the exact same way as the measurement of the 1−− states,

except for identifying those 1−− states that are accompanied by a photon originating from

the dilepton vertex, with an invariant mass close to the mass of the J++ state under study.

Similarly to the allowed regions for 1−− states, one can derive the allowed regions for ~λ also

for the J++ states, shown in Fig. 2.11 as the dark and light blue areas, respectively for J=1

and J=2. The interpretation of the polarization of J++ states in terms of quantum states

and preferred spin alignment is not as intuitive as the polarization of the 1−− states.

The 1++ states have possible eigenstates corresponding to projections of the angular

momentum on the z-axis of Jz = 0,±1, while the 2++ states can have the projections

Jz = 0,±1,±2. The fully transverse polar anisotropy λϑ = +1 corresponds to the Jz = 0

and Jz = ±2 eigenstates for J=1 and J=2 states, respectively. The partially longitudinal

polar anisotropy λϑ = −1/3 corresponds to the Jz = ±1 eigenstates, for both J=1 and

J=2 states, while the Jz = 0 eigenstate of the J=2 states corresponds to the minimum

polar anisotropy of λϑ = −3/5 [20].
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2.4 Quarkonium Physics Summary

In this chapter the spectra of the charmonium and bottomonium meson families were

introduced, followed by a discussion about the theoretical state-of-the-art framework

describing quarkonium production, the NRQCD factorization approach, and a review of

the situation in the field of quarkonium production physics in the pre-LHC era. The

Tevatron results clarified that the color-singlet contributions cannot be solely responsible

for quarkonium production in hadron collisions, and that color-octet transitions are

realized in nature. However, the confusion in the quarkonium physics community was

large at that time, mostly due to experimental inconsistencies in quarkonium polarization

measurements. It is clear that the community eagerly awaited “better data”, and therefore

an experimental clarification from the LHC experiments, especially providing quarko-

nium polarization data with improved and more robust analysis techniques. The LHC

quarkonium physics program does not only aim at clarifying the experimental situation of

quarkonium polarization, but also at extending the pT reach of the measurements, for both

production cross section measurements as well as polarization measurements, for S-wave

and P-wave states, far beyond the reach of the Tevatron experiments.

The measurements at the core of this thesis have been motivated by introducing the

theoretical foundation of quarkonium production physics and the existing experimental

problems. The interplay of progress in theory and experiment through the LHC programs

and beyond is necessary to understand the processes that lead to quarkonium production,

addressing the basic and general question of how quarks bind into hadrons via the strong

force.



Chapter 3

Experimental Setup

This chapter is dedicated to introducing the experimental setup used to obtain the results

discussed in Chap. 4, which are based on data collected in pp collisions at the CMS

detector in the years 2011 and 2012. The LHC is briefly introduced in Sect. 3.1, followed

by a more detailed introduction of the CMS experiment in Sect. 3.2, highlighting the

parts of the detector, data acquisition chain and reconstruction software that are relevant

for the analyses discussed in this thesis, based on the µµ final state. No generic details

shall be discussed here, all relevant additional information can be found in the extensive

documentation describing the LHC [68] and the CMS detector [69, 70, 71].

3.1 The Large Hadron Collider

3.1.1 The Machine

The LHC is a superconducting two-ring synchrotron accelerator and collider, which

performs at collision rates and collision energies that are far beyond previous hadron

colliders. It is located in a tunnel with 27 km circumference, 45 m to 170 m below ground,

at CERN. The machine is equipped with the possibility to accelerate both protons and

heavy ions, and has so far provided pp, proton-lead and lead-lead collisions. The results of

this thesis are based on data collected with pp collisions, to which the following remarks

are limited to.

Protons are not accelerated in a continuous way, but in “packages”, so-called “proton

bunches”. These bunches are pre-accelerated using the CERN accelerator complex as

shown in Fig. 3.1, including a proton source, a linear accelerator, and several circular

accelerators. The proton bunches are finally injected into the LHC rings at an energy of 450

GeV per proton. The total time needed for the pre-acceleration until the proton beams

are injected into the LHC is approximately four minutes [68]. The protons are further

accelerated in the LHC with a superconducting cavity system operating at 400 MHz. The

proton bunches are kept on the approximately circular path with superconducting dipole

29
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Figure 3.1: The CERN accelerator complex [72].

magnets operating at a field of up to 8.33 T, while quadrupole magnets are used to focus

the proton beams. Once the two proton beams are accelerated from 450 GeV to the chosen

energy, which takes approximately 20 minutes for the nominal design value of 7 TeV per

beam, they are brought to collision in the center of the LHC experiments. The beams are

kept in this collision mode for several hours, until the beam intensity decreases below a

certain threshold, due to the loss of protons and focus of the beams. At this point, the

full cycle restarts with the injection of a new “LHC fill” [68].

In the 2010 and 2011 pp runs each proton was accelerated up to 3.5 TeV (CM energy of
√
s = 7 TeV), in the 2012 run up to 4 TeV (

√
s = 8 TeV), and after the long shutdown

period in 2013/2014, the LHC will restart pp collisions in 2015 with 6.5 TeV per proton

(
√
s = 13 TeV)i. The nominal design

√
s for pp collisions at the LHC is 14 TeV, limited

by the strength of the dipole magnets.

The LHC has four main collision points, located at the main experiments, the two general

purpose experiments CMS and ATLAS (A Toroidal LHC ApparatuS), as well as LHCb

(LHC beauty), mostly devoted to b-physics measurements, and ALICE (A Large Ion

Collider Experiment), specialized in, but not limited to, the analysis of data collected in

iThe run periods at 7 TeV and 8 TeV are denoted as “Run I”, while the run at 13 TeV starting in 2015
is referred to as “Run II”.
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HI collisions. The LHC layout and the location of the four experiments can be seen in

Fig. 3.1.

The LHC nominal design foresees 1.15 · 1011 protons per bunch, a maximum number of

bunches of 2808, corresponding to individual bunches of 2.5 ns length, every 25 ns. These

nominal design values are foreseen to be reached in 2015. In the running periods relevant

for the analyses discussed here, the “bunch spacing” was 50 ns. At the end of 2012,

the number of protons per bunch was around 1.55 · 1011, exceeding the nominal design

value [73]. To estimate the number of pp collisions, the “instantaneous luminosity” is

defined,

L =
N2
b nb frev γr
4π εn β?

F , (3.1)

with Nb the number of protons per bunch, nb the number of bunches per proton beam, frev

the revolution frequency, γr the relativistic gamma factor, εn the normalized transverse

beam emittance, β? the betatron function at the collision point, and F the geometric

luminosity reduction factor due to the beam crossing angle [68]. The LHC design

instantaneous luminosity is 1034 cm−2s−1ii. The actual luminosity delivered by the LHC

in the years 2010–2012 is discussed in more detail in Sect. 3.2.1.

The CMS and ATLAS experiments are designed to be able to cope with the LHC nominal

design luminosity, while LHCb and ALICE are limited to lower values. In 2012, the LHC

delivered a factor of around 10 times less luminosity to LHCb, with respect to CMS, and a

factor of more than 2 000 less luminosity to ALICE [73]. The ALICE event rate is limited

by the readout time of their core tracking detector, the TPC, a slow detector, relatively

speaking. In LHCb the limitation is justified by the requirement of a negligible probability

of multiple pp collisions per “bunch crossing”, a phenomenon denoted as “pile-up” (PU).

The number of particles that are produced in a certain process per second can be calculated

by

Np = L · σp , (3.2)

where σp represents the production cross section for the process under consideration [68].

To estimate the total amount of collisions delivered by the LHC in a certain time period

∆t, the instantaneous luminosity, L(t), is integrated over time t,

L̂∆t =

∫

∆t
L(t)dt , (3.3)

with L̂∆t denoted as the “integrated luminosity”. The usual unit used for the integrated

luminosity is “events per barn”, written as b−1. More reasonably, for the LHC pp

operations, the units pb−1 (= 1012 b−1) and fb−1 (= 1015 b−1) are used.

iiL = 1034 cm−2s−1 can also be written as 10 Hz/nb, with 1b= 10−24 cm2.
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3.1.2 Physics at the LHC

The physics objectives of the LHC program are very diverse. The main purpose was

defined to be the clarification of the nature of the electroweak symmetry breaking, for

which the Higgs mechanism was presumed to be responsible. Indeed, this endeavor has

proven to be successful, with the announcement of the discovery of a Higgs-like boson on

July 4th, 2012, by the CMS and ATLAS Collaborations [74, 75] with a mass of around

125 GeV. All subsequent studies of the properties of this boson show that it is compatible

with the standard model Higgs boson.

Figure 3.2 gives an overview of SM cross sections as a function of
√
s in pp and pp̄ collisions,

for several benchmark processes relevant for LHC physics studies, including estimates

of the expected number of produced particles for each process per second, for a given

luminosity of 1033 cm−2s−1. This information emphasizes clearly the strategy of the LHC

design to optimize the physics output of its experiments. The nominal
√
s was maximized

in order to increase the cross sections of the processes of interest, while at the same time

the nominal luminosity was maximized in order to increase the number of particles of

interest produced in the pp collisions.

As a quantitative example, considering the total inelastic pp cross section at
√
s = 8 TeV,

σpp = 69.4 mb, and the maximum instantaneous luminosity in the 2012 run of around

L = 7.7 · 1033 cm−2s−1 [76], the maximum average number of collisions per second in 2012

was around 5.3 · 108, corresponding to an average of 26 collisions per bunch crossing.

The LHC has delivered 23.3 fb−1 integrated luminosity to the CMS interaction point,

throughout the full year of 2012 [76], corresponding to around 1.6 · 1015 pp collisions.

The dominant Higgs production mechanism at
√
s = 8 TeV is gluon fusion, a process

characterized by a cross section of the order of 20 pb. Therefore, in the full 2012 run,

around 4.7·105 Higgs bosons were produced in the center of the CMS detector. Considering

the branching fractions of the experimentally most relevant decay modes and acceptance

and efficiency limitations of the experiments, the total number of observed Higgs bosons

is obviously considerably smaller.

Besides the search for the Higgs boson and the analysis of its properties, there are many

other fields of research pursued at the LHC, not addressed here. Additional information

may be found in Refs. [69, 70] and in the several hundreds of physics publications prepared

by the LHC experiments. The physics agenda of the LHC experiments, exploiting pp

collisions, can be split in two main categories. Firstly, precision measurements of SM

processes are conducted with the hope of finding effects hinting at physics beyond the

standard model (BSM), to better constrain SM parameters, and to better understand the

irreducible backgrounds of many LHC data analyses. Examples for such studies are the

searches for and measurements of the rare Bs,d → µµ decays, the measurement of CP

violating phases in B-hadron decays, measurements of the properties of the top-quark and
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Table 3.1: Main parameters of the LHC, at design and for
√

s = 14 TeV.

Parameters Value Unit

Proton energy 7 TeV
Relativistic gamma 7461
Number of particles per bunch 1.15 × 1011

Number of bunches 2808
Transverse normalized emittance �n 3.75 µm rad
Circulating beam current 362 A
Stored energy per beam 362 MJ

RMS bunch length 7.55 cm
RMS beam size at point 5 16.7 µm
β function at point 5 0.55 m
Peak luminosity at point 5 1.0 × 1034 cm−2 s−1

Inelastic cross-section 60 mb
Total cross-section 100 mb
Events per bunch crossing 19
Luminosity lifetime 14.9 h
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Figure 3.3: SM cross-sections as a function of collider energy [108].

Figure 3.2: Standard model cross sections of various processes in pp and pp̄ collisions,
as a function of

√
s [77].

of the W and Z bosons, as well as the studies in quarkonium production physics presented

in this thesis.

Secondly, direct searches for BSM physics are conducted exploiting a huge variety of

experimental signatures in the context of various theoretical models. Examples of such

studies are searches for supersymmetric particles, searches for new massive vector bosons,

direct dark matter searches, searches for extra dimensions, as well as searches for a 4th

generation of quarks and leptons. While the searches for new physics at the LHC have not

yet uncovered any surprises, the LHC physics community has strong hopes that the pp

collisions at
√
s = 13 TeV starting in 2015 will lead to discoveries paving the way towards

an improved theory, allowing for a unification of the gravitational interaction with the

SM, as well as an improved understanding of dark matter.
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3.2 The Compact Muon Solenoid Experiment

This section describes the design of the CMS experiment, as well as the running conditions

during the periods used to collect the data used in the data analyses described in this thesis,

the trigger systems, and specific features of the CMS reconstruction software employed in

quarkonium physics analyses.

The CMS experiment is a general purpose particle detector located in Cessy, France, north

of the main CERN facilities. It is built around one of the four interaction points of the

LHC, the so-called “Point 5”. The detector uses a combination of technologies employed

in earlier particle detectors that have proven to be successful, as well as new developments

in detector design.

Conventions

Before discussing the details of the CMS detector, it is useful to introduce the coordinate

system and some conventions. During one bunch crossing, several PU collisions can

occur. The complete information about all these collisions is denoted as one “event”. The

point of collision of two protons is denoted as “primary vertex” (PV), which is inside the

“beam spot” (BS), a region approximating the overlap region of the two proton bunches.

If a long-lived particle produced in a PV travels a certain distance before decaying, one

can attempt to reconstruct a “secondary vertex” (SV). The center of the global coordinate

system of CMS is the nominal “interaction point” (IP). The z-axis points along the beam

line, the x-axis is horizontal and points towards the center of the LHC ring, and the

vertical y-axis points upwards. The polar angle ϑ is measured with respect to the z-axis,

the azimuthal angle ϕ is measured from the x-axis. The transverse momentum pT and

the transverse energy ET are measured from the values of the x and y components. The

pseudo-rapidity η is defined as [69]

η = − ln tan(ϑ/2) . (3.4)

3.2.1 Design

The design of the CMS experiment is driven by the aim to be able to address the

LHC physics agenda in the best possible way, through the accurate reconstruction

of all main experimental signatures of the processes of interest. Many signatures of

interest involve muons, for which a good reconstruction efficiency, muon identification

and momentum resolution is required. Furthermore, the design of the tracking system

for the reconstruction of charged particles has to ensure a good reconstruction efficiency,

momentum resolution, and a good identification of b-jets, which requires tracking detectors

with very good spatial resolution close to the IP, in order to resolve SVs. The important

features of the electromagnetic calorimeter (ECAL) include a very good diphoton and
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superconducting technology for the magnets. The design configuration chosen by CMS [1]
is discussed below.

The overall layout of CMS is shown in Figure 1.2. At the heart of CMS sits a 13-m-long, 5.9 m
inner diameter, 4 T superconducting solenoid. In order to achieve good momentum resolu-
tion within a compact spectrometer without making stringent demands on muon-chamber
resolution and alignment, a high magnetic field was chosen. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon “stations” to be integrated to ensure robustness
and full geometric coverage. Each muon station consists of several layers of aluminium drift
tubes (DT) in the barrel region and cathode strip chambers (CSCs) in the endcap region,
complemented by resistive plate chambers (RPCs).

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic
Calorimeter

Hadron
Calorimeter

Preshower

Muon
Detectors

Superconducting Solenoid

Figure 1.2: An exploded view of the CMS detector.

The bore of the magnet coil is also large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of length 5.8 m and diameter
2.6 m. In order to deal with high track multiplicities, CMS employs 10 layers of silicon mi-
crostrip detectors, which provide the required granularity and precision. In addition, 3 layers
of silicon pixel detectors are placed close to the interaction region to improve the measure-
ment of the impact parameter of charged-particle tracks, as well as the position of secondary
vertices. The EM calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with coverage
in pseudorapidity up to |η| < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap re-
gion. A preshower system is installed in front of the endcap ECAL for π0 rejection. The
ECAL is surrounded by a brass/scintillator sampling hadron calorimeter with coverage up
to |η| < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres em-
bedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light

Figure 3.3: Cut-away view of the CMS detector [69].

dielectron energy resolution, a large geometrical coverage, a good localization of the

primary vertex and a handle on the direction of the reconstructed photons. The hadron

calorimeter (HCAL) is the main subdetector to measure the missing transverse energy,

therefore requiring a large geometrical coverage and good resolution in η and ϕ [69].

Detector Overview

The CMS detector has a cylindrical symmetry along the z-axis, with the “barrel” at

mid-rapidity closed by the two “endcaps” at forward-rapidity. The overall detector is

21.6 m long, has a diameter of 14.6 m and a weight of 12500 t, more than 95 % of which

is accounted for by the magnet system. Figure 3.3 shows a cut away view of the full

detector, while Fig. 3.4 shows a transverse slice through the barrel, including sketches

of the interaction of several groups of particles passing through and interacting with the

subsystems of CMS. The individual subdetector systems are arranged in the overall design

similarly to the layers of an onion. The innermost layer is the silicon tracker, used for

the reconstruction of the track parameters of charged particles and the identification of

PVs and SVs. The next layers are the crystal-based ECAL, which uses lead tungstate to

produce scintillating light and measures the energy deposit of photons and electrons, and
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Figure 3.4: Transverse slice of the CMS detector [78].

the HCAL, a brass/scintillator sampling calorimeter, mostly used to measure jet energies

and the missing transverse energy. Beyond the calorimetry systems there is the decisive

feature of the CMS detector, a 3.8 T superconducting solenoid, which is needed to bend the

trajectories of charged particles, and to accurately determine their charges and momenta.

The coil is surrounded by an iron return yoke, saturated by the return field. Integrated

within the return yoke are the various muon systems, responsible for muon identification

and reconstruction [69].

3.2.2 Tracking Detectors

The innermost subdetector is the silicon tracking system. Its task is to efficiently and

accurately track the trajectories of charged particles originating from the collisions. From

the reconstructed tracks one can identify the PVs of the collisions, as well as the SVs

of long-lived particles, which is of fundamental importance. Moreover, the particle

momentum can be determined from the curvature of the tracks, caused by the Lorentz

force induced by the particle momentum, its charge, and the practically homogeneous

magnetic field within the volume of the tracker.

At the LHC nominal design, of the order of a thousand charged particles pass through the

detector each bunch crossing, every 25 ns. This emphasizes the need for a fast, radiation-

resistant tracker with high granularity. The choice of silicon detectors as CMS’s tracking

system is based on these requirements, ensuring efficient tracking up to |η| = 2.5 and for

transverse momenta exceeding 1 GeV [71].
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Figure 3.6: Geometrical layout of the pixel detector and hit coverage as a function of
pseudorapidity.

size of 100×150 µm2 emphasis has been put on achieving similar track resolution in both r-φ and
z directions. Through this a 3D vertex reconstruction in space is possible, which will be important
for secondary vertices with low track multiplicity. The pixel system has a zero-suppressed read
out scheme with analog pulse height read-out. This improves the position resolution due to charge
sharing and helps to separate signal and noise hits as well as to identify large hit clusters from
overlapping tracks.

The pixel detector covers a pseudorapidity range −2.5< η <2.5, matching the acceptance
of the central tracker. The pixel detector is essential for the reconstruction of secondary vertices
from b and tau decays, and forming seed tracks for the outer track reconstruction and high level
triggering. It consists of three barrel layers (BPix) with two endcap disks (FPix). The 53-cm-long
BPix layers will be located at mean radii of 4.4, 7.3 and 10.2 cm. The FPix disks extending from
≈6 to 15 cm in radius, will be placed on each side at z=±34.5 and z=±46.5 cm. BPix (FPix)
contain 48 million (18 million) pixels covering a total area of 0.78 (0.28) m2. The arrangement
of the 3 barrel layers and the forward pixel disks on each side gives 3 tracking points over almost
the full η-range. Figure 3.6 shows the geometric arrangement and the hit coverage as a function
of pseudorapidity η . In the high η region the 2 disk points are combined with the lowest possible
radius point from the 4.4 cm barrel layer.

The vicinity to the interaction region also implies a very high track rate and particle fluences
that require a radiation tolerant design. For the sensor this led to an n+ pixel on n-substrate detector
design that allows partial depleted operation even at very high particle fluences. For the barrel
layers the drift of the electrons to the collecting pixel implant is perpendicular to the 4 T magnetic
field of CMS. The resulting Lorentz drift leads to charge spreading of the collected signal charge
over more than one pixel. With the analog pulse height being read out a charge interpolation allows
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Figure 3.6: Geometrical layout of the pixel detector and hit coverage as a function of
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size of 100×150 µm2 emphasis has been put on achieving similar track resolution in both r-φ and
z directions. Through this a 3D vertex reconstruction in space is possible, which will be important
for secondary vertices with low track multiplicity. The pixel system has a zero-suppressed read
out scheme with analog pulse height read-out. This improves the position resolution due to charge
sharing and helps to separate signal and noise hits as well as to identify large hit clusters from
overlapping tracks.

The pixel detector covers a pseudorapidity range −2.5< η <2.5, matching the acceptance
of the central tracker. The pixel detector is essential for the reconstruction of secondary vertices
from b and tau decays, and forming seed tracks for the outer track reconstruction and high level
triggering. It consists of three barrel layers (BPix) with two endcap disks (FPix). The 53-cm-long
BPix layers will be located at mean radii of 4.4, 7.3 and 10.2 cm. The FPix disks extending from
≈6 to 15 cm in radius, will be placed on each side at z=±34.5 and z=±46.5 cm. BPix (FPix)
contain 48 million (18 million) pixels covering a total area of 0.78 (0.28) m2. The arrangement
of the 3 barrel layers and the forward pixel disks on each side gives 3 tracking points over almost
the full η-range. Figure 3.6 shows the geometric arrangement and the hit coverage as a function
of pseudorapidity η . In the high η region the 2 disk points are combined with the lowest possible
radius point from the 4.4 cm barrel layer.

The vicinity to the interaction region also implies a very high track rate and particle fluences
that require a radiation tolerant design. For the sensor this led to an n+ pixel on n-substrate detector
design that allows partial depleted operation even at very high particle fluences. For the barrel
layers the drift of the electrons to the collecting pixel implant is perpendicular to the 4 T magnetic
field of CMS. The resulting Lorentz drift leads to charge spreading of the collected signal charge
over more than one pixel. With the analog pulse height being read out a charge interpolation allows

– 34 –

Figure 3.5: Layout of the silicon pixel detectors (left) and hit coverage as a function
of |η| (right) [71].

The high granularity in the high occupancy region close to the IP is achieved by employing

silicon pixel detectors in the three innermost layers, surrounded by silicon strip detectors.

In total, the CMS tracking system consists of approximately 6.6 ·107 silicon pixel detectors

and 9.6 · 106 silicon strip detectors, covering in total an area of around 200 m2, making

this by far the largest silicon detector ever built [71].

Signals from the pixel and strip detectors are clustered, combining signals from close-by

detectors, building a “hit”, characterized by a position and the corresponding uncertainty.

Silicon Pixel Detectors

The CMS pixel detector is composed of the barrel pixel detector (BPix) and the endcap

pixel detector (FPix). The BPix consists of three layers of pixel modules with sensor cells

of 100 × 150 µm2, at radii r=4.4, 7.3 and 10.2 cm. Each BPix layer is 53 cm long. The

BPix is complemented by two endcap disk layers in the x-y plane, at |z|=34.5 and 46.5 cm,

with radii between 6 and 15 cm. The geometrical layout of the pixel tracker is shown in

Fig. 3.5, together with the hit coverage as a function of |η|. The arrangement of the BPix

and FPix layers ensures that at a minimum of three pixel layers are hit in most of the

region with |η| < 2.5. The spatial resolution of the BPix is of the order of 15–20 µm [71].

Silicon Strip Detectors

The pixel detector is surrounded by the strip detector, where the particle flux density is

smaller, and therefore less granular silicon strip detectors can be used. The geometrical

layout of the strip detector is shown in Fig. 3.6. The barrel strip detector consists of a

total of 10 layers, while the endcap strip detector is composed of 12 disks. The barrel

part consists of the tracker inner barrel (TIB), close to the pixel detector, and the tracker

outer barrel (TOB). The endcap part is composed of the tracker inner disk (TID) and the

tracker endcap (TEC). At intermediate radii (20 < r < 55 cm, TIB and TID) the particle

flux density allows the use of strip detectors with a typical size of 10 cm×80 µm. At
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-φ measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 φ
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ≈ 9 hits in the silicon strip tracker in the full range of
|η | < 2.4 with at least ≈ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |η | ≈ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at η ≈ 0 to about 1.8 X0 at |η | ≈ 1.4, beyond which it falls to about 1 X0 at
|η | ≈ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1−2% up to |η |≈ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 3.6: Layout of the inner tracking system [71].

higher radii (55 < r < 110 cm), the size of the strip detectors can be further increased due

to decreasing particle flux and occupancy, to typical strip sizes of 25 cm×180 µm [71].

In some of the layers a second strip detector is added, as indicated in Fig. 3.6 by the

double lines, back-to-back to the first strip detector and tilted by a small angle, resulting

in so-called “stereo-hits”, making it possible to measure the z-coordinate in the barrel

and the r-coordinate in the endcap. The single-point resolution in the TIB is between 23

and 35 µm. The chosen layout of the strip tracker ensures that within the full range of

|η| < 2.5 a charged particle passes at least nine strip detectors, at least four of them being

stereo-modules [71].

The material budget of the silicon tracker is illustrated in Fig. 3.7 (left) as a function of η,

represented by the number of interaction lengths, clearly showing an increase of material

at forward rapidities.

3.2.3 Muon Detectors

Efficient and accurate muon reconstruction is of fundamental importance for most of

the experimental signatures studied by CMS, including those exploited for the analyses

described in this thesis. The muon system fulfills three basic functions: identification

of muons, measurement of their momenta, and triggering. The muon systems are the

outermost detectors, integrated in the return yoke structures of the magnet system. One

essential feature is that the other particles, except for very weakly interacting particles,

such as neutrinos, are absorbed by the material they pass through before entering the
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Figure 2: Total thickness t of the tracker material traversed by a particle produced at the nom-
inal interaction point, as a function of pseudorapidity η, expressed in units of radiation length
X0 (left) and nuclear interaction length λI (right). The contribution to the total material budget
of each of the subsystems that comprise the CMS tracker is shown, together with contributions
from the beam pipe and from the support tube that surrounds the tracker.

and corner-by-corner adjacent cells. Each cluster must have a minimum charge equivalent to
4000 electrons. For comparison, a minimum ionizing particle deposits usually around 21000
electrons. Miscalibration of residual charge caused by pixel-to-pixel differences of the charge
injection capacitors, which are used to calibrate the pixel gain, are extracted from laboratory
measurements and included in the Monte Carlo (MC) simulation.

Two algorithms are used to determine the position of pixel clusters. A fast algorithm (described
in Section 3.1.1) is used during track seeding and pattern recognition, and a more precise algo-
rithm (Section 3.1.2), based on cluster shapes, is used in the final track fit.

3.1.1 First-pass hit reconstruction

The position of a pixel cluster along the transverse (u) and longitudinal (v) directions on the
sensor is obtained as follows. The procedure is described only for the case of the u coordinate,
but is identical for the v coordinate.

The cluster is projected onto the u-axis by summing the charge collected in pixels with the
same u-coordinate [15]. The result is referred to as a projected cluster. For projected clusters that
are only one pixel large, the u-position is given by the centre of that pixel, corrected for the
Lorentz drift of the collected charge in the CMS magnetic field. For larger projected clusters,
the hit position uhit is determined using the relative charge in the two pixels at each end of the
projected cluster:

uhit = ugeom +
Qu

last − Qu
first

2(Qu
last + Qu

first)
|Wu − Wu

inner| −
Lu

2
, (1)

where Qfirst and Qlast are the charges collected in the first and last pixel of the projected cluster,
respectively; ugeom is the position of the geometrical centre of the projected cluster; and the
parameter Lu/2 = D tan Θu

L/2 is the Lorentz shift along the u-axis, where Θu
L is the Lorentz

angle in this direction, and D is the sensor thickness. For the pixel barrel, the Lorentz shift is
approximately 59 µm. The parameter Wu

inner is the geometrical width of the projected cluster,
excluding its first and last pixels. It is zero if the width of the projected cluster is less than
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Figure 7.1: Material thickness in interaction lengths at various depths, as a function of pseudora-
pidity.

neighbor to eliminate dead spots in the efficiency. This arrangement also provides a convenient
way to measure the muon time with excellent time resolution, using simple meantimer circuits,
for efficient, standalone bunch crossing identification. The number of chambers in each station
and their orientation were chosen to provide good efficiency for linking together muon hits from
different stations into a single muon track and for rejecting background hits.

In the 2 endcap regions of CMS, where the muon rates and background levels are high and
the magnetic field is large and non-uniform, the muon system uses cathode strip chambers (CSC).
With their fast response time, fine segmentation, and radiation resistance, the CSCs identify muons
between |η | values of 0.9 and 2.4. There are 4 stations of CSCs in each endcap, with chambers
positioned perpendicular to the beam line and interspersed between the flux return plates. The
cathode strips of each chamber run radially outward and provide a precision measurement in the
r-φ bending plane. The anode wires run approximately perpendicular to the strips and are also
read out in order to provide measurements of η and the beam-crossing time of a muon. Each 6-
layer CSC provides robust pattern recognition for rejection of non-muon backgrounds and efficient
matching of hits to those in other stations and to the CMS inner tracker.

Because the muon detector elements cover the full pseudorapidity interval |η | < 2.4 with no
acceptance gaps, muon identification is ensured over the range corresponding to 10◦ < θ < 170◦.
Offline reconstruction efficiency of simulated single-muon samples (figure 7.2) is typically 95–99%
except in the regions around |η | = 0.25 and 0.8 (the regions between 2 DT wheels) and |η | = 1.2
(the transition region between the DT and CSC systems), where the efficiency drops. Negligible
punchthrough reaches the system due to the amount of material in front of the muon system, which
exceeds 16 interaction lengths [132].

Due to multiple-scattering in the detector material before the first muon station, the offline
muon momentum resolution of the standalone muon system is about 9% for small values of η and p
for transverse momenta up to 200 GeV [17]. At 1 TeV the standalone momentum resolution varies
between 15% and 40%, depending on |η |. A global momentum fit using also the inner tracker
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Figure 3.7: Material thickness represented by the number of interaction lengths, as a
function of η, for the tracker [79] (left) and up to various other subdetector systems [71]
(right).

muon detectors. Figure 3.7 (right) shows the material thickness in terms of numbers of

interaction lengths up to the individual elements of the muon system, as a function of |η|.
The geometrical layout of the muon detectors is shown in Fig. 3.8. The muon detectors

consist again of a cylindrical barrel region and two endcap disks. The barrel region is

made of five “wheels”. The endcap disks are divided in two concentric rings, except for

the first one, which is split in three concentric rings. Due to the large area covered by

active detection planes of around 25 000 m2, an inexpensive but robust solution had to be

found. The system is composed of three different types of gaseous detectors [71].

In the barrel region, drift tubes (DTs) are used, and are organized in four muon stations

(MB1–MB4), placed in between the layers of the iron return yoke. The stations MB1–MB3

consist of eight chambers each, four measuring the rϕ coordinates, and four measuring the

z component. The station MB4 only contains the four chambers measuring rϕ. To avoid

dead-spots, the drift cells are offset by a half-cell width with respect to the neighboring

chambers. The barrel region is characterized by low muon rates and a uniform magnetic

field [71].

In the endcaps, where the muon rate is large and the magnetic field is non-uniform, the

muon detectors consist of cathode strip chambers (CSCs). They are organized in four muon

stations of CSCs (ME1–ME4) in between the flux return plates, positioned perpendicular

to the beam line, measuring the coordinates in the rϕ plane [71].

In addition to the DTs and CSCs, in both barrel and endcaps, resistive plate chambers

(RPCs) are also used. These detectors have a worse spatial resolution than the DTs and

CSCs, but a very fast response and excellent time resolution, which is exploited by the

trigger system to identify the correct bunch crossing. In the barrel there are six layers of

RPCs, while in the endcaps the first three CSC layers are complemented by RPCs [71].
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12 Chapter 1. Introduction

high, cathode strip chambers (CSC) are deployed and cover the region up to |η| < 2.4. In
addition to this, resistive plate chambers (RPC) are used in both the barrel and the endcap
regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.

The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |η| < 1.6. The coverage will be extended to |η| < 2.1 later.

The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB−2 for the farthest wheel in −z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMS muon system for initial low luminosity running.
The RPC system is limited to |η| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.

Figure 3.8: Layout of the muon system [71].
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Figure 7.5: Sketch of a cell showing drift lines and isochrones. The plates at the top and bottom
of the cell are at ground potential. The voltages applied to the electrodes are +3600V for wires,
+1800V for strips, and −1200V for cathodes.

Figure 7.6: Exploded view of the cathode
electrodes, glued on the I-beams.

Figure 7.7: Exploded view of the end part of
the drift cells showing the different end-plugs
and spring contacts for high voltage connec-
tions.

are placed on both sides of the I-beams (figure 7.6) following a technique similar to that used for
the strip electrodes on the aluminium plates. A cathode consists of a 50-µm-thick, 11.5-mm-wide
aluminium tape insulated from the I-beam by 19-mm-wide, 100-µm-thick mylar tape. This design
allows for at least 3.5 mm separation of the electrode from the sides of the grounded I-beam. At
the extremities the mylar tape is cut flush with respect to the I-beam ends while the aluminium tape
is recessed by 5 mm. Special tools were designed and built to glue the electrode strips to both the
plates and the I-beams. The only difference between the tapes used for the electrode strips and the
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Figure 7.49: Layout of a CSC made of 7 trape-
zoidal panels. The panels form 6 gas gaps with-
planes of sensitive anode wires. The cut-out in
the top panel reveals anode wires and cathode
strips. Only a few wires are shown to indicate
their azimuthal direction. Strips of constant
∆φ run lengthwise (radially). The 144 largest
CSCs are 3.4 m long along the strip direction
and up to 1.5 m wide along the wire direction.

Figure 7.50: A schematic view of a single gap
illustrating the principle of CSC operation. By
interpolating charges induced on cathode strips
by avalanche positive ions near a wire, one can
obtain a precise localisation of an avalanche
along the wire direction.

The CSCs provide the functions of precision muon measurement and muon trigger in one
device. They can operate at high rates and in large and non-uniform magnetic fields. They do not
require precise gas, temperature, or pressure control. Moreover, a radial fan-shaped strip pattern,
natural for measurements in the endcap region, can be easily arranged on the cathode planes.

The performance requirements for the CMS cathode strip chamber system include the fol-
lowing:

• Reliable and low-maintenance operation for at least 10 years at the full LHC luminosity, i.e.,
at estimated random hit rates up to 1 kHz/cm2;

• At least 99% efficiency per chamber for finding track stubs by the first-level trigger;

• At least 92% probability per chamber of identifying correct bunch crossings by the first-
level trigger. With such an efficiency per chamber and 3–4 CSCs on a muon track path, a
simple majority rule ensures that the reconstructed muons will be assigned the correct bunch
crossing number in more than 99% of cases;

• About 2 mm resolution in r-φ at the first-level trigger.

• About 75 µm off-line spatial resolution in r-φ for ME1/1 and ME1/2 chambers and about
150 µm for all others.
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Figure 3.9: Sketches of DT (left) and CSC (right) chambers [71].
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Drift Tube Chambers

The DT chambers are filled with a mixture of argon (85 %) and CO2 (15 %). If a muon

enters the chamber, gas molecules are ionized and the resulting ions and electrons drift to

the respective electrodes. The time the muon enters the chamber is precisely determined

by the neighboring RPCs. From the measured drift-time and the known drift-velocity,

one can calculate the coordinates of the muon trajectory through the chamber, with a

resolution of around 1 mrad in direction, and around 100 µm in position [71]. Figure 3.9

(left) shows a sketch of a DT chamber.

Cathode Strip Chambers

CSCs are multiwire proportional chambers in trapezoidal shape, as sketched in Fig. 3.9

(right), consisting of 6 gas detector layers (40 % argon, 50 % CO2, 10 % CF4) filled with

an anode wire plane each, and interleaved with seven cathode panels. If a muon enters the

CSC, gas molecules are ionized, inducing a fast signal in the anode wires, which is used in

the muon trigger system. The cathode signal is slower, but allows to reach a better spatial

resolution of around 10 mrad in direction, and around 200 µm in position [71].

Resistive Plate Chambers

RPCs are gaseous parallel-plate detectors, filled with a mixture of C2H2F4 (96.2 %), C4H10

(3.5 %), and SF6 (0.3 %). They are operated in avalanche mode and have a time resolution

of the order of 1 ns [71].

3.2.4 Trigger and Data Acquisition Systems

This section describes the CMS trigger and data acquisition (DAQ) systems, which are

the most crucial parts of the CMS data taking scheme. The LHC delivers billions of

collisions per second to CMS, with a bunch crossing rate of 40 MHz at nominal design.

This amount of data is simply too much to be processed and stored, mostly because of

limitations in the capabilities of the online computer farm. Fortunately, the majority of the

pp collisions do not contain interesting physics and can be rejected. The selection of the

“interesting” events is done with the CMS trigger system. The output of CMS is limited

to the order of 102 Hz. Therefore, a rejection factor of around 106 has to be achieved.

The CMS trigger system is divided in two steps, a hardware-based “level 1 trigger” (L1)

and a software-based “high level trigger” (HLT), running on an online computer farm,

further reducing the number of events to be stored. Simultaneously, the performance of

the individual subdetector systems has to be monitored continuously, and a fraction of

the selected events is routed to online services which perform “data quality monitoring”

(DQM).
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The accepted events are then forwarded to mass storage devices and their content is

reconstructed, identifying high-level analysis objects, before being distributed to a world-

wide system of computing and storage facilities, where they can be accessed to perform

high-level physics data analysis [71].

Running Conditions in the LHC Run I

The load on the DAQ, trigger, event reconstruction and storage systems heavily depends on

the running conditions provided by the LHC. These conditions have changed dramatically

throughout LHC Run I, as can be appreciated in Figs. 3.10 and 3.11. The top panel

of Fig. 3.10 shows the peak instantaneous luminosity as a function of time throughout

the full Run I operation. While the maximum peak instantaneous luminosity in 2010

was around 2 · 1032 cm−2s−1, it increased in 2011 to around 4 · 1033 cm−2s−1 and to

7.7 · 1033 cm−2s−1 in 2012, close to the nominal LHC design luminosity of 1034 cm−2s−1,

planned to be reached in LHC Run II. The bottom panel of Fig. 3.10 shows the cumulative

integrated luminosity, as delivered by the LHC, as a function of time. The slope of

the cumulative luminosity increases proportionally to the instantaneous luminosity. The

integrated luminosity delivered to CMS was 44.2 pb−1 in 2010, 6.1 fb−1 in 2011, and

23.3 fb−1 in 2012 [76].

With increasing instantaneous luminosity, the number of pp collisions per bunch crossing,

i.e., the number of PU collisions, also increases, as can be appreciated in Fig. 3.11, which

shows the peak number of interactions per crossing for each day of running in LHC Run I.

The average number of collisions per crossing in 2012 was 21, with tails extending up to

around 40 [76]. The PU is a challenging aspect that can introduce difficulties in the data

analyses. The tracking algorithms are affected by the track multiplicity originating from

several PVs. The individual PVs have to be identified carefully, not to bias the analyses.

However, the PU has a negligible effect on the quarkonium physics analyses discussed in

this thesis, given that the experimental signature contains two muons forming a clear PV

that is almost unambiguously identifiable.

The full CMS efficiency, the fraction of the collisions provided by the LHC that could be

efficiently processed and recorded, is very high, ranging from 90.5 % to 93.5 %, slightly

different for the different running periods [76].

Level 1 Trigger

The target of the L1 trigger step is to reduce the L1 output rate to less than 100 kHz. The

decision regarding if an event is accepted or not by the L1 trigger can only be delayed for

3.2 µs after the bunch crossing, including the transfer of the trigger information to the L1

facilities. During this time the data is conserved in buffers. These timing requirements

limit the information used in the L1 to promptly available data, excluding information
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Figure 3.10: Peak instantaneous luminosity (top) and cumulative integrated lumi-
nosity (bottom), as delivered by the LHC to CMS, as a function of time throughout
the full Run I [76].

Figure 3.11: Peak number of pp collisions per bunch crossing, as delivered by the
LHC to CMS, as a function of time throughout the full Run I [76].
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subsystems representing the 3 different muon detector systems, the Drift Tube Trigger in the
barrel, the Cathode Strip Chamber (CSC) trigger in the endcap and the Resistive Plate Chamber
(RPC) trigger covering both barrel and endcap. The L1 muon trigger also has a global muon trigger
that combines the trigger information from the DT, CSC and RPC trigger systems and sends this
to the L1 global trigger. A diagram of the L1 trigger system is shown in Fig. 1.2.

The data used as input to the L1 trigger system as well as the input data to the global
muon trigger, global calorimeter trigger and the global trigger are transmitted to the DAQ for
storage along with the event readout data. In addition, all trigger objects found, whether they were
responsible for the L1 trigger or not, are also sent. The decision whether to trigger on a specific
crossing or to reject that crossing is transmitted via the Trigger Timing and Control system to all
of the detector subsystem front end and readout systems.

1.4.2 Calorimeter Trigger
The calorimeter trigger begins with trigger tower energy sums formed by the ECAL,

HCAL and HF upper level readout Trigger Primitive Generator (TPG) circuits from the individual
calorimeter cell energies. For the ECAL, these energies are accompanied by a bit indicating the
transverse extent of the electromagnetic energy deposit. For the HCAL, the energies are
accompanied by a bit indicating the presence of minimum ionizing energy. The TPG information
is transmitted over high speed copper links to the Regional Calorimeter Trigger (RCT), which finds
candidate electrons, photons, taus, and jets. The RCT separately finds both isolated and non-
isolated electron/photon candidates. The RCT transmits the candidates along with sums of
transverse energy to the Global Calorimeter Trigger (GCT). The GCT sorts the candidate electrons,
photons, taus, and jets and forwards the top 4 of each type to the global trigger. The GCT also
calculates the total transverse energy and total missing energy vector. It transmits this information

Fig. 1.2: Overview of Level 1 Trigger
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Figure 3.12: Overview of the L1 trigger [80].

from the silicon tracker. In addition, no expensive processing can be conducted by the L1

trigger calculations. Therefore, only information from the muon systems and calorimetry

is used for the L1 decision. If the L1 decision is positive, the data is moved to a buffer to

be read out and further processed by the HLT [76].

The L1 hardware consists of programmable custom electronics. Figure 3.12 shows a

diagram of the L1 layout, with all its major subcomponents. The L1 consists of local,

regional and global components. The local triggers, so-called “trigger primitives”, are

based on hits in the individual muon detectors (DTs, CSCs and RPCs), and on energy

deposits in the calorimeters. The regional triggers combine the information from the

trigger-primitives of a given spatial region, using pattern logic to identify trigger objects

such as muons or electrons. The global muon and calorimeter triggers combine the

information of the full respective subsystem, forwarding the information to the L1 global

trigger, which is the highest-level entity in the L1 trigger system. Finally, the L1 global

trigger can make a decision to accept or reject a given event, based on the information

provided by the global muon and global calorimeter triggers [76].

The L1 triggers are limited to calculate simple quantities of the L1 objects. As an example,

for muon objects the L1 is able to identify with a certain precision the muon charge, η and

pT. The muon η is not determined in a continuous way, but determined in discrete steps,

so-called “η L1 indices”. The L1 muon pT resolution is about 15 % in the barrel and 25 %

in the endcaps [71].

Individual L1 triggers, also denoted as “L1 seeds”, are developed, requiring certain physics

objects, subjected to certain cuts. They are grouped together in a so-called “L1 menu”,
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which evolves over time. The L1 menu is composed of seeds covering various experimental

signatures, as for example muons and jets. The L1-accepted rate of the whole L1 menu

has to be kept below the limit of 100 kHz, which can be done by either prescaling the

individual seeds by nPS (meaning that only every nthPS event that would be L1-accepted

is forwarded to the HLT, reducing the rate of this specific seed by a factor of nPS) or

by tightening the requirements of the physics objects. A L1 menu is typically composed

of the order of 100 different seeds, whose rates partially overlap. For example, events

L1-accepted by seeds only requesting one muon are often also accepted by different seeds

requesting two muons, sharing the corresponding L1 rate.

High Level Trigger

The limit of the final event rate is of the order of a few hundred events per second. This

limit has increased throughout the LHC Run I period, exceeding the nominal design of

the CMS trigger system. The HLT system takes as input all events that are accepted and

forwarded by the L1, and performs more sophisticated software reconstruction algorithms

on a dedicated processor farm, using commercial CPUs, using information from all

subdetector systems, including the tracker, in order to make a more refined decision about

the usefulness of the event, compared to L1. During the reconstruction, the information

content of the full event has to be stored in buffers, given that the HLT algorithms can take

up to a few seconds for the decision to accept or reject an event, especially for high-PU

events [76].

There are a few hundred HLT algorithms. These algorithms are denoted as “HLT paths”,

and the combination of all paths is denoted as the “HLT menu”. As in the case of the

L1 menu, the HLT menu evolves over time, depending on the instantaneous luminosity

of the LHC. Each HLT path starts from a specific L1 seed (or a logical combination of

several seeds), running only on the events that were L1-accepted by the specific seed(s).

The HLT algorithms are organized as an alternate sequence of “HLT producers”, which

perform part of the event reconstruction, and “HLT filters”, which can reject the event

based on the reconstructed quantities of the producer. In this way, one can optimize the

CPU time needed for each HLT path by first running the parts of the reconstruction which

are simple and fast, and possibly already rejecting the events at an early stage, before the

expensive reconstruction steps such as tracking algorithms start to be executed. Only if

the last filter of a path is passed, the event is accepted, and subsequently saved for offline

physics analysis.

The HLT online reconstruction algorithms are designed differently than the offline ones,

as the time per event needed for the HLT reconstruction is a vital parameter of the

system that needs to be minimized. Therefore, the objects at HLT are affected by worse

resolutions than the corresponding objects at the offline reconstruction level.
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The individual HLT paths are grouped according to the different physics analysis groups

(PAGs). The accepted events are streamed into the corresponding primary data sets

(PD), e.g., the “MuOnia” PD for the b-physics (BPH) PAG, which is responsible for

the development, maintenance and validation of the quarkonium physics triggers. The

sum of the rates of all PDs has to be within the limit of the overall HLT output rate.

The relative fraction of the total bandwidth allocated to the individual physics groups is

decided by the CMS physics management, reflecting the priorities of the physics agenda

of the experiment.

One of the main limitations of the HLT output rate is the “prompt reconstruction” of the

HLT-accepted events, which is typically done up to 48 hours after the data are taken. In

2012, the HLT output rate was roughly doubled thanks to the technique of “data parking”.

Given that the 2012 run was followed by the LHC shutdown period, freeing huge amounts

of computing resources otherwise busy with prompt reconstruction, it was feasible to define

a set of “parked” HLT paths, from which events were collected online and put into storage

without reconstruction. The full reconstruction of these events was then performed after

the 2012 data taking period, during the 2013 shutdown period, when resources became

available. This technique was especially advantageous for the triggers used for quarkonium

physics.

Dimuon Triggers

All the analyses described in this document rely on triggers that request two muons at

both the L1 and the HLT, so-called “dimuon triggers”. The basic characteristics of these

triggers are discussed here. Above a certain instantaneous luminosity, only requesting the

presence of a dimuon with no other requirements does not fit into the allocated bandwidth.

Possible handles to reduce the dimuon rate at L1 include requirements on the dimuon

kinematics pT and y, on the muon pT and η, on the ∆η of the two muons, as well as a

muon quality requirement (for example “high quality”), as well as the requirement that the

two muons have opposite charges. The latter requirement was not used in LHC Run I, but

will be employed in the higher luminosity environment of LHC Run II. At the HLT, one

can use the same handles as at L1, plus additional ones, thanks to the more sophisticated

reconstruction and to the information from the tracker. These extra handles include cuts

on the dimuon invariant mass, cuts on the distance of closest approach (DCA), the χ2

probability of the dimuon vertex fit (Pµµvtx) and cuts on the transverse displacement of the

dimuon vertex, the latter one not used for quarkonium physics triggers.

The changes in the LHC running conditions and the HLT bandwidth limitations during

the Run I period are reflected in the dimuon L1 and HLT strategies, as can be appreciated

in Fig. 3.13, showing overview plots of the 2010 and 2011 dimuon triggers, and of the 2012

parked dimuon triggers. The quarkonium dimuon triggers are highly efficient, and collect

only a small fraction of background events. In order to reduce the rate, one necessarily
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BPH triggers in 2010: the big picture 
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Figure 3.34: Data collected by early July, 2011, superposition of various dimuon
trigger paths.

response, the HLT path rejects the event and the subsequent filters and producers
of that path are not executed. In this way it is possible to save time and CPU
power.

As the instantaneous luminosity increases, the L1 and HLT paths have to
tight their selections due to the bandwidth limitation. Figure 3.34 shows the
dimuon invariant mass spectrum, as selected by all the different HLT paths,
collected with the first 1.1 fb−1 2011 data. It is possible to distinguish many
different mass windows selected by different HLT paths.

The first sub-detectors that are used by the HLT methods are the calorimeters
and the muon system. The tracker information is added after. For example,
muon HLT paths first produce HLT standalone-muon tracks (Sec. 3.2.7.2); if the
event passes the standalone-muon filters, the tracker hit information is added to
form a global muon track. Then, other filters and producers can be added to
better select the event topology of interest.

Since at this stage the processing time is an important aspect, the HLT paths
can use just a part of the detector information. For example, muon tracks may
be reconstructed not with all the hits but with only the first n hits, or when
sufficient precision is achieved. Track resolution can be worse, but much time is
saved.

Events are collected in different Primary Datasets (PDs), depending on
whichever trigger sets they triggered. For example, all events triggered by paths
chosen by B-physics analyses (like this one) belong to the same PD, called
in jargon MuOnia. Every PD has a maximum data acquisition rate which is
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Figure 3.13: Overview of the dimuon triggers as used in the 2010 [81] (top) and
2011 [82] (middle) data taking periods, as well as of the parked dimuon triggers in 2012
(bottom).
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has to reject signal events. This could be done with prescales, but it is more reasonable

to reject low-pT quarkonia to prioritize the analysis of the high-pT region of quarkonium

production, considering the physics motivation of these measurements (see Chaps. 2 and 5).

In 2010 the dimuon rate was low enough such that one simple trigger could be used,

covering all quarkonium mass regions, without the need to apply kinematical constraints

on the muons or dimuons, neither at L1 (L1 DoubleMu0 ) nor at HLT (HLT Dimuon0 ).

In 2011 the situation changed, due to the increasing instantaneous luminosities. While

the L1 dimuon seed was only complemented by a high-quality requirement for both

muons (L1 DoubleMu0 HighQ), the dimuon HLT paths used for quarkonium physics

changed dramatically with respect to the one used in 2010, in order to reduce the

corresponding rates. The quarkonium triggers were split into three mass regions for

the J/ψ, ψ(2S) and Υ(nS) analyses. A minimum dimuon pT was imposed, at values

which were adapted throughout the year, depending on the instantaneous luminosity.

The dimuon rapidity was restricted to the barrel region, |y| < 1.25 (except for the ψ(2S)

trigger), and so-called “cowboy dimuons”, which are geometrically aligned in a way such

that the magnetic field bends the two muons towards each other, ϕ(µ−)− ϕ(µ+) < 0, were

rejected. Furthermore, a DCA cut and a cut on Pµµvtx were added. The HLT paths can be

identified as HLT DimuonX Jpsi Barrel (with X=10 or 13, corresponding to the changing

minimum dimuon pT requirement), HLT DimuonX PsiPrime (with X=7, 9 or 11) and

HLT DimuonX Upsilon Barrel (with X=5, 7 or 9). The shift of strategy from inclusive to

more exclusive triggers can be clearly seen in the top two panels of Fig. 3.13.

For the 2012 data taking period, the quarkonium L1 seed remained almost unchanged

(L1 DoubleMu0er HighQ), except for the loose requirement that both muons be within

|η| < 2.1. Due to the possibility of data parking, the requirements of the quarkonium HLT

paths could even be loosened with respect to 2011, by lowering the dimuon pT thresholds

and removing the barrel-requirement and the cowboy-rejection. The corresponding HLT

paths can be identified as HLT DimuonX Jpsi (with X=8, 10), HLT DimuonX PsiPrime

(with X=5, 7) and HLT DimuonX Upsilon (with X=5, 7).

The L1 and HLT trigger rates are proportional to the instantaneous luminosity. At the

beginning of a LHC fill, when the pp beams are first brought to collision, the instantaneous

luminosity and the trigger rates are highest, then decreasing with time, as the pp beams

lose intensity and focus. This effect can be seen in Fig. 3.14 , showing the quarkonium L1

and HLT rates for a typical LHC run in 2012. The L1 and HLT menus have to be designed

such that the peak rates at the beginning of the LHC fills are below given thresholds.

Besides these dimuon triggers used for physics analyses, also so-called “efficiency triggers”

are very important, running prescaled at very low rates, collecting events with looser

requirements on the muons. These triggers are used to estimate the muon efficiencies with

data driven methods.
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Figure 3.14: Dimuon trigger rates for a typical pp run in 2012 at an instantaneous
luminosity of around 7·1033 cm−2s−1 at the beginning of the LHC fill, of the quarkonium
L1 seed (top), the J/ψ (second row), ψ(2S) (third row) and Υ(nS) (bottom) HLT
paths [83].
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Event Reconstruction and Processing

Once an event passes the L1 and HLT requirements, it is saved and reconstructed. The full

information of the CMS subdetectors is transferred to the so-called Tier-0 (T0) center at

CERN, saved in the RAW data format, with a size of around 1.5 MB per event, and stored

permanently. There, the events are subjected to the full offline reconstruction algorithms,

employing the most sophisticated approaches used in the reconstruction chain, then saved

in the RECO format, with a size of around 0.25 MB per event, which contains already

the high-level physics analysis objects. The CMS data are saved in the ROOT format [84]

and the reconstruction is conducted by the CMS software (CMSSW) framework, which is

based on object oriented C++ classes steered by python configuration files. The following

Sect. 3.2.5 introduces the parts of the full offline reconstruction software that are most

relevant for this thesis.

The T0 facility distributes the RAW and RECO datasets to one of the seven Tier-1

(T1) centers that exist around the world. There, the datasets are stored and can be re-

reconstructed in case this is needed, due to changed calibration constants or improvements

in the reconstruction software. The re-reconstruction at the T1 centers can be limited to a

subset of the RECO event content, resulting in datasets in so-called AOD (analysis object

data) data format, which is smaller in size than the RECO format, with a size of around

0.05 MB per event, but contains sufficient information for most physics analyses. The T1

centers distribute the RECO and AOD data to the many Tier-2 (T2) centers around the

world, such as for example the T2 center operated by the Institute of High Energy Physics

(HEPHY) in Vienna. This is the location where finally the high-level physics analyses can

be conducted, accessing the files at the storage facilities of the T2 centers, and analyzing

them with their computing facilities, usually producing n-tuples of the events, containing

all information needed for the physics analyses, which can be saved at any other T2 [71].

Besides the data collected at CMS, many analyses rely on Monte Carlo (MC) simulation

samples, which are also produced and distributed through the Tier-system. The size of

the RAW data format per event for simulated data is around 2 MB, due to additional MC

truth information.

3.2.5 Offline Track and Muon Reconstruction

Track and muon reconstruction are very important and complex features of the CMS

reconstruction software. Track objects are used for the reconstruction of muons, converted

photons, electrons, taus, charged hadrons and jets, and are therefore vital objects for most

of the experimental signatures studied at CMS. As quarkonium physics analyses rely on

muon and photon conversion reconstruction, it is imperative to summarize the techniques

used for these reconstruction steps.
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Track Reconstruction

In a homogeneous magnetic field, one can describe the trajectory of a charged particle by

a helix, parametrized by five helix parameters, also denoted as track parameters. These

depend on the particle charge, momentum, and a given starting point that can be chosen

arbitrarily and is usually taken to be one hit of the given track. The actual trajectory

depends on inhomogeneities of the magnetic field, multiple scattering and energy loss while

interacting with the detector material. These effects have to be taken into account carefully

in the track reconstructioniii. The first step of the CMS tracking is the definition of the BS

and the corresponding uncertainties, which are around σx, σy = 15–20 µm and σz = 5 cm.

The BS is taken as the initial estimate of the primary interaction point, in the transverse

plane. Starting from the BS, the first stage of the track and vertex reconstruction is

initiated, using only information from the pixel detectors. These initial vertices are then

used in the full CMS tracking, which uses the combinatorial track finder (CTF), starting

from the hits reconstructed in the silicon tracker [85].

The track reconstruction is performed in an iterative way, repeating the CTF several times.

The individual iterations are characterized by different seeding algorithms and different

requirements on the track quality and kinematics. They aim at the reconstruction of

specific objects, different “categories” of tracks, such as high-pT and low-pT prompt tracks

in the first iterations, and the reconstruction of tracks from displaced vertices in later

iterations. After each iteration, the fully reconstructed tracks are added to the list of

tracks from the previous iterations and the reconstructed hits forming these reconstructed

tracks are removed, to reduce the combinatorics of the following iterations. In this way,

the tracks of the individual categories can be reconstructed efficiently, while ensuring that

the algorithms make optimal use of the available computing facilities. The reconstruction

of displaced tracks, for example, would not be feasible if attempted starting from all

reconstructed hits (“local reconstruction”) [85]. The CTF, used in each iteration of the

track reconstruction, is split in four main parts, the seed generation, pattern recognition,

ambiguity resolution and the final track fit. Figure 3.15 shows a sketch of the individual

parts of the reconstruction.

Seed generation: So-called “trajectory seeds” are the starting point for the pattern

recognition algorithms. In the ideal case, the seed constrains all of the five track parameters

in an unbiased way and with sufficiently small uncertainties. Given that the momentum

of a trajectory can only be estimated if at least three trajectory positions are known,

the minimal set of objects to build a trajectory seed are either two hits plus a vertex

constraint, or three hits from different layers. The main tracking iterations use three

hits, so-called “pixel triplets” for the seeding. The efficiency of pixel triplet seeding is

iiiThese effects are taken into account in all mentioned extrapolations of track trajectories in between
detector layers or in between subdetector systems, even though not mentioned explicitly in each occurrence.
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Figure 3.15: Sketch of the CMS track reconstruction: local reconstruction (top left),
seed generation (top right), pattern recognition (bottom left) and the final track fit
(bottom right) [86].

significantly smaller than the efficiency of hit pair plus vertex seeding, but the purity

of the triplet seeds is higher. In later iterations, also mixed seeds from pixel and strip

detector hits are used, as well as strip-only triplet seeds, mostly for the reconstruction of

displaced tracks [87]. Besides the momentum and position information of the trajectory

seed, so-called “tracking regions” are defined, and added to the seed object. The tracking

regions define the limits of the acceptable track parameters, and are used in the pattern

recognition step, reducing the corresponding combinatorics [79].

Pattern recognition: Starting from each seed, the pattern recognition algorithms first

determine which layers are compatible with the seed trajectory. Using a combinatorial

Kalman filter method [88], the trajectory is extrapolated to these compatible layers,

followed by a search, within these layers, for hits compatible with the extrapolated

trajectory. If several compatible hits are found, a new trajectory candidate for each hit is

built. Even if no hit is found, a virtual hit is created, to take into account the possibility

that the charged particle did not leave a hit in this layer. The trajectory candidates are

then updated with the information from the additional hit and its uncertainties. The

procedure is iteratively continued outwards, until the outermost layer of the tracker is
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reached, or after a predefined number of consecutive layers without compatible hits have

been crossed [89].

Ambiguity resolution: The pattern recognition algorithms create ambiguities, in cases

where several trajectory candidates are built from the same seed, or in cases where the

same track may be reconstructed from different seeds. In order to avoid double counting

of tracks, these ambiguities have to be resolved, which is done based on the fraction of

shared hits between two trajectory candidates [89].

Final track fit: This step starts from the trajectory candidates of the pattern recognition

that pass the ambiguity resolution requirements and estimates the final track parameters.

The trajectory candidates, with all associated hits, are refitted with a Kalman filter

approach, from the innermost layer of the trajectory to the outermost layer. In a second

step, the obtained trajectory is smoothed by employing a second Kalman filter, initialized

by the information of the first filter in the outermost layer, and run backwards towards the

innermost pixel layers. This procedure provides optimal estimates of the track parameters,

especially on the first and last layers of the trajectory [89].

After each CTF iteration, tracks are subjected to certain quality requirements, to avoid the

usage of fake tracks or tracks which are poorly reconstructed, with large uncertainties on

the track parameters. These requirements include cuts on the track pT and η, and on the

reduced χ2 of the track fit, on the number of hits in the pixel and strip layers, on transverse

and longitudinal impact parameters and on their uncertainties. Several categories of tracks

are defined, corresponding to different sets of requirements. The tracks failing the loosest

requirements are rejected, the tracks fulfilling the tightest requirements are categorized as

“high-purity” [90].

Vertex Reconstruction

Given the number of PU interactions provided by the LHC, the unambiguous determina-

tion of the PV is very important. The PV reconstruction algorithm is split in two parts,

the vertex finding and the vertex fitting. Since the BS constrains all PVs to a narrow

region in the transverse plane, vertex finding only operates along the z-axis. The tracks

found by the iterative CTF procedure are clustered depending on their z coordinates at

the point of closest approach to the beam axis. These vertex candidates are then fit by

an adaptive vertex fitter, using the corresponding track-cluster, in order to estimate the

coordinates and uncertainties of the PV [90].

The resolution of the PV reconstruction depends on the number of associated tracks and

their pT, the resolution improving with higher-pT tracks and the number of tracks. The

values of the PV resolution vary from around 10 µm up to around 100 µm for the transverse

coordinates, and from 15 µm up to around 150 µm for the z coordinate [79].
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Besides the estimation of the signal PV, the reconstruction of the SVs is of importance,

especially for the analyses described in this thesis. The SV reconstruction is conducted

with a kinematic vertex fitting approach, using all tracks and vertices of the current decay

and applying physics constraints reflecting the assumptions made about the specific decay

process. The typical resolution of the SV coordinates is of the order of 30 µm, for two-body

decays [91, 77].

Tracking Performance

The CMS silicon tracker is performing very well. The average hit efficiency in the pixel and

strip layers is above 99 %. The general track reconstruction is also performing very well,

as can be appreciated in Fig. 3.16, showing the CTF tracking reconstruction efficiency,

including algorithmic and hit efficiency as well as acceptance effects, of muons and electrons

from a MC simulation. These results were obtained using seeds from the pixel detector

only. The lower efficiency of the electrons is caused by interactions with the detector

material, as for example the electron producing an electromagnetic shower within the

tracker volume. This effect is more important in the endcaps than in the barrel due

to the larger material budget (see Fig. 3.7). Electrons for use in physics analyses are

reconstructed with a dedicated procedure, improving efficiency and resolution [79].

Muon Reconstruction

In the standard CMS muon reconstruction, tracks are first reconstructed independently

in the inner silicon tracker, defined as “tracker track”, and in the muon system, defined

as “standalone muon track”. Based on these two objects, there are two different muon

reconstruction algorithms resulting in so-called “global muons” and “tracker muons”,

which are discussed in detail in Ref. [92], and briefly introduced here.

Global muon reconstruction: This is an “outside-in” method. Each standalone muon

track is extrapolated back to the outermost layer of the silicon tracker, where a compatible

tracker track is found by comparing the track parameters of the two tracks. The global

muon track is built by refitting the combined tracker and standalone muon track, using a

Kalman filter.

Tracker muon reconstruction: This is an “inside-out” method. Tracker tracks

satisfying certain minimum momentum requirements are considered as possible muon

candidates. Their trajectories are extrapolated outwards to the first muon station. If

the algorithm finds at least one muon segment (a track stub consisting of DT or CSC

hits) that is compatible with the extrapolated tracker track, it is labelled as tracker muon,

without being updated by the information from the matched muon segment.

Figure 3.17 shows the transverse momentum resolution as a function of the muon pT, when

using only information from the tracker, the muon stations, or both systems. Below a pT of
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Figure 8: Track reconstruction efficiencies for single, isolated muons (top), pions (middle) and elec-
trons (bottom) passing the high-purity quality requirements. Results are shown as a function of
η (left), for pT = 1, 10, and 100 GeV. They are also shown as a function of pT (right), for the
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trons (bottom) passing the high-purity quality requirements. Results are shown as a function of
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Figure 3.16: Tracking reconstruction efficiency of muons (left) and electrons (right),
estimated from simulation, as a function of pT, in different regions of |η| [79].
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the tracker, from the muon stations, or from both, in the barrel (left) and endcaps
(right) [69].
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around 200 GeV, the momentum resolution is completely dominated by the information

from the silicon tracker. Only for higher-momentum muons the additional information

from the muon stations improves the momentum resolution [69].

The tracker muon reconstruction algorithm is rather CPU-intensive, due to the large

number of tracker tracks that have to be extrapolated to the muon stations. It further

leads to a non-negligible fraction of fake muon tracks, given that tracker muons only

require one muon segment, while the standalone muon reconstruction requires, typically,

at least two active muon segments. Therefore, global muons have a higher purity than

tracker muons. Nonetheless, despite the drawbacks, tracker muons are more efficient than

global muons, especially at low pT, a relevant kinematic region for the analyses described

in this thesis, which therefore use both tracker and global muons.

Due to the high reconstruction efficiency of the silicon tracker for muon tracks, as shown

in Fig. 3.16, and the high efficiency of the muon detectors, muons with sufficiently high

momentum are reconstructed by CMS with an overall efficiency of more than 99 %,

either as global or tracker muon, or as both [92]. In order to increase the purity of

the reconstructed muons, muon identification criteria are applied. There are several sets

of requirements, with different trade-offs between purity and efficiency, depending on the

needs of the specific analysis. The specific sets of cuts, not discussed here, can be found

in Ref. [92].

3.2.6 Photon Conversion Reconstruction

For S-wave quarkonium production analyses at CMS, the dimuon decay is exploited, for

which two muons with opposite sign are combined to form a dimuon vertex. In order to

reconstruct the radiative decays of the P-wave χ states, Q3PJ → Q3S1 + γ, additionally

the photon γ has to reconstructed. Figure 3.18 shows example distributions from CMS

8 TeV data in the J/ψ + γ channel. The top panel shows the mass distribution of the

χc candidates, Mχ, including an unbinned maximum likelihood (ML) fit of a suitable

composite model describing all relevant signal and background contributions. The J=1

and J=2 states are rather close in mass, separated by only 45.5 MeV in the χc, 19.4 MeV

in the χb(1P ) and 13.5 MeV in the χb(2P ) systems [37]. A good energy resolution of

the photon, leading to a good mass resolution of the µµγ system, is required in order to

separate the J=1 and J=2 states. The bottom panels of Fig. 3.18 show the reconstructed

photon pT and η distributions, for χc candidates with pT > 10 GeV and |y| < 1.2. The pT

distribution is rather soft, the bulk of the events being below 2 GeV, and the η distribution

is dominantly populated at mid-rapidity, below |η| ≈ 1.

There are, in principle, two ways to reconstruct photons in CMS, either from the energy

deposits in the ECAL, or through photon conversion in the silicon tracker. In order to

resolve the J=1 and J=2 states, a relative photon energy resolution of the order of 10−3 is
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Figure 3.18: Invariant µµγ mass distribution of the χc candidates (top), including a
fit, and the reconstructed photon pT (bottom left) and η (bottom right) distributions,
for χc candidates with a pT > 10 GeV.

necessary. Photon reconstruction in the ECAL is excellently performing for large photon

energies typical for the H → γγ decays, as the relative calorimeter energy resolution

improves with increasing energy. Given the low energies of the photons emitted in the

radiative decays, quarkonium P-wave analyses with the requirement to resolve the J=1 and

J=2 states cannot rely on photons reconstructed in the ECAL system [69]. Therefore, these

analyses rely on the reconstruction of photon conversions, fully reconstructed with the

silicon tracker, which allows for mass resolutions of the χ states sufficiently good to resolve

the J=1 and J=2 states. This section describes the general conversion reconstruction

algorithms used in CMS, and possible improvements.
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Photon conversions occur through e+e− pair production processes, which are the domi-

nating processes of the interaction of the photon with the nuclei of the tracker material.

For the photon energies considered in the P-wave analyses the conversion probability is,

in first approximation, independent of the photon energy [93, 37], only depending on the

amount of material that the trajectory of the photon passes through (see left panel of

Fig. 3.7).

Photon conversions are characterized by two opposite-sign electrons, also denoted as

dielectron, originating from a secondary vertex, the conversion vertex (CV), which can

be highly displaced. The invariant mass of the dielectron is zero, and the momenta of

the two electrons are parallel at the CV. The trajectories of the electrons open only in

the transverse plane, affecting the angle ϕ, due to the magnetic field geometry. The

photon momentum is not shared in equal parts by the two electrons but allows also for

highly asymmetric momenta of the two electrons. For this reason, and given that the

photons interesting for quarkonium P-wave analyses are generally characterized by very

low energies, the conversion electrons are also characterized by low momenta. Below a

certain momentum, electrons usually do not reach the calorimeter system, because they

are absorbed by the tracker material and/or because the track helix stays within the

tracker, due to the high magnetic field.

Therefore, the chosen strategy for the analysis of P-wave quarkonia is to rely on tracker-

only information for the low-energy photon conversion reconstruction. The reconstruction

of low-pT displaced tracks heavily relies on the capabilities of the iterative tracking

approach, as described above. Once the iterative tracking step is finished, the conversion

finding algorithm is initiated. From the full list of tracks reconstructed in an event,

opposite-sign track pairs are combined if they satisfy basic track quality criteria. Topo-

logical requirements are applied to separate the conversions from random opposite-sign

track pairs. These requirements include cuts on the transverse impact parameter, on the

distance of minimum approach in the transverse plane, and on the opening angle in the

longitudinal plane [94]. The surviving track pairs are then used in a 3-D constrained

kinematic vertex fitter, where the invariant mass is constrained to be 0, and the tracks are

imposed to be parallel at the CV. Convergent fits with reasonable χ2-probabilities finally

lead to photon conversion candidate objects that are saved in the event, and that can

be further used in the physics analyses. These conversion objects will be referred to as

“general conversions”. Figure 3.19 shows the distribution of conversion vertices obtained

from general conversions in the transverse plane, clearly identifying the individual tracker

layers [94].

Thanks to the excellent performance of the silicon tracker, the mass resolution of the χ

candidates built with photons reconstructed using this technique is of the order of 6 MeV,

for the χc and χb(1P ) systems. Moreover, the selection requirements ensure that the

χ mass spectrum only suffers from a small background contribution. The disadvantage
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Figure 3.19: Distribution of the conversion vertices in the transverse plane, for
|z| < 26 cm, with different levels of zoom in x and y, increasing from left to right [94].

of this approach is on one hand the low conversion probability, resulting by itself in a

loss of the order of 70 % of the events, as shown by simulation, and on the other hand

the low photon conversion reconstruction efficiency of the algorithms and requirements

explained above. The conversion reconstruction efficiency, convoluted with the conversion

probability, is shown in Fig. 3.20, as a function of the photon pT. This quantity reaches a

plateau at around 5 GeV, and decreases steeply at lower pT.

The biggest loss of efficiency is caused already at the seeding step. Obviously, if one

or both of the electron tracks are not seeded, the corresponding conversion cannot be

reconstructed. For the first case, when one of the electron tracks is reconstructed but the

second electron track was not seeded, an efficient solution was found and implemented in

the general conversion finding sequence, the so-called “single-leg” seeding. After the iter-

ative tracking, individually for each reconstructed track, a search for a hit-pair is started,

building the trajectory with the assumption that the hit-pair was produced by a conversion

electron whose trajectory has a tangent point with the already reconstructed track. This

algorithm evidently improves the conversion reconstruction efficiency, especially at high

conversion radii and for low-pT tracks. Due to the nature of the algorithm, starting from

an already reconstructed track, the processing time is rather short. However, if both

electron tracks are missed by the default tracking iterations, the single-leg approach does

not improve the conversion reconstruction. A possible solution to this problem is discussed

in detail below.
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Improvement of Low-Energy Photon Conversion Reconstruction

A different seeding approach has been studied as an improved solution for when both

electron tracks are missed by the general CMS reconstruction. Instead of attempting to

seed two independent tracks, which in the end can be identified by the conversion finder as a

general conversion, the idea is to identify a clear hit pattern corresponding to a conversion,

and seeding directly and simultaneously the tracks of the two electrons, constrained by

the physics information about the process. This new seeding approach, denoted here as

“quad-seeding”, was originally proposed by Giacomo Sguazzoni and Domenico Giordano,

then studied by Evan Song, who also implemented the geometrical solution of the problem.

The final implementation in the CMSSW environment was done by myself after optimizing

the code, the selection cuts, and after conducting performance studies with simulation

data, in collaboration with Wolfgang Adam.

Given the geometry of the magnetic field, the problem can be simplified to a 2-dimensional

problem by projecting the conversion process onto the transverse plane, described through

the polar coordinates r and ϕ, the nominal interaction point being the pole of the

coordinate system. The BS is assumed to correspond to the point of origin of the photon

in the general case, where no information about the PV is available. The photon converts

at the CV, defined by rCV , the conversion radius and ϕCV . The electrons, parallel at the

CV, are bent by the Lorentz force in a circular path, as seen in the transverse plane, with

radii R1 and R2, and leave hits in the silicon detector layers they cross.
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In order to unambiguously determine the position of the CV in the transverse plane,

as well as the radii of the two electron trajectories, four hits are sufficient, given the

constraint from the PV. Figure 3.21 shows the geometry of the problem as discussed here.

Combinations with two hits from each electron on two layers each are considered: H1, H3

and H2, H4 on the “inner” and “outer” detector layers, with radial coordinates rH1,2 and

rH3,4 , respectively. The solution of this geometrical problem leads to coupled quadratic

equations that are difficult to solve analytically. A robust and efficient iterative numerical

solution was developed, which was optimized and validated with simulated pseudo-data

samples [96].

Quad-seeds: Optimization and Performance

The main problem of this new seeding approach is the huge number of seeds when

considering all four-hit combinations with two hits on two layers each. In some cases,

as found in this study, more than 107 combinations per event have to be considered,

certainly too much for a practical algorithm, for which optimization of time consumption
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Figure 3.22: Sketches explaining the geometry of the seed cleaning cuts on the
intersection point [97] (left) and on ∆ϕ (right), in the transverse plane.

is required. In order to save CPU time, seed cleaning cuts are defined that can be applied

to these hit combinations before building the seeds, as for example:

• Cuts on the “Intersection point” (ISP): As sketched in Fig. 3.22 (left), the ISP is

defined in the transverse plane as the intersection of the two lines containing H1, H3

and H2, H4, respectively. As at this stage, no information about the CV is available.

However, the radial coordinate of the ISP, rISP , constitutes an upper bound for rCV .

In order to avoid tracks originating from within the beam pipe, combinations with

rISP < 3 cm are rejected. Furthermore, the best results are expected for hits from

detector layers close to the CV. Therefore, hit combinations for which the difference

between rH1,2 and rISP is larger than 20 cm are rejected.

• Topological cuts on ∆ϕ, in the transverse plane: The geometry of these cuts is

sketched in Fig. 3.22 (right). Assuming the CV to coincide with the interaction

point and requiring a minimum pT for both electron legs of 100 MeV (represented

by the curvature of the green lines), starting from H1 one can define a ∆ϕ region

within which H2 is searched for. Moreover, extrapolating the trajectory to the outer

layer, with the same criterion one obtains the angular region ∆ϕ′, within which the

hits H3 and H4 are searched for. Hit combinations that do not fulfill the ∆ϕ and

∆ϕ′ criteria are rejected [97, 96].

With these cuts, the number of quad-seed candidates per event can be reduced consid-

erably, without affecting significantly the overall performance. After the quad-seeding

algorithm has identified the individual quad-seeds of a given event, including information
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about the position of the CV, the seeds for which the difference between rH1,2 and rCV

is larger than 20 cm can be rejected. Furthermore, a simple arbitration algorithm can be

applied, in order to avoid propagating seeds to the tracking algorithms that share a subset

of the hits.

Detailed studies are available concerning the impact of the individual cuts. In the study

presented here, non of these cuts are applied. As a first step, it is important to understand

what is the maximum possible gain in conversion reconstruction efficiency when including

the quad-seeding approach in addition to the standard CMS conversion reconstruction.

This study is restricted to the central region, |η|γ < 1.2, as in this region the best

results are expected. This study is performed using simulated data resembling 2012 data

taking conditions. Two different kinds of MC samples have been used. Firstly, a simple

“particle-gun” MC has been produced, each event containing one photon, generated flat in

pγT, covering the range 0.15 < pγT < 10 GeV. This sample is referred to as “Single Photon”

(SP) sample, containing roughy 10k reconstructed general conversions. The second sample

is more complex and realistic, generated with PYTHIA [98], simulating a realistic event

content of pp collisions at
√
s = 8 TeV, though, not including the simulation of PU

collisions. This sample is referred to as “Minimum Bias” (MB) sample, containing roughly

30k reconstructed general conversions in the region of interest.

With these samples, detailed performance studies can be conducted, comparing the

reconstruction performance with and without employing the quad-seeding approach. The

interpretation of these studies require the definition and evaluation of the efficiency and

fakerate, on “seed level” and on “conversion level”. On seed level, all identified quad-

seeds are matched to the truth information of a given MC event. Similarly, on conversion

level, the seeds that were used to successfully seed a given reconstructed conversion are

matched to the truth information of the MC event. In both cases, the seeds/conversions

are only matched, if both electron legs are successfully associated. Efficiency and fakerate

are defined as

εseed =
matched quad-seeds

MC truth conversions
, fseed = 1− matched quad-seeds

quad-seeds
,

εconv =
matched reco-conversions

MC truth conversions
, fconv = 1− matched reco-conversions

reco-conversions
.

Before entering the denominator of the efficiency calculations, both legs of the MC truth

conversions are required to lead to at least 4 hits in the tracker, to ensure that both

electron legs can be reconstructed.

Figure 3.23 summarizes the performance studies. The top panel shows the distribution

of the number of identified quad-seeds per event, for the SP and the MB samples. This

clearly shows (as expected) that in MB events the number of identified quad-seeds is

much larger than in SP events. The diagrams in the second row show the results for εseed
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as a function of the electron peT (left) and as a function of the electron ηe (right). As

expected, an increasing trend with peT is observed. In the SP case, the seed efficiency

reaches a value of around 60 % at peT = 1 GeV while in the MB case the seed efficiency

is around 25 %. The seed efficiency is best at mid-rapidity, and decreases with ηe. The

diagrams in the third row show the results for εconv as a function of peT (left) and ηe

(right), comparing the conversion efficiency of the MB and SP studies, both with and

without employing the quad-seed algorithm. At peT = 1 GeV, the conversion efficiency

of the SP sample analysis is around 13.5 % and 23 %, without and with using the quad-

seed approach. The corresponding values of the MB analysis are around 10 % and 12 %.

Studies have shown that the conversion fakerate fconv does not significantly change after

adding the quad-seed approach. In order to better appreciate the impact of using the

quad-seed feature, the bottom panels show the ratio of the conversion efficiency after

using the quad-seeds with respect to the standard reconstruction algorithms. At very

low values of peT, below 500 MeV, the conversion efficiency increases by around 240 % for

the SP analysis and by around 50 % for the MB analysis. The efficiency-gain is found to

be especially large for conversions with high conversion vertex radii, rCV > 20 cm. The

reconstruction of photons that convert in the TIB and TOB is very inefficient with the

standard CMS conversion reconstruction software, and can be significantly improved with

the quad-seed approach. The large difference in performance between the SP and MB

studies shows that the number of tracks (and therefore quad-seeds) in a given event has a

large influence on the performance of the quad-seed conversion reconstruction. Contrary

to the MB sample, data are affected by PU, resulting in an increased number of tracks

and quad-seeds, probably reducing the efficiency-gain that can be obtained when using

the quad-seeding approach.

In conclusion, the quad-seeding approach leads to a considerable gain in conversion

efficiency at low peT and high rCV , which makes it an interesting feature for P-wave

quarkonium analyses, given the soft photon momentum distribution of their radiative

decays. However, the overall performance is not as good as expected, so that the usage of

the time-consuming quad-seed approach within the general CMS reconstruction software

is not feasible. The code is therefore implemented in the official CMSSW releases, but

deactivated in the default reconstruction. Even though quad-seeds will not enter the CMS

standard reconstruction, there are possible specific applications of the quad-seed feature

in the future, as for example in P-wave quarkonium analyses. The presence of information

about the dimuon vertex, which is identical with the photon vertex, further improves the

quad-seed performance, given that without PV information, the photon origin has to be

assumed to coincide with the BS, affected by very large uncertainties. Therefore, one

can “re-reconstruct” the data including quad-seeds, in view of increasing the statistics

of quarkonium P-wave analyses. This re-reconstruction is possible with existing data

collected in Run I, as well as with future data, to be taken in Run II.
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3.2.7 Quarkonium Reconstruction Performance

This section briefly discusses the performance of the CMS experiment regarding the

quarkonium physics program.

S-wave quarkonia

The S-wave quarkonium states are reconstructed in the very clean dimuon decay channel,

driven by very efficient dimuon physics triggers, only limited by the allocated bandwidth

and the acceptance for low-pT muons. One important aspect of the physics impact of a

measurement of quarkonium production cross sections and polarizations is the high-pT

reach. Given that CMS can profit from the full LHC luminosity and has an efficient and

flexible trigger system, as well as very efficient muon reconstruction, it has the possibility to

access the highest-possible values of pT, only limited by the conditions the LHC provides.

Moreover, the geometrical coverage allows CMS quarkonium physics analyses to access

the mid-rapidity range. LHCb, for example, was limited in Run I to quarkonium cross

section measurements up to around 15 GeV [99, 100, 101, 102], while CMS was able to

perform the same measurements up to around 100 GeV [103, 104].

Another important aspect of quarkonium production measurements is the possibility to

handle the mass continuum background. Besides the excellent muon identification, CMS

has a very good resolution of the dimuon mass, Mµµ. The fraction of background events

under the signal peak can be kept reasonably small, given that this fraction is proportional

to the mass resolution. Moreover, many analyses rely on modeling the background under

the mass signal peaks by interpolation of the distributions of the “mass sidebands”, the

regions above and below the signal peaks, containing negligible signal contributions. The

systematic uncertainties associated to this interpolation decrease with improving mass

resolution, given that the sidebands can be defined to be closer to the peak region. The

CMS dimuon mass resolution is slightly worse than in LHCb [102], but slightly better

than in ATLAS [105]. CMS can measure the dimuon mass with a relative resolution of

around 0.6 %–1.4 %, depending on the dimuon kinematics. The mass resolution is best

for low-pT and mid-rapidity, worst for high-pT forward-rapidity events. Contrary to the

ATLAS measurements [105], the CMS mass resolution enables to very well separate the

Υ(2S) and Υ(3S) states, except for the high-pT forward-rapidity region, where the two

states are affected by some overlap. Figure 3.24 illustrates the dimuon mass reconstruction

capabilities of CMS through an example distribution in the Υ(nS) mass region.

One more important aspect, relevant for charmonium production analyses, is the capability

to take into account the feed-down decays of B hadrons, denoted as the “non-prompt”

(NP) contribution, which can constitute the majority of the charmonium data samples,

especially at high pT [106, 107]. The individual B hadrons have average decay times

of the order of 10−12 s [37], allowing them to travel a certain average distance of the
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Figure 3.24: Dimuon mass distribution of events with pT > 10 GeV in the Υ(nS)
mass region, in two ranges of |y| [21].

order of 102 µm through the detector before decaying into ψ(nS) + X, which can be

resolved by the excellent CMS silicon tracker. Therefore, it is possible to discriminate

between prompt and non-prompt charmonia on a statistical basisiv, using the so-called

“pseudo-proper lifetime”v [108] variable (here simply referred to as the “lifetime”),

` = Lxy ·Mµµ/p
µµ
T , (3.5)

with Lxy the most probable transverse decay length in the laboratory frame,

Lxy =
uTσ−1x

uTσ−1u
, (3.6)

where x is the vector in the transverse plane connecting the dimuon vertex and the

primary vertex of the event, u is the unit vector of the ψ(nS) pT, and σ is the sum

of the covariance matrices of the two vertices under consideration. Figure 3.25 shows a

sketch of the definition of Lxy. The CMS tracker can resolve the primary and dimuon

vertices with a precision that results in a resolution of the lifetime variable, σ`, between

10 and 30 µm, best at high pT and worst at low pT. This allows us to study the lifetime

distributions of the prompt and non-prompt components in a straightforward way and, for

example, to define regions in lifetime where the contamination of non-prompt events can

be reduced by a factor of up to 4, without rejecting a significant amount of prompt signal

ivGiven that the modes of the decay time distributions of the prompt and non-prompt charmonia are
both at 0, they can not be distinguished on an event-by-event basis.

vThe word “pseudo” refers to the fact that the kinematics of the decaying B hadrons are not
reconstructed, but approximated by the dimuon kinematics.
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events (see Sect. 4.3). Figure 4.17 in Sect. 4.3.3 nicely illustrates the lifetime reconstruction

capabilities of CMS through example distributions in the ψ(nS) mass regions.

It has to be emphasized that, while the non-prompt feed-down decays can be very well

separated from the prompt component in CMS analyses, it is not possible to separate the

directly produced quarkonia from the feed-down decays of heavier quarkonium states.

This is true for all LHC experiments. The measurements of quarkonium production

are limited to the measurement of the properties of the prompt component. However,

through measurements of the same observables for the heavier quarkonium states, and

the respective feed-down fractions, the corresponding observables of the directly produced

quarkonia are accessible a posteriori.

P-wave quarkonia

Concerning the performance of the CMS detector with respect to the analyses of P-wave

production and polarization, many considerations stated above are also valid in this

case, given that the dimuon reconstruction is the first step of the P-wave reconstruction,

with the additional requirement of a reconstructed photon. The capabilities to take into

account the non-prompt B-hadron decays are the same for P-wave analyses as for S-wave

analyses, given that the dimuon vertex displacement can be calculated in the same way,

independently of the presence of the photon.

The pT reach of P-wave measurements is statistically limited, given that the photon

conversion reconstruction efficiency is rather low. Nonetheless, the pT reach of CMS

in these measurements is still beyond all other experiments, only ATLAS presenting

comparable performances. While the CMS photon conversion reconstruction efficiency

is small, the corresponding fakerate is small as well.
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The CMS capabilities regarding P-wave analyses are well illustrated by Fig. 3.26, which

shows the Υ(nS) + γ (n = 1, 2, 3) mass spectra, Mχ, as measured by CMS at 7 TeV,

as well as the result of a simultaneous unbinned ML fit to the three distributions. The

fitting strategy is briefly discussed here. The shape of the background continuum under

the signal peaks is built using a data-driven procedure, mixing the kinematical properties

of the dimuon of a given event with the kinematical properties of the photon of a different

event, randomly selected. These two objects are combined to form a sample of pseudo χb

candidates, representing the uncorrelated combinatorial background contribution [109].

The χb(1P ), χb(2P ) and χb(3P ) peaks are modeled as a doublet of Crystal-Ball (CB)

functions [110] (see Sec. 4.2.3 for more details), representing a superposition of the J=1

and J=2 states, neglecting the J=0 states. The relative weights χb2(nP )/χb1(nP ) for

the three doublets, as well as the mass differences of the χb1(nP ) and χb2(nP ) states,

are fixed to reasonable values, inspired by Refs. [37, 111, 112]. Besides the peaks of the

χb(nP )→ Υ(1S)+γ (n=1, 2, 3), χb(nP )→ Υ(2S)+γ (n=2, 3) and χb(3P )→ Υ(3S)+γ

decays, a so-called “reflection” peak is taken into account at around Mχ = 9.7 GeV, which

originates from the combination of the photon from the decay χb(2P )→ Υ(2S) + γ with

the dimuon from the Υ(1S) following the decay Υ(2S)→ Υ(1S)ππ.

The resolution of Mχ is excellent, because the dimuon mass resolution cancels due to

the way Mχ is defined: Mχ = Mµµγ −Mµµ + MPDG
Υ(nS). The Mχ mass resolution depends

on the photon energy, and therefore on the mass difference of the corresponding χ and
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S-wave states involved in the decay, and is of the order of 6 MeV for the χc → J/ψ + γ,

χb(1P )→ Υ(1S) + γ, χb(2P )→ Υ(2S)+γ and χb(3P )→ Υ(3S)+γ decays, characterized

by rather small mass differences between the mother- and daughter-quarkonia. The

average photon energies are proportional to the mass differences and therefore, for the

χb(2P ) → Υ(1S) + γ, χb(3P ) → Υ(2S) + γ and χb(3P ) → Υ(1S) + γ decays, the Mχ

mass resolutions are worse. The mass resolution allows the separation of the J=1 and

J=2 states in the χc, χb(1P ) and χb(2P ) systems, maybe even for the χb(3P ) system,

depending on the not yet measured mass splitting of the spin-triplet states. The CMS

capabilities of the separation of the J=1 and J=2 states in the χb(1P ) system can be seen

in Fig. 3.26, already exploited in the CMS measurement of the relative χb2(1P )/χb1(1P )

production cross section ratios at 8 TeV [113]. The J=0 states are more difficult to access

experimentally, given the branching fractions of the respective radiative decays, which are

very small, in the cases where they are measured [37]. Moreover, the natural width of

the χc0 is larger than the Mχ mass resolution, such that it will always be a broad peak,

accumulating more background underneath.

For the selection of P-wave quarkonium candidates, one can exploit constraints on both

Mµµ as well as the invariant mass of the µµγ system, Mχ, in order to reduce the

background contamination. The level of background under the χ signal peaks is generally

rather small, especially when compared to the other LHC experiments. The high-pT reach

and excellent Mχ resolution provide CMS with the opportunity to perform measurements

in the quarkonium P-wave sector that are highly competitive with ATLAS and LHCb.

3.3 Experimental Setup Summary

The performance of the LHC accelerator was above expectations throughout Run I,

providing excellent conditions for data taking at the CMS experiment. Thanks to its high

collision energies and integrated luminosities, the LHC can be regarded as a “quarkonium

factory”, producing S-wave and P-wave quarkonium states with rates never seen in

previous hadron colliders.

The CMS experiment has also performed very well in the Run I data taking period. The

trigger system works very well, with a higher output event rate than anticipated in the

nominal design, improving the physics output of the experiment. The silicon tracker and

muon systems function very well, providing accurate and efficient reconstruction of high-

level physics objects for data analyses.

Quarkonium cross sections and polarizations can be studied with the CMS detector with an

excellent performance, given the excellent muon identification, the efficient trigger system,

and the very good dimuon mass, dimuon lifetime and µµγ mass resolutions. In conclusion,

CMS has better capabilities than the other LHC experiments in many aspects relevant for

quarkonium production measurements, for both S-wave and P-wave quarkonium states.



Chapter 4

Data Analysis

This chapter describes in detail the measurements of quarkonium polarization with the

CMS detector. The general analysis strategy, applicable to all the CMS quarkonium

polarization analyses, is described in Sect. 4.1, while the details of the individual analyses

are described in Sects. 4.2 and 4.3, for the analysis of the polarizations of the Υ(nS)

and prompt ψ(nS) states, respectively. These measurements were conducted in a team

effort, involving undergraduate and graduate students, as well as senior scientists, from

several institutions, including HEPHY (Vienna, Austria), CERN (Geneva, Switzerland),

LIP (Lisbon, Portugal) and PKU (Beijing, China).

The analyses described in this chapter were published in Refs. [21, 22]. The analysis

strategies, the required inputs, discussions of relevant systematic uncertainties and results

are documented in detail in internal CMS notes [114, 115, 116, 117, 118], and were

scrutinized extensively by the full CMS Collaboration. This chapter summarizes the most

important aspects of these measurements, with a focus on the parts of the analyses that

are characterized by significant contributions of myself.

4.1 Analysis Strategy

The CMS measurements of quarkonium polarization heavily rely on improved analysis

techniques (with respect to the pre-LHC era), suggested by a series of papers [15, 16,

17, 18, 19, 20], as discussed in Sect. 2.3. Therefore, the full angular distributions are

measured, including the anisotropy parameters λϑ, λϕ and λϑϕ, in three reference frames,

the Collins-Soper, Helicity and Perpendicular Helicity frames. In addition, we also measure

the frame-invariant parameter λ̃, which constitutes both an interesting physics observable

for the interpretation of the results, as well as an important experimental cross-check of

the overall analysis strategy, by comparing the obtained results of the frame-invariant

parameter λ̃ as measured in different reference frames.

Given the possibility that the anisotropy parameters depend on the quarkonium produc-

tion kinematics (see Chap. 2), the polarization parameters ~λ are measured in small bins

71
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of the transverse momentum pT of the quarkonium states, as well as in several ranges in

rapidity |y|. This has the additional advantage of not integrating events with substantially

different kinematics, which could potentially introduce biases in the analyses of the decay

angular distributions [19].

The analysis of quarkonium polarizations is a challenging task, and has to be conducted

with great care, in order to avoid a continuation of the series of experimental inconsistencies

in the pre-LHC era (see Sect. 2.2.2). The complexity of quarkonium polarization analyses

can in part be explained by the multi-dimensionality of the problem. Besides the angular

dimensions cosϑ and ϕ, the dimuon invariant mass Mµµ has to be studied, in order to

take into account the continuum µµ background. In the case of the measurements of

charmonium polarizations, additionally the pseudo-proper lifetime, `, has to be taken

into account, in order to subtract the non-prompt charmonium contributions, originating

from decays of heavier B hadrons, distinguishable due to their average lifetimes of the

order of 10−12 s, resolvable with the precision of the CMS silicon tracker. In the

following, all contributions besides the prompt quarkonium signal are denoted as “inclusive

background”, including the µµ background and the non-prompt charmonium signal (in

the case of charmonium analyses).

The most critical aspects of the measurements are briefly introduced here:

• One of the most challenging aspects of quarkonium polarization measurements is

the severe restriction in angular acceptance, imposed by cuts on low-pT muons and

by the low-pT muon efficiencies. Both effects lead to a depopulation of events close

to | cosϑPX | = 1, the region in angular phase space that has the largest power to

distinguish between transverse and longitudinal distributions, therefore having a

decisive influence on the precision of the results. These effects are most prominent

in low dimuon pT regions, limiting the measurements to regions above a certain pmin
T ,

which is different for the individual analyses.

• Another challenge is the precise mapping of the muon efficiencies. The so-called

“turn-on curve”, a region at low muon pT where the efficiencies increase very

quickly as a function of pT, has to be known with great precision, as biases

in the efficiency determination can introduce artificial polarizations, biasing the

measurement. Furthermore, the cases where the two decay muons pass through the

CMS muon stations close-by are affected by severe inefficiencies, mostly caused by

the trigger algorithms. This is the case for high-pT, low-mass quarkonia, affecting

the charmonium analyses in a more serious way than the bottomonium analyses.

These muon-pair correlations lead to a depopulation of events close to | cosϑPX | = 0,

introducing an artificial transverse polarization in the PX and HX frames, that has

to be corrected for.
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• The systematic uncertainties regarding the angular and kinematic distributions of

the background have to be evaluated with great care. The background distributions

are modeled from the data in the signal-depleted mass sidebands, and are interpo-

lated under the signal peaks.

The framework used for the extraction of the anisotropy parameters was developed,

optimized and validated in collaboration with Pietro Faccioli and João Seixas, documented

in detail in a CMS internal note [114], and summarized in the remaining part of this section.

4.1.1 The Polarization Extraction Framework

The traditional approaches to the study of quarkonium polarization, employing ML fits

using minimization tools such as Minuit [119], lead to several problems of instability,

as shown by toy experiments, discussed in the CMS internal note [120], mainly due to

the restrictions of the phase space in the angular variables. This finding has led to the

development of new techniques, both in the modeling of the physics problem, as well as in

numerical techniques that are employed, resulting in a method of extracting the anisotropy

parameters from data in a stable and reliable way.

The framework described in this section is applicable to the measurement of the polar-

ization of any quarkonium state. It does not rely on any MC acceptance maps or any

other template methods. Therefore, no assumptions on any theoretical model enter the

method of extracting the polarization parameters. The only external inputs required

by the framework are the dimuon efficiencies, which are obtained by the data-driven

“tag and probe” (T&P ) method [121]. However, the CMS detector suffers from muon-pair

correlations affecting the dimuon efficiencies, whose effect on the angular distributions has

to be studied with MC, validated by studies on data. The determination of the muon and

dimuon efficiencies is described in more detail in Sects. 4.2.2 and 4.3.2.

The data-driven philosophy of the CMS analyses is also followed in the background

subtraction procedure, which is a novel technique, subtracting “background-like” events

from the data sample, on an event-by-event basis, based on a likelihood ratio criterion.

The information that is used in the background subtraction algorithm includes the full

dilepton kinematics (pT, |y|, Mµµ, cosϑ, ϕ) of the background events, estimated from the

dimuon mass sidebands of the data sample itself. The background subtraction algorithm

is described in more detail in Sect. 4.1.2.

It should be emphasized that (as explained in more detail in Sect. 4.1.3) the method

developed for the CMS quarkonium polarization analyses is not a fitting algorithm, but a

Bayesian Markov Chain Monte Carlo (MCMC) approach that provides as output the

full posterior probability density (PPD) function, in a multi-dimensional form for all

free parameters, ~λCS, ~λHX and ~λPX . The prior distribution is chosen to be uniform in
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the anisotropy parameters. Central values and confidence level (CL) intervals can be

constructed from this multi-dimensional PPD by projections on the individual anisotropy

parameters. This method ensures that correlations between the free parameters are taken

into account and can be studied in detail. In addition, there are no convergence problems

as observed in traditional fitting approaches, leading to a simple, stable, reliable and fast

algorithm.

In summary, the framework used for the extraction of the polarization parameters requires

these basic inputs:

• The muon 4-momentum vectors of the selected events in suitable windows around

the pole mass (of the quarkonium state that is studied) in a prompt lifetime region,

to minimize the contaminations of the data sample from any of the background

sources.

• The fraction of inclusive background events in the selected sample, fBG, including all

background contributions, as evaluated from a fit to the dimuon mass distribution

in case of the Υ(nS) analysis (see Sect. 4.2.3) and from fits to the dimuon mass and

lifetime distributions in case of the ψ(nS) analysis (see Sect. 4.3.3)

• The (pT, |y|, Mµµ, cosϑ, ϕ) distribution of the inclusive background events in the

selected sample. In the analyses described in this thesis, the background model

is given in a factorized form, as a 2-dimensional histogram of the (cosϑ, ϕ) back-

ground distribution, ABG(cosϑ, ϕ), complemented by a 3-dimensional histogram of

the (pT, |y|, Mµµ) background distribution, KBG(pT, |y| ,Mµµ). This implies the

assumption that the (cosϑ, ϕ) background distribution does not change as a function

of pT, |y| or Mµµ, which is justified due to the small bin sizes used in the analyses. If

the inclusive background constitutes a mixture of several background contributions

with different kinematic and angular distributions, the background model histograms

ABG and KBG describe the inclusive distributions, with the distributions of the

individual contributions weighted accordingly. The ABG(cosϑ, ϕ) distribution needs

to be known for one frame only. In the specific analyses described here, the PX frame

is chosen, as this is the frame with minimal cosϑ−ϕ correlations of acceptance and

efficiency effects.

• The dimuon efficiencies εµµ(~p µ
+
, ~p µ

−
), with ~p µ

+
and ~p µ

−
the 3-momentum vectors

of the positive and negative muon, respectively.

The inputs mentioned above vary slightly between the individual analyses, and are

therefore described in more detail in Sects. 4.2 and 4.3. This section is restricted to

explain how these generic inputs are used to extract the polarization parameter results.
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4.1.2 Background Subtraction

The background subtraction algorithm removes a fraction fBG of events from the original

data sample, which includes the signal plus the inclusive background contributions.

Events that have a (pT, |y|, Mµµ, cosϑ, ϕ) distribution similar to the background model

are selected with a likelihood-ratio method, and are removed from the sample before

the determination of the polarization parameters. The algorithm is defined as follows.

Similarly to ABG and KBG, “signal plus background” histograms are built from the

full data sample itself, AS+BG(cosϑ, ϕ) and KS+BG(pT, |y| ,Mµµ). ABG and KBG are

normalized to fBG, while AS+BG and KS+BG are normalized to 1. For a given event,

one calculates from the background model histograms ABG and KBG the likelihood LBG,

under the background only hypothesis. Similarly, for the same event, one calculates the

signal plus background likelihood LS+BG from AS+BG and KS+BG.

These likelihoods are used to classify the event with a likelihood ratio criterion, by

drawing a random number r from a uniform distribution, r ∈ [0,1]. If the condition

LBG > r · LS+BG is fulfilled, the event is classified as “background-like” and removed

from the sample. Due to the random nature of this background removal procedure, it has

to be repeated several times (nfit = 50, see Sect. 4.1.3), to smear out the fluctuations.

Figure 4.1 shows the performance of the background subtraction algorithm, illustrated by

an example from the Υ(3S) data analysis, in one specific kinematical cell. The figures show

the ratio of the distribution of the subtracted events with respect to the input background

model distribution, as a function of cosϑPX (top left), ϕPX (top right), dimuon pT (middle

left), |y| (middle right) and mass (bottom left), showing that the background subtraction

procedure does not bias the kinematic and angular distributions. The bottom right panel

shows the ratio of the fraction of subtracted events with respect to the input fBG, for the

nfit = 50 extractions. The average is compatible with 1. Nevertheless, the spread shows

the importance of repeating the background subtraction a sufficient number of times.

4.1.3 Posterior Probability Density of the Anisotropy Parameters

Definition of the Parameter Likelihood

After the background removal procedure, the remaining sample is considered background-

free, and the determination of the anisotropy parameters starts from the remaining signal-

only sample.

The “event-probability” E(~p µ
+
, ~p µ

− |~λ) is a probability density function (PDF) of the

lepton kinematics, defined as

E(~p µ
+
, ~p µ

− |~λ) =
1

N (~λ)
·W (cosϑ, ϕ|~λ) · εµµ(~p µ

+
, ~p µ

−
) , (4.1)
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Figure 4.1: Performance of the background subtraction algorithm, in the kinematical
bin 20 < pT < 30 GeV, 0.6 < |y| < 1.2 for the Υ(3S) data analysis. Ratio of subtracted
event distribution with respect to the input background distribution, as a function of
cosϑPX (top left), ϕPX (top right), pT (middle left), |y| (middle right) and mass
(bottom left). Ratio of the fraction of subtracted events with respect to the input
fraction of background events, for the nfit = 50 extractions (bottom right).
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whereN (~λ) is a normalization function, and W (cosϑ, ϕ|~λ) is the assumed dilepton angular

distribution (Eq. 2.5).

The event probability needs to be normalized in the 6-dimensional space of the lepton

kinematics, ~p µ
+

and ~p µ
−

. The normalization function N (~λ) depends both on the specific

value of ~λ, and on the efficiency function εµµ(~p µ
+
, ~p µ

−
),

N (~λ) =

∫ ∫
W (cosϑ, ϕ|~λ) · εµµ(~p µ

+
, ~p µ

−
)d~p µ

+
d~p µ

−
, (4.2)

and has to be recalculated for any change of ~λ, which is the case in the MCMC method

described below. In order to optimize the procedure, one can make use of the linearity of

the dilepton angular distribution in ~λ, and write the normalization as

N (~λ) =
1

(3 + λϑ)
· [Ia + λϑ · Ib + λϕ · Ic + λϑϕ · Id] , (4.3)

with Ia, Ib, Ic and Id integrals of the type
∫ ∫
F(cosϑ, ϕ)d cosϑ dϕ that can be calculated

once in the beginning of the procedure, avoiding the need to recalculate the expensive

integrals for each step of the MCMC. However, the integrals cannot be calculated

analytically, given the complex structure of the efficiency. Therefore, a simple MC

procedure is developed to approximate these integrals. Events are generated according

to the efficiency and acceptance-corrected (pT, |y| ,Mµµ) distributions H(pT, |y| ,Mµµ).

The shape of H(pT, |y| ,Mµµ) is obtained by scanning over all data events, correcting

for efficiency and acceptance. The acceptance is defined as the probability that for a

dimuon event in a given (pT, |y| ,Mµµ) cell the decay muons pass the single muon fiducial

cuts on |ηµ| and pµT. The integration must be uniform over cosϑ and ϕ. This condition

is realized by generating the decay distributions of the dimuon events according to a

uniform distribution in cosϑ and ϕ. The data themselves cannot be used to calculate

the integrals, because the dimuons present in the data are not, a priori, unpolarized, thus

possibly biasing the calculation of the integrals.

This method to calculate the normalization integrals is unbiased and very fast, given that

the integrals have to be evaluated only once, before the start of the MCMC.

Sampling of the Parameter Likelihood

The full likelihood is defined as

L(~λ) =
∏

i∈{signal}

E(~p µ
+

i , ~p µ
−

i |~λ) , (4.4)

with the index i running over all signal events, after background subtraction. For practical

reasons, the method discussed here relies on calculating the logarithm of the full likelihood

defined in Eq. 4.4, log(L(~λ)). Instead of relying on a traditional maximization of the
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likelihood, it is preferable to employ a MCMC method to calculate the full log-likelihood

distribution directly. The exploration of the ~λ parameter space could be done using a

uniform sampling of points. However, this would be a very inefficient procedure, requiring

an unreasonably large number of steps in the Markov Chain.

A more reasonable choice is the “Metropolis-Hastings” (MH) algorithm [122]. From

a given point in parameter space, ~λMH
j , with full log-likelihood log(L(~λMH

j )), one

extracts a new set of the parameters, ~λMH
j+1, from a given proposal probability dis-

tribution PMH(~λMH , ~σMH), and recalculates the full log-likelihood log(L(~λMH
j+1)). If

∆ = log(L(~λMH
j+1))− log(L(~λMH

j )) > 0, the new set of parameters is more likely than the

previous one, and the new set is “accepted”. In order to account for possible fluctuations,

if this condition is not fulfilled, one draws a random number r from a uniform distribution,

r ∈ [0,1]. If r < exp(∆), the new parameter set is nevertheless accepted.

• In case the new parameter set is accepted by the MH algorithm, the Markov Chain

continues with the next extraction starting from the new parameter set ~λMH
j+1, and

the parameter set ~λMH
j+1 is written into the output n-tuple.

• In case the new parameter set is not accepted by the MH algorithm, the Markov

Chain continues with the next extraction starting from the previous parameter set
~λMH
j , and the parameter set ~λMH

j is written into the output n-tuple.

The proposal function PMH(~λMH , ~σMH) of the MH algorithm is a Gaussian with mean
~λMH and predefined standard deviations ~σMH = (σMH

ϑ , σMH
ϕ , σMH

ϑϕ ), the “proposal widths”.

The performance (speed and efficiency) of the MH algorithm depends strongly on the

chosen proposal widths. If the proposal widths are too large, the algorithm is inefficient,

approximating in the limit of infinite ~σMH the uniform sampling of points. On the other

hand, if the values chosen for ~σMH are too small, the Markov Chain does not have the

freedom to quickly move towards the region of phase space where the distribution is

centered. This problem is solved by defining a so-called “burn-in” period, with an arbitrary

starting point of the Markov Chain and with relatively large values of ~σMH , such that the

center of the distribution is found quickly. After the burn-in period, the proposal widths

~σMH are adapted to correspond to the root mean square (RMS) of the 1-dimensional

projections on each of the ~λMH parameters of the obtained burn-in distributions. The

parameter values sampled during the burn-in period are not further used in the analysis.

This procedure ensures that the center of the distribution is found quickly, at the same

time decreasing the sensitivity on the initial starting point of ~λMH .

Once the Markov Chain has proceeded over a pre-defined number of “samplings”, the

sampled points in the output n-tuple are an approximation of the posterior probability

density function of the anisotropy parameters ~λ, from which one can easily construct

the PPD as a function of any combination of the parameters, as for example λ̃. This
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procedure runs in parallel for each of the three reference frames, such that the PPD can

be constructed independently for each of the frames of the measurement.

In the specific case of the CMS polarization analyses, the chosen starting point is
~λMH = (0, 0, 0) and ~σMH = (0.1, 0.1, 0.1). The number of burn-in extractions is chosen

to be 10k and the number of extractions after the burn-in is 50k, large enough to ensure

smooth distributions of the multi-dimensional PPD. Fig. 4.2 (left) shows the 2-dimensional

projections of the PPD on λϑ and λϕ in the PX frame, for an example bin of the Υ(3S)

data analysis, for various settings of the burn-in period, showing that the arbitrariness of

the parameters of the burn-in period chosen for this framework has a negligible impact on

the results.

Mostly due to the random nature of the background subtraction procedure defined in

Sect. 4.1.2, but also due to the random nature of the likelihood sampling discussed here, it

is advisable to repeat the full procedure, background subtraction and likelihood sampling,

several times. Fig. 4.2 (right) shows the 2-dimensional projections of the PPD on λϑ

and λϕ in the PX frame, after different numbers of repetitions of the procedure, nfit,

showing that the results are reasonably stable already after 30 repetitions. Therefore,

for the analyses presented here, nfit = 50 repetitions are employed. The PPDs of the nfit

iterations are merged, building the “combined PPD”, which then automatically includes

in the spread of the PPD the uncertainties due to the effect of the random nature of the

framework.

PX
ϑλ

-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

PX ϕλ

-0.1

-0.05

0

0.05

0.1

0.15
=0.1BurnInσ = 0.0, PX,start

θλ

=0.1BurnInσ = rand., PX,start
θλ

=0.1BurnInσ = 0.5, PX,start
θλ

=0.1BurnInσ = -0.5, PX,start
θλ

=0.05BurnInσ = 0.0, PX,start
θλ

=0.2BurnInσ = 0.0, PX,start
θλ

=0.1BurnInσ = 0.0, PX,start
θλ

=0.1BurnInσ = rand., PX,start
θλ

=0.1BurnInσ = 0.5, PX,start
θλ

=0.1BurnInσ = -0.5, PX,start
θλ

=0.05BurnInσ = 0.0, PX,start
θλ

=0.2BurnInσ = 0.0, PX,start
θλ

PX
ϑλ

-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

PX ϕλ

-0.1

-0.05

0

0.05

0.1

0.15
 = 50fitn
 = 40fitn
 = 30fitn
 = 20fitn
 = 10fitn
 = 5fitn
 = 1fitn

 = 50fitn
 = 40fitn
 = 30fitn
 = 20fitn
 = 10fitn
 = 5fitn
 = 1fitn

Figure 4.2: The individual lines show the 68.3 % CL contours of the 2-dimensional
projection of the PPD on λϑ and λϕ in the PX frame, corresponding to the kinematical
cell |y| < 0.6, 20 < pT < 30 GeV of the Υ(3S) data analysis, for various settings of the
burn-in period (left), and after evaluating the contour for nfit =1, 5, 10, 20, 30, 40 and
50 repetitions (right).
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4.1.4 Extraction of the Results

Interpretation of the PPD

The value of highest posterior probability in its 1-dimensional projection is used as estimate

of the central (most probable) value (MPV) of each of the polarization parameters,
~̂λ. Given that the maximum of the resulting histograms can be affected by statistical

fluctuations, the 1-dimensional PPD projections are fitted with a Gaussian in a small

interval around the maximum.

The CLs at p % are estimated by finding the interval [~̂λ− ~σ−, ~̂λ+ ~σ+], so that the intervals

[−∞, ~̂λ− ~σ−] and [~̂λ+ ~σ+,∞] contain (100− p)/2 % of the integral over the 1-dimensional

PPD each. The points ~̂λ− ~σ− and ~̂λ+ ~σ+ therefore correspond to the quantiles q(1−p/100)/2

and q1−(1−p/100)/2, respectively, of the 1-dimensional projection of the PPD. Symmetric

uncertainties can be constructed by defining ~σs = (~σ− + ~σ+)/2 as the average of the

asymmetric uncertainties.

An alternative definition of the CL regions would be the high-posterior-density (HPD)

intervals, defined as the region that integrates p % of the distribution and whose end

points have equal posterior probabilities. In case of symmetric PPDs, which is a good

approximation of the results of the analyses in all cases, the definitions coincide. The

former definition has the advantage that large polarizations can be excluded at a certain

CL in a symmetric way.

The output of this method and the interpretation of the PPD is visualized in Fig. 4.3,

showing results of an example bin from the Υ(3S) data analysis. The top two distributions

show 1-dimensional projections of the combined PPD on λPXϑ (left) and λ̃ for all frames

(right), the middle row shows the λϑ-λϕ plane showing the 2-dimensional contours of the

combined PPD for all frames (left) and the distribution of the most probable values of

the individual nfit = 50 repetitions (right). The bottom row shows data distributions after

background subtraction, compared to the angular distribution models corresponding to

the best fit values of ~λ, as a function of cosϑPX (left) and ϕPX (right), including curves

corresponding to the most extreme physical cases of modulations, indicating the level of

sensitivity of the current data set.

In principle, the central value should be evaluated as the value that gives the highest

posterior probability of the full -dimensional PPD. In cases of very broad and asymmetric

PPD shapes, the simplification of evaluating the central value (and the corresponding CLs)

from the 1-dimensional projections of the PPD can introduce a bias. This is for example

the case for very low-pT regions, where the phase space coverage in cosϑ is very limited,

leading to broad and asymmetric PPDs. However, in the regions accessed in the scope of

the analyses described in this thesis, the corresponding effect was evaluated and found to

be negligible.
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Figure 4.3: Results in the kinematic cell 20 < pT < 30 GeV, 0.6 < |y| < 1.2 for the
Υ(3S). 1-dimensional projections of the combined PPD distribution of the parameter
λPXϑ (top left) and λ̃ in all frames (top right). 2-dimensional projections (99.7 % and
68.3 % CL contours) of the combined PPD in the plane λϑ vs. λϕ, shown for all
frames (middle left). Distribution of most probable values of the nfit = 50 extractions
for parameters λϑ and λϕ in all frames (middle right). Data distributions and fit
results projected on the variables cosϑ (bottom left) and ϕ (bottom right) in the PX
frame. The solid lines represent the best-fit result, while the dashed and dotted lines
correspond to the polarization hypotheses giving the maximum modulations.
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Treatment of Systematic Uncertainties

Systematic uncertainties are directly incorporated into the PPD, whose spread, before

this procedure, reflects statistical uncertainties only. For each source of systematic

uncertainty, a probability distribution as a function of ~λ is defined, individually for each

frame, kinematic cell and quarkonium state. These probability distributions describe

the probability of the variations of the parameter value due to the individual source of

systematic uncertainty. These distributions are in most cases assumed to be Gaussian,

with a width corresponding to a shift of the anisotropy parameter due to a systematic

variation given by the effect under study. An alternative possibility realized in the analyses

is the definition of a uniform probability distribution, in a range that covers the possible

variations of the anisotropy parameters at 100 % CL, without assuming that any value is

more probable than any other value within that range.

For each set of parameters in the output n-tuple of the PPD, a vector ∆~λ is constructed,

with four parameters, including λ̃, individually for the output n-tuples of the three

reference frames, by drawing random numbers from the defined probability distributions

of the individual systematic effects. The random numbers of each effect are added to

calculate ∆~λ. The resulting vector is then added to the initial parameter vector of the

entry of the n-tuple. This addition represents a smearing of the PPD, according to all

sources of systematic uncertainty. This procedure is repeated 5 times, for all entries of the

output n-tuple, to ensure a smooth smearing of the PPD.

For each result of the analyses described in this thesis, in addition to the central value and

the CL at 68.3 % of the statistical PPD only, the CLs are evaluated at 68.3 %, 95.5 % and

99.7 % for the systematically altered PPD representing the total uncertainties, including

the systematic variations.

4.1.5 Validation of the Framework

The framework has been equipped with the possibility to conduct extensive tests with

pseudo-data, so called “toy-MC” tests. These tests follow three steps.

1. Generation: Pseudo-data samples are generated with realistic dimuon pT, |y| and

Mµµ distributions that are inspired by data. The pT distribution follows an empirical

function [123],

dN

dpT
∝ pT

[
1 +

1

β − 2
· p

2
T

〈p2
T〉

]−β
, (4.5)

whose parameters are fit to the pT differential cross sections as measured by CMS

for the ψ(nS) [106] and Υ(nS) [124] states. The rapidity variable is generated

flat, supported by existing CMS measurements [106, 124], while Mµµ is generated

according to a simple Gaussian centered at the quarkonium PDG masses [37], with
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a similar dimuon mass resolution as found in data. The angular distributions are

generated according to any chosen (“injected”) signal and background polarization

scenarios, ~λinj.
S and ~λinj.

BG, with a certain number of signal events nS and a chosen

background fraction, fBG.

2. Reconstruction: The detector response is simulated in a very simple way. For each

pseudo-event a random number r is drawn from a uniform distribution, r ∈ [0,1],

and compared to the dimuon efficiency. If r < εµµ(~p µ
+
, ~p µ

−
), the event is removed.

Otherwise, the event is considered to be “efficient”. Events outside the single muon

fiducial region are removed. The background model histograms ABG and KBG are

filled with the “reconstructed” and accepted background pseudo-events.

3. Polarization extraction: The inputs are propagated to the polarization extraction

framework, which determines the PPD. The efficiency used in this step (representing

the assumptions made) can be chosen to be different than in the reconstruction-step

(representing the “reality”), in order to estimate the effect of efficiency variations on

the anisotropy parameters.

All tests performed to validate the framework and estimate systematic uncertainties with

toy-MC studies rely on at least ntoy = 50 pseudo-experiments. For each pseudo-experiment

the three steps above are conducted individually, resulting in ntoy = 50 results for ~̂λ and

the corresponding statistical uncertainties. The median of the ~̂λ results is denoted as

“toy-MC result”, while the median of the difference of the ~̂λ results with respect to the

injected polarization ~λinj.
S is quoted as “toy-MC bias”. A bias is observed if the toy-MC

bias is significantly different from 0.

The reliability of the error estimation can be assessed by studying the distribution of the

standard scores ~z (“pull distributions”),

~z =
~̂λ− ~λinj.

S

~σs
. (4.6)

The pull distributions, for each component of ~z, are expected to follow a standard

normal distribution G(0, 1). The distributions are fit with a Gaussian G(µp, σp). If µp is

significantly different from 0, the framework is biased (corresponding to a toy-MC bias).

If σp is significantly different from 1, the uncertainties are biased. If σp > 1 (σp < 1) the

uncertainties are underestimated (overestimated), on average.

Several toy-MC studies are conduced, for each of the individual quarkonium resonances,

to validate the framework. Systematic uncertainties related to the framework itself are

studied, factorized in three components:

• Uncertainties related to limited statistics are tested with toy-MC studies, using nS

and fBG as estimated from data, with unpolarized signal and background.
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• Uncertainties related to large signal polarizations are tested with toy-MC studies

with λPXϑ = ±0.5. The mean of the absolute values of the toy-MC biases is used to

define the associated systematic uncertainty.

• Uncertainties related to the background subtraction are tested with toy-MC studies

using fBG as estimated from data, and three extreme background polarization

scenarios, inspired by data (see test in Sect. 4.2.4). Again, the mean of the absolute

values of the toy-MC biases is used to define the associated systematic uncertainty.

Figure 4.4 shows a subset of the results of the toy-MC studies as described above, by

displaying the toy-MC biases of the individual studies for the parameters λϑ (left) and

λϕ (right) in the Υ(nS) analysis, in the frames where the largest effect is observed, in

the region |y| < 0.6. Non-negligible toy-MC biases of these three tests are only observed

outside of the kinematic region considered in this thesis, for pT < 10 GeV, due to the low

angular acceptance in this region. Nevertheless, systematic uncertainties are defined by

adding the toy-MC biases of the three tests quadratically, resulting in uncertainties that

are negligible with respect to the other sources of uncertainty (see Sects. 4.2.5 and 4.3.5).

Apart from the tests mentioned above, several other cross checks are conducted to validate

the framework. The tests include several more signal and background polarization sce-

narios, including the signal polarizations as measured from data, and more extreme signal

polarizations, e.g., λPXϑ = ±1. Furthermore, unreasonably large background fractions are

successfully tested. Acceptance and efficiencies in all mentioned studies are taken to

approximate realistic CMS conditions. The tests cover all kinematic regions accessible by

the analyses described in this thesis, and beyond.

Some of the tests show very small, but significant toy-MC biases. However, none of the

tests have shown any non-negligible biases in the framework, comparable in size to other

systematic uncertainties of the individual analyses, neither on the central value, nor on the

uncertainties. Therefore, both the background subtraction procedure and the likelihood

sampling algorithm can be regarded as validated.

The toy-MC framework is utilized for the determination of several systematic uncertainties,

as discussed below.

4.2 Measurement of the Υ(nS) Polarizations

This section describes in detail the measurement of the Υ(nS) polarizations with the

CMS detector in pp collisions at
√
s = 7 TeV, a core section of this thesis, given that I was

the primary contributor to this analysis, which has paved the way for the corresponding

J/ψ and ψ(2S) polarization analysis (Sect. 4.3). The results of this analysis have been

published in Ref. [21].
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Figure 4.4: Toy-MC biases for λϑ (left) and λϕ (right) in the region |y| < 0.6, as
a function of pT, for the studies using nS and fBG as estimated from data, for the
three Υ(nS) states in the Collins-Soper frame (top), for the studies with various
signal polarization scenarios in the PX frame (middle), and for studies with various
background polarization scenarios, for the Υ(3S) analysis, in the PX frame (bottom).
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4.2.1 Υ(nS) Data Processing and Event Selection

The analysis considers data collected at the CMS experiment in pp collisions during the

2011 run. The total integrated luminosity used for this analysis is 4.9 fb−1. The considered

HLT paths, HLT DimuonX Upsilon Barrel (with X=5, 7 or 9), and the corresponding L1

seed, L1 DoubleMu0 HighQ, were discussed in detail in Sect. 3.2.4. They were mostly

unchanged throughout the run, except for the minimum dimuon pT requirement, which

was adapted depending on the instantaneous luminosity at the beginning of the LHC fill.

The triggered events are reconstructed with standard CMS software, requiring that the

two reconstructed opposite-sign muons are matched to the two muons that “fired” the

HLT path, to ensure correct treatment of the muon trigger efficiencies. This matching

criterion is imposed for both the physics data analysis, as well as for the efficiency studies.

The muons are subjected to a standard set of muon selection cuts, including cuts on the

number of hits in the silicon pixel detectors, a cut on the number of hits in the silicon

strip detectors, a cut on the reduced χ2 of the track fit and geometrical cuts, ensuring

that the muons originate from the BS.The two muons are required to originate from the

same vertex, with a vertex χ2 probability Pµµvtx larger than 1 %. Furthermore, cowboy

dimuons are rejected (see Sect. 3.2.4), and a cut on the lifetime significance |`/σPE` | < 2 is

applied (with σPE` the “per-event” uncertainty on `), reducing the continuum background

by around 25 %, while retaining around 95 % of the prompt signal.

As will be discussed in the following Sect. 4.2.2, the muon efficiencies can only be reliably

determined for sufficiently high values of pµT, depending on |ηµ|,

|ηµ| < 1.2 : pµ,min
T = 4.5 GeV ,

1.2 < |ηµ| < 1.4 : pµ,min
T = 3.5 GeV , (4.7)

1.4 < |ηµ| < 1.6 : pµ,min
T = 3 GeV .

This region is denoted as the “single muon fiducial region”. This requirement ensures that

the events used in the analysis are not dangerously close to the acceptance edges, where

the efficiency cannot be reliably determined. On the other hand, these single muon fiducial

cuts restrict the angular phase space, especially in cosϑPX , for low-pT dimuons, reducing

the accuracy of the measurement of the polarization parameters. These cuts constitute

a reasonable compromise between decreasing the systematic uncertainties related to the

muon efficiencies, and an increase in statistical uncertainty due to the reduced angular

acceptance and the number of rejected events. The angular acceptance is visualized in

Fig. 4.5, showing the data distributions in cosϑ and ϕ in the PX, HX and Collins-Soper

frames, in the Υ(1S) mass region, for several pT ranges. This figure includes a very low

pT bin not used in the analysis, to illustrate the magnitude of the effect towards lower pT.

The reduced angular acceptance is the main reason to restrict the analysis to dimuon

pT > 10 GeV. The analysis is conducted in two ranges of dimuon rapidity, |y| < 0.6 and
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Figure 4.5: 2-dimensional angular distributions of cosϑ and ϕ in the PX (top), HX
(middle) and Collins-Soper (bottom) frames, after all selection cuts, projected from 1σ
windows around the Υ(1S) pole masses, in the dimuon rapidity region |y| < 0.6 and
in three dimuon pT ranges: 5 < pT < 6 GeV (left), 10 < pT < 12 GeV (middle), and
30 < pT < 50 GeV (right).
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0.6 < |y| < 1.2, in 5 bins of dimuon pT, the bins being defined by the borders (10, 12, 16,

20, 30, 50) GeV. The bins are defined to be as narrow as possible while retaining enough

signal events to ensure a reasonable measurement of the polarization parameters.

To allow for a detailed study of certain effects, high-statistics signal MC samples are

produced, for each Υ(nS) state, with a simple particle-gun approach. This approach is

considerably less time-consuming than more sophisticated approaches such as for example

PYTHIA [98]. The angular distribution is generated isotropically, corresponding to the

polarization parameters ~λ = (0, 0, 0). The rapidity dimension is generated flat, while the

pT distribution is inspired by the empirical function defined in Eq. 4.5, with different

parameters for each Υ(nS) state. The samples are subjected to the full detector simulation,

including the time-dependent trigger configuration, and include the effect of final state

radiation (FSR) due to the QED radiation of the final state muons.

4.2.2 Υ(nS) Efficiencies

The reliable and accurate determination, validation and parametrization of the dimuon

efficiency εµµ(~p µ
+
, ~p µ

−
) is a vital necessity for a successful measurement of quarkonium

polarization. This study has been conducted with a great effort, with major contributions

from Ilse Krätschmer, Hermine Wöhri, Linlin Zhang and myself, and documented in detail

in the CMS analysis notes [115, 116] and in Ref. [125]. The dimuon efficiency,

εµµ(~p µ
+
, ~p µ

−
) = εµ+(~p µ

+
) · εµ−(~p µ

−
) · ρ(~p µ

+
, ~p µ

−
) · εvtx(~p µ

+
, ~p µ

−
) , (4.8)

can be factorized in the efficiencies of the two individual muons, εµ+ and εµ− , and has

to be corrected for effects originating from the presence of a second muon, referred to as

the “ρ-factor”, and an inconspicuous factor εvtx, describing the inefficiency due to the cut

on Pµµvtx. For the measurement of the polarization, the normalization of the efficiencies is

irrelevant, as only differences in shape (as a function of the muon momenta and angular

variables) can affect the polarization measurement.

Muon Efficiencies

The single muon efficiency εµ (which is symmetric in the muon charge) can be factorized

into the muon trigger efficiencies (“L1·L2” and “L3”) and the muon reconstruction

efficiencies (“muon tracking”, “muon identification” and “muon quality”). The individual

factorized parts of the muon efficiencies are studied with the T&P method, as a function of

pµT and |ηµ|, from a data sample of J/ψ events collected with dedicated efficiency triggers,

which are unbiased with respect to the presence of a second muon. The full muon efficiency

is the product of the individual factors.

The T&P method is validated with a MC procedure, comparing MC efficiencies determined

with (“MC T&P efficiencies”) and without (“MC truth efficiencies”) using the T&P
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approach. Deviations of the two MC efficiencies are observed at low pµT, leading to

the definition of a safe fiducial region, for which the T&P efficiencies are validated, as

shown in Eq. 4.7. Residual differences of the MC truth and MC T&P efficiencies are

taken into account by establishing a systematic uncertainty related to the T&P approach.

This systematic effect is evaluated with toy-MC studies (Sect. 4.1.5), by using MC truth

efficiencies to simulate the reconstruction step and using MC T&P efficiencies for the

extraction of the polarization parameters.

Not to fall victim to statistical fluctuations of the muon efficiencies, which are evaluated

from a relatively small sample of J/ψ events, the pµT shape of the muon efficiencies is

parametrized. The shape of the MC truth single muon efficiencies, which are evaluated

with much higher statistical precision, in finer bins in pµT, is used as the basis for this

parametrization. For each interval in |ηµ|, a function εMCtruth
µ (pµT) is built from the MC

truth efficiency, by linearly interpolating between the individual measured points. A PDF

is built,

εDataT&P
µ (pµT) = εMCtruth

µ

(
pµT

pTscale

− pTshift

)
+ εshift , (4.9)

with the freedom to scale and shift the pµT values of the MC truth efficiencies, and

additionally allowing for a shift of the efficiency value of the MC truth efficiency function.

A χ2 function is built, connecting the PDF with the data T&P efficiency results, as a

function of three free parameters pTscale
, pTshift

and εshift. The χ2 function is minimized by

a Minuit [119] implementation.

Additionally to the central curve, representing the main parametrization of the data

T&P efficiencies, curves representing the uncertainty on the central curve are provided.

From the full information of the covariance matrix of the fit, the 3x3 matrix of the

eigenvectors Oij is constructed. This matrix is multiplied with the matrix Ljk, representing

the diagonal matrix containing the square root of the eigenvalues. The shift matrix

Sik = Oij · Ljk represents the shift of the free fit parameters in their respective eigenbasis

(their eigenvalues), rotated into the parameter basis. The shift matrix Sik contains one

shift vector for each free fit parameter. This shift can be added or subtracted to the

central values of the fit parameters, resulting in two error curves for each of the three free

fit parameters, corresponding to a “positive” (“negative”) variation each. This procedure

ensures that the error band is correctly evaluated, taking into account the correlations

between the parameters. Figure 4.6 shows the parametrization in three example |ηµ| bins,

together with the error curves.

These error curves are used to establish systematic uncertainties on the parametrization.

These effects are evaluated with toy-MC experiments, using in the reconstruction step

the central parametrization, and in the extraction of the polarization the individual error

curves of the parametrization. These toy-MC studies are performed individually for the
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Figure 4.6: Central parametrization (red line) of the pµT shape of the data T&P
efficiencies (black markers), in three example bins of |ηµ|, and the corresponding error
curves (dotted blue lines).
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positive and negative variations for each parameter. The average absolute value of the

toy-MC biases of the studies corresponding to the positive and negative variations is

further used. The toy-MC bias averages corresponding to the error curves of the three

fit parameters of the parametrization are summed quadratically to define the systematic

uncertainty related to the parametrization of the muon efficiencies itself. This uncertainty

also covers those related to the statistical uncertainties of the data-driven muon efficiency

evaluation.

Muon-Pair Correlations

In cases where the two decay muons are very close-by in the muon detectors at CMS, the

trigger system can be inefficient. In these situations, the dimuon can be interpreted by

the trigger system as a single muon, and thus, the event is rejected. These inefficiencies

are described by the ρ-factor, which is calculated from MC truth quantities,

ρ(~p µ
+
, ~p µ

−
) =

εMCtruth
µµ (~p µ

+
, ~p µ

−
)

εMCtruth
µ (~p µ+) · εMCtruth

µ (~p µ−)
. (4.10)

The ρ-factor is studied as a function of cosϑPX and ϕPX , in fine bins of dimuon pT
i, in

the rapidity ranges of the analysis. These inefficiencies are prominent for high-pT and

low-mass quarkonia. This can be understood considering that the two-body decay in two

muons is a back-to-back decay in the quarkonium rest frame. The opening angle of the

two muons in the laboratory frame, which is highly correlated with the distance of the

two muons in the muon detectors, depends on the boost of the quarkonium state, which

is proportional to the quarkonium pT and inversely proportional to the quarkonium mass.

The studies show that the muon-pair correlation effects are small in the kinematic region

accessible with the Υ(nS) data used in this analysis. As shown in Sect. 4.3.2, this is not

the case in the ψ(nS) analysis, especially for the J/ψ, given its lower mass and the higher

pT reach of the CMS data for this state. Given the considerations mentioned above, it

is clear that muon-pair correlations affect the J/ψ data starting from lower values of pT

than the Υ(nS) data.

The ρ-factor 2-dimensional cosϑPX-ϕPX maps are studied by evaluating their level of

“non-flatness”, fitting them to the function Eq. 2.5, individually for each pT-|y| cell. The

results of these fits correspond to the effective ~λ that the residual muon-pair correlations

can possibly introduce. The results vary from bin to bin, the maximum “polarization”

induced by the ρ-factor being ~λ = (0.05, 0.01, 0.01). Given the statistical limitations of

the MC based ρ-factor maps, which could introduce artificial effects in the analysis, the

ρ-factor is assumed to be flat, and the worst case ~λ is taken as systematic uncertainty

related to these effects. This is the optimal approach for the current Υ(nS) analysis.

iBinning of the ρ-factor studies: 10 bins in cosϑPX , 12 bins in ϕPX and 5 bins in dimuon pT, covering
the range 10 < pT < 50 GeV.



92 CHAPTER 4. DATA ANALYSIS

However, when accessing higher-pT regions in a forthcoming Υ(nS) polarization analysis,

possibly with data collected in 2012 or beyond, the muon-pair correlations will introduce

larger effects, and will have to be taken into account, as has been done already in the

analysis of the ψ(nS) polarizations with data collected in 2011, as shown in Sect. 4.3.2.

A different dimuon effect on the efficiencies can originate from the requirement on the

dimuon vertex χ2 probability, quantified by evaluating εvtx. The cosϑPX-ϕPX dependence

of this efficiency is evaluated both with data T&P methods, as well as from MC. The

angular distribution of εvtx is rather flat. The effect is quantified by conducting toy-

MC experiments where the angular shape of εvtx, as evaluated by MC, is used in the

reconstruction step of the pseudo experiments, while for the polarization extraction step

εvtx is assumed to be flat. Given the statistical limitations of the evaluation of the data-

driven εvtx, it is advantageous to assume it to be flat in the data analysis. The toy-MC

bias of the study is completely negligible, therefore no systematic uncertainty is assigned.

A vital cross check of the evaluation and treatment of the dimuon efficiencies, as well

as the framework itself, is the so-called “MC-closure test”. The polarization parameters

of the unpolarized particle-gun Υ(nS) signal MC samples are extracted with the method

described in this section, without background subtraction. The results of ~λ are compatible

with 0, in all kinematical bins, frames and for all Υ(nS) states, considering the statistical

uncertainties and the relevant systematic uncertainties related to the efficiencies and the

framework. This test validates the strategy of the dimuon efficiency treatment as well as,

once again, the likelihood sampling discussed above.

4.2.3 Υ(nS) Mass Distribution

One essential feature of any quarkonium polarization analysis is the understanding of

the dimuon mass distribution, Mµµ. This is required to ensure reasonable definitions of

regions around the signal peaks, characterized by increased signal purities, and background

enriched regions far away from the signal peaks, that can be used to devise the background

model distributions. Furthermore, from the information about the mass distribution, one

can calculate the fraction of background events in the signal-enriched regions.

The Υ(nS) signal mass shapes are reasonably well modeled by one Crystal-Ball PDF for

each state. The CB function is characterized by a Gaussian core, describing the detector

resolution, and a power-law tail towards lower masses, describing the FSR tail, shifting the

reconstructed dimuon masses towards smaller values. As the natural widths of the Υ(nS)

states [37] are negligible with respect to the dimuon mass resolution, one can abstain from

convoluting the detector response with a Breit-Wigner PDF, and the signal distributions

are faithfully described by the CB functions. The Gaussian core is described by two

parameters, µΥ and σΥ. The tail is described by the parameters αCBΥ and nCBΥ . The CB

function is equivalent to a Gaussian for Mµµ > µΥ − αCBΥ · σΥ, while for lower masses the
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Figure 4.7: Dimuon mass distributions and fit results in the Υ mass region, for rapidity
regions |y| < 0.6 at low pT (left) and 0.6 < |y| < 1.2 at high pT (right), visualizing the
individual contributions, and the definition of the individual Υ(nS) mass signal regions.

CB function constitutes a power-law function with power nCBΥ . The αCBΥ and nCBΥ are

free fit parameters, assumed to be identical for all Υ(nS) states. The parameters µΥ and

σΥ are only free for the Υ(1S) state, while the µΥ parameters of the Υ(2S) (Υ(3S)) are

fixed by the difference of the masses MPDG
Υ(2S) (MPDG

Υ(3S)) with respect to MPDG
Υ(1S) [37]. The σΥ

parameters of the heavier states are fixed by assuming that the dimuon mass resolution

increases linearly with the dimuon mass, σΥ(nS) = σΥ(1S) ·MPDG
Υ(nS)/M

PDG
Υ(1S).

The µµ continuum background is suitably described with a polynomial of 2nd order, whose

parameters are fixed by an initial binned ML fit excluding the regionMµµ ∈ [8.9, 10.6] GeV,

ensuring that the fit is not biased by the presence of signal contributions. In a second step,

the parameters of the Υ(nS) signal shapes, as well as their normalizations, are estimated

from a binned ML fit to the full mass region Mµµ ∈ [8.6, 11.4] GeV, slightly tighter than

the trigger mass window, avoiding trigger resolution effects biasing the mass distribution.

The chosen models ensure a suitable description of the Υ(nS) mass spectrum, as can be

appreciated by Fig. 4.7, showing the data distributions and the fit results for two example

bins. The mass resolution at MPDG
Υ(1S) is better than 70 MeV in the mid-rapidity bin, allowing

a good separation of the Υ(2S) and Υ(3S) peaks in the analysis. However, in the forward-

rapidity bin the mass resolution is around 95 MeV, resulting in a considerable overlap of

the Υ(2S) and Υ(3S) peaks.

The information from the Υ mass fit allows us to define five Υ mass regions (in GeV) as

Left sideband (Υ LSB): [8.6, µΥ(1S) − nLSBσΥ
· σΥ(1S)] ,

Signal regions (Υ(nS) SR): [µΥ(nS) − nσΥ · σΥ(nS), µΥ(nS) + nσΥ · σΥ(nS)] , (4.11)

Right sideband (Υ RSB): [µΥ(3S) + nRSBσΥ
· σΥ(3S), 11.4] ,

with nLSBσΥ
= 4.0, nσΥ = 1 and nRSBσΥ

= 3.5. The value for nLSBσΥ
is chosen to be larger than

nRSBσΥ
due to the FSR tail of the Υ(1S). The chosen value of nσΥ = 1, smaller than intuition
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Figure 4.8: Background fraction fBG (left) and estimated number of Υ(nS) signal
events (right) in the Υ(nS) SRs, as a function of pT for both rapidity ranges.

might dictate, is motivated further below. Figure 4.8 (left) shows the background fractions

fBG in the individual Υ(nS) SRs, evaluated by integration of the signal and background

mass PDFs in the Υ(nS) SRs. The background fraction is largest in the low-pT bins,

and – mostly due to the worse dimuon mass resolution – larger in the forward-rapidity

bin, ranging from around 27 % for the Υ(3S) in the worst case to only around 4 % for the

Υ(1S) in the best case. The estimated number of Υ(nS) signal events in the Υ(nS) SRs

is shown in the right panel of Fig. 4.8, ranging from around 50k Υ(1S) signal events at

low pT to around 1k Υ(3S) signal events at high pT.

The value defining the widths of the signal regions, nσΥ = 1, is chosen to be rather small

with respect to comparable analyses, where a value of nσΥ = 2.5 or 3 would be regarded as

“standard choice”. The main reason for this choice is to reduce the background fractions

in the signal regions, as the background is the source of the largest systematic uncertainty

in this analysis (see Sect. 4.2.5), which is found to scale almost in a linear way with the

background fraction. The pedagogical Fig. 4.9 shows the nσΥ-dependence of the signal

and background yields, normalized at nσΥ=1, as well as the signal over background ratio,

calculated from the output of the mass fit. If, instead of nσΥ = 1, the analysis would use

a mass window of nσΥ = 2.5, the signal yield would increase by around 45 %, improving

the statistical uncertainty by around 20 %. At the same time the background yield would

be increased by a factor of 2.5, increasing fBG (and therefore the systematic associated

uncertainty) by around 70 %. Moreover, the choice of nσΥ = 1 is motivated by keeping

the signal cross-feed fractions of the Υ(2S) and Υ(3S) states in the forward-rapidity bin

reasonably small. With this choice, the fraction of Υ(3S) (Υ(2S)) signal events in the

Υ(2S) SR (Υ(3S) SR) is 4 % (3 %) in the worst cases. This contamination is neglected in

this analysis, which is justified a posteriori, given that no significant differences between

the polarizations of the Υ(nS) states are observed (see Sect. 4.2.6).
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Figure 4.9: Signal (green) and background (blue) yields and the signal over back-
ground ratio (red) as a function of nσΥ , for the Υ(1S) peak, calculated from the PDFs
of the fit to the dimuon mass distribution, the curves being normalized at nσΥ=1.

However, the tight dimuon mass window leads to the necessity of a (small) bias correction.

Studies on MC show that the decay angular distribution is affected by tight cuts on

the dimuon mass, because this distorts the distribution of the opening angle of the two

decay muons, which affects the cosϑ-ϕ distribution, biasing the extracted polarization

parameters. Therefore, the resulting bias of the angular distributions has to be corrected

for,
~λ′ = ~λnσΥ + ∆~λnσΥ , (4.12)

with ~λnσΥ the measured polarization parameters for a certain dimuon mass window, and
~λ′ the corrected polarization parameters. The vector ∆~λnσΥ is the correction of the bias,

which is applied by altering the PPD through shifting the entries of the output n-tuple

by ∆~λnσΥ . It is obtained by comparing the polarization parameters measured from the

signal MC samples with and without a cut on the dimuon mass. The corrections are

found to be identical for the three Υ(nS) states, so that they can be combined, to increase

the statistical accuracy of these MC corrections. The top panels of Fig. 4.10 show the

corrections ∆~λnσΥ for the parameters that are affected the most, λPXϕ and λPXϑϕ , in the

mid-rapidity range, for the cases nσΥ = 1 and nσΥ = 3. These corrections are negligible

in the case of λPXϑ .

The MC corrections are tested by repeating the full data analysis with nσΥ = 3, where

the correction is negligible, and comparing the results of the corrected analyses with

the different choices nσΥ = 1 and nσΥ = 3. The observed results are compatible, as is
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shown in the bottom two rows of Fig. 4.10, therefore validating the MC corrections, and

consequently no systematic uncertainty is associated to these MC corrections.

In summary, the choice of nσΥ = 1 is preferred with respect to a “usual choice” of a larger

nσΥ despite the necessity of the MC corrections and at the cost of rejecting around 1/3 of

the signal, because of the reduced systematic uncertainty associated with the background

model, and the reduced signal cross-feed.

A similar effect is found in the ψ(nS) analysis regarding cuts on the lifetime variable `

(see Sect. 4.3.3). A possible effect of the selection cut |`/σPE` | < 2 in the Υ(nS) analysis

was studied by comparing results on data with and without this cut. No significant effect

was found in the Υ(nS) analysis.

4.2.4 Determination of the Υ(nS) Background Model

With the definition of the mass signal regions, the estimation of the background fractions

fBG, and the definition of the Υ efficiencies, three out of the four inputs listed in Sect. 4.1.1

are fully defined. The remaining inputs to be defined are the background model histograms

ABG(cosϑ, ϕ) and KBG(pT, |y| ,Mµµ), which are discussed here.

The µµ continuum background is the only background source to be considered in this

analysis. The majority of these background events are dimuons from open charm and open

beauty decays, i.e., originating from DD̄ and BB̄ production. Other sources contributing

to a lesser extent, are Drell-Yan production [126] as well as uncorrelated muons from

decays-in-flight from light hadrons (charged pions and kaons). Their angular and kinematic

distributions could in principle be obtained by dedicated MC simulations of the dominantly

contributing background processes. However, in line with the general CMS policy to

follow a model-independent approach whenever possible, a data-driven approach for the

estimation of the background distributions is followed.

The distributions of the background events in the Υ(nS) SRs are not directly accessible,

due to the overwhelming signal yield. However, the mass sidebands (SBs) provide the

opportunity to study the background distributions, for masses below the Υ(1S) peak

(LSB), and for masses beyond the Υ(3S) peak (RSB). They can be used to approxi-

mate the background model distributions under the signal peaks by interpolating the

SB distributions into the SRs, the interpolation being based on assumptions that are

discussed below. The definition of the SBs is a compromise between decreasing the signal

contamination in the SBs and staying as close as possible to the Υ(nS) peaks, to retain

enough background events and to minimize the mass differences between the individual

SBs and SRs.

The events in the mass sidebands are filled in the SB background model histograms,

ALSBBG (cosϑ, ϕ), KLSB
BG (pT, |y| ,Mµµ), ARSBBG (cosϑ, ϕ) and KRSB

BG (pT, |y| ,Mµµ). The only

exception is the mass dimension Mµµ, which is filled by drawing random numbers from
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the background mass PDF within the mass SR of the state under study. The background

model histograms A
Υ(nS)
BG and K

Υ(nS)
BG , for the three Υ(nS) SRs, are constructed as a linear

combination of the normalized sideband distributions,

A
Υ(nS)
BG = f

Υ(nS)
LSB ·ALSBBG + (1− fΥ(nS)

LSB ) ·ARSBBG ,

K
Υ(nS)
BG = f

Υ(nS)
LSB ·KLSB

BG + (1− fΥ(nS)
LSB ) ·KRSB

BG ,

with f
Υ(nS)
LSB the coefficient of the combination, representing the “relative importance” of

the LSB distributions with respect to the RSB distributions, with different values for each

Υ(nS) state. Intuition demands that f
Υ(1S)
LSB > f

Υ(2S)
LSB > f

Υ(3S)
LSB , given that the Υ(1S)

peak is the closest to the LSB, while the Υ(2S) and Υ(3S) are further away from the

LSB. This intuitive hierarchy of the mixtures corresponds to the hypothesis that the

background angular and kinematic distributions change monotonically with dimuon mass.

This hypothesis is addressed by studying the angular distributions in detail, as a function

of mass.

The polarization extraction framework expects the dimuon events to behave like a vector

particle, which can, a priori, not be expected to be the case for continuum dimuon events.

Despite this caveat, even though the specific values of ~λ obtained from samples of back-

ground events defy any physical interpretation, it can be expected that the functional form

(e.g., monotonic, linear behavior) of changes in the polarization parameters, extracted from

different background samples, indicates changes of the background angular distributions

according to the same functional form. Therefore, an attempt is made to measure the

background polarization parameters as a function of dimuon mass, both in a prompt region

(|`/σPE` | < 3), as well as in a non-prompt region (|`/σPE` | > 3). In the prompt region,

this test is limited to the SBs, due to the signal dominance in the mass signal regions.

However, given that the Υ(nS) mesons decay promptly, the non-prompt Υ(nS) SR can be

considered signal-free, and can be used to determine the background polarization at yet

another mass point, allowing for a mass-dependent measurement. These tests suffer from

a low number of background events, and are partially statistically inconclusive. However,

whenever the statistical precision is good, the polarization parameters measured in the

non-prompt SR are in between the results of the parameters in the non-prompt SBs. This

is demonstrated in Fig. 4.11 showing the differences of the parameters measured in the

PX frame in the non-prompt LSB, λLSBϕ , and those measured in the non-prompt RSB,

λRSBϕ , with respect to those measured in the non-prompt SR, λSRϕ , combining the Υ(nS)

SRs to increase the statistical power. The values of ~λ obtained from the samples in the

prompt and non-prompt SB regions are very similar, indicating that the mass-dependent

behavior as studied in the non-prompt region can be “extrapolated” to the prompt region.

The trends of the results of this study support the hypothesis of monotonically changing

background angular distributions as a function of mass.
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Therefore, for the nominal analysis a linear relation, the simplest monotonic function, is

used to interpolate the LSB and RSB distributions into the SRs. This results in the values

f
Υ(nS)
LSB = (72 %, 46 %, 30 %) for the three Υ(nS) states, independent of the kinematic bin.

The values of f
Υ(nS)
LSB are calculated from the medians of the background mass PDF in the

LSB, Υ(nS) SRs and RSB.

The study described in Sect. 4.2.3 (bottom two rows of Fig. 4.10), showing that the results

for the choices nσΥ = 1 and nσΥ = 3 are compatible, even though the analysis with a mass

window of nσΥ = 3 has to cope with considerably larger background fractions, is a valuable

demonstration that the assumptions made to interpolate the background distributions are

well justified.

The systematic uncertainty associated with the chosen interpolation of the SB distributions

is rather conservative. The range of systematic variations for the Υ(1S) background

model is chosen to be [f
Υ(1S)
LSB − 28 %, f

Υ(1S)
LSB + 28 %], including the extreme variation of

f
Υ(1S)
LSB = 1, where the background under the peak is described by the LSB distributions

alone. The same variations are calculated for the Υ(2S) and Υ(3S) states. Each result

within the allowed range is assumed to be equally probable, and the range is assumed

to correspond to the 100 % CL interval. The corresponding probability distribution

associated with this systematic uncertainty is defined as a uniform distribution with the

width ∆~λ, the differences of the polarization parameters obtained from data with the two

extreme values of the allowed variations.

An additional component of the systematic uncertainty associated with the background

originates from the statistical uncertainty of the background fraction fBG and of the

individual entries of the background model histograms. This is taken into account

internally in the framework, by drawing a different value of fBG from a Gaussian for
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each of the nfit repetitions, and by varying the background model histogram bin contents

on an event-by-event basis by drawing from an “effective” Poisson distribution, which

corresponds to a smearing of the PPD, enlarging its width. The effect of these variations

is found to be negligible, by comparing the CL intervals obtained with and without

performing these variations during the polarization extraction procedure.

4.2.5 Systematic Uncertainties

Each source of systematic uncertainty is evaluated either with toy-MC studies or with

studies on data. Systematic variations of ~λ are determined, for each of the sources,

resulting in an assumed probability distribution describing the effect, in all cases but one

a Gaussian distribution, with the systematic variation as the Gaussian width, centered at

the most probable value ~̂λ.

The individual sources of uncertainty are carefully defined to minimize correlations

between the individual sources. The definitions of the uncertainties associated with the

individual sources have been discussed in the subsections above. Figure 4.12 gives an

overview of the kinematic dependence of all individual systematic uncertainties (i.e., their

systematic variations corresponding to a 68 % CL of the given probability distribution)

compared to the respective statistical uncertainty of the measurement, for the λHXϑ and

λHXϕ parameters in the |y| < 0.6 range, which are very similar to the trends in the

0.6 < |y| < 1.2 range. The individual contributions in the figures are stacked:

• “Framework Statistics”: Framework uncertainties related to the limited number of

events (Sect. 4.1.5);

• “Framework Sign. Pol.”: Framework uncertainties related to large signal polariza-

tions (Sect. 4.1.5);

• “Framework BG Pol.”: Framework uncertainties related to the background subtrac-

tion procedure (Sect. 4.1.5);

• “T&P Model”: Uncertainties related to the T&P model assumptions (Sect. 4.2.2);

• “Eff. Parametrization”: Uncertainties related to the parametrization of the data

T&P efficiencies, as well as their statistical uncertainties (Sect. 4.2.2);

• “ρ Factor”: Uncertainties related to the assumption of the absence of muon-pair

correlations (Sect. 4.2.2);

• “BG Model”: Uncertainties related to the assumptions used to construct the

background model histograms (Sect. 4.2.4);
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Figure 4.12: Summary of all systematic uncertainties considered in the Υ(1S) (top),
Υ(2S) (middle) and Υ(3S) (bottom) polarization analyses (stacked), compared to the
statistical uncertainty (dark green), shown for the parameters λϑ (left) and λϕ (right)
in the HX frame, in the rapidity range |y| < 0.6.
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Figure 4.13: Differences between the central values of the frame-invariant parameter λ̃
of the Υ(1S) (top), Υ(2S) (middle) and Υ(3S) (bottom) analyses in the three reference
frames: λ̃CS − λ̃HX (blue), λ̃PX − λ̃CS (red), λ̃HX − λ̃PX (green), in the rapidity ranges
|y| < 0.6 (left) and 0.6 < |y| < 1.2 (right), compared to the total systematic uncertainty
(orange).
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While the statistical uncertainty increases with pT, the systematic effects evaluated in

this study are most severe at low pT. The total uncertainties of the measurements are

thus dominated, in all cases, by systematic uncertainties at low pT, and by statistical

uncertainties at high pT. In the Υ(1S) and Υ(2S) analyses, no clearly dominant source

can be identified, while in the Υ(3S) analysis, the background model uncertainty clearly

dominates the total uncertainty, especially at low pT, which is understandable considering

the large background fraction in these kinematic cells.

Besides the evaluation of systematic effects, a wide range of cross-checks is performed,

partially discussed in the relevant subsections above. A final cross-check of the overall

analysis strategy consists of evaluating the differences of the frame-invariant λ̃ parameters

in the three reference frames, which are, in absence of systematic effects, expected to

be 0. Figure 4.13 shows the results of this test, represented by the differences compared

to the total systematic uncertainty. The observed differences of the λ̃ parameters are

small compared to the total systematic uncertainties. Therefore, no evidence of significant

systematic effects beyond the ones already accounted for in the analysis is uncovered by

this test.

4.2.6 Results

The results of this analysis are published in Ref. [21]. A subset of the results is shown in

Figs. 4.14 and 4.15, showing the central values and 68.3 % CL interval of the statistical

uncertainties (error bars), as well as the 68.3 % CL, 95.5 % CL and 99.7 % CL intervals

of the total uncertainties (respective bands), as a function of pT, for the frame-dependent

parameters in the rapidity range |y| < 0.6 for the HX frame (Fig. 4.14) and for the frame-

invariant parameter λ̃ in all frames and both rapidity ranges (Fig. 4.15), for all Υ(nS)

states. The points are placed at the average pT of each bin, determined from the raw data

distributions (i.e., not corrected for efficiency and acceptance). The full set of results, for

all states, parameters and frames can be found in the supplemental material file [127] of

Ref. [21], as provided by the journal.

In summary, this analysis is the first measurement of the Υ(nS) polarizations in pp

collisions at
√
s = 7 TeV, extending the results with respect to previous measurements at

hadron colliders towards higher pT, with higher precision, and with more reliable analysis

techniques than most previous analyses of these observables. Both frame-dependent and

frame-invariant quantities have been measured, excluding large transverse and longitudinal

polarizations in the kinematic regions |y| < 1.2 and 10 < pT < 50 GeV, for all Υ(nS)

quarkonia. The results of this analysis play a major role in the interpretation of the

LHC quarkonium production cross section and polarization data, discussed in detail in

Chap. 5.
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Figure 4.14: Results of this analysis for λϑ (top row), λϕ (middle row) and λϑϕ
(bottom row) in the HX frame, as a function of pT, for the Υ(1S) (left column), Υ(2S)
(middle column) and the Υ(3S) (right column). The central values and 68.3 % CL
intervals of the statistical uncertainties are shown by the black markers and error bars,
while the 68.3 % CL, 95.5 % CL and 99.7 % CL intervals of the total uncertainties are
visualized by the colored bands [21].
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4.3 Measurement of the Prompt ψ(nS) Polarizations

This section describes the measurement of the prompt ψ(nS) polarizations with the CMS

detector in pp collisions at
√
s = 7 TeV. The corresponding results have been published

in Ref. [22]. This analysis profits vastly from the studies and techniques developed for the

measurement of the Υ(nS) polarizations, described in Sect. 4.2. Only the main differences

with respect to the measurement of the Υ(nS) polarizations are discussed here. More

details will be presented in the forthcoming PhD thesis of Ilse Krätschmer, HEPHY,

Vienna. The same basic analysis strategy as described in Sect. 4.1 is followed also in this

analysis.

4.3.1 ψ(nS) Data Processing and Event Selection

The dimuon events for the J/ψ analysis and for the ψ(2S) analysis use different HLT

paths, namely HLT Dimuon10 Jpsi Barrel and HLT DimuonX PsiPrime (with X=7,9).

The main difference of the ψ(2S) path with respect to the J/ψ and Υ(nS) paths is that

the dimuon rapidity was not restricted, allowing for a measurement up to larger values of

dimuon |y|. The ψ(nS) HLT paths use as input the same L1 trigger seed as is used for the

measurement of the Υ(nS) polarizations, L1 DoubleMu0 HighQ. The data and particle-

gun MC samples for the ψ(nS) analysis are processed in the same way as described in

Sect. 4.2.1. The event selection cuts are identical, except for the cut on the lifetime-

significance, which is omitted, as the full information about the lifetime distribution is

required for the separation of the prompt and non-prompt charmonia (see Sect. 4.3.3).

The polarization is measured in the same rapidity ranges, |y| < 0.6 and 0.6 < |y| < 1.2,

adding for the ψ(2S) only a third rapidity range 1.2 < |y| < 1.5. The pT region accessible in

this measurement is 14 < pT < 70 GeV for the J/ψ and 14 < pT < 50 GeV for the ψ(2S).

This analysis is restricted to a higher-pT region (pT > 14 GeV) than the Υ(nS) analysis

(pT > 10 GeV), mainly because the decrease of angular acceptance caused by the muon

fiducial cuts have a larger effect, for the same dimuon pT, for lower-mass quarkonia.

4.3.2 ψ(nS) Efficiencies

The dimuon efficiency εµµ(~p µ
+
, ~p µ

−
) is defined as in Eq. 4.8, using the same parametrized

muon efficiencies εDataT&P
µ (pµT) as in the Υ(nS) analysis. Furthermore, the same considera-

tions concerning the vertexing-efficiency εvtx apply, associated with a negligible systematic

uncertainty. The main difference arises from the muon-pair correlations ρ(~p µ
+
, ~p µ

−
), due

to the lower charmonium mass and the higher-pT reach of the J/ψ analysis. The ρ-factor

is studied as a function of cosϑPX and ϕPX , in fine bins of dimuon pT
ii, in the rapidity

iiBinning of the ρ-factor studies: 20 bins in cosϑPX , 24 bins in ϕPX and 16 bins in dimuon pT, covering
the range 10 < pT < 70 GeV.
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Figure 4.16: Effective anisotropy parameters λPXϑ (left) and λPXϕ (right), as a function
of pT and |y|, obtained by fitting the J/ψ (top) and ψ(2S) (bottom) ρ-factor angular
distributions.

ranges of the analysis, individually for the ψ(nS) states, based on the individual particle-

gun MC samples. The “flatness” of the ρ-factor angular maps is evaluated as a function

of pT and rapidity, with fits to a PDF based on Eq. 2.5, extracting effective ~λ parameters

introduced by the muon-pair correlations. Values significantly different from ~0 are only

observed for the J/ψ analysis for pT > 35 GeV. Despite this observation, the corrections

are used for the full kinematic range and both ψ(nS) analyses, to allow for a consistent

treatment of the corrections and the systematic uncertainties. Figure 4.16 (top) shows the

pT dependence of the effective anisotropy parameters that are most affected by the muon-

pair correlations, λPXϑ and λPXϕ , for the J/ψ analysis. The results of the corresponding

ψ(2S) study are very similar, as shown in the bottom panels of Fig. 4.16, slightly shifting

the trend towards higher values of pT due to the higher ψ(2S) mass. The low-pT behavior

of the results is caused by imperfect modeling of the turn-on curves of the muon efficiencies

at very low pT. This observation provides an additional reason to restrict the analysis to

the kinematic range pT > 14 GeV.
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For the highest pT values accessible in the J/ψ analysis, the corrections are fairly large,

and have to be carefully tested. The ρ-factor evaluation from MC can be tested with a

data-driven method. A kinematic variable ∆R, depending on ∆η, ∆ϕ and ∆pT of the

two muons, which shall not be discussed in more detail here, can be defined, which is

highly correlated with the distance of the muons in the muon detectors, and thus, the

events that are affected by muon-pair correlations can be separated from those where the

muons are too far apart to be affected. Tests involving this variable are used to validate

the MC ρ-factor corrections, further providing a handle on the systematic uncertainty

associated with these MC corrections. Both data and MC tests are performed, extracting

the polarization parameters from samples in various ∆R-regions, continuously decreasing

the muon-pair correlation effects.

4.3.3 ψ(nS) Mass and Lifetime Distributions

A major difference of the ψ(nS) analysis is the presence of non-prompt charmonia that

originate from decays of heavier B hadrons, mostly from the B+, B0, Bs mesons and

the Λb baryon. This contamination is rather large, even dominating at high pT. The

so-called “B fraction” fb, which is the relative contribution of non-prompt ψ(nS) events

with respect to the inclusive ψ(nS) events,

f
ψ(nS)
b =

f
ψ(nS)
NP

f
ψ(nS)
PR + f

ψ(nS)
NP

, (4.13)

increases as a function of pT and reaches values beyond 65 % for the J/ψ, with similar

trends for the ψ(2S). Already for pT = 20 GeV, the B fraction is of the order of 50 % [106,

107, 128]. The goal of the analysis is to measure the polarization of the prompt ψ(nS)

mesons, the non-prompt contribution being treated as part of the inclusive background

and subtracted (see Sect. 4.3.4). Due to the large average decay times of the B hadrons,

it is possible to discriminate between prompt and non-prompt charmonia, on a statistical

basis, using the lifetime information of the events, as introduced in Sect. 3.2.7.

The three categories of processes contributing to the dimuon data sample, the prompt and

non-prompt ψ(nS) charmonia as well as the µµ continuum background, can be separated

thanks to both the mass dimension, Mµµ, as well as the lifetime dimension, `. The

continuum background and the two signal contributions have very different mass shapes,

due to the peaking nature of the signals. In the lifetime dimension, one can separate the

prompt and non-prompt signal contributions, given that the non-prompt contribution has

a large tail towards high values of `, due to its exponential decay time distribution, while

the prompt signal is clustered around ` = 0. The reconstructed `-values of the prompt

signal are different from 0 only because of detector resolution effects, given that the J/ψ

and ψ(2S) have average decay times of around 7 · 10−21 s and 2 · 10−21 s, respectively [37],

impossible to be resolved with the CMS tracker.
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It is trivial to define a lifetime region at high lifetimes that is dominated by non-prompt

signal, with negligible prompt signal contributions. On the other hand, given that in the

region around ` = 0 both prompt and non-prompt signals are present, it is not possible to

define a lifetime region with negligible non-prompt contributions. However, by defining a

lifetime region close to ` = 0, one obtains a region that is dominated by prompt signal,

where the fraction of non-prompt charmonia is significantly reduced. This strategy is used

in this analysis, which therefore requires the estimation of the relative fractions of the

individual contributions in the individual regions.

A two-step fitting approach is employed to estimate the relative fractions of the three

contributions in different mass-lifetime regions. First, a fit to the mass dimension is made,

then the lifetime dimension is fitted using some inputs from the first step. The details of

the fit model will not be discussed in this context.

ψ(nS) Mass Analysis

The main difference with respect to the Υ(nS) analysis is that the region in between

the ψ(nS) states is accessible to study the background distributions, allowing to build

background angular distributions from mass sidebands that are much closer to the peak

regions, reducing the uncertainty related to the assumptions on the interpolation of these

distributions into the peak region. The dimuon mass resolution of the ψ(nS) states ranges

from around 20–50 MeV, best at low pT and mid-rapidity, and worst at high pT and

forward-rapidity, slightly worse for the ψ(2S) with respect to the J/ψ, while the ψ(nS)

states are separated in mass by 589 MeV [37].

In an initial step, the mass distributions are fit with an unbinned ML method. Figure 4.17

(top) shows examples of the mass distributions and fit results. From these results, three

mass regions are defined. The mass region of each state is divided in a ψ(nS) LSB, a

ψ(nS) SR and a ψ(nS) RSB, similarly to the definitions in Eq. 4.11, with nLSBσψ
= 4.0,

nσψ = 3 and nRSBσψ
= 3.5. In this analysis, a wider mass region for the signal region is

used, characterized by nσψ = 3. This is affordable, given that the systematic uncertainty

associated with the background model is considerably smaller than in the Υ(nS) case, and

given that there is no signal cross-feed between the two ψ(nS) states.

ψ(nS) Lifetime Analysis

In a second step, the lifetime distributions are fit with an unbinned ML method, separately

but simultaneously for the three mass regions. The fractions of the continuum background

component in the three mass regions are constrained from the mass fit, as calculated

by integration of the mass PDFs. Figure 4.17 (bottom) shows examples of the lifetime

distributions and fit results, projected in the mass SRs. From the fit results, the average
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Figure 4.17: Dimuon mass distributions (top) and lifetime distributions, projected in
the mass SR (bottom) of the J/ψ (left) and ψ(2S) (right) analyses, in specific pT regions
in the range |y| < 0.6, together with fit results, visualizing the individual contributions,
and the definition of the individual mass regions [22].

lifetime resolution, σ`, can be defined, ranging from 10 to 30 µm, best at high pT and

worst at low pT.

The lifetime dimension is divided in two regions, a prompt (PR) region, defined by

` ∈ [−nσ` · σ`, nσ` · σ`], and a non-prompt (NP) region, defined by ` > nσ` · σ`, with

nσ` = 3. In total, the mass-lifetime planes of both ψ(nS) states are divided in 6 regions

(PRLSB, PRSR, PRRSB, NPLSB, NPSR and NPRSB). These regions are visualized by

the sketch in Fig. 4.18, showing examples of the data distribution and fit results of the

mass-lifetime dimensions. At this point, one can calculate by integration of the mass and

lifetime PDFs the fractions of all contributions in all mass-lifetime regions.

The reliability of the mass-lifetime fit can be tested by calculating the B fraction as

defined in Eq. 4.13, and comparing its pT dependence to existing results in the literature.
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Figure 4.18: Sketch of the six individual mass-lifetime regions used in this analysis,
illustrated by the Mµµ (top right) and ` (bottom left) projections of the data and
corresponding fit results.
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The data distributions are very well described in all cases, and the B-fraction results are

compatible with previous measurements, validating the procedure. The fractions of the

individual components in the prompt J/ψ and ψ(2S) signal regions are shown in Fig. 4.19,

for the |y| < 0.6 range. The non-prompt contribution can be kept reasonably small with

the chosen definition of the PR region. It is below 16 % in all cases. The continuum

background is rather small for the J/ψ, below 6 % in all cases, but reaches values of up to

40 % in the worst case for the ψ(2S), in the 1.2 < |y| < 1.5 range.

Similar to the effects related to cutting on the dimuon mass (see Sect. 4.2.3), a small effect

is observed when using a tight lifetime region definition for the PR regions. Studies on MC

show that the decay angular distribution is affected by tight cuts on the lifetime variable,

distorting the distribution of the opening angle of the two decay muons, which affects the

cosϑ-ϕ distribution, biasing the extracted polarization parameters. However, the chosen

window of the PR lifetime region in the nominal analysis is a 3σ` window, ensuring that

the effect is small. No correction is applied, and the residual differences to results with no

cuts, as estimated from MC, are applied as systematic uncertainties.

4.3.4 Determination of the ψ(nS) Background Model

Since we are measuring the polarization of the prompt ψ(nS) states, only data from the

PRSR is used in the polarization extraction framework. The other regions are used to

construct the inclusive background model, defined as a weighted mixture of the angular and

kinematic distributions of the non-prompt signal and continuum background components.

The continuum background model is built as a superposition of the distributions in the

PRLSB and the PRRSB, as in the Υ(nS) analysis. Again, the background polarizations

are studied as a function of mass, and a monotonic trend is observed. Therefore, the same

definition is used as in the Υ(nS) analysis, with a f
ψ(nS)
LSB calculated under the assumption

that the background changes linearly as a function of mass. Due to the final state radiation

tail of the ψ(nS) mass peaks, the PRLSB contains a non-negligible contamination of signal,

between 12 and 22 % in the case of the J/ψ, and between 2 % and 4 % in the case of the

ψ(2S). The corresponding signal-distributions, approximated by the distributions from

the PRSR, are subtracted from the PRLSB distributions. The effect in the PRRSB is

negligible (below 5 % in the worst case). The effect of this procedure on the estimated

values of the polarization parameters is marginal.

The kinematic and angular distributions of the non-prompt charmonium component are

modeled from the events in the NPSR, which is dominated by non-prompt signal. However,

the remaining background contamination of this sample, below 10 % in all J/ψ analysis

bins, but up to 40 % in the worst case of the ψ(2S) analysis, is taken into account by

subtracting, from the distributions in the NPSR region, a linear combination of the
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distributions in the NPLSB and NPRSB, again using f
ψ(nS)
LSB as the coefficient for the

superposition.

The systematic uncertainty related to the interpolation of the continuum background

model into the PRSR is defined in the same way as in the Υ(nS) analysis. The nominal

value of f
ψ(nS)
LSB is close to 50 %, and the allowed variation of this parameter is in the range

f
ψ(nS)
LSB ∈ [25 %, 75 %]. The main quantitative difference is that the distance between the

LSB and the RSB is much smaller in the ψ(nS) case, due to the narrower signal peaks, and

due to the fact that one can access the background events in between the ψ(nS) states.

4.3.5 Summary of the Systematic Uncertainties

Figure 4.20 gives an overview of the kinematic dependence of all individual systematic

uncertainties (i.e., their systematic variations corresponding to a 68 % CL of the given

probability distribution) compared to the respective statistical uncertainty of the mea-

surement, for the λHXϑ , λHXϕ and λHXϑϕ parameters in the |y| < 0.6 range, which are very

similar to the trends in the forward-rapidity ranges.

The systematic uncertainties related to the framework and muon efficiencies are defined

in the same way as in the Υ(nS) analysis. The systematic uncertainties related to the

ρ-factor are not discussed in detail here, some considerations are mentioned in Sect. 4.3.2.

The uncertainties related to the definition of the lifetime regions is discussed in Sect. 4.3.3.

The individual contributions in the figures are squared and stacked:

• “Lifetime Region”: Uncertainties related to the definition of the PR lifetime region

(Sect. 4.3.3);

• “Vertexing Eff.”: Uncertainties related to the vertexing-efficiency εvtx (Sects. 4.3.2

and 4.2.2);

• “Eff. Parametrization”: Uncertainties related to the parametrization of the data

T&P efficiencies, as well as their statistical uncertainties (Sect. 4.2.2);

• “T&P Model”: Uncertainties related to the T&P model assumptions (Sect. 4.2.2);

• “Framework”: Uncertainties related to the polarization extraction framework

(Sect. 4.1.5);

• “ρ Factor”’: Uncertainties related to the assumptions regarding the muon-pair

correlations (Sect. 4.3.2);

• “BG Model”: Uncertainties related to the assumptions used to construct the

background model histograms (Sect. 4.3.4);
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Figure 4.20: Summary of all systematic uncertainties considered in the J/ψ (left) and
ψ(2S) (right) polarization analyses (squared and stacked), compared to the statistical
uncertainty (dark green), shown for the parameters λϑ (top), λϕ (middle) and λϑϕ
(bottom) in the HX frame, in the rapidity range |y| < 0.6.
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While the statistical uncertainty increases with pT, the systematic effects evaluated in this

study are highest at low pT. The total uncertainties of the measurements are dominated

by statistical uncertainties at high pT and by systematic uncertainties at low pT, except

for a few cases of the ψ(2S), where the total uncertainty is dominated by the statistical

uncertainties in all kinematic regions. The dominating sources of uncertainty at low pT

are those related to the muon efficiency, while at high pT, no dominant source can be

identified. Figure 4.22 shows that the frame-invariant parameter λ̃ is consistent in all the

reference frames under study, as in the Υ(nS) analysis, providing no evidence of systematic

uncertainties that are not accounted for in the analysis.

4.3.6 Results

The results of this analysis are published in Ref. [22]. A subset of the results is shown

in Figs. 4.21 and 4.22, showing the central values and 68.3 % CL interval of the total

uncertainties, as a function of pT, for the frame-dependent parameters for all rapidity

ranges of the analysis, as measured in the HX frame (Fig. 4.21), and for the frame-invariant

parameter λ̃ in all frames at mid-rapidity (Fig. 4.22), for both ψ(nS) states. The points

are placed at the average pT of each bin, determined from the raw data distributions

(i.e., not corrected for efficiency and acceptance). The full set of results, for all states,

parameters and frames can be found in the supplemental material file [129] of Ref. [22],

as provided by the journal.

In summary, this analysis measures the polarizations of the prompt ψ(nS) states in pp col-

lisions at
√
s = 7 TeV, extending the results of previous measurements at hadron colliders

towards higher pT, with higher precision, and with more reliable analysis techniques than

the previous analyses of these observables. Both frame-dependent and frame-invariant

quantities have been measured, excluding large transverse and longitudinal polarizations

in the kinematic regions |y| < 1.2 and 14 < pT < 70 GeV for the J/ψ, and in the kinematic

regions |y| < 1.5 and 14 < pT < 50 GeV for the ψ(2S). The results of this analysis play

a major role in the interpretation of the LHC quarkonium production cross section and

polarization data, discussed in detail in Chap. 5.

4.4 Data Analysis Summary

The polarizations of all five S-wave quarkonium states have been measured, based on

CMS data collected in pp collisions at 7 TeV. The analyses have strictly followed the

suggestions of improved analysis techniques for quarkonium polarization measurements, as

introduced in Sect. 2.3, exploiting the full information of the 2-dimensional decay angular

distributions, measuring the frame dependent parameters λϑ, λϕ and λϑϕ, in the Helicity,

Collins-Soper and Perpendicular-Helicity frames, in addition to the measurement of the

frame-invariant parameter λ̃.
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Novel and well performing Markov Chain Monte Carlo techniques have been developed

and validated, for the background subtraction as well as for the determination of the

full posterior probability density function of the anisotropy parameters, providing the full

information about the measured polarization parameters and their correlations.

The systematic uncertainties of these measurements have been carefully studied, and are

under good control. These uncertainties dominate the total uncertainties at low pT, while

at high pT statistical uncertainties dominate.

The measurements of the Υ(nS) polarizations cover the kinematic range |y| < 1.2, in two

cells in |y|, and are differential in pT, up to a pT of the order of 35 GeV. The measurement

of the prompt J/ψ (ψ(2S)) polarizations covers the kinematic range |y| < 1.2 (|y| < 1.5), in

two (three) cells in |y|, and reach a pT of the order of 55 GeV (35 GeV). The results increase

significantly the pT reach of previous measurements at other hadron collider experiments,

with much higher precision, especially at high pT.

None of the S-wave quarkonium states show significant polarizations, neither transverse

nor longitudinal, providing vital information for the interpretation of LHC quarkonium

production results, as discussed in Chap. 5.



Chapter 5

Discussion of Results

The LHC experiments have provided essential inputs to solve the problems in the

understanding of quarkonium production at a fundamental level. This chapter aims at

summarizing the progress made in the LHC era so far, both from the experimental and

theoretical perspectives. The wealth of available quarkonium production data from the

LHC experiments is summarized in Sect. 5.1, followed by a summary of the main NRQCD

analyses, comparing the data to the state-of-the-art theory calculations in Sect. 5.2,

which displays the still unsatisfactory situation in the understanding of quarkonium

production. Furthermore, a data-driven approach [36] to reconcile the available LHC data

with NRQCD calculations is described in detail in Sect. 5.3, providing a straightforward

solution to the quarkonium polarization puzzle.

5.1 Quarkonium Production Data at the LHC

Besides the measurements discussed in the previous chapter, a wealth of new quarkonium

production results from the LHC experiments is available, as well as Tevatron measure-

ments, using more sophisticated and reliable analysis methodologies. This section lists the

relevant measurements, providing some comparison figures of the CMS measurements with

those of the other experiments. From this information, several data-driven observations

can be made, which are discussed here.

5.1.1 Cross Section Measurements

The results discussed here are an incomplete list of LHC quarkonium cross section

measurements, focussing on the results that are most relevant for this thesis, restricted to

measurements in pp collisions at
√
s = 7 and 8 TeV.

In the S-wave quarkonium production sector, CMS has published measurements of the

prompt J/ψ and ψ(2S) production cross sections, based on a fraction of the 7 TeV data

collected in 2010 [108], and on the full 2010 [106] and 2011 [130, 103] data sets, extending

117
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the pT reach of the results up to above 100 GeVi for the J/ψ and to above 80 GeV for

the ψ(2S). Moreover, CMS has published measurements of the Υ(nS) production cross

sections, based on a fraction of the 7 TeV data collected in 2010 [131], and on the full

2010 [124] and 2011 [132, 104] data sets, extending the pT reach up to above 80 GeV.

ATLAS has measured the J/ψ and ψ(2S) production cross sections at 7 TeV [107, 128],

reaching maximum pT ranges of around 40 GeV and around 70 GeV, respectively. The

results of the Υ(nS) cross sections at 7 TeV [105] have a pT reach of around 60–65 GeV.

LHCb has measured the prompt production cross sections of the ψ(nS) and Υ(nS) states

at 7 TeV [99, 100, 101], as well as, partially, at 8 TeV [102]. These measurements are

restricted to the rapidity region 2 < y < 4.5, and to pT < 15 GeV. ALICE has measured

the inclusive [133] and prompt [134] cross sections of the J/ψ at 7 TeV, covering the

rapidity ranges |y| < 0.9 and 2.5 < y < 4, and pT < 8 GeV.

In the P-wave quarkonium production sector, CMS was so far limited to the measurement

of the relative prompt χc2/χc1 [111] and χb2(1P )/χb1(1P ) [135, 113] production cross

section ratios, at 7 TeV and 8 TeV, respectively, due to the difficulty of estimating the

photon conversion reconstruction efficiency, which largely cancels in the cross section

ratio measurements. The χb2(1P )/χb1(1P ) analysis was the first of its kind at a hadron

collider, profiting from the extremely good Mχ mass resolution at CMS. Also ATLAS

has a successful P-wave quarkonium physics program. They were the first among the

LHC experiments to see significant χb(3P ) → Υ(1, 2S) decays [40]. Moreover, ATLAS

published an extensive production analysis of the χc system at 7 TeV [136], including

the measurement of the prompt χc2/χc1 cross section ratio, the χc1,2 → J/ψ + γ feed-

down fractions, the χc1,2 B fractions, as well as the production cross sections of the

prompt χc1 and χc2 states. LHCb also conducted a series of measurements of the P-wave

states, including the measurement of the prompt χc2/χc1 production cross section ratio

at 7 TeV [137, 138], the measurement of the χb2(1P )/χb1(1P ) production cross section

ratio at 8 TeV [39], as well as feed-down fraction measurements of the χc → J/ψ + γ

at 7 TeV [139], χb(1P ) → Υ(1S) + γ at 7 TeV [140, 38] and 8 TeV [38], and of the

χb(2P )→ Υ(1, 2S) + γ and χb(3P )→ Υ(nS) + γ (n = 1, 2, 3) feed-down decays at 7 and

at 8 TeV [38].

Figure 5.1 shows a comparison of the pT differential production cross sections of a subset

of the measurements at 7 TeV as discussed above, restricted to measurements at mid-

rapidity, to facilitate the comparison. Cross sections of the S-wave ψ(nS), Υ(nS) and the

P-wave χcJ states are shown. This compilation of measurements therefore includes states

that are characterized by very different masses. In order to be able to compare the shapes

of the cross sections, a mass-rescaling is applied on the pT variable, showing the results as

a function of pT/MQ, to compensate the effects of different average parton momenta and

phase spaces [36], where MQ is the mass of the measured quarkonium state.

iThe pT reach is given by the average pT of the highest pT bin of a measurement.
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Figure 5.1: Comparison of the pT differential production cross sections of a subset of
the measurements as discussed in the text, restricted to measurements at mid-rapidity,
as a function of pT/MQ. Additionally, a fitted empirical power-law function is shown,
with different normalization for each quarkonium state [36].

It can be seen that above a certain value of pT/MQ, the shapes of the cross sections are very

similar. This finding is quantified in the following way. The measurement characterized by

the smallest uncertainties and the highest pT/MQ reach, the CMS J/ψ measurement [106],

is fit with an empirical power-law function [123],

d2σ

dpTdy
∝ pT

MQ

[
1 +

1

β − 2
· (pT/MQ)2

γ

]−β
, (5.1)

in the region pT/MQ > 3. The fitted shape parameters are then fixed, and the normaliza-

tions are fit to each of the other curves displayed in the figure. The resulting description

of all cross section data points with pT/MQ > 3 is very good, with a χ2-probability of

55 %. This study shows that the pT-differential quarkonium cross sections, as a function

of pT/MQ, for sufficiently large pT/MQ values, for all ψ(nS), Υ(nS) and χc1,2 states can

be described by one simple empirical function, with the same shape for each quarkonium

state, within the uncertainties of the current measurements.
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The individual states of this study include S-wave and P-wave states, with very different

feed-down characteristics, as well as charmonium and bottomonium states. This study

suggests that quarkonium production should, in fact, be rather simple, and proceed

dominantly via one single production mechanism, identical for all quarkonium states.

This is the first of two main data-driven observations discussed in this chapter. Given

that S-wave and P-wave states have very different color-singlet channels, 1S
[1]
0 and 3P

[1]
J ,

respectively, this observation indicates that the CS contributions are negligible, for both S-

wave and P-wave production. The dominating production mechanism should therefore be

one single color-octet transition. The data-driven observation still allows for a democratic

mixture of CO processes if the mixture is very similar for all quarkonium states. This

is rather unlikely, considering that the different masses of the component quarks, as well

as the different binding energies of the individual states, should lead to different non-

perturbative effects for all quarkonium states, affecting the mixture of processes.

These are conclusions that can be drawn before looking at any quarkonium polarization

data, and before conducting any complicated NRQCD fitting analyses. This experimen-

tally observed pT/MQ scaling should be confirmed with higher precision.

5.1.2 Polarization Measurements

In the charmonium sector, CMS has measured the polarizations of the prompt J/ψ

and ψ(2S) polarizations at mid-rapidity, with a pT reach of the order of 60 GeV and

35 GeV, respectively [22]. The kinematic region accessed by CMS is complemented

by measurements of the J/ψ [141] and ψ(2S) [142] polarizations at forward-rapidity by

LHCb, with a pT reach of around 15 GeV, and a measurement of the J/ψ polarization

at forward-rapidity and very low pT by ALICE [143]. A subset of the results of these

analyses is summarized in Fig. 5.2, showing the results of the frame-dependent polarization

parameters λϑ, λϕ and λϑϕ, as measured in the HX frame, as well as the frame-invariant

parameter λ̃, as a function of pT, for all rapidity ranges considered in the analyses.

In the bottomonium sector, CMS has measured the polarizations of the Υ(nS) states

at mid-rapidity [21], with a pT reach of around 35 GeV, complementing an updated

measurement of the Υ(nS) polarizations from CDF [144], also at mid-rapidity but

covering lower pT regions, reaching around 25 GeV. The CMS measurement is affected by

considerably smaller total uncertainties with respect to the CDF measurement, especially

at high pT. The results of CMS are compared to the results of the corresponding CDF

analysis in Fig. 5.3, showing the results of the frame-dependent polarization parameters

λϑ, λϕ and λϑϕ, as measured in the HX frame, as well as the frame-invariant parameter

λ̃, as a function of pT, for all rapidity ranges considered in the analyses.

All measurements of quarkonium polarization discussed here, with the exception of the

J/ψ measurement from ALICE [143], employ the multi-dimensional and frame-invariant
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Figure 5.2: Comparison of the results of this thesis [22] (round markers), with the
results of the corresponding LHCb [141, 142] (diamond markers) and ALICE [143]
(square markers) analyses, in the HX frame as a function of pT, for the parameters
λϑ (top left), λϕ (top right), λϑϕ (bottom left) and λ̃ (bottom right) for the J/ψ
(closed markers) and the ψ(2S) (open markers). The uncertainties correspond to
the total uncertainties at 68.3 % CL. The results of the individual rapidity ranges are
distinguished by various colors.

analysis methodology that is discussed in Sect. 2.3, and refer to prompt quarkonia. All

measurements are based on data collected in pp collisions at
√
s = 7 TeV, except for the

Υ(nS) polarization measurement from CDF, based on pp̄ collisions at
√
s = 1.96 TeV. The

comparison figures of the polarizations of the individual measurements are not entirely

fair, given the different CM energy in the Υ(nS) case, and the various rapidity regions

of the measurements in the ψ(nS) case. However, from NRQCD calculations [29], one

knows that no large rapidity or
√
s-dependencies are expected to be observed for the

shape of the angular distributions. On the other hand, the different kinematics of the

individual measurements can affect the interpretation of the frame-dependent polarization

parameters, as the definitions of the reference axes depend on y (see Sect. 2.3.1). Therefore,

the comparison which is least affected by the differences of the individual measurements

is the one using the frame-invariant parameter λ̃.
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Figure 5.3: Comparison of the results of this thesis [21] (round markers), with the
results of the corresponding CDF analysis [144] (square markers), in the HX frame as
a function of pT, for the parameters λϑ (top left), λϕ (top right), λϑϕ (bottom left)

and λ̃ (bottom right) for the Υ(1S) (blue), Υ(2S) (red) and the Υ(3S) (green). The
uncertainties correspond to the total uncertainties at 68.3 % CL. The results of the
|y| < 0.6 (0.6 < |y| < 1.2) range are shown with closed (open) markers.

Contemplating the overall situation of the experimental information about the quarkonium

polarization observables in the LHC era, including the updated Tevatron results, there

are two data-driven observations to be discussed. After the experimental ambiguities

and inconsistencies in the pre-LHC era in the area of quarkonium polarization, it is very

satisfying to observe that the LHC has provided a clear experimental picture of quarkonium

polarization, with consistent measurements throughout the individual experiments and

states. This change of the quality of the quarkonium polarization data is on one hand

a consequence of the improvements of the understanding of quarkonium polarization and

the resulting recipes for reliable measurements of quarkonium polarization (as discussed

in Sect. 2.3), and on the other hand, it is certainly also caused by the very careful study

of systematic effects by the individual experiments conducting these highly non-trivial

measurements.
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Certainly, one can spot small discrepancies, but the overall picture is very consistent.

For example, the λHXϑ results for the Υ(1S) state of the CDF analysis are systematically

below the corresponding CMS results, albeit mostly covered by the large uncertainties of

the CDF points. Regarding the λ̃ parameter results, carefully comparing the values in

the Collins-Soper and HX frames, as measured by CDF [144], differences can be spotted

that might hint at residual systematic effects not accounted for in the analysis. Another

such example is the highest-pT point in the most forward-rapidity LHCb ψ(2S) result of

λHXϑ , which is around λϑ = −0.7± 0.2, a rather large value albeit less than three standard-

deviations away from the general trend observed in this region. The corresponding effect

in λ̃ is even smaller. This result should be interpreted as a fluctuation.

The LHC experiments, with a fairly large share of the CMS experiment, have provided

a clear experimental pattern of quarkonium polarization in hadron collisions. No large

polarizations are observed in any of the S-wave quarkonium states, neither longitudinal,

nor transverse, in none of the considered frames, the results clustering around the

unpolarized limit. This is true for all S-wave quarkonium states, which are affected by

very different fractions of feed-down decays of heavier quarkonium states. No significant

dependencies on the quarkonium pT and rapidity are observed. No significant differences

between charmonium and bottomonium states are seen. These observations support the

data-driven observation formulated in Sect. 5.1.1, strengthening the conjecture that all

quarkonium states are produced in a very simple and similar way, either by one dominating

CO mechanism, or by mixtures of various CO mechanisms, very similar for all quarkonium

states.

Contrary to the shape of the pT-differential cross sections, the polarization observables

allow for an immediate interpretation concerning the preferred angular momentum eigen-

states. Given the fact that all measured polarizations are very close to the unpolarized

case, the straightforward explanation is that the CO channel through which all quarkonia

are dominantly produced has to be the 1S
[8]
0 state.

5.2 NRQCD Analyses Review

The data of the LHC era, together with the data of the pre-LHC era, can be used

to update the estimations of the LDMEs, using the theoretical inputs introduced in

Sect. 2.2.1. The situation has changed, mostly due to the availability of high-quality

quarkonium polarization measurements, but also due to quarkonium production cross

section measurements extending to much higher values of pT than those used in the pre-

LHC era to fit the LDMEs. There are several groups performing such LDME-fits, also

denoted here as “NRQCD analyses”, which are briefly introduced in this section, in the

interest of putting in order the possibly confusing situation in the literature. There are

three main groups performing these NRQCD analyses. The German group associated with
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the calculations and analyses described in Refs. [145, 30, 29] is denoted here as “BK”ii,

while the Chinese groups associated with Refs. [31, 32] ([33, 34]) are denoted here as

“GWWZ” (“CMSWZ”).

BK NRQCD Analyses

The BK group provides J/ψ hadroproduction SDC calculations at NLO for the CS

and the individual CO channels [145], complemented by the corresponding calculations

for the polarization observables [29]. With these theory inputs, a NRQCD analysis is

performed [30], considering J/ψ cross section measurements from various experiments

and collision systems, a so-called “global fit”, including hadroproduction data from the

RHIC, Tevatron and LHC experiments, as well as photoproduction data measured at the

HERA experiments, and e+e− data from LEP and KEKB. The goal of this analysis

is to estimate the J/ψ LDMEs of the 1S
[8]
0 , 3S

[8]
1 and 3P

[8]
J CO channels, by fitting

a superposition of SDCs to the chosen pT differential cross section data, according to

the NRQCD factorization formalism introduced in Eq. 2.1. The selected data requires

pT > 3 GeV for hadroproduction data and pT > 1 GeV for photoproduction and e+e−

data.

The J/ψ cross section data of several collision systems can be reproduced reasonably well

by this NRQCD analysis, most data points being compatible with the calculations, within

the large theoretical uncertainties. However, theoretical uncertainties are not considered

in the fit, and only calculated a posteriori.

The authors claim that this analysis “consolidates the verification of NRQCD factorization

for charmonium and provides rigorous evidence for LDME universality and the existence

of CO processes in nature” [30]. Figure 5.4 (left) shows the comparison of the CDF

measurement [7] to the fit result. While the data are within the theoretical uncertainties

(yellow band), the shapes of the data and fit result are clearly very different. Given that

the theoretical uncertainties mostly reflect effects that affect the normalization and not

the shape of the SDCs, the claimed consistency of their fit result and the data should be

viewed with a grain of salt.

In a following paper [29], BK calculate the polarization observables in the HX frame,

using as input the LDMEs as estimated in Ref. [30], and compare the polar anisotropy

to the CDF data, as shown in Fig. 5.4 (right). The transversely polarized 3S
[8]
1 and

3P
[8]
J channels are the dominating contributions, especially at high pT, resulting in a J/ψ

polarization that is almost fully transverse, increasing with pT, inconsistent with the two

CDF measurements. It has to be emphasized that no feed-down contributions are taken

into account in this analysis and in the calculation of the polarization observables, while

the comparison can only be done, currently, with prompt J/ψ data.

iiThe chosen notation reflects the initials of the surnames of the authors.
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Figure 1: NLO NRQCD fit compared to RHIC [9], Tevatron [8,12], LHC [10,13,14,15],
and HERA [6,7,16] data.
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Figure 1: (color online) NLO NRQCD predictions (solid lines) for λθ and λφ as func-
tions of pT in the helicity and Collins-Soper frames including theoretical uncertainties
(shaded/yellow bands) compared to CDF [14,15] and ALICE [16] data. For compari-
son, also the NLO CSM (dot-dashed lines) predictions including theoretical uncertainties
(hatched/blue bands) as well as the LO NRQCD (dashed lines) and LO CSM (dotted
lines) ones are shown.

according to the on-shell scheme, to be mc = 1.5 GeV, and use the one-loop (two-loop)

formula for α
(nf )
s (µr), with nf = 4 active quark flavors, at LO (NLO). As for the proton

PDFs, we use the CTEQ6L1 (CTEQ6M) set [20] at LO (NLO), which comes with an

asymptotic scale parameter of Λ
(4)
QCD = 215 MeV (326 MeV). Our default choices for the

MS renormalization, factorization, and NRQCD scales are µr = µf = mT and µΛ =

mc, respectively, where mT =
√

p2
T + 4m2

c is the J/ψ transverse mass. The theoretical
uncertainty due to the lack of knowledge of corrections beyond NLO is estimated by
varying µr, µf , and µΛ by a factor 2 up and down relative to their default values. In
our NLO NRQCD predictions, we must also include the errors in the CO LDMEs, which
reflect the errors on the experimental data included in the fit. To this end, we determine
the maximum upward and downward shifts generated by independently varying their
values according to Table I in Ref. [7] and add the resulting half-errors in quadrature to
those due to scale variations.

In Fig. 1, we confront our NLO NRQCD predictions for λθ and λφ as functions of
pT in the helicity and Collins-Soper frames with the measurements by CDF [14,15] and
ALICE [16]. Since the cross section ratios in Eq. (2) are very insensitive to the precise
value of

√
s, we may safely overlay the data from

√
s = 1.8 TeV [14] with the predictions

for
√

s = 1.96 TeV. For comparison, also the LO NRQCD as well as the LO and NLO
CSM predictions are shown. In order to visualize the size of the NLO corrections to the
hard-scattering cross sections, the LO predictions are evaluated with the same LDMEs.
As in Ref. [6], we do not consider the range pT < 3 GeV, where nonperturbative soft-gluon

4

Figure 5.4: NRQCD calculations for the direct J/ψ pT-differential production cross
section [30] compared to prompt CDF data [7] (left). NRQCD calculations for the
direct J/ψ polarization parameter λϑ of directly produced J/ψ [29], in the HX frame,
as a function of pT, compared to prompt CDF data [9, 10] (right). Yellow and cyan
bands represent the theory uncertainties of the CS and the inclusive CS+CO channels,
respectively.

With the same strategy, BK performs fits estimating ψ(2S) LDMEs [146]. The results

of this study are very similar to the J/ψ analysis, with the 3S
[8]
1 channel completely

dominating, leading to almost fully transverse polarization at high pT.

CMSWZ NRQCD Analyses

The CMSWZ group provides an independent calculation of the SDCs [33] and polarization

observables [34] of the CS and the individual CO states. An independent extraction

of the J/ψ LDMEs is attempted with a fit to hadroproduction data only, restricted to

CDF measurements. Contrary to BK, the CMSWZ group includes the CDF Run II J/ψ

polarization measurement [10]. Data points with pT > 7 GeV are selected, due to “existing

non-perturbative effects” [34] in the low-pT region.

No feed-down contributions are taken into account, the fit therefore compares prompt

J/ψ data with direct J/ψ calculations, as is the case in the BK analyses, which can

especially affect the polarization observables [147][31]. The fit yields a surprising result.

The strongly transverse 3P
[8]
J channel is found to contribute to the color-inclusive cross

section with a large negative partial cross section, effectively corresponding to a strongly

longitudinal contribution. The transverse 3S
[8]
1 contribution is positive and large, and

almost fully cancels the longitudinal negative 3PJ component, resulting in an unpolarized

or even slightly longitudinally polarized directly produced J/ψ. With this result, the small

polarizations measured at CDF can be reproduced.
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This group has recently performed an extensive NRQCD analysis in the bottomonium

system [35], taking into account all feed-down contributions, including both cross section

and polarization data with the requirement of pT > 15 GeV in their fitting procedure.

Due to its recent appearance, this analysis is not further considered in this thesis.

GWWZ NRQCD Analyses

The GWWZ group provides NLO NRQCD calculations of quarkonium cross sections and

polarizations for hadroproduction through the CS and the individual CO channels, for

the charmonium [31] and Υ(nS) [32] states. These calculations (for the J/ψ only) could

be successfully compared to the corresponding calculations of BK [29] and CMSWZ [31],

reproducing their fit results when using their strategies. This group also performs NRQCD

fits, extracting several sets of LDMEs of the charmonium and bottomonium states. These

are the first NLO NRQCD analyses that take into account the feed-down contributions of

the heavier quarkonium states. This is an important step in the clarification of quarkonium

production.

The charmonium analysis [31] is based on hadroproduction data from CDF and LHCb,

imposing a minimum pT requirement, pT > 7 GeV, as “It is known that the double

expansion in αs and v2 is not good enough in the small pT regions” [32]. No polarization

data are used, and no theoretical uncertainties are considered in the fits. The analysis is

organized as an iterative procedure. First, the ψ(2S) LDMEs for the 1S
[8]
0 , 3S

[8]
1 and 3P

[8]
J

channels are estimated by fits to CDF and LHCb production cross section measurements.

Then, the χc
3S

[8]
1 LDME is estimated by fitting the χc → J/ψ + γ feed-down fractions

measured at CDF and LHCb, not taking into account the radiative feed-down decays

ψ(2S) → χcJ + γ. Finally, the LDMEs of the J/ψ are obtained by fitting CDF and

LHCb J/ψ production cross section measurements, taking into account the feed-down

contributions as fixed in the previous two steps of the analysis. Figure 5.5 (top) shows

fit results for CDF and LHCb ψ(nS) cross sections. It is apparent that the shape of the

CDF J/ψ production data is considerably better reproduced by this fit result than by the

corresponding results of BK, as shown in Fig. 5.4, in the pT region that is included in the

fit.

The outcome of this analysis is that ψ(2S) production is completely dominated by the

transverse 3S
[8]
1 channel, while in the case of direct J/ψ production, the partial 3S

[8]
1 cross

section is even negative, and rather large. The dominating processes, especially at high

pT, are the 3P
[8]
J channels and, to a lesser extent, the 1S

[8]
0 channel. The direct production

of J/ψ and ψ(2S) states is therefore surprisingly characterized, according to this analysis,

by very different production mechanisms.

From the results of the fit they calculate the polarization observables. Figure 5.5 (bottom)

shows the calculated polar anisotropy in the HX frame for the prompt J/ψ, which is only
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FIG. 1: pt distribution of prompt J/ψ and ψ(2s) hadroproduction. CDF and LHCb data are taken from Refs. [28–30].

FIG. 2: Polarization parameter λ of ψ(2s) in helicity(up) and CS(down) frames. The CDF data are taken from Ref. [5, 18]

where Λ is obtained with same χ2/d.o.f. but much
smaller uncertainty. With the values of Λ and relation in
Eq. (6), theoretical predictions with proper uncertainty
can be made.

After the treatment of feeddown, the CO LDMEs for
J/ψ are obtained from a combined fit of the CDF and
LHCb experimental data [28, 29]. By using the same
definition in Eq. (5) for J/ψ, the fit gives

O = (9.7 ± 0.9, −0.46 ± 0.13, −0.95 ± 0.25),

Λ = (−9.6 ± 1.0, 1.7 ± 0.1, −0.37 ± 0.01), (7)

with χ2/d.o.f. = 5.32/10. Thereafter, we use the error
of each independent variable in Λ to generate all the un-
certainty bands in theoretical predictions. It is clearly
shown in the following figures that the uncertainty band
is not too wide even with large uncertainty in Λ in Eq. (6).

In Fig. 1, we find that the feeddown part contributes
almost the same as the direct part in prompt J/ψ yield
when pt > 25 GeV at the Tevatron, so as for |y| < 2.4
when pt > 30 GeV at the LHC, but is less important in
the forward range 4.5 > y > 2. The ψ(2s) polarizations,
shown in Fig. 2, go from longitudinal to transverse as
pt increases in the helicity frame, which has totally op-
posite trend with current CDF measurement [5], and go

from transverse to slight longitudinal in CS frame. As
is shown in Fig. 3, the polarizations of J/ψ from χcJ

feeddown result in small transverse polarization (∼ 0.2)
in the helicity frame, and slight longitudinal polarization
(∼ −0.1) in the CS frame at large pt. Finally our the-
oretical predictions for prompt J/ψ polarization in both
helicity and CS frames are shown in Fig. 4, in comparison
with current existing measurements from the CDF and
ALICE Collaborations. In the forward rapidity region,
our predictions are close to the ALICE measurement for
inclusive J/ψ production in both helicity and CS frames.
In the central rapidity region, our results are in agree-
ment with the CDF run I data (except two points), but
in conflict with the CDF run II data. However, we still
cannot draw a definite conclusion since there is no way to
judge these two measurements. From this point of view,
this is another reason for us to exclude CDF data on J/ψ
polarization in our fitting. With the optimized analysis
method to measure more J/ψ polarization information
with two different frames (helicity and CS) as used in
the ALICE measurement, it is expected that J/ψ and
ψ(2s) polarization measurements at the LHC would help
to solve the polarization puzzle or clarify the situation.

The polarization predictions in Ref. [16] and [17] are

5

FIG. 4: Polarization parameter λ of prompt J/ψ hadroproduction in helicity(up) and CS(down) frames. The CDF and ALICE
data are from Refs. [5, 18].
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Figure 5.5: NRQCD calculations for prompt J/ψ and ψ(2S) pT-differential production
cross sections [31], compared to prompt CDF (top left) and LHCb data (top right),
and calculations of λHXϑ for the prompt J/ψ (bottom).

slightly transverse, and rather constant with pT. The figure also shows the calculated

polarizations of the feed-down contributions. The ψ(2S) is calculated to be almost fully

transverse at high pT, increasing with pT from values that even reach slight longitudinal

values at low pT. The feed-down contribution of the χc states is calculated to contribute

with a slightly transverse distribution to the direct J/ψ component, which itself is also

characterized by a slight transverse polarization.

Additionally, the GWWZ group provides a NLO NRQCD analysis of the Υ(nS) states [32].

They take into account the feed-down contributions into the Υ(1S) and Υ(2S) states, but

assume the Υ(3S) state to be free of feed-down decaysiii. However, due to the lack of

χb hadroproduction data (at the time of this analysis) the LDMEs of the χbJ(nP ) states

cannot be directly obtained, and are mostly unconstrained parameters in the fit. The

analysis uses hadroproduction data with pT > 8 GeV from the CDF, LHCb, CMS and

ATLAS experiments. The polarization measurements from CMS [21] and the updated

CDF measurement [144] are considered in the fits. Again, an iterative procedure is chosen.

iiiThe GWWZ group are in the progress of preparing an update of this analysis, including feed-down
contributions of the decays χbJ(3P ) → Υ(3S).
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First, the Υ(3S) data are fit and the corresponding LDMEs are fixed. Then, the Υ(2S)

data are fit, fixing the χbJ(2P ) and Υ(2S) LDMEs. Finally, the Υ(1S) data are fit,

estimating the rest of the LDMEs.

The cross section data are nicely reproduced by these fit results. The polarization of the

prompt Υ(nS) states is found to be almost fully transverse for the Υ(3S), dominated by
3S

[8]
1 production, but almost unpolarized for the Υ(1S) and Υ(2S), which are dominated

by χb feed-down, which are characterized by a slight transverse polarization. The directly

produced Υ(1S) is found to be dominated by the 1S
[8]
0 channel, as is the Υ(2S), to a

lesser extent, with more significant 3S
[8]
1 and 3P

[8]
J admixtures. The CMS polarization

measurements can be reproduced by the calculations for the Υ(1, 2S), but on the other

hand, the transverse Υ(3S) polarization is far off the experimental results, at high pT.

Summary of Existing NRQCD Analyses

Even though the NLO NRQCD calculations for the SDCs and polarizations of the

individual color channels of the three groups are compatible, the conclusions from their

individual NRQCD analyses are fundamentally different. The estimated composition of

the individual production mechanisms is very different for each of the analyses, which can

be appreciated by comparing the individual values of the LDMEs for ψ(nS) production, as

summarized in Tab. 5.1. These physically very different scenarios do not largely affect the

inclusive cross section calculations, as with different compositions very similar shapes of the

pT distributions can be obtained. On the other hand, the calculations of the polarization

observables are very different for the individual scenarios, which is illustrated in Fig. 5.6,

comparing the outcome of the individual NRQCD analyses with the CMS measurements

of S-wave quarkonium polarization. The differences are seen clearest when considering the

J/ψ calculations, which range from slightly longitudinal polarization by CMSWZ, slightly

transverse polarization by GWWZ, and almost fully transverse polarization by BK. How

can these differences be understood, given that compatible theoretical inputs are used?

BK [30, 146] CMSWZ [34] GWWZ [31]

OJ/ψ(1S
[8]
0 ) [10−2 GeV3] 4.97 8.9 9.7

OJ/ψ(3S
[8]
1 ) [10−2 GeV3] 0.22 0.30 −0.46

OJ/ψ(3P
[8]
J ) [10−2 GeV5] −1.61 1.26 −2.14

Oψ(2S)(1S
[8]
0 ) [10−2 GeV3] −0.247 – −0.01

Oψ(2S)(3S
[8]
1 ) [10−2 GeV3] 0.280 – 0.34

Oψ(2S)(3P
[8]
J ) [10−2 GeV5] 0.168 – 0.95

Table 5.1: Summary of the ψ(nS) LDME results of the individual NRQCD analyses
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Figure 5.6: CMS measurements of the polarization parameter λHXϑ of prompt
S-wave quarkonium states [22, 21], compared to NLO NRQCD calculations for direct
production by BK [29, 146] (green), CMSWZ [34] (red) and for prompt production by
GWWZ [31, 32] (cyan).
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The main differences of the strategies and assumptions of the individual NRQCD analyses

are summarized in Tab. 5.2. One main reason for the differences is the list of considered

data points. While the choice of collision system does not seem to affect the results

significantly, the pT requirements on the considered data points has a large influence on

the results (see Sect. 5.3), as was observed already by BK in Ref. [64]. Furthermore, the

decision to include the available polarization data in the fits is of great importance. One

more major difference is the consideration of the feed-down decays, which has a large

influence on the results, as shown in Refs. [31, 32]. Given the differences of the individual

NLO NRQCD analyses and the resulting confusion in the field, it is advisable to reflect

upon the assumptions made by the individual analyses, and their justification, in more

detail.

While it is appreciated by all NRQCD analyses that a minimum pT requirement, pmin
T , is

essential to ensure not being biased by the low-pT data in regions where the NLO NRQCD

calculations cannot be trusted, due to non-perturbative effects, they nevertheless include

rather low-pT data. The specific choices of pmin
T are partially dictated by the available

data. For example, the BK analysis would suffer from a loss of around 50 % and 98.7 %

of the hadroproduction and photoproduction data, respectively, would they have chosen

pmin
T = 7 GeV. Given that no high-pT photoproduction data is available, they would have

had to restrict the analysis to hadroproduction data, not being able to assess LDME

universality. While the NRQCD analysis that is described in Sect. 5.3 finds that stable

and unbiased results can only be obtained if data with pmin
T /MQ < 3 is removed from the

analysis [36], all NRQCD analyses described in this section use lower-pT data within the

unstable region, possibly biasing the LDME results, especially the BK analysis, and the

GWWZ bottomonium analysis. Given that the low-pT data are usually characterized by

considerably smaller uncertainties with respect to the high-pT data, the choice to include

the high-precision low-pT data can severely bias the analyses.

One general problem is the treatment of the uncertainties. None of the existing analyses

BK [30, 146] CMSWZ [34] GWWZ [31, 32]
Collision systems

considered
pp, pp̄, e+e−, ep pp̄ pp, pp̄

Polarization data
considered

no yes
no (ψ(nS))
yes (Υ(nS))

pT region (GeV)
pT > 3 (pp, pp̄)
pT > 1 (e+e−, ep)

pT > 7
pT > 7 (ψ(nS))
pT > 8 (Υ(nS))

LDMEs
estimated for

ψ(nS) J/ψ
ψ(nS), χcJ

Υ(nS), χbJ(1, 2P )
Feed-down
considered

no no
yes (except

for Υ(3S))

Table 5.2: Summary of the main differences between various NRQCD analyses.
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include theoretical uncertainties in their fit programs, making it impossible to interpret

reasonably the minimized values of the normalized χ2. Another general point is the incon-

sistency of the treatment of the polarization-dependence of the cross section measurements

within the fits. The measured quarkonium cross sections depend on an assumption on

the polarization of the quarkonium state, due to acceptance effects of the experiments.

The general practice followed by all LHC experiments is to publish quarkonium cross

sections for the unpolarized assumption, as well as additional information that allows

one to recalculate the cross sections for any given assumption on the polarization. This

so-called “polarization envelope” can be rather large, as can be seen for example in the

ATLAS Υ(nS) analysis [105], where the cross section results vary by up to +353 % and

−65 % for low-pT results, and still by up to +50 % and−13 % for results with pT > 30 GeV,

for different polarization scenarios. While some of the NRQCD analyses calculate large

polarizations, especially at high pT, in the fits these analyses compare their models to

the cross section measurements that assume unpolarized production. This inconsistent

treatment of the cross section measurements should be removed from the analyses.

Another important point is the treatment of the feed-down contributions. It is clear

that not including the feed-down components can significantly bias the result, making it

impossible to reasonably interpret the results. On the other hand, including the feed-down

components in situations where there is no experimental information available about the

relative importance of these decays, the results can be misleading. This is, for example,

the case in the bottomonium analysis of GWWZ, where they include the feed-down decays

χbJ(2P ) → Υ(1, 2S) + γ, without any experimental constraints on the size of this effect.

Given that the corresponding LDMEs are free in the fit, unconstrained due to the non-

existent χbJ(2P ) data, the fit has excessive freedom which may result in a good description

of the data while not reflecting reality. A specific example where this freedom has possibly

led to a bias is the feed-down fraction of χbJ(2P ) → Υ(2S) + γ, which is reported to

be 35–76 % for hadroproduction, increasing with pT [32], which seems to be significantly

overestimated, considering the corresponding results from LHCb, especially at high pT [38].

Contrary to the cross section measurements, the polarization observables allow for an

immediate interpretation of the results, given that the polarization calculations of the

individual color channels are very different. This power of the available polarization

measurements has not been exploited by several of the NRQCD analyses. Given the

observed inconsistencies at the Tevatron, it is a reasonable choice to exclude the pre-LHC

polarization results from the analyses. However, with the new results from polarization

analyses emerging from the LHC, it is imperative to move these measurements to the

center of the attention, in future analyses.

These NRQCD analyses were all by-products of the daunting calculations of the NLO

NRQCD calculations, for the SDCs and polarizations, for various collision systems, CM

energies, states and kinematic regions. The emphasis of the work was certainly put on a
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rigorous calculation of the inputs, while no rigorous strategies for the comparison of these

theoretical inputs to the data were developed. This led to the introduction of several

inconsistencies and simplifications in these analyses, such as neglecting the polarization-

dependence of the cross section measurements, not considering global experimental and

theoretical uncertainties, not considering feed-down decays and polarization data. In

addition, in these analyses low-pT data was used, which may bias the results, as will be

shown in the next section.

While the remarkable effort of calculating these NLO NRQCD inputs cannot be over-

estimated, the corresponding comparisons to data led to large differences between the

individual calculations, all labelled as “NLO NRQCD”, giving the wrong impression that

NLO NRQCD is either very unstable concerning small differences in the theoretical inputs,

or cannot be trusted to provide reliable quantitative predictions at all.

5.3 A Data-Driven Perspective

The current status of the understanding of quarkonium production with the NRQCD fac-

torization approach, as discussed in the previous section, is not satisfactory, given that the

various NLO NRQCD results, based on compatible theoretical inputs, mutually exclude

each other. The problems of the individual NRQCD analyses motivate a more rigorous

phenomenological study, avoiding said problems, to clarify quarkonium production. This

analysis has been conducted in collaboration with Pietro Faccioli, Carlos Lourenço, João

Seixas and Hermine Wöhri, resulting in the publication [36], on which this section is almost

entirely based, providing further detail.

The analysis strategy is guided by two main data-driven observations, which allow us

to infer certain statements about the composition of the individual color channels, even

before employing a fit of the LDMEs.

1. The pT/MQ scaling observed in the LHC quarkonium cross section data suggests

that all quarkonium states are produced in a very similar way, likely dominated by

one CO mechanism (see Sect. 5.1.1).

2. The finding of the LHC experiments that none of the S-wave quarkonium states

shows any strong polarization suggests that this dominating CO contribution is the

unpolarized 1S
[8]
0 term (see Sect. 5.1.2).

These interpretations clearly follow the Occam’s razor principle. To study the validity of

these hypotheses, a sophisticated fitting method is developed, utilizing MCMC methods

to estimate the LDMEs. Theoretical uncertainties are taken into account in the fitting

procedure, correlated between the individual quarkonium states, as well as correlated

uncertainties from the experimental results, such as uncertainties originating from the
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luminosity measurements. Moreover, the polarization-dependence of the cross section

measurements is fully taken into account.

The polarization observables are moved to the center of the attention, conducting a true

“global fit” analysis of quarkonium production, to profit from the now available high-

quality LHC quarkonium polarization data. All ψ(2S) and Υ(3S) cross section and

polarization data as measured by the LHC experiments, available at the time of the

submission of the publication, are considered in this analysis. The analysis is restricted

to the highest-mass S-wave states of the charmonium and bottomonium system, to avoid

having to take into account the feed-down decays of heavier quarkonium states. While

the assumption that the ψ(2S) measurements allow access to exclusive direct production

is considered very safe, the assumption that the Υ(3S) state is free of significant feed-

down contributions seems to have been invalidated by the recent LHCb measurement [38],

finding relatively large feed-down fractions from the χb(3P ) states. This information was

not available at the time of completion of this analysis. Therefore, the Υ(3S) results of this

analysis have to be interpreted carefully, and will be updated in a forthcoming publication.

The main idea of this study is to search for a “kinematic domain of validity” of the

NLO NRQCD calculations, at high pT, where all quarkonium hadroproduction data from

the LHC experiments can be well described by the calculations, which is achieved by a

“kinematic domain scan”, consecutively removing low-pT data, until a stable region of the

fit is reached.

First, the theory ingredients are introduced in Sect. 5.3.1, before discussing the fitting

method in detail in Sect. 5.3.2. The results of the kinematic domain scan are discussed

in Sect. 5.3.3, and the results obtained from data within the found safety domain, as

well as corresponding predictions, are shown in Sect. 5.3.4. A brief discussion of the

main differences of the analysis strategy and physics conclusions with respect to the other

existing NRQCD analyses in Sect. 5.3.5, is followed by an interpretation of the results in

Sect. 5.3.6.

5.3.1 Theory Ingredients

State-of-the-art NLO calculations of the NRQCD SDCs and polarizations of the CS and

the individual CO channels, for pp hadroproduction at
√
s = 7 TeV, from Refs. [29, 146]

are used for this analysis. A subset of these calculations, at mid-rapidity, has been shown

in Fig. 2.5.

In order to be able to cover as much phase space as possible, to ensure that all available

data can be included in the study, some straightforward extrapolations of the theoretical

inputs are performed, extending the models towards lower pT for mid-rapidity calculations

(|y| < 1.2), and filling the gap in rapidity between the mid-rapidity and forward-rapidity

calculations, which are explicitly performed for the LHCb phase space 2 < y < 4.5. The
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pT shapes of the calculations are found not to depend significantly on y. However, the

normalization slightly decreases as a function of |y|, slightly differently for the individual

color channels, a feature taken into account in these extrapolations.

These calculations are provided for a rest energy of the QQ̄ pair of E0 = 3 GeV. In

order to obtain the shape and the polarizations for a quarkonium state with mass MQ,

the transverse momentum pT of the calculations is rescaled according to p′T = pT · MQE0
.

Even though the actual rest energy of the QQ̄ pair, EQQ̄ does not necessarily have to

coincide with MQ, the rescaling used here is a very good approximation of the quarkonium

production kinematics, as shown in Ref. [36].

The normalization of the SDCs is rescaled as well, with an exponential function

of the quarkonium mass, whose exponent is determined from cross section measure-

ments at the LHC, from normalization factors corresponding to the ones used to

construct the individual functions in Fig. 5.1. The normalization scale is defined

by N(MQ) = a · exp(−b ·MQ), with a = 16.82 and b = 0.94 GeV−1, leading to

N(Mψ(2S)) = 0.53 and N(MΥ(3S)) = 1.0 · 10−3. Given that any change in normalization

of the SDCs can be compensated by changes in the numerical values of the LDMEs, except

for the CS contribution, which is negligible, the conclusions of this study are not affected

by this normalization scaling, albeit affecting the values of the LDMEs, for instance for

the ψ(2S), by a factor of around 2. This redefinition of the LDMEs has to be considered

when comparing their numerical values to those of other NRQCD analyses. However, this

definition ensures that the values of the LDMEs obtained for different quarkonium states

can be very easily interpreted. If, for two different states, the LDMEs of a given color

channel, OQ(n), are identical, the normalization scaling ensures that the probabilities of

the transition of a QQ̄ pair in state n into the two quarkonium states are identical. This

also means, thanks to the pT/MQ scaling, that the relative importance of the partial cross

sections, σ(n), with respect to the full quarkonium cross section, σ(Q), is identical for the

two states, at any given value of pT/MQ.

Construction of the Theoretical Uncertainties

As shown in Fig. 2.5 (top right), the LO and NLO calculation for the SDCs and polarization

observables show large differences, especially for the CS 3S
[1]
1 and the CO 3P

[8]
J channels. It

is imperative to associate a theoretical uncertainty to this fact, implemented in the fitting

procedure. Assuming that the perturbative expansion in powers of αs is convergent, one

can expect that the “true values” are contained within the range [NLO-∆, NLO+∆], with

∆ = NLO-LO, the difference between the NLO and LO calculations. Therefore, in this

fitting method, the theoretical inputs are characterized by a Gaussian probability distribu-

tion, centered at the NLO values, with a width corresponding to ∆. Given that in the case

of the CS calculation more information is available in the literature, the corresponding

probability distribution of the CS polarization calculations is modeled by a Gaussian
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probability distribution, centered at the NLO values, but with a width corresponding to

∆∗ = NNLO*-NLO, the difference between the NNLO* calculations [55, 56] and the NLO

values. Considering the large differences between the NLO and NNLO* calculations for

the CS SDC, an asymmetric Gaussian is used, centered at NLO, with a width of ∆ for

SDC values below the NLO values, and with a width ∆* for SDC values above the NLO

values, in order to constrain the CS SDCs to positive values.

In the fitting method, each color channel is associated with a nuisance parameter (NUP),

which is allowed to float within the Gaussian constraint. On the one hand, this allows

the fit to adjust the shape of the theoretical models within the boundaries defined by the

Gaussian probability distributions, and on the other hand, this procedure ensures that

the output of the fit reflects the theoretical uncertainties. Furthermore, the NUPs of the

individual color channels for different quarkonium states are correlated in a simultaneous

fit, ensuring that the individual models are adjusted in the same way for the individual

states. If, for example, the fit prefers a CS contribution close to the NNLO* calculations

rather than the NLO values, this is the case for both the ψ(2S) and Υ(3S) states.

The Peculiar 3P
[8]
J Component

The changes from LO to NLO are especially large for the 3P
[8]
J component, with the

polar anisotropy changing from close to 0 to values beyond +1 (at high pT), and the

SDC k-factors reaching large values of up to 250 at high pT and even becoming negative

at low pT [146]. Large k-factors by themselves do not necessarily change the physics

conclusions of the analyses, as normalization changes can always be compensated by the

fitted LDMEs. However, in this case the relevant and alarming property is the huge change

of the k-factors as a function of pT, strongly affecting the shape. This results in a huge

theoretical uncertainty that induces instabilities in the fit, and can make the corresponding

fit results meaningless, as the fit is dominated by the freedom of the shape of the 3P
[8]
J

component.

Besides the large changes from LO to NLO, the 3P
[8]
J NLO calculations themselves reveal

some peculiarities. The SDC changes sign at approximately 7.5 GeV, being positive at low

pT and negative at high pT. The partial cross section of the 3P
[8]
J can of course be made

positive at high pT, if the corresponding LDME is found to be negative, but it remains

true that negative partial 3P
[8]
J cross sections cannot be avoided for both the low- and

high-pT regions, except for the special case where the LDME is 0. In addition, the polar

anisotropy λHXϑ also reflects an unphysical behavior. From low to high pT, several phases

can be observed, starting from around 0, passing through unphysical regions below −1,

diverging to −∞, changing sign, and then passing through unphysical values beyond +1,

approaching +1 at high pT. The unphysical behavior of the 3P
[8]
J term suggests that the

NLO calculations cannot be trusted, and that large higher-order corrections should be

expected.
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These unphysical properties of the 3P
[8]
J term are usually not regarded as a concep-

tual problem. It is argued that only the color-inclusive observables can be measured

experimentally and interpreted physically. However, it is clear that negative partial

cross sections that vary strongly as a function of pT require a compensation by positive

partial cross sections of the other components, ensuring that the overall cross section and

polarization is physical, in all kinematic regions, including the angular dimensions. This

compensation is especially delicate when the 3P
[8]
J channel is a dominating contribution.

The LDME of the 3P
[8]
J component has to be small enough to ensure that the sum with the

remaining contributions leads to a positive cross section in all kinematic regions, and to

an angular distribution characterized by anisotropy parameters satisfying the constraints

of the allowed phase space regions (see Fig. 2.11).

This reasoning is of course only valid if the individual color channels cannot be observed

individually. As is argued in Ref. [36], the properties of the individual color channels, their

SDCs and polarization observables at NLO, are sufficiently different, making it possible

to distinguish, on a statistical basis, the individual components, by defining kinematic

discriminants, including, for example, the angular variables cosϑ and ϕ. Due to the

transverse angular distribution of the 3P
[8]
J component, its contribution is enhanced with

respect to differently polarized contributions at values close to | cosϑHX | = 1, and reduced

close to | cosϑHX | = 0. With respect to an unpolarized contribution, this enhancement

can reach a factor of 1.5. With respect to a longitudinal contribution, this enhancement

can even reach +∞, corresponding to the possibility of a complete and unambiguous

separation of an unphysical contribution, at least in an ideal “Gedankenexperiment”.

As a simplified pedagogical example [52], one can construct a hypothetical quarkonium

production scenario as a composition of an unpolarized 1S
[8]
0 component with a partial

cross section of 55 nb, and a transversely polarized 3P
[8]
J component (λHXϑ = +1) with

a negative partial cross section of −45 nb, leading to a total quarkonium cross section

of 10 nb. Applying a selection criterion in the experimental setup of | cosϑHX | > 0.8,

the observed quarkonium cross section would be negative, -1.24 nb, obviously not an

example that can be realized in nature. This example should illustrate how delicate the

compensation of the positively contributing color channels has to be, in the case of the

presence of a channel with negative partial cross section and/or unphysical polarization.

In this analysis, the hypothesis that all contributing processes are individually observable,

and therefore required to be physical, is explored. This corresponds to the very intuitive

view that quarkonium production can be separated in the two phases described by NRQCD

factorization, with an observable intermediate object, the QQ̄ pair, where both phases,

the production of the QQ̄ pair, as well as its hadronization into the quarkonium state,

are observable and measurable processes. Due to the reasons discussed in this section,

the 3P
[8]
J component is neglected in this analysis. However, it is included in the fits a

posteriori, testing the effect of this term, which is found to be negligible (see Sect. 5.3.3).
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5.3.2 Fitting Method

Instead of the parametrization of quarkonium cross sections and polarizations with

LDMEs, according to Eqs. 2.1 and 2.2, this analysis makes use of so-called “fraction

parameters” (FPs). The relative importance of a given color channel with respect

to the full quarkonium cross section, at a reference point p∗T/MQ, is denoted as the

fraction f(n) = σ∗(n)
σ∗(Q) , and the relative importance of a given CO channel with respect

to the sum of all partial CO cross sections, σ∗CO(Q) =
∑

n6=CS σ
∗(n), is denoted as the

“octet-fraction” fCO(n) = σ∗(n)
σ∗CO(Q) , at the same reference point. The full quarkonium cross

section at this reference point is of course given as σ∗(Q) = σ∗CS(Q) + σ∗CO(Q) with σ∗CS(Q)

the CS partial cross section. Finally, the “octet-ratio” RCO is defined as the ratio of

the sum of the CO partial cross sections with respect to the CS partial cross section,

RCO = σ∗CO(Q)/σ∗CS(Q). The vector ~f = (RCO, fCO(n1), ..., fCO(ni)) summarizes the FPs,

with the constraint
∑

n6=CS fCO(n) = 1. Contrary to the intuitive notion that any fraction

should be contained between 0 and 1, the octet-fraction of a given CO component can

exceed 1, in case this is compensated by a negative octet-fraction of a different component.

With these definitions of ~f , the NRQCD factorization theorem, as introduced in Eq. 2.1,

can be written as

σ(Q) = σCS(Q) +RCO · σ∗CS(Q) ·
∑

n6=CS
S[QQ̄]

fCO(n)

S∗[QQ̄(n)]
, (5.2)

where σCS(Q) and S[QQ̄(n)] depend on the quarkonium kinematics, while the parameters

labeled with (∗) are constants that can be determined univocally from the SDC calculations,

at the reference point p∗T/MQ, and the CS LDME. For this analysis, the arbitrary reference

point is chosen to be p∗T/MQ = 6. In this notation, the free LDME parameters have been

substituted by free ~f parameters. The values of the octet-fractions and the octet-ratio can

be directly transformed into LDMEs and vice versa. However, the fraction-notation of

the quarkonium cross section is more intuitive to comprehend. Most importantly, from a

technical point of view, finding the optimal values of the fractions is more straightforward

than those of the LDMEs, as the numerical values of the fractions and their uncertainties

are more easily constrainable in the fitting method. Therefore, the fit makes use of the

fraction parameters, which are then, a posteriori, transformed directly to the LDMEs, the

parameters of interest (POI) of this analysis.

The fitting method is based on a least χ2 approach. The total χ2 is calculated as the sum

of the partial χ2 values from each considered data point i,

χ2
i =

(
xdata
i − xmodel

i

σdata
i

)2

, (5.3)

with xdata
i the central value and σdata

i the total uncertainty of the measurement, and

xmodel
i the model calculation, for the current value of ~f and the nuisance parameters. The
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observable x represents either a cross section measurement σdata
i (Q), or a measurement of

the polar anisotropy in the HX frame, λdata
ϑ,i . In the case of a cross section measurement,

the model σmodel
i (Q) is calculated by summing the partial cross sections of the individual

channels, for the given kinematic region of the measurement, according to Eq. 5.2. In the

case of a polarization measurement, λmodel
ϑ,i is calculated by combining the polarizations

of the individual channels according to Eq. 2.6, depending on the relative importance of

the individual channels given by the current values of ~f , and the kinematic region of the

measurement.

As for the CMS quarkonium polarization analyses, a MCMC approach is chosen to sample

the total χ2 function, in order to obtain the full posterior probability density function,

in a multi-dimensional form for all POI, FPs and NUPs. The approach is implemented

in the same way as the MCMC method discussed in detail in Sect. 4.1.3, relying on a

Metropolis-Hastings criterion, with adapted widths of the proposal functions for the burn-

in period. The prior distribution is chosen to be uniform in the fraction parameters.

The approach has been validated by an independent implementation of the Migrad

minimization algorithm of the Minuit package [119].

Central values and confidence intervals of the POI can be constructed from this multi-

dimensional PPD by projections on the individual parameters, as described in Sect. 4.1.4.

The obtained NRQCD models can be visualized by error bands that can be directly built

from the full information of the PPD, including the variations according to all POI and

NUPs. This method ensures that correlations between the parameters are taken into

account and can be studied in detail.

Nuisance Parameters

Several NUPs are floating in the fit, taking into account various effects. The theory

uncertainties are, as described above, implemented as NUPs that are allowed to float

within Gaussian constraints, changing the values of xmodel
i in the calculation of the partial

χ2
i . A simultaneous fit of the ψ(2S) and Υ(3S) data ensures that the NUPs associated

with the theoretical uncertainties affect the models of the individual states in the same

way.

Global uncertainties of the measurements, affecting all data points of a given set of mea-

surements, such as uncertainties on the luminosity estimation in the case of cross section

measurements, are also implemented as NUPs, floating within a Gaussian constraint. The

data points xdata
i are scaled synchronously by these global uncertainties, in the same

way for all data points belonging to the same data-taking period of a given experiment,

correlating these individual sets of measurements.
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The Gaussian constraints of the NUPs are enforced by adding a penalty term to the total

χ2, increasing with the difference of the current value of the NUP with respect to the

center of the Gaussian constraint, normalized by its width.

The dependence of the experimental cross section measurements on the polarization is

taken into account in the following way. For each set of the POI, FPs and NUPs, sampled

by the MCMC algorithm, both the cross section model σmodel
i (Q) and the associated

polarization model λmodel
ϑ,i are calculated. The measured value of the cross section

σdata
i (Q) can then be scaled according to the current calculated polarization scenario,

by utilizing the published information from the experimental acceptance effects for this

given measurement.

These implementations ensure that the correlations of the individual uncertainties, both

theoretical and experimental, are taken into account correctly, and further ensure that

the full information about the cross section measurements, including their polarization

dependence, is correctly taken into account, avoiding the inconsistent treatment followed

in previous NRQCD analyses.

5.3.3 Kinematic Domain Scan

It is known since the birth of NRQCD that the low-pT region cannot be expected to

be accurately described by perturbative NRQCD calculations, due to non-perturbative

effects, affecting the validity of the double expansion in αs and v2. Previous analyses have

chosen to define a fixed (arbitrary) value for the low-pT cutoff pmin
T . This analysis attempts

to define the domain of validity of the NLO NRQCD calculations in a rigorous way, by

conducting a kinematic domain scan, continuously increasing the cutoff value pmin
T , until

a stable region of the fit is reached.

For this scan, a total of 121 data points is used, measured in pp collisions at 7 TeV by three

LHC experiments: CMS polarization and cross section data of the ψ(2S) [22, 106] and

Υ(3S) [21, 132], LHCb cross section data of the ψ(2S) [100] and Υ(3S) [101], as well as

ATLAS cross section data of the Υ(3S) [105]. The lowest pmin
T considered in this analysis

is pmin
T = 4 GeV for the ψ(2S) data and pmin

T = 10 GeV for the Υ(3S) data. This leads to

a total of 43 data points for the ψ(2S) and 78 data points for the Υ(3S), with 99 cross

section measurements, and 22 measured values of λHXϑ .

To ensure a stable kinematic domain scan, no theoretical uncertainties are considered in

this step of the analysis. Therefore, the ψ(2S) and Υ(3S) data scans can be regarded as

uncorrelated, and are conducted separately. As mentioned above, the 3P
[8]
J component is

not considered in this scan, the LDMEsOψ(2S)(3S
[8]
1 ), Oψ(2S)(1S

[8]
0 ) of the ψ(2S) state, and

the LDMEs OΥ(3S)(3S
[8]
1 ), OΥ(3S)(1S

[8]
0 ) of the Υ(3S) state are the POI of the individual

fits, and their behavior is studied as a function of the cutoff value pmin
T .
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Figure 5.7 shows all relevant diagrams describing the results of the kinematic domain

scan, as a function of pmin
T or pmin

T /MQ: The reduced minimized χ2 (top) is studied as a

function of pmin
T /MQ, in order to identify a stable region of the fit, where the data are well

described. The fit quality is incredibly bad when including low-pT data, characterized

by χ2-probabilities of the order of 10−55, mostly driven by the transversely polarized

models due to a dominant 3S
[8]
1 contribution, incompatible with the considered data.

With increasing pmin
T , the relative importance of the 1S

[8]
0 contribution increases, leading to

smaller polarizations, and the fit quality improves, resulting in reasonable χ2-probabilities

of the order of a few 10 %, affected by some fluctuations. The absolute values of the reduced

χ2 do not necessarily have to be reasonable, as for example, theoretical uncertainties are

not considered in these fits. However, a stabilization of the fit can be identified at the

point where the reduced χ2 values stop their decreasing trend, and start fluctuating around

a constant value. As can be seen in the top panel, this is the case for pmin
T /MQ values

of around 3, very similar for the ψ(2S) and Υ(3S). This chosen value of pmin
T /MQ = 3

corresponds to roughly pmin
T = 11 GeV for the ψ(2S) and pmin

T = 31 GeV for the Υ(3S).

The fit results change dramatically as a function of pmin
T , and therefore the possible physics

conclusions of different NRQCD analyses with different values of pmin
T . The left panel in

the middle row shows the behaviors of the LDMEs of the 3S
[8]
1 and 1S

[8]
0 terms, for the

ψ(2S) scan. For low values of pmin
T , the 3S

[8]
1 LDME is large, and decreases significantly

when excluding low-pT data. Obviously, the trend of the 1S
[8]
0 term is opposite, its value

increasing steeply as a function of pmin
T . This behavior is emphasized in the bottom left

panel, which shows the behavior of the ratio of the 3S
[8]
1 and 1S

[8]
0 LDMEs, which drops by

two orders of magnitude in the considered region of pmin
T . The right panel in the middle

row shows the behaviors of the LDMEs of the 3S
[8]
1 and 1S

[8]
0 terms for the Υ(3S) scan.

The same behavior as in the ψ(2S) case is observed, with the 3S
[8]
1 LDME decreasing

and the 1S
[8]
0 LDME increasing as a function of pmin

T . However, in this case the effect is

not as dramatic as in the ψ(2S) case. For the understanding of the actual mixture of

the individual color channels it is advisable to look at the behavior of the octet-fractions

fCO(1S
[8]
0 ) of the 1S

[8]
0 term, at the chosen reference point of p∗T/MQ = 6, as shown in the

bottom right panel of Fig. 5.7, increasing for the ψ(2S) from around fCO(1S
[8]
0 ) = 10 % to

90 % and for the Υ(3S) from fCO(1S
[8]
0 ) = 1 % to around 50 %. This diagram clearly shows

that in the validity domain, at high pT/MQ, the partial cross section of the 1S
[8]
0 is almost

fully dominating for the ψ(2S), and is a considerable contribution also in the Υ(3S) case,

of the order of 50 %.

In conclusion, this analysis has identified a domain of validity of NLO NRQCD calcu-

lations, as the kinematic region of around pT/MQ > 3. As can be appreciated from the

middle panels of Fig. 5.7, the LDMEs of the Υ(3S) are stabilizing once entering the domain

of validity. However, carefully studying the behavior of the LDMEs of the ψ(2S) it might

be the case that the LDMEs stabilize only at slightly higher values of pT/MQ, which can
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Figure 5.7: Results of the kinematic domain scan, as a function of pmin
T or pmin

T /MQ:

reduced minimized χ2 of the ψ(2S) and Υ(3S) scans (top), the LDMEs Oψ(2S)(3S
[8]
1 )

and Oψ(2S)(1S
[8]
0 ) (middle row left), the LDMEs OΥ(3S)(3S

[8]
1 ) and OΥ(3S)(1S

[8]
0 )

(middle row right), the ratio of the LDMEs Oψ(2S)(3S
[8]
1 ) / Oψ(2S)(1S

[8]
0 ) (bottom

left) and the octet-fraction fCO(1S
[8]
0 ) of the 1S

[8]
0 term of the ψ(2S) and Υ(3S) scans,

at the chosen reference point p∗T/MQ = 6 (bottom right) [36].
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Figure 5.8: Correlations in the PPD of the octet-fractions fCO(3S
[8]
1 ) and fCO(3P

[8]
J ) of

the ψ(2S) fit including the 3P
[8]
J component, at the chosen p∗T/MQ reference point [36].

only be probed once the now available higher-pT cross section data [103, 128] are included

in the analysis. Therefore, the specific value of pT/MQ > 3 defining the domain of validity

is not claimed to be the final numerical value valid for all quarkonia, and will be updated

once higher precision data will be included.

Given the very good fit qualities when requesting pT/MQ > 3, these studies do not indicate

the need to include the neglected 3P
[8]
J term, with OQ(3P

[8]
J ) defined to be 0 in the scans.

Nevertheless, the data-driven assumption that one can neglect the 3P
[8]
J contribution

is addressed at this point of the analysis, by adding the additional free parameters

Oψ(2S)(3P
[8]
J ) and OΥ(3S)(3P

[8]
J ), and repeating the fit requiring pT/MQ > 3. In the case

of the ψ(2S), the central values of the result are not affected by the presence of the 3P
[8]
J

term, the octet-fractions resulting in fCO(1S
[8]
0 ) = (80± 8) %, fCO(3S

[8]
1 ) = (20± 20) % and

fCO(3P
[8]
J ) = (0± 20) %, consistent with the results obtained in the kinematic domain scan,

and with the hypothesis that the 3P
[8]
J term can be neglected. The uncertainties on the

3P
[8]
J and 3S

[8]
1 are large in the fit, and strongly anti-correlated, as can be appreciated

in Fig. 5.8, showing the correlations of the octet-fractions fCO(3S
[8]
1 ) and fCO(3P

[8]
J )

in the ψ(2S) fit. In the case of the Υ(3S) fit, the system becomes strongly under-

constrained, inducing large correlations between all free LDMEs, nevertheless favoring

the 1S
[8]
0 term with fCO(1S

[8]
0 ) = 80+70

−30 %. These results support the decision to neglect

the 3P
[8]
J component, and indicate that this hypothesis does not induce a bias in the

analysis.
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5.3.4 Results and Predictions

Within the identified domain of validity, the analysis can now be repeated, profiting

from the full developed machinery, including the theoretical uncertainties, simultaneously

considering the ψ(2S) and Υ(3S) data. In the validity domain, 44 data points remain,

30 cross section measurements and 14 measurements of λHXϑ . Figure 5.9 shows the fitted

data points and the corresponding models, including the color-inclusive model and the

individual color channels, represented by their central curves and their uncertainties. The

reduced χ2 of the simultaneous fit of the ψ(2S) and Υ(3S) data is 36.2/40, and the

corresponding χ2-probability is 64 %, representing a very good fit quality.

This nominal fit is characterized by 4 POI, the LDMEs Oψ(2S)(3S
[8]
1 ), Oψ(2S)(1S

[8]
0 ) of the

ψ(2S) state, and the LDMEsOΥ(3S)(3S
[8]
1 ), OΥ(3S)(1S

[8]
0 ) of the Υ(3S) state. Furthermore,

the fit contains 3 NUPs describing the theoretical uncertainties, one for each color channel,

and 4 NUPs describing the global uncertainties associated to 4 different data-taking periods

(ATLAS, LHCb and CMS 2010, plus CMS 2011 data). While the fit prefers a small CS

contribution close to NLO-∆, the 1S
[8]
0 term is preferred to be close to NLO+∆, and the

3S
[8]
1 term is preferred to be close to the NLO calculations. These preferences correspond

to the best-fit values, but they are not constrained well enough by the data, with large

uncertainties on the corresponding NUPs, to draw definite conclusions regarding the full

calculations of the SDCs and polarizations of the individual channels.

This nominal fit results in an octet-fraction of around fCO(1S
[8]
0 ) = 83± 10 % and an

octet-ratio of around RCO = 12± 2 for the ψ(2S), and in fCO(1S
[8]
0 ) = 51± 13 % and

RCO = 11± 2 for the Υ(3S). The large values of the octet-ratios RCO show that the

relative importance of the CS contribution with respect to the full cross section is below

10 %, at the reference point. The corresponding results of the POI are obtained from the

almost symmetric and close-to-Gaussian 1-dimensional projections of the PPD:

Oψ(2S)(3S
[8]
1 ) = 1.0± 0.7 · 10−4 GeV3 ,

Oψ(2S)(1S
[8]
0 ) = 2.2± 0.3 · 10−2 GeV3 ,

OΥ(3S)(3S
[8]
1 ) = 3.6± 1.5 · 10−4 GeV3 ,

OΥ(3S)(1S
[8]
0 ) = 1.5± 0.2 · 10−2 GeV3 .

Figure 5.10 (left) shows the 2-dimensional projections of the PPDs on OQ(3S
[8]
1 ) and

OQ(1S
[8]
0 ), for both states, showing that the LDMEs of the ψ(2S) and Υ(3S) are very

similar, compatible with being the same, although the fit suggests that the octet-fraction

fCO(1S
[8]
0 ) is larger in the ψ(2S) case, with a larger admixture of the 3S

[8]
1 channel in the

Υ(3S) case. Due to the pT/MQ and normalization scalings, this means that the octet-

fractions, and therefore the relative importance and the mixture of the individual physical

processes, are compatible with being identical for the two states, at any value of pT/MQ.
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OQ(3S
[8]
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[8]
0 ) ratio, for both ψ(2S) and Υ(3S) states (right) [36].

Figure 5.10 (right) shows 1-dimensional projections of the PPD on the OQ(3S
[8]
1 ) over

OQ(1S
[8]
0 ) ratio, for both ψ(2S) and Υ(3S) states. The ratio of the LDMEs is compatible

for both states, and is rather small, below 1.5 % for the ψ(2S) and below 6 % for the

Υ(3S), at 95 % CL.

From these fit results, one can calculate predictions for the cross section and polarization

observables, towards higher pT/MQ values. These predictions are shown in Fig. 5.11, for

the kinematic region |y| < 1.2 and up to around pT/MQ = 22, corresponding to a pT of

up to around 80 GeV for the ψ(2S), and up to around 225 GeV for the Υ(3S). The

CL bands exploit the full information from the PPD, therefore including the variations

corresponding to the POI and all NUPs, representing the uncertainties arising from both

theoretical and experimental contributions.

Given that the 3S
[8]
1 SDC is flatter at high pT than the 1S

[8]
0 SDC, above a certain value of

pT, the 3S
[8]
1 contribution (if positive) necessarily gets a larger partial cross section than

the 1S
[8]
0 term, leading to transverse polarization at very high pT. In the case of the ψ(2S),

this “turnover” point is far beyond the currently probed pT region. However, given the

larger 3S
[8]
1 / 1S

[8]
0 ratio in the Υ(3S) case, the corresponding turnover point is pushed

towards a lower value of pT/MQ, as can be seen in Fig. 5.11 (left), only slightly beyond

the region currently probed by the experiments.

The predictions can be compared to ψ(2S) production cross sections measured by the

ATLAS [128] and CMS [103] Collaborations, with a pT reach of 70 and 80 GeV,

respectively, made public only recently. These results are not included in the global

fit procedure of this analysis. Given that the pT reach of the cross section data points

included in the global fit does not exceed 22 GeV, the comparison of these predictions with
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the newly available high-pT ψ(2S) data is very interesting. This comparison is shown in

Fig. 5.12, also including the CMS results [106] that are included in the global fit. The

high-pT results are well compatible with the prediction of this analysis. This is quite

remarkable, considering the limited kinematic region of the cross section measurements

that enter the global fit. This finding strongly supports the validity of this study.

5.3.5 Comparison with other NRQCD Analyses

To put the results of this analysis into context, the strategy of this analysis can be

compared to those of the other NRQCD analyses (see details in Sect. 5.2 and Tab. 5.2).

The most important differences concern the data considered for the global fits. Certainly,

the consideration of the polarization data is an important point. Also the addition of

the photoproduction data in the case of BK has to be mentioned as possible source of

difference. Another important difference is the pT region considered in the analyses.

Considering that fairly different values of pmin
T have been used, ranging from 1 GeV up

to 8 GeV in the previous analyses, compared to the domain of validity identified by this

analysis, no compatible results can be expected to be obtained, as was shown in Sect. 5.3.3.

Besides these clear differences, the treatment of the polarization-dependence of the cross

section measurement, the treatment of the experimental and theoretical uncertainties,

and the pT/MQ as well as the normalization scaling represent differences that have to

be considered. In addition, the 3P
[8]
J component was included in all previous analyses,

contrary to this analysis.

Due to the pT/MQ and normalization scalings, the numerical values of the LDMEs cannot

be directly compared to the values obtained by the other groups. However, redoing the full

analysis, without the scalings, including data with pT > 3 GeV, the results for the ψ(2S)

LDMEs reproduce those obtained by the BK analysis (see Tab. 5.1). Furthermore, their

LDMEs can be reproduced with or without including the polarization constraints in the

global fit. These tests indicate that differences between this analysis and the one of BK

do not originate from the inclusion of photoproduction data nor from neglecting the 3P
[8]
J

term (which is a small negative contribution in the case of the BK ψ(2S) result), but are

solely based on the different value of pmin
T , and possibly the treatment of the theoretical

and experimental uncertainties.

The ratios of the LDMEs are not sensitive to the pT/MQ and normalization scalings,

so that the ratios obtained in this analysis (see the right panel of Fig. 5.10) can be

directly compared to the ratios obtained by BK and GWWZ. The comparison can be

done for the ψ(2S) results of the BK and GWWZ analyses (see Tab. 5.1), and for the

Υ(3S) results of the GWWZ analysis [32]. For all those analyses, the 1S
[8]
0 component is

negligible, even slightly negative, the same being true for the 3P
[8]
J component. Therefore,

the 3S
[8]
1 component completely dominates the production in these analyses, leading to

transverse polarization in all cases. The conclusions regarding the relative importance of
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the individual color channels for quarkonium production are therefore very different from

those of this analysis. This difference can be quantified by looking at the ratios OQ(3S
[8]
1 )

/ OQ(1S
[8]
0 ) of the individual analyses. The ratios are −1.1 and −34 for the BK and

GWWZ ψ(2S) results, respectively, and −2.5 for the GWWZ Υ(3S) result. Compared

to the result of this analysis, below 1.5 % for the ψ(2S) and below 6 % for the Υ(3S), at

95 % CL, the ratios of the previous analyses point to a completely different mixture of

processes, albeit affected by large and not fully quantified uncertainties.

Obviously, as shown in Fig. 5.6, a dominance of the transversely polarized 3S
[8]
1 term

cannot explain the experimental observations, while this analysis, as shown in Fig. 5.9,

describes very well the experimental results, for both quarkonium production cross sections

as well as quarkonium polarizations.

5.3.6 Conclusions

NRQCD, as a rigorous, consistent and effective theory based on full QCD, is expected to

describe observables of quarkonium production accurately. Within this model, the non-

perturbative parameters of the theory, the LDMEs, are expected to follow certain velocity

scaling rules, leading to the prediction that, for the production of S-wave quarkonia, the
1S

[8]
0 , 3S

[8]
1 and 3P

[8]
J LDMEs should be of the same order of magnitude, as they all scale

with v4 (see Tab. 2.1). However, this study suggests the existence of stronger hierarchies, as

the data indicate that the LDMEs follow the hierarchy 1S
[8]
0 � 3S

[8]
1 � 3P

[8]
J . The ψ(2S)

and Υ(3S) quarkonium states seem to be preferentially produced through transitions

involving QQ̄ pairs characterized by low spin and angular momentum, while the transitions

via QQ̄ pairs in higher angular momentum or spin states seem to be suppressed. These

new hierarchies seen in the LHC data can be explained by building conjectures about

the dynamics of quarkonium bound state formation. An example of such a conjecture is

attempted in [36].

It is interesting to note that the observed suppression of the 3S
[8]
1 term with respect to the

1S
[8]
0 term is smaller for the Υ(3S) than for the ψ(2S), indicating slight differences between

the production of charmonium and bottomonium states, however, still compatible with

having the same mixture of production processes, to be studied in more detail once higher

precision data is available. However, when comparing the results of the ψ(2S) analysis

with those of the Υ(3S) analysis, it has to be emphasized again that the χb(3P )→ Υ(3S)

feed-down effect is not taken into account.

Following the guidance of the first data-driven observation, leading to the suspicion that

all quarkonia, both S-wave and P-wave, are produced from similar underlying production

mechanisms, it is reasonable to assume that the observed hierarchies in the ψ(2S) and

Υ(3S) data are also realized in the production of the other quarkonium states, to be

confirmed. The production of P-wave states is expected to be dominated by 3S
[8]
1
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CO production, given that the 1S
[8]
0 channel is assumed to be suppressed with respect

to the 3S
[8]
1 channel by a factor of v4 (see Tab. 2.1). Therefore, in current NRQCD

analyses of P-wave states, usually only the 3S
[8]
1 channel is considered. However, given

the central finding of this analysis, that the 3S
[8]
1 channel is suppressed with respect to

the 1S
[8]
0 channel, future analyses of P-wave states should include the 1S

[8]
0 term as well.

The measurement of the polarizations of the P-wave states at the LHC will eventually

provide crucial inputs to distinguish between the P-wave production via 3S
[8]
1 and 1S

[8]
0

intermediate states.

The finding that NLO NRQCD can only be reliably used to calculate observables for

high-pT regions may seem disappointing. However, considering that the 1S
[8]
0 component

is unpolarized in all orders in αs, and the experimental observation that also for low-pT/MQ

values all S-wave quarkonia are unpolarized, just as in the high-pT/MQ region, allows for

the possibility that quarkonium production in the low-pT/MQ region can be explained by

the same dominant production channel, the 1S
[8]
0 . The data themselves do not suggest a

change in production mechanisms. Therefore, the factorization approach may still hold at

low pT, and improved calculations of the SDCs at higher orders may be able to describe

consistently quarkonium production down to lower-pT values than currently possible with

the available NLO calculations.

One basic ingredient of NRQCD is LDME universality, requiring that the transition of an

initial QQ̄ pair in a certain state n has the same probability to hadronize into a bound

quarkonium state, independently of the mechanism that produced the initial QQ̄ state,

may it be through pp, e+e−, ep, or heavy-ion collisions, or even through Higgs decays such

as H → Q3S1 +γ [50]. This important prediction cannot be tested, given that all currently

available photoproduction data belong to the kinematic domain that is excluded by this

analysis. Therefore, LDME universality can only be tested once high-pT quarkonium

production data are available for collision systems other than pp and pp̄, or alternatively,

through measurements involving associated production of quarkonium states [4].

This analysis constitutes a rigorous study of the LHC data in terms of NLO NRQCD

calculations, by identifying a kinematic domain of validity, for which the NLO NRQCD

calculations can be trusted, and can very well describe the ψ(2S) and Υ(3S) polar-

ization data as well as the corresponding pT-differential cross sections. The results

indicate 1S
[8]
0 -octet dominance, solving the problem of the slowly-converging perturbative

expansion in NRQCD, as the dominantly contributing channel is only affected by very

small differences between the LO and NLO calculations. If the dominance of 1S
[8]
0 CO

production is confirmed for other S-wave and P-wave states, in line with the data-driven

observations, with extended global fits including feed-down decays, these studies will

provide vital information towards the understanding of hadron formation, complementing

further theoretical developments [148, 149, 150].
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5.4 Results Summary

This chapter has summarized the impact of the measurements of quarkonium production

cross sections and polarizations at the LHC experiments, in the quest to understand

how quarks bind into quarkonia. The new high-quality quarkonium polarization data, as

well as the cross section measurements, extending the reach towards higher pT, allow for

two data-driven observations, qualitatively addressing quarkonium production. The LHC

cross section measurements suggest that all quarkonia are produced in a very similar way,

dominated by one color-octet production channel. Furthermore, the LHC quarkonium

polarization results suggest that this dominating channel is the unpolarized 1S
[8]
0 term,

given that the results cluster around the unpolarized limit.

NRQCD provides state-of-the-art calculations for cross section and polarization observ-

ables in pp collisions at the LHC, up to next-to-leading order. Given that the non-

perturbative part of quarkonium production cannot be calculated, but is contained fully

within the supposedly universal LDMEs, data has to be used to constrain these parameters.

Several NRQCD analyses exist, using a multitude of different strategies and assumptions,

resulting in calculations for polarization and cross section observables that mutually

exclude each other.

An independent and original phenomenological analysis of LHC ψ(2S) and Υ(3S) pro-

duction results was developed, inspired and guided by data-driven observations, moving

the polarization observables to the center of the study. Problems of previous analyses

are identified and avoided. A systematic search for the domain of validity of next-to-

leading order NRQCD is successfully performed, suggesting that current calculations are

not reliable for the region pT/MQ < 3. The data in the remaining domain of validity

can be nicely described with the surprising result that the unpolarized 1S
[8]
0 color-octet

channel dominates quarkonium production, providing a straightforward solution to the

long-standing “quarkonium polarization puzzle”.

These observations should be confirmed by extended global fits of quarkonium data,

including all S-wave and P-wave states. Moreover, extended measurements at the LHC

are needed to constrain the LDMEs of the P-wave states. Especially important is the

measurement of the polarization of the P-wave states, as this will allow us to differentiate

between the 3S
[8]
1 and 1S

[8]
0 intermediate QQ̄ states.

Contrary to the status-quo in the pre-LHC era, this chapter suggests, based on experi-

mental measurements at the LHC and new phenomenological interpretations, that direct

quarkonium production proceeds preferentially through initial quark-antiquark pairs which

are in the unpolarized 1S
[8]
0 configuration, revealing new hierarchies of the LDMEs with

respect to the NRQCD velocity scaling rules.
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Conclusions

6.1 Thesis Summary

The quest to understand hadron formation within the non-perturbative sector of QCD has

led to a large activity in the field of research studying quarkonium production observables,

both on the theoretical and experimental sides. Quarkonia are ideal objects to study how

quarks bind into hadrons. Detailed studies of quarkonium production allow us, in a way

that no other process does, to understand the interaction dynamics involving the long-

distance strong force, and to ultimately understand how quarks bind into hadrons via the

strong interaction. The theoretical treatment of quarkonium production is facilitated by

the large masses of the charm and beauty quarks, seemingly allowing a factorization of

quarkonium production into the production of an initial QQ̄ intermediate “pre-resonant”

state, and the subsequent non-perturbative evolution into the bound quarkonium system,

characterized by two distinct time scales. This conjectured separation is exploited by the

NRQCD factorization approach, which performs calculations of quarkonium production

observables as a superposition of color-singlet and color-octet intermediate QQ̄ states,

and is generally regarded as the most promising technique to understand quarkonium

production through a QCD-inspired model.

The exhilarating success of NRQCD, after describing the Tevatron cross section measure-

ments, was followed by disappointing predictions of quarkonium polarization observables,

calculated to be transverse, as these were found to be very different from the Tevatron data.

However, the Tevatron quarkonium polarization results were ambiguous and inconsistent,

diminishing the impact of this problem. In order to clarify these issues, the mission for

the LHC-era was clearly stated as a twofold strategy, on the one hand providing a clear

and unambiguous experimental picture of quarkonium polarization, and on the other hand

providing reliable and global phenomenological interpretations of quarkonium production

measurements within the framework of NRQCD (and possibly beyond).

The LHC can be regarded as quarkonium factory, thanks to its high center-of-mass energies

and luminosities. Among the LHC experiments, the CMS experiment is especially well

151
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suited to study quarkonium production cross sections and polarization observables, up

to very high pT. Indeed, CMS has performed a wealth of measurements of quarkonium

cross sections and polarizations, albeit mostly constrained to measurements of S-wave

quarkonium states. Quarkonium cross sections were measured by all LHC experiments,

extending the kinematic reach considerably. Thanks to the excellent performance of the

CMS detector, its muon momentum and vertexing resolutions, and its efficient trigger

system, the quarkonium polarization parameters of all S-wave states could be measured

with low statistical and systematic uncertainties, extending the pT reach substantially

with respect to previous measurements. A detailed description of these polarization

measurements constitute the first core topic of this thesis. Other LHC experiments have

also measured quarkonium polarization at low pT, complemented by updated Tevatron

results on this topic, leading to the very pleasant situation that the LHC era quarkonium

polarization measurements are all consistent, throughout all kinematic regions and exper-

iments, with the somewhat surprising result that all measurements are clustering around

the unpolarized limit. This consistent experimental picture is an important step towards

the understanding of quarkonium production, given that now the clean polarization

constraints can be used in the global interpretation of quarkonium production results,

which was not reasonably possible before the LHC, due to experimental inconsistencies.

Several groups attempted an interpretation of the LHC quarkonium production results,

in next-to-leading order NRQCD analyses, with the goal to estimate the values of the

long-distance matrix elements, and therefore identify the dominant production channels.

Although starting from compatible theoretical calculations, the results of these analyses

are very different, mutually excluding each other. These differences are caused by the

various assumptions and different strategies that the individual groups chose in order to

constrain the LDMEs. One common problem of all previous analyses is that low-pT data

are included in their fits, which cannot be expected to be reliably described by perturbative

NRQCD calculations. Following these NRQCD analyses, an independent and original

phenomenological study was performed, constituting the second core topic of this thesis.

This analysis is guided by the observation of two general features of the data. First,

the similarity of the LHC quarkonium cross section measurements of various S-wave and

P-wave states suggest that all quarkonia are produced very similarly, likely dominated by

one color-octet contribution only. The second observation originates from the quarkonium

polarization measurements, which do not show any significant polarization, throughout all

S-wave quarkonium states and kinematic regions. This suggests that the dominant color-

octet channel has to be the unpolarized 1S
[8]
0 intermediate state. This NRQCD analysis

treats in the correct way all experimental and theoretical uncertainties, including, for

the first time, the polarization-dependence of the experimental cross section results. The

main idea of this analysis is to perform a kinematic domain scan, considering all ψ(2S)

and Υ(3S) LHC data, removing systematically low-pT data points, to find a domain of
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validity of next-to-leading order NRQCD in which the fits are stable, and the data can be

well described. This domain of validity is found to be in the region pT/MQ > 3. Within

this stable region, this analysis leads to a coherent picture of quarkonium production cross

sections and polarizations, providing a straightforward solution to the “quarkonium polar-

ization puzzle”, confirming the data-driven conjecture that the unpolarized intermediate
1S

[8]
0 QQ̄ state dominates quarkonium production, for the ψ(2S) and Υ(3S) states. These

findings provide vital information for the understanding of the fundamental processes

leading to bound state formation in QCD.

6.2 Outlook

Although much progress has been made in the understanding of quarkonium production

in the last few years, as summarized above, several open issues remain to be understood

theoretically, and have to be confirmed with higher precision experimentally.

The cross section of the S-wave states have been measured for all states, up to relatively

large values of pT. The experimentally more difficult to access P-wave states have partially

been measured at the LHC experiments. Nevertheless, more measurements have to be

performed in order to understand the χc and χb production cross sections, and the feed-

down fractions into the S-wave states, covering the highest possible pT regions. The

polarizations measured for the S-wave states provide vital information, but they need to be

extended towards higher pT, and with higher precision than currently available, especially

for the ψ(2S) and Υ(3S) states. Given the experimental difficulties for the reconstruction

of low-energy photons, no measurements of P-wave polarizations are available on this date.

These measurements are especially important, given that they will allow us to distinguish

between the 3S
[8]
1 and 1S

[8]
0 intermediate QQ̄ states in the case of P-wave production.

It is imperative to test the suppression of the 3S
[8]
1 intermediate state also for P-wave

quarkonia.

Already with today’s available data it is possible to extend the data-driven NRQCD

analysis as described in this thesis to the full charmonium system, including the feed-

down decays of the heavier charmonium states, with the goal to estimate the LDMEs

of the ψ(nS) and χcJ states, providing predictions for cross sections and polarizations

of all charmonium states, up to high pT. A similar global analysis in the bottomonium

system is certainly possible, but statistically limited, due to the lack of available data. The

ultimate goal of these NRQCD analyses relying on LHC pp data is to estimate the LDMEs

of all S-wave and P-wave quarkonium states, in order to test today’s conjecture that all

quarkonia are dominantly produced through 1S
[8]
0 transitions. It will be very interesting

to see if charmonium and bottomonium states show significant differences, due to the

different heavy quark masses. Further theory developments in this sector, not discussed
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in this thesis, will in parallel try to gain information about the fundamental processes

leading to quarkonium production.

One major point, to be addressed in the future, is the test of LDME universality. The

validity of this basic ingredient of NRQCD can only be tested through measurements

from collision systems different from pp, or through measurements involving associated

production of quarkonium states. Testing universality is very important in order to

enhance the predictive power of NRQCD in any other quarkonium production channels,

such as in heavy-ion collisions, and for future measurements of the Hcc̄ and Hbb̄ couplings

through the decays H → Q3S1 + γ.

With the restart of pp collisions at the LHC in 2015, with a center-of-mass energy of

13 TeV and an increased instantaneous luminosity, quarkonium production yields are

expected to increase by almost a factor of four with respect to previous running conditions,

increasing the pT reach of the measurements. With the upgraded CMS detector, and newly

developed dimuon trigger strategies and algorithms, it will be possible to continue to lead

the field of quarkonium production measurements among the LHC experiments, providing

the results needed to draw definitive conclusions regarding the new findings concerning

additional hierarchies within NRQCD, as found in the LHC Run I data. An intriguing

era in quarkonium production physics has been concluded with the analysis of LHC Run I

data, leading to vital information regarding the understanding of the fundamental non-

perturbative processes leading to QCD bound state formation, to be further tested with

data collected in LHC Run II.



Physics is not the most important thing. Love is.

Richard Feynman
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ÖAW Österreichische Akademie der Wissenschaften / Austrian Academy of Sciences

PAG Physics Analysis Group

PAS Physics Analysis Summary

PD Primary Dataset



161

PDF Probability Density Function

PKU Beijing University

POI Parameter Of Interest

pp proton-proton

pp̄ proton-anti-proton

PPD Posterior Probability Density

PR PRompt

PRLSB PRompt Left SideBand

PRRSB PRompt Right SideBand

PRSR PRompt Signal Region

PU Pile-Up

PV Primary Vertex

PX Perpendicular-Helicity

QCD Quantum ChromoDynamics

QED Quantum ElectroDynamics

QGP Quark Gluon Plasma

RHIC Relativistic Heavy Ion Collider

RMS Root Mean Square

RPC Resistive Plate Chamber

RSB Right SideBand

SB SideBand

SDC Short-Distance Coefficient

SM Standard Model

SP Single Photon

SR Signal Region

SV Secondary Vertex

T0 Tier-0

T1 Tier-1

T2 Tier-2

T&P Tag and Probe

TEC Tracker EndCap

TIB Tracker Inner Barrel

TID Tracker Inner Disk

TOB Tracker Outer Barrel





List of Figures

2.1 Charmonium spectrum and decays, adapted from Ref. [37], limited to the

CP-even states below the open charm threshold. . . . . . . . . . . . . . . . 6

2.2 Bottomonium spectrum and decays, adapted from Ref. [37], limited to

the CP-even states below the open beauty threshold. Decays of the type

Υ(nS)→ χbJ(mP ) + γ are not shown. . . . . . . . . . . . . . . . . . . . . . 6

2.3 Sketch illustrating the two distinct steps of quarkonium production: the

perturbative production of an initial possibly colored QQ̄ pair, followed

by the formation of a color-neutral quarkonium state Q via the non-

perturbative emission of soft gluons [52]. . . . . . . . . . . . . . . . . . . . . 11

2.4 LO diagrams for the hadroproduction of 1−− quarkonia Q for the 3S
[1]
1 CS

channel (left), for the 3S
[8]
1 CO channel (middle), and for the 1S

[8]
0 and 3P

[8]
J

CO channels (right) [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.5 NRQCD calculations [29] for J/ψ production in pp collisions at
√
s = 7 TeV

at mid-rapidity, as a function of pT, showing the SDCs at NLO (top left),

the ratio of the SDCs at NLO with respect to the LO calculations (top

right) and the polarization parameter λHXϑ at NLO (bottom). . . . . . . . . 15

2.6 Production cross sections of prompt J/ψ and ψ(2S) mesons as measured by

the CDF Collaboration, as a function of pT, compared to curves based on

LO CSM calculations [7] (left). Production cross sections of prompt ψ(2S)

mesons as measured at CDF [7], compared to LO NRQCD calculations [13]

(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.7 Prompt J/ψ (left) and ψ(2S) (right) polarization parameter λϑ measured

in the HX frame by the CDF Collaboration [10], compared to LO NRQCD

calculations [14]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.8 Measurements of the polarization parameter λϑ in the HX frame, for the

prompt J/ψ by the CDF Collaboration [9, 10] (left) and for the Υ(1S) by

the CDF Collaboration [11] and the D0 Collaboration [12] (right). . . . . . 20

163



164 LIST OF FIGURES

2.9 Definitions of the polar angle ϑ and of the azimuthal angle ϕ of the

polarization reference frame (top), of the production plane (bottom left)

and of the quantization axis z (bottom right) [19]. . . . . . . . . . . . . . . 22

2.10 Fully transverse (left) and fully longitudinal (right) decay angular distribu-

tions, with respect to the quantization axis z [19]. . . . . . . . . . . . . . . . 22

2.11 Allowed phase space regions of the parameters ~λ for 1−− (grey) and J++

quarkonia, with J=1,2 (dark and light blue, respectively) [20]. . . . . . . . . 24

2.12 Kinematic behavior of anisotropy parameters λϑ, λϕ, λϑϕ in the HX frame

and λ̃, in the rapidity region |y| < 0.6, for the three scenarios as discussed

in the text [67]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1 The CERN accelerator complex [72]. . . . . . . . . . . . . . . . . . . . . . . 30

3.2 Standard model cross sections of various processes in pp and pp̄ collisions,

as a function of
√
s [77]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Cut-away view of the CMS detector [69]. . . . . . . . . . . . . . . . . . . . . 35

3.4 Transverse slice of the CMS detector [78]. . . . . . . . . . . . . . . . . . . . 36

3.5 Layout of the silicon pixel detectors (left) and hit coverage as a function of

|η| (right) [71]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.6 Layout of the inner tracking system [71]. . . . . . . . . . . . . . . . . . . . . 38

3.7 Material thickness represented by the number of interaction lengths, as a

function of η, for the tracker [79] (left) and up to various other subdetector

systems [71] (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.8 Layout of the muon system [71]. . . . . . . . . . . . . . . . . . . . . . . . . 40

3.9 Sketches of DT (left) and CSC (right) chambers [71]. . . . . . . . . . . . . . 40

3.10 Peak instantaneous luminosity (top) and cumulative integrated luminosity

(bottom), as delivered by the LHC to CMS, as a function of time throughout

the full Run I [76]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.11 Peak number of pp collisions per bunch crossing, as delivered by the LHC

to CMS, as a function of time throughout the full Run I [76]. . . . . . . . . 43

3.12 Overview of the L1 trigger [80]. . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.13 Overview of the dimuon triggers as used in the 2010 [81] (top) and 2011 [82]

(middle) data taking periods, as well as of the parked dimuon triggers in

2012 (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.14 Dimuon trigger rates for a typical pp run in 2012 at an instantaneous

luminosity of around 7 · 1033 cm−2s−1 at the beginning of the LHC fill,

of the quarkonium L1 seed (top), the J/ψ (second row), ψ(2S) (third row)

and Υ(nS) (bottom) HLT paths [83]. . . . . . . . . . . . . . . . . . . . . . . 49



LIST OF FIGURES 165

3.15 Sketch of the CMS track reconstruction: local reconstruction (top left), seed

generation (top right), pattern recognition (bottom left) and the final track

fit (bottom right) [86]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.16 Tracking reconstruction efficiency of muons (left) and electrons (right),

estimated from simulation, as a function of pT, in different regions of |η| [79]. 55

3.17 Muon pT resolution as a function of pT, using the information from the

tracker, from the muon stations, or from both, in the barrel (left) and

endcaps (right) [69]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.18 Invariant µµγ mass distribution of the χc candidates (top), including a

fit, and the reconstructed photon pT (bottom left) and η (bottom right)

distributions, for χc candidates with a pT > 10 GeV. . . . . . . . . . . . . . 57

3.19 Distribution of the conversion vertices in the transverse plane, for |z| < 26 cm,

with different levels of zoom in x and y, increasing from left to right [94]. . 59

3.20 Convolution of conversion probability and conversion reconstruction effi-

ciency, as a function of the photon pT, estimated from simulation for CMS

data taking conditions as in the 2011 run [95]. . . . . . . . . . . . . . . . . . 60

3.21 Geometry of a photon conversion, as seen in the transverse plane, seeded

by a quad-seed – two hits on two detector layers each [96]. Refer to the

discussion in the text for further details. . . . . . . . . . . . . . . . . . . . . 61

3.22 Sketches explaining the geometry of the seed cleaning cuts on the intersec-

tion point [97] (left) and on ∆ϕ (right), in the transverse plane. . . . . . . . 62

3.23 Summary of the quad-seed performance studies: distribution of the number

of identified quad-seeds per event (top); seed efficiency (second row),

conversion efficiency (third row) and conversion efficiency gain (bottom

row), as a function of peT (left) and ηe (right). . . . . . . . . . . . . . . . . . 64

3.24 Dimuon mass distribution of events with pT > 10 GeV in the Υ(nS) mass

region, in two ranges of |y| [21]. . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.25 Simplified sketch of the definition of the most probable transverse decay

length Lxy, illustrating a decay chain B → ψ(nS) +X, ψ(nS)→ µµ in the

r-z plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.26 Mass spectrum of the Υ(nS) + γ decay channels, as measured by CMS at

7 TeV, including a fit to the three distributions. . . . . . . . . . . . . . . . . 69



166 LIST OF FIGURES

4.1 Performance of the background subtraction algorithm, in the kinematical

bin 20 < pT < 30 GeV, 0.6 < |y| < 1.2 for the Υ(3S) data analysis. Ratio

of subtracted event distribution with respect to the input background

distribution, as a function of cosϑPX (top left), ϕPX (top right), pT (middle

left), |y| (middle right) and mass (bottom left). Ratio of the fraction of

subtracted events with respect to the input fraction of background events,

for the nfit = 50 extractions (bottom right). . . . . . . . . . . . . . . . . . . 76

4.2 The individual lines show the 68.3 % CL contours of the 2-dimensional

projection of the PPD on λϑ and λϕ in the PX frame, corresponding to the

kinematical cell |y| < 0.6, 20 < pT < 30 GeV of the Υ(3S) data analysis,

for various settings of the burn-in period (left), and after evaluating the

contour for nfit =1, 5, 10, 20, 30, 40 and 50 repetitions (right). . . . . . . . 79

4.3 Results in the kinematic cell 20 < pT < 30 GeV, 0.6 < |y| < 1.2 for the

Υ(3S). 1-dimensional projections of the combined PPD distribution of the

parameter λPXϑ (top left) and λ̃ in all frames (top right). 2-dimensional

projections (99.7 % and 68.3 % CL contours) of the combined PPD in the

plane λϑ vs. λϕ, shown for all frames (middle left). Distribution of most

probable values of the nfit = 50 extractions for parameters λϑ and λϕ in all

frames (middle right). Data distributions and fit results projected on the

variables cosϑ (bottom left) and ϕ (bottom right) in the PX frame. The

solid lines represent the best-fit result, while the dashed and dotted lines

correspond to the polarization hypotheses giving the maximum modulations. 81

4.4 Toy-MC biases for λϑ (left) and λϕ (right) in the region |y| < 0.6, as a

function of pT, for the studies using nS and fBG as estimated from data,

for the three Υ(nS) states in the Collins-Soper frame (top), for the studies

with various signal polarization scenarios in the PX frame (middle), and

for studies with various background polarization scenarios, for the Υ(3S)

analysis, in the PX frame (bottom). . . . . . . . . . . . . . . . . . . . . . . 85

4.5 2-dimensional angular distributions of cosϑ and ϕ in the PX (top), HX

(middle) and Collins-Soper (bottom) frames, after all selection cuts, pro-

jected from 1σ windows around the Υ(1S) pole masses, in the dimuon

rapidity region |y| < 0.6 and in three dimuon pT ranges: 5 < pT < 6 GeV

(left), 10 < pT < 12 GeV (middle), and 30 < pT < 50 GeV (right). . . . . . 87

4.6 Central parametrization (red line) of the pµT shape of the data T&P efficien-

cies (black markers), in three example bins of |ηµ|, and the corresponding

error curves (dotted blue lines). . . . . . . . . . . . . . . . . . . . . . . . . . 90



LIST OF FIGURES 167

4.7 Dimuon mass distributions and fit results in the Υ mass region, for rapidity

regions |y| < 0.6 at low pT (left) and 0.6 < |y| < 1.2 at high pT (right),

visualizing the individual contributions, and the definition of the individual

Υ(nS) mass signal regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.8 Background fraction fBG (left) and estimated number of Υ(nS) signal

events (right) in the Υ(nS) SRs, as a function of pT for both rapidity ranges. 94

4.9 Signal (green) and background (blue) yields and the signal over background

ratio (red) as a function of nσΥ , for the Υ(1S) peak, calculated from

the PDFs of the fit to the dimuon mass distribution, the curves being

normalized at nσΥ=1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.10 Corrections (top) ∆~λnσΥ for nσΥ = 1 (blue) and nσΥ = 3 (green), for the

parameters λPXϕ (left) and λPXϑϕ (right) for the range |y| < 0.6. Measured

parameters from Υ(1S) (middle) and Υ(3S) (bottom) data after the MC

correction for different choices of the mass window nσΥ = 1 (black) and

nσΥ = 3 (red), showing statistical uncertainties only. . . . . . . . . . . . . . 96

4.11 Differences of λLSBϕ (red) and λRSBϕ (blue) with respect to λSRϕ , in the PX

frame for the ranges |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right) in the non-

prompt region. The lines correspond to a fit to the set of points with a

constant, and the corresponding uncertainties. . . . . . . . . . . . . . . . . . 99

4.12 Summary of all systematic uncertainties considered in the Υ(1S) (top),

Υ(2S) (middle) and Υ(3S) (bottom) polarization analyses (stacked), com-

pared to the statistical uncertainty (dark green), shown for the parameters

λϑ (left) and λϕ (right) in the HX frame, in the rapidity range |y| < 0.6. . . 101

4.13 Differences between the central values of the frame-invariant parameter λ̃ of

the Υ(1S) (top), Υ(2S) (middle) and Υ(3S) (bottom) analyses in the three

reference frames: λ̃CS − λ̃HX (blue), λ̃PX − λ̃CS (red), λ̃HX − λ̃PX (green),

in the rapidity ranges |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right), compared

to the total systematic uncertainty (orange). . . . . . . . . . . . . . . . . . . 102

4.14 Results of this analysis for λϑ (top row), λϕ (middle row) and λϑϕ (bottom

row) in the HX frame, as a function of pT, for the Υ(1S) (left column),

Υ(2S) (middle column) and the Υ(3S) (right column). The central values

and 68.3 % CL intervals of the statistical uncertainties are shown by the

black markers and error bars, while the 68.3 % CL, 95.5 % CL and 99.7 %

CL intervals of the total uncertainties are visualized by the colored bands [21].104



168 LIST OF FIGURES

4.15 Results of this analysis for λ̃ in all frames for the rapidity ranges |y| < 0.6

(top row) and 0.6 < |y| < 1.2 (bottom row), as a function of pT, for

the Υ(1S) (left column), Υ(2S) (middle column) and the Υ(3S) (right

column) [21]. Central values and uncertainties follow the same definitions

as in Fig. 4.14. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.16 Effective anisotropy parameters λPXϑ (left) and λPXϕ (right), as a function of

pT and |y|, obtained by fitting the J/ψ (top) and ψ(2S) (bottom) ρ-factor

angular distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.17 Dimuon mass distributions (top) and lifetime distributions, projected in the

mass SR (bottom) of the J/ψ (left) and ψ(2S) (right) analyses, in specific

pT regions in the range |y| < 0.6, together with fit results, visualizing the

individual contributions, and the definition of the individual mass regions [22].109

4.18 Sketch of the six individual mass-lifetime regions used in this analysis,

illustrated by the Mµµ (top right) and ` (bottom left) projections of the

data and corresponding fit results. . . . . . . . . . . . . . . . . . . . . . . . 110

4.19 Relative fractions of the continuum background (blue), non-prompt char-

monium (red) and prompt signal (black) contributions in the prompt signal

region of the J/ψ (closed markers) and ψ(2S) (open markers), as a function

of pT, in the range |y| < 0.6 [22]. . . . . . . . . . . . . . . . . . . . . . . . . 110

4.20 Summary of all systematic uncertainties considered in the J/ψ (left) and

ψ(2S) (right) polarization analyses (squared and stacked), compared to the

statistical uncertainty (dark green), shown for the parameters λϑ (top), λϕ

(middle) and λϑϕ (bottom) in the HX frame, in the rapidity range |y| < 0.6. 113

4.21 Results of this analysis for λϑ (top), λϕ (middle) and λϑϕ (bottom) in the

HX frame, as a function of pT, for the J/ψ (left) and the ψ(2S) (right). The

central values and 68.3 % CL interval of the total uncertainties are shown,

for all rapidity ranges of the analysis, in different colors [22]. . . . . . . . . . 115

4.22 Results of this analysis for λ̃ in all frames for the rapidity range |y| < 0.6, as

a function of pT, for the J/ψ (left) and the ψ(2S) (right). The central values

and 68.3 % CL interval of the total uncertainties are shown, as evaluated in

the reference frames of the analysis, in different colors [22]. . . . . . . . . . 115

5.1 Comparison of the pT differential production cross sections of a subset of the

measurements as discussed in the text, restricted to measurements at mid-

rapidity, as a function of pT/MQ. Additionally, a fitted empirical power-law

function is shown, with different normalization for each quarkonium state [36].119



LIST OF FIGURES 169

5.2 Comparison of the results of this thesis [22] (round markers), with the

results of the corresponding LHCb [141, 142] (diamond markers) and

ALICE [143] (square markers) analyses, in the HX frame as a function of

pT, for the parameters λϑ (top left), λϕ (top right), λϑϕ (bottom left) and λ̃

(bottom right) for the J/ψ (closed markers) and the ψ(2S) (open markers).

The uncertainties correspond to the total uncertainties at 68.3 % CL. The

results of the individual rapidity ranges are distinguished by various colors. 121

5.3 Comparison of the results of this thesis [21] (round markers), with the

results of the corresponding CDF analysis [144] (square markers), in the

HX frame as a function of pT, for the parameters λϑ (top left), λϕ (top

right), λϑϕ (bottom left) and λ̃ (bottom right) for the Υ(1S) (blue), Υ(2S)

(red) and the Υ(3S) (green). The uncertainties correspond to the total

uncertainties at 68.3 % CL. The results of the |y| < 0.6 (0.6 < |y| < 1.2)

range are shown with closed (open) markers. . . . . . . . . . . . . . . . . . 122

5.4 NRQCD calculations for the direct J/ψ pT-differential production cross

section [30] compared to prompt CDF data [7] (left). NRQCD calculations

for the direct J/ψ polarization parameter λϑ of directly produced J/ψ [29],

in the HX frame, as a function of pT, compared to prompt CDF data [9, 10]

(right). Yellow and cyan bands represent the theory uncertainties of the CS

and the inclusive CS+CO channels, respectively. . . . . . . . . . . . . . . . 125

5.5 NRQCD calculations for prompt J/ψ and ψ(2S) pT-differential production

cross sections [31], compared to prompt CDF (top left) and LHCb data (top

right), and calculations of λHXϑ for the prompt J/ψ (bottom). . . . . . . . . 127

5.6 CMS measurements of the polarization parameter λHXϑ of prompt S-wave

quarkonium states [22, 21], compared to NLO NRQCD calculations for

direct production by BK [29, 146] (green), CMSWZ [34] (red) and for

prompt production by GWWZ [31, 32] (cyan). . . . . . . . . . . . . . . . . 129

5.7 Results of the kinematic domain scan, as a function of pmin
T or pmin

T /MQ:

reduced minimized χ2 of the ψ(2S) and Υ(3S) scans (top), the LDMEs

Oψ(2S)(3S
[8]
1 ) and Oψ(2S)(1S

[8]
0 ) (middle row left), the LDMEs OΥ(3S)(3S

[8]
1 )

andOΥ(3S)(1S
[8]
0 ) (middle row right), the ratio of the LDMEsOψ(2S)(3S

[8]
1 ) /-

Oψ(2S)(1S
[8]
0 ) (bottom left) and the octet-fraction fCO(1S

[8]
0 ) of the 1S

[8]
0

term of the ψ(2S) and Υ(3S) scans, at the chosen reference point p∗T/MQ = 6

(bottom right) [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.8 Correlations in the PPD of the octet-fractions fCO(3S
[8]
1 ) and fCO(3P

[8]
J ) of

the ψ(2S) fit including the 3P
[8]
J component, at the chosen p∗T/MQ reference

point [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142



170 LIST OF FIGURES

5.9 Data points considered in the nominal fit, compared to the color-inclusive

model (blue) as well as to the individual color channels, represented by their

central curves and their uncertainties. The CS contribution is represented

by the LO (dashed), NLO (dot-dashed) and NNLO* (dotted) calculations,

as well as by the corresponding best-fit curve (solid) [36]. . . . . . . . . . . 144

5.10 2-dimensional projections of the PPDs on OQ(3S
[8]
1 ) and OQ(1S

[8]
0 ), for both

ψ(2S) and Υ(3S) states (left), and 1-dimensional projections of the PPD

on the OQ(3S
[8]
1 ) over OQ(1S

[8]
0 ) ratio, for both ψ(2S) and Υ(3S) states

(right) [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5.11 Predictions for the pT-differential cross section (left) and polarization (right)

observables, as a function of pT/MQ, valid in the kinematic region |y| < 1.2.

The data points considered in the global fit are also shown [36]. . . . . . . . 146

5.12 Predictions for the pT-differential cross section for the ψ(2S) state [36], in

the kinematic region |y| < 1.2, compared to high-pT ψ(2S) cross section

data from ATLAS [128] and CMS [103], not included in the global fit, as

well as to low-pT CMS results [106] that are included in the fit. . . . . . . . 146



List of Tables

2.1 Expected scaling of the LDMEs OQ(n), in powers of v, for 1−− and J++

states [53]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

5.1 Summary of the ψ(nS) LDME results of the individual NRQCD analyses . 128

5.2 Summary of the main differences between various NRQCD analyses. . . . . 130

171





Bibliography

[1] H. Fritzsch, M. Gell-Mann, H. Leutwyler. Advantages of the Color Octet Gluon

Picture. Phys.Lett.B, 47:365, 1973.

[2] D.J. Gross, F. Wilczek. Ultraviolet Behavior of Non-Abelian Gauge Theories.

Phys.Rev.Lett., 30:1343, 1973.

[3] H.D. Politzer. Reliable Perturbative Results for Strong Interactions? Phys.Rev.Lett.,

30:1346, 1973.

[4] QWG Collaboration. Heavy quarkonium: progress, puzzles, and opportunities.

Eur.Phys.J.C, 71:1534, 2011.

[5] G.T. Bodwin, E. Braaten, G.P. Lepage. Rigorous QCD analysis of inclusive

annihilation and production of heavy quarkonium. Phys.Rev.D, 51:1125, 1995.

[6] CDF Collaboration. Quarkonia production at CDF. Nucl.Phys.A, 610:373C, 1996.

[7] CDF Collaboration. J/ψ and ψ(2S) production in pp̄ collisions at
√
s = 1.8 TeV.

Phys.Rev.Lett., 79:572, 1997.

[8] CDF Collaboration. Production of J/ψ Mesons from χc Meson Decays in pp̄ collisions

at
√
s = 1.8 TeV. Phys.Rev.Lett., 79:578, 1997.

[9] CDF Collaboration. Measurement of J/ψ and ψ(2S) polarization in pp̄ collisions at
√
s = 1.8 TeV. Phys.Rev.Lett., 85:2886, 2000.

[10] CDF Collaboration. Polarization of J/ψ and ψ(2S) mesons produced in pp̄ collisions

at
√
s = 1.96 TeV. Phys.Rev.Lett., 99:132001, 2007.

[11] CDF Collaboration. CDF Public Note 9966.

[12] D0 Collaboration. Measurement of the polarization of the Υ(1S) and Υ(2S) states

in pp̄ collisions at
√
s = 1.96 TeV. Phys.Rev.Lett., 101:182004, 2008.
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