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Abstract 

 

Molecular networks pose a challenge to biomedical research due to the complex interaction 
patterns and the comparably slow progress in identifying and characterizing the biological 
entities involved. Advances in high-throughput technologies for identifying and quantifying 
biological entities relevant for describing clinical phenotypes have narrowed the data gap over 
the last years, resulting in a large amount of heterogeneous biological data. 

Analysis of this data landscape in a molecular mechanistic context, supported by data 
management and knowledge discovery technologies, has in the meantime provided network 
based approaches for discovery of novel diagnostics and therapeutics for addressing unmet 
clinical needs. This work presents and discusses extensively the advances in molecular network 
analysis specifically in the realm of Systems Medicine over the last years and gives an overview 
on network principles, data sources and representation standards and analytical 
methodologies. 

Scientific contributions presented in this thesis address specifically (i) modeling of protein-
protein interaction networks, (ii) tackling the false negative discovery rate of explorative omics 
experiments by proposing concepts of predicting relevant biological entities based on graph 
expansion algorithms and (iii) the practical analysis of omics data utilizing network-based 
methodologies. 

The proposed prediction concepts for biological entities take into account our current 
knowledge of the topology of molecular networks, and are based on vertex neighborhood as 
well as minimum spanning trees. As a result, a novel algorithm was developed for efficiently 
calculating a connecting spanning tree over a subset of selected vertices of a graph with low 
but not necessarily minimal overall edge weight. These prediction concepts as well as other 
network based methodologies were then applied to the analysis of omics data characterizing 
ovarian cancer, mesothelial cells stress response, and angiogenesis in brain metastasis, 
providing additional insight regarding their underlying molecular mechanisms. 

The complexity of network analysis remains challenging, nurturing research in life sciences as 
well as computer science. While the analysis of omics data with network methodologies sheds 
light on molecular mechanisms, the insights gained on natural network topologies and 
mechanisms further the design and analysis of networks in general. Analysis concepts and 
algorithms presented in this work serve as general approaches for omics data integration and 
analysis in the biomedical research area. 



 

v 
 

 

Kurzfassung 

 

Molekulare Netzwerke stellen seit jeher aufgrund ihrer komplexen Interaktionsmuster und des 
vergleichbar langsamen Fortschritts bei der Identifizierung und der Charakterisierung von 
biologischen Entitäten für die biomedizinische Forschung eine Herausforderung dar. 
Fortschritte im Bereich der Hochdurchsatzverfahren zur Identifizierung und Quantifizierung 
von biologischen Entitäten mit Relevanz für die Beschreibung von klinischen Phenotypen 
haben die Datenkluft über die letzten Jahre verkleinert. Daraus resultieren große Mengen an 
heterogenen biologischen Daten. 

Die Analyse dieser Datenlandschaft in einem molekularen mechanistischen Kontext, 
unterstützt durch Technologien des Datenmangements und der Wissensgewinnung, hat in der 
Zwischenzeit netzwerkbasierte Methoden für die Entdeckung von neuen Diagnostika und 
Therapeutika für den klinischen Bedarf hervorgebracht. In dieser Arbeit werden die 
Fortschritte der letzten Jahre im Bereich molekularer Netzwerke im Detail und speziell für die 
Systemmedizin präsentiert. Des weiteren gibt sie einen Überblick über Netzwerkprinzipien, 
Datenquellen sowie Datenstandards und analytische Methoden. 

Die in dieser Arbeit vorgestellten wissenschaftlichen Beiträge addressieren spezifisch (i) 
Modellierung von Protein-Protein Interaktionsnetzwerken, (ii) Strategien für die falsch-
negative Entdeckungsrate von explorativen Omics-Experimenten unter Vorstellung von 
Konzepten zur Vorhersage weiterer relevanter biologischer Entitäten, basierend auf 
Graphenexpansionsalgorithmen und (iii) die angewandte Analyse von Omics-Daten mittels 
netzwerkbasierten Methoden. 

Die vorgestellten Konzepte zur Vorhersage von biologischen Entitäten berücksichtigen unser 
derzeitiges Wissen über die Topologie von molekularen Netzwerken und basieren auf 
Nachbarschaft von Knoten, sowie minimalen Spannbäumen. Daraus resultiert ein neuer 
Algorithmus zur effizienten Berechnung eines verbindenden Spannbaums über ein Subset von 
Knoten eines Graphen mit geringem, aber nicht notwendigerweise minimalem Kantengewicht. 
Diese Vorhersagekonzepte wurden gemeinsam mit weiteren netzwerkbasierten Methoden für 
die Analyse von Omics-Daten zur Charakterisierung von Ovarialkarzinom, Stressantwort in 
Mesothelzellen und Angiogenese in Hirnmetastasen angewandt, welche zusätzliche Erkenntnis 
zu deren zugrundeliegenden Mechanismen hervorbrachte. 

Die Komplexität von Netzwerkanalysen ist nach wie vor eine Herausforderung und bietet 
ausgiebige Forschungsmöglichkeiten sowohl für die Lebenswissenschaften als auch die 
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Computerwissenschaften. Während die Analyse von Omics-Daten mittels Netzwerkmethoden 
Licht auf die molekularen Mechanismen wirft, erweitern die Erkenntnisse über Topologien und 
Mechanismen natürlicher Netzwerke das Design und die Analyse von Netzwerken im 
Allgemeinen. Die hier angewandten Analysekonzepte und Algorithmen stellen eine allgemeine 
Basis für die Omics-Datenintegration und die Analyse in der biomedizinischen Forschung dar. 
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Introduction 

The complexity of networks and systems has always been a fundamental challenge for 
scientists throughout many different academic fields. Over the last decade, and with the 
support of computer-aided technologies and the possibility to measure, administer and 
analyze huge sets of data, scientists have been rising to the challenge to investigate complex 
networks and systems [1], [2]. Among the many different areas, biological networks and 
systems, especially ecosystems and cellular systems, have been the most complex.  With the 
advent of high-throughput technologies for measuring molecular biological entities over the 
last two decades, a huge amount of interconnected molecular data has been gathered. This 
influx on data, starting with the sequencing of the human genome, which was completed in 
2003 [3], gave rise to the term genomics and many other ‘-omics’ soon followed, like 
proteomics and metabolomics, each referring to the study of an aspect (or subsystem) in 
molecular biological systems. The rapid generation of biological data in any of the omics has 
led to a very heterogeneous data source landscape with different concepts and data formats. 
Over 500 data sources are available for network-related data alone [4]. This explosion of the 
amount of data has brought up many challenges on the level of integrating data, 
standardization and analysis [5] but harbors promising possibilities on the level of personalized 
health care and clinical pharmacology [6]. 

Huge amounts of data alone, though, will not solve problems and questions regarding complex 
networks and systems. The way we analyze them and infer our knowledge is fundamental and 
the first question arising is: “What makes a network and a system complex?” To answer the 
question we have to define the levels of difficulty of problems, an issue which has been 
addressed by scholars ever since Aristotle and Plato and the definitions vary [7]. Usually the 
definitions center on the relation between cause and effect. Simple problems have solutions 
that can be directly repeated and are not difficult to understand, like following a cooking 
recipe. Complicated problems are problems that are not easy to understand having 
complicated causes but once solved, the effect can be easily reproduced, like Dijkstra’s 
algorithm for finding shortest paths within a graph [8]. Complex problems are difficult to solve 
and reproducing an effect is difficult as well, like the behavior of ecosystems. The difficulties in 
reproducing solutions of complex systems originate from the often non-linear relations 
between the elements and the topology of such a system’s network, causing feedback loops 
and leading to a myriad of emergent properties. Those are a phenomenon already described 
by Aristotle who stated that the whole is more than the sum of its parts. The final group of 
problems are the chaotic ones which seem to behave completely random when changing 
starting parameters of a deterministic rule set by a small amount, like Lorenz attractors in 
weather models [9]. 
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The major goals of the study of complex networks and systems, from a practical point of view, 
are to get them more predictable and to discern patterns of regularity which can be 
reproduced or even simulated. The sheer amount of possibilities how a complex system can 
behave still leads to the question of how to explore and analyze complex networks and 
systems deriving knowledge with practical implications. This question is directly linked to the 
philosophy of scientific methodology itself. Life sciences have been relying heavily on 
reductionism which aims at reducing and explaining complex phenomena in terms of their 
parts. For example, biological processes can be reduced to chemistry which itself can be 
explained by physics. As Stephen Weinberg did put it: “explanatory arrows always point 
downward” and ultimately lead to a final theory [10]. The reductionist approach can also be 
found in computer science and problem solving strategies. The ‘divide and conquer’ principle is 
an important algorithm design paradigm dividing a problem into sub-problems until the sub-
problems become trivial to solve and build back together. An early algorithm based on this 
principle is Euclid’s algorithm to compute the greatest common divisor and dates back to the 
3rd century B.C. While reductionism and the hypothesis-driven knowledge discovery process 
have been proven very successful, the reductionist approach has its limitations, since it often 
fails to provide reliable explanations for an emergence of properties and complex system 
behavior on the way back upward from the ‘basic building blocks’. Holism is the diametrically 
opposed philosophical point of view originating back to Aristotle, that the whole is more than 
its parts. Bertalanffy’s System Theory [11], [12] is based on holistic principles which have been 
spreading ever since when investigating and analyzing complex networks and systems [13], 
[14]. So far, hypothesis-driven knowledge discovery based on reductionist principles has been 
dominating life sciences, and relies on testable hypothesis. Especially within complex systems 
those hypotheses are not testable most of the time. Inductive, computer-aided data-driven 
knowledge discovery addresses this issue and is also based on holistic principles and is 
discussed by Leonelli in the context of biological and biomedical sciences [15]. While we might 
not be able to formulate testable hypotheses for complex systems, we can observe patterns 
within our data pool without knowing their building blocks. Evaluating the patterns (for 
example with further experiments) and the data generated by the evaluation is added up to 
the data pool. Independent of the scientific approaches our knowledge about the mechanisms 
and concepts in life sciences, in general, and biological networks, in special, is far from 
complete and the unknown is a part of any topic which gets investigated. With observations 
and experiments we are creating data and derive models, test them and further our 
knowledge of life sciences. 

In this work, an extensive summary of the state of the art of molecular networks are presented 
in chapter 1 beginning with an overview of network principles, followed by a description of 
different biological network types. Prominent data sources for biological networks are 
described next, focusing on the data concepts and presenting data models where available. 
Afterwards, modeling of biological networks is extensively discussed along data representation 
standards. Network analysis approaches and current network characteristics and knowledge 
follow thereafter. Chapter 1 concludes with a discussion of issues with the study of biological 
networks. Building on the presented state of the art from chapter 1, chapter 2 presents further 
scientific work from the author, which resulted in publications, as well as unpublished 
contributions. These contributuions are discussed in context of the state of the art as 
presented in chapter 1. This work concludes with a summary of the lessons learned and 
remaining challenges when studying biological networks. 
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CHAPTER 1 

On networks 

Introduction 

Networks consist of entities forming relations with each other. For instance human relations 
can be represented as networks where human beings form the entities and the family status 
between them form the relations as like when forming a genealogical tree. The types of 
human relations are manifold. Considering social networks the relation between two people is 
defined by knowing each other and having linked themselves. Similarly personal phonebooks 
can be represented as network where each phone number represents a relation between the 
phonebooks owner and the phone number owner. This relation can be one sided as the 
individual phone number owner does not necessarily need to have the phone books owners 
phone number as well. Networks entities need not be limited to physical objects but also on 
human based concepts like street crossings or cities where the roads form the relations with 
the meaning of connecting two given cities or street crossings thus forming a street network. 
On a molecular scale we find proteins interacting with each other thus forming a network of 
protein-protein interactions. Networks exist in all aspects of human life and nature including 
economics, sociology, computer science, physics, biology, medicine and many more [1], [2]. 

Networks pose many challenges and problems that are associated with them, like finding the 
shortest route from one location to another for which algorithms, like the Bellman-Ford 
algorithm [16], [17] or Dijkstra’s algorithm [8] have been developed. Calculating the minimal 
amount of phone lines required for connecting houses, formally creating a so called minimal 
spanning tree, is solved with the algorithms from Kruskal [18] and Prim [19]. Historically one 
typical network problem was the ‘seven bridges of Königsberg’ problem which was addressed 
by L. Euler [20]. He proved that there cannot be a route crossing each of the 7 bridge over the 
river Pregel while entering each of the 4 city sections only once (see Figure 1). The list goes on 
and for studying many of such network related problems graph theory, a discipline within 
mathematics, is used. 
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Figure 1: The seven bridges of Königsberg. Original drawing by L. Euler [Online]. 
http://www.matheprisma.uni-wuppertal.de/Module/Koenigsb/ [Accessed July 2014] 

 

Formally describing networks with graph theory a network consists of nodes (or vertices) 
resembling the network entities which are connected by edges resembling the relations 
between the entities, together forming a graph. Thus a graph G is a pair of sets (V, E) where V 
is the set of nodes and E is the set of edges, formed by pairs of nodes. Nodes and edges have 
several core properties out of which many different graph types can be constructed and 
described (see Figure 2). Edges can be directed leading only in one direction, like a one-way 
street, or undirected leading in both directions. Edges and nodes can have one or more 
properties associated with them, like the names of cities and streets. Edges can have weights 
resembling different properties of the relations like the distance between two cities. Graphs 
can also evolve over time removing or adding nodes or edges like persons dropping out or 
entering social networks. Properties of edges, their weights and directions can change over 
time like the family status between persons. 

 

 

Figure 2: Graphs with different properties. (a.) Graph with single node type and single undirected 
edge type with a single edge weight. (b.) Graph with multiple node types and multiple undirected 
edge types and a single edge weight. (c.) Graph with a single node type and single undirected edge 
type and multiple different edge weights. (d.) Graph with a single node type and a single directed 
edge type and a single edge weight. 

a. b.

d.c.
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Depending on the arrangement of the nodes and edges, graphs can have many different 
characteristics like the graph diameter or degree distribution. The graph diameter is the length 
of the longest shortest path between any two nodes within a given graph. This would reflect 
for instance the longest travel distance between any two cities on the world assuming the 
shortest route is always chosen. The degree of a node is the amount of edges it has to other 
nodes and the degree distribution is the probability distribution of those degrees for the 
graph. Interestingly graph characteristics are often specific for certain types of networks like 
tumor networks [21]. The degree distributions in many real world networks, like the World 
Wide Web, very often do follow a power law [22]. 

Studying networks spans over many different academic fields and as such it is highly 
interdisciplinary. Network science as defined by the United States National Research Council is 
the study of network representations of physical, biological and social phenomena, leading to 
predictive models of these phenomena [23]. When studying networks we are interested in 
solving problems like finding the shortest path or characterizing and differentiating networks 
based on their graph properties, like characterizing tumor networks or disease networks [24]. 
Adding the dimension of time to networks and adding functions over time affecting network 
properties we can investigate the dynamics and evolvement of a network we are interested in, 
like the spreading of a disease during an epidemic or within a social network [25]. Networks 
changing over time describe systems and are the focus of systems theory, a term ascribed to 
Bertalanffy [11], [12], out of which the sub-discipline of systems biology emerged. The 
importance of studying the dynamics within the system of the human body became evident 
and resulted in the sub-discipline systems medicine [26]. The European Commission’s funding 
for systems medicine related projects from 2004 to 2010 included more than 60 research 
projects with a total amount of ca. 400 million euro [27], like the CASyM project for developing 
an implementation strategy for Systems Medicine [28]. 

This chapter begins with a description of common molecular biological networks followed by 
an extensive list of molecular biological network data sources available and a brief description 
of the type of data, their origins, how to access them and technical concepts and frameworks 
which have been used for their implemention. Afterwards the modeling strategies of biological 
networks will be extensively presented as well as data standards commonly used with 
biological networks. The analysis of biological networks will list major conceptual aims when 
analyzing networks and present properties and characteristics of biological networks. 
Extensive examples are given of how this knowledge can be utilized especially in the context of 
human diseases. Finally this chapter concludes with a discussion of major issues within this 
academic field. 
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Molecular biological network types 

Networks in biology consist of many different types of biological entities that can interact with 
each other. Proteins, nucleic acids and small-molecules form the basic biological entities and 
their direct interactions are based on two principles: chemical reactions and affinity docking. 
Chemical reactions are the molecular modification of usually covalent bonds between atoms 
changing substrate molecules to product molecules and vice versa with a reaction kinetic for 
each direction which is dependent on environmental factors, like temperature (see Figure 3). 

 

Figure 3: Basic scheme for chemical reactions. Substrates A and B are modified to products C and 
D with a certain reaction kinetic k1 and vice versa with the reaction kinetic k2. 

Affinity docking between biological entities is based on matching 3-dimensional structures 
similar to a key-lock mechanism thus allowing weaker forces, hydrogen bonds, ionic charges 
and Van der Waals forces, to form stable non-covalent interactions like in protein-protein 
interactions. Besides networks based on physical interactions of biological entities, interactions 
within a biological network can also be based on other, often abstract, concepts. For example 
‘association’ can be a concept in gene-disease networks where genes are connected to disease 
entities if known associations exist between them. As such depending on the level of 
observance many different networks can be identify within biology. 

The following chapter describes common biological networks differing by the type of 
interactions and entities including: 

 protein- protein interaction networks 

 metabolic networks 

 genetic/ transcription regulatory networks 

 miRNA regulatory networks 

 gene-gene interaction networks 

 drug-target interaction networks 

 disease / gene – disease networks 

Application examples are given and additionally an extensive list of data sources available for 
biological networks data is provided for. Statistics on data size as well as core technical 
concepts, data models and computer technologies used are included for the data sources 
wherever the information was readily available. 

  

A + B C + D
k1

k2
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Protein interaction networks 

Protein interaction networks (PIN) or protein-protein interactions (PPI) describe the physical 
interactions between proteins where the proteins form the nodes and the interactions form 
the edges of the network graph. Examples of protein interactions include signal transduction 
where signals are propagated throughout the cell by various signaling molecules. Disturbances 
or mutations within such a signaling cascade like the MAPK signaling pathway (see Figure 4) 
are known causes for cancer development [29]. 

 

 

Figure 4: MAPK signaling pathway. [Online]. Available: http://www.genome.jp/kegg-
bin/show_pathway?hsa04010. [Accessed August 2014]. 

 

Protein-protein interactions associate physically and lead to the formation of macromolecular 
structures and protein complexes like enzyme-inhibitor or antibody-antigen complexes. 
Proteins interact in pairs to form dimers like the reverse transcriptase or in sets of multiple 
proteins forming complex structures like the complement system. In most cases protein 
complex binding forces are non-covalent resulting from matching protein surfaces. Covalent 
bindings are known for example in posttranslational modifications of proteins like insulin 
where two polypeptide chains are connected by disulfide bonds. Protein-protein interactions 
are further regulated among others by protein concentration which is regulated by gene 
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expression and the degradation rates of proteins. Regulation is also strongly influenced by 
other proteins and protein types competitively docking with each other like the Bcl-2 family 
proteins for regulating apoptosis [30]. 

Due to the central role of proteins in the cellular mechanisms protein interaction networks 
serve as tool for investigating many aspects of cellular life. Proteins highly connected with 
other proteins seem to be fundamental for survival [31]. Protein interactions found in one 
species support the identification of interactions of similar or evolutionary linked proteins in 
another [32]. Protein interaction networks also support unraveling the molecular mechanisms 
of diseases [33], [34]. Jonsson and Bated [35] showed that cancer related genes had in average 
twice as many protein-protein interaction partners as non cancerous genes. Paik et al. [36] 
investigated protein-protein interactions for underlying co-occurrences of diseases and 
pathological conditions. 

Methods for detecting protein-protein interactions 

There are many methods for detecting protein-protein interactions ranging from experimental 
identification to prediction methods. Experimental methods include among others co-
immunoprecipitation [37], the yeast two-hybrid screening [38], affinity purification coupled to 
mass spectrometry [39], protein microarrays [40], tandem affinity purification [41] and 
bimolecular fluorescence complementation [42]. Protein-protein interaction prediction can be 
based on homology transfer, where protein-protein interactions of one organism are used to 
predict interactions of homologous proteins in another [43]. Predictions based on test mining 
are another approach where protein-protein interaction prediction is based for example on co-
occurrence of terms within PubMed abstracts [44] or natural language processing and rule 
based information extraction as well as machine learning approaches [45], [46]. 
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Metabolic networks 

Metabolic networks are a typically described by metabolic pathways like the citrate cycle (see 
Figure 5) forming a dense network of chemical compounds, enzymes and reactions defining 
the biochemical properties of a cell. 

 

 

Figure 5: Metabolic pathway of the Citrate Cycle.[Online]. Available: 
http://www.genome.jp/kegg-bin/show_pathway?map00020. [Accessed August 2014]. 

 

Metabolism is governed by several biological entities, the chemical compounds known as 
metabolic substrates and products and enzymes catalyzing reactions. Processes within 
metabolism and the interactions are diverse as well. Biochemical reactions known as metabolic 
reactions producing the product from the substrate, often catalyzed by enzymes, docking of 
proteins and also regulation of metabolic steps are further different types of interactions. As 
such metabolic networks can be represented differently depending on the level of observance. 
Enzymes, metabolites and chemical reactions can be represented as nodes while the different 
interactions like mass flow, catalysis and regulation as edges. For visualization reasons these 
metabolic maps usually include multiple entries for a single chemical compound (see Figure 5, 
thiaminediphosphate: ThPP) which have to be modeled as a singular node within a graph 
representation of the metabolic network. Metabolic pathways have been studied, for example 
by Jeong et al. [47], Fell and Wagner [48] and Stelling et al. [49]. 
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Genetic/Transcription regulatory networks 

The expression of genes can be regulated by other proteins called transcription factors which 
can activate or inhibit a gene’s expression. This regulation is fundamental for a cells function 
controlling the amount of proteins as required by the ongoing cellular processes. Depending 
on the graph representation of the involved entities and relations, proteins can form the nodes 
within genetic regulatory networks and directed edges can indicate if one protein influences 
another ones gene expression. Another representation includes two types of nodes, 
transcription factors and mRNA and two types of directed edges, regulation of transcription 
and translation. Initially transcription regulatory networks for Saccharomyces cerevisiae have 
been thoroughly investigated for example by Lee et al. [50], Farkas et al. [51] and Guelzim et 
al. [52]. 

Methods for constructing genetic regulatory networks 

Construction of genetic regulatory networks is a difficult process, especially in eukaryotes with 
their complicated transcriptional regulation machinery [53]. The entities playing a role within 
regulation have to be identified, changes over time have to be monitored on the expression 
level and the impact on the phenotype needs to be detected. Experimental techniques 
supporting this process are chromatin immunoprecipitation (ChIP) combined with promoter 
DNA microarrays (known as ChIP on chip), gene expression profiling often combined with gene 
knock outs and genome-wide RNA interference (RNA1) screens. Computational approaches for 
predicting regulatory elements is challenging as well and most are based on clustering and 
supervised learning approaches [54]. Prediction of transcription factor binding sites was 
addressed for example by Perco et al. [55] who developed a genetic algorithm for detection of 
co-regulation including data from phylogenetic footprinting. Inferring networks was addressed 
by Beer and Tavazoie [56] who developed a method where they cluster genes from expression 
data into groups of regulons, identify over-expressed sequences and use Bayesian networks to 
deduce the relationships between expression profiles and sequence motifs. The difficulty of 
predicting genetic regulation is further emphasized by the DREAM initiative opening a 
challenge for best prediction algorithms in 2008 [57] with a best performer award for the 
algorithm from Gustafsson et al. [58] based on ordinary differential equations.  

miRNA regulatory networks 

MicroRNA (miRNA) are short RNA sequences (usually around 22 nucleotides) and seem to 
regulate gene expression on the level of translation by docking with mRNA and blocking 
translation as well as speeding up the degradation of the mRNA [59], [60]. As such the direct 
physical interaction for the regulation of a gene product takes place between the miRNA and 
mRNA. Usually when inferring regulatory networks, miRNA is linked to the target mRNA gene. 
miRNA has successfully been indentified for influencing several human diseases like skeletal 
growth [61] or cancers [62], [63]. 

Methods for constructing miRNA interactions 

Experimental detection of miRNA-mRNA interaction is usually done on the expression level 
utilizing PCR or microarray technologies, often in combination with integrated mRNA and 
miRNA expression profiling approaches [64], [65]. Detection and prediction of transcription 
factor binding sites for miRNA genes are usually performed with chromatin 
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immunoprecipitation coupled with next-generation DNA sequencing (ChIP-Seq). A recent 
protocol termed cross-linking ligation and sequencing of hybrids (CLASH) allow high 
throughput screening of RNA-RNA based on UV-linked UV bait proteins. RNAs associated with 
the bait protein are linked, cDNA libraries prepared and after high throughput sequencing the 
resulting chimeric cDNAs identify RNA-RNA interactions [66]. Prediction of direct miRNA-mRNA 
interactions are usually sequence based combined with filtering based on structural 
knowledge, like binding energy, structural accessibility or nucleotide composition flanking in 
the binding sites [67]. Data mining technologies are also applied as demonstrated by 
McDermont et al. [68] who identified miRNA biomarkers for Luminal A-like Breast cancer 
utilizing neural networks. 

Gene-gene interaction networks 

Gene-gene (or genetic) interaction networks differs from gene regulatory networks in such as 
that a gene-gene interaction can be defined as logical interaction between two or more genes 
that affect the phenotype of an organism. Gene-gene interactions types are synthetic-
interaction, epistatic interaction, suppressive interaction and additive interaction. Synthetic 
interactions between two genes exist if a mutation in either of the two does not have an effect 
on the phenotype while a mutation in both genes does have an effect on the phenotype. 
Usually both genes are on parallel pathways leading to the same relevant target gene for the 
phenotype (see Figure 6a). Two genes have an epistatic interaction if a mutation in one of the 
genes results in one of two different phenotypes while mutations in both results again in one 
of the two phenotypes. This usually occurs if one of the genes precedes the other in the same 
pathway (see Figure 6b.). Suppressive interactions between two genes exist if a mutation in 
one gene does not change the phenotype, a mutation in the other gene however does change 
the phenotype and a mutation in both genes does not change the phenotype. This is usually 
the case if one gene suppresses the other which itself suppresses a third phenotype relevant 
gene (see Figure 6c). Additive interaction between two genes exists if a mutation in one of 
both genes results in different phenotypes and a mutation in both results in another third 
phenotype. This can be the case if both genes are on separate pathways and leading to two 
separate phenotype relevant target genes (see Figure 6d). 

 

 

Figure 6: genetic interactions (a.) Synthetic interaction: both genes A and B activate a gene C for 
“green color”. Knock out mutations in either A or B will not change the expression of C. (b.) 
Epistatic interaction: Gene C for “green color” and gene D for “blue color” both contribute in the 
wild type phenotype. Knock out mutations in gene B which activates gene D will result in a green 
color only phenotype. Knock out mutation in gene A (or gene A and gene B) which activates gene 
C as well as gene B will result in a phenotype without any color. (c.) Suppressive interaction: Wild-
type phenotype expresses the “green color” gene C since it is not suppressed by gene B due to 
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gene A suppressing gene B. A knock out mutation in gene B or both genes A and gene B does not 
change the phenotype. A knockout mutation in gene A does activate gene B which then blocks 
gene C and changing the phenotype. (d.) Additive interaction: “green color” gene C and “blue 
color” gene D contribute both to the wild type phenotype. A knockout mutation in either gene A 
or gene B which are both activating gene C and gene D respectively results in an either green only 
or blue only phenotype. A knockout in both gene A and gene B results in a “no color” phenotype. 

 

Genetic interaction networks play a role in many diseases since genes influence the disease 
phenotypes. Diseases based on mutations in genes can stem from mutations in single genes 
(monogenic) as in case of cystic fibrosis where mutations in the CFTR gene are the cause [69] 
or many (multigenic) as in case of atherosclerosis [70]. Synthetic interactions are the basis of 
the synthetic lethality concept as a targeted therapy against diseases, especially cancer [71]. 
Giving examples of applications, Söllner et al. link the mycophenolate mofetil mode of action 
with molecular disease and drug profiles [72]. Cramer-Morales induced synthetic lethality by 
targeting RAD52 in leukemia [73]. Mora et al. [74] investigated protein interaction data and 
multigenic inherited disorders. 

Methods for constructing genetic networks 

Detection of genetic interactions is usually done in genome-wide association studies and 
identifying single nucleotide polymorphisms (SNP) play a crucial role thereby [75]. High 
throughput detection of SNP are usually based on microarray technologies [76]. Prediction of 
genetic interaction is supported by machine learning approaches and statistical approaches. 
Koo et al. [77] investigate neural networks, support vector machines and random forests. A 
recent approach suggested by Zhang and Kim [78] implements a statistical framework and 
learning algorithm based on focusing on single nucleotide polymorphisms and perturbations of 
the network caused from expression quantitative trait loci. Wong et al. [79] integrate various 
sources to build a probabilistic decision trees to predict pairs of synthetic sick (or lethal) 
genetic interactions within Saccharomyces cerevisiae including data from localization, mRNA 
expression, physical interaction, protein function and characteristics of network topology. 

Drug-target interaction networks 

Drug-target interactions usually describe the physical interactions between biological entities, 
mostly proteins but also genes or miRNAs, and therapeutic drugs, mostly small molecules and 
also proteins. Identifying drug-target interactions is an essential step in the discovery of drugs 
for diseases [80]. The amount of drugs available increases on a rather slow rate while our 
knowledge about molecular mechanisms of diseases increase due to high throughput 
technologies and prediction techniques leading to a hypothesis rich environment of possible 
drug-targets. As of August 2014 DrugBank [81] holds 7,739 drug entries with 1,584 FDA-
approved small molecule drugs. Therefore a strong emphasis exists for identifying possible 
new target for the relatively small set of available drugs. 

Methods for detecting drug-target interactions 

Experimental discovery of drug-target interactions include among others, thermal shift assays 
[82] and reverse pharmacological approaches [83], [84]. Basic approaches for prediction of 
drug-target interactions include docking simulations, literature mining, machine learning and 
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statistics. Cheng et al. [85] use a model-based approach solely on the crystal structure of the 
target binding site. Chou et al. [86] developed a probabilistic model for mining interactions 
from literature. Yamanishi et al. [87] characterize drug–target interaction networks and reveal 
correlations between drug structure similarity, target sequence similarity and the drug-target 
interaction network and propose a predictor based on supervised learning for bipartite graphs. 
Nagamine et al. [88] use a support vector machine approach for predicting protein-drug 
interactions based solely on protein sequence and chemical structure data. He et al. [89] 
propose a predictor based on nearest neighbor algorithms supported by a minimum-
Redundancy-Maximum-Relevance algorithm for feature ranking. 

Disease / Gene-disease networks 

Disease networks focus on the representation and exploration of diseases. Therefore the 
representation of disease networks differs depending on the perspective. One perspective is to 
extend pathway categories in interaction networks by disease categories and include known 
physical interactions between the biological entities. KEGG [90] for example provides 
additional categories in the form of disease pathways similar to their protein-protein and 
metabolic pathways (for example see Figure 7 for the asthma pathway). 

 

 

Figure 7: Asthma disease pathway from KEGG database. [Online]. http://www.genome.jp/kegg-
bin/show_pathway?hsadd05310 [Accessed August 2014] 

 

Genetic interaction networks represent networks of dependencies between genes resulting in 
different phenotype of which the majority studied are disease related phenotypes. Goh et al. 
[24] proposed new representations for disease networks. A human disease network (HDN) is a 
network of connected disease nodes where the weighted edges represent the amount of joint 
genes between both diseases. Their disease gene network consists of gene nodes which are 
connected by edges if both genes are associated with the same disease. Thirdly they created a 
Diseasome network by forming a bipartite graph consisting of two disjoint sets of nodes, one 
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for disease associated genes and one for diseases associated to genetic disorders and linking 
both sets by connecting a gene with a disease if known mutations exists within that gene 
which is associated to the disease (see Figure 8 for a schematic representation of all three 
network types). Data for constructing this disease network were obtained from the Online 
Mendelian Inheritance in Man (OMIM) database [91]. 

 

 

Figure 8 from Goh et al. 2007 [24]: Schematic representation of disease network representations. 
Circles represent diseases, rectangles represent genes. The size of a circle is proportional to the 
amount of genes associated to the disease. The color of the circles and rectangles indicate the 
disease class. Edge strength between disease nodes is proportional to the amount of genes both 
diseases share. (Left) Human Disease Network (HDN) where diseases are linked with each other if 
they share genes. (Right) Disease Gene Network (DGN) where genes are connected if they are part 
of the same disease. (Middle) Diseasome as bipartite graph where diseases are linked to genes if 
there are known mutations within that gene associated to that disease. 
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Data sources for biological networks 

Data sources for interactions on the molecular scale are roughly categorized into primary 
databases which provide experimentally deduced interaction data, into meta-databases which 
provide experimental interactions from several other sources and into predicted databases 
which provide experimental as well as predicted interactions. The list of data sources 
presented here is extensive and while for sure not complete it covers most popular data 
sources discussed in literature and references. For a very extensive list of pathway related 
databases refer to the Pathguide resource list [4] which holds 547 pathway related data 
sources as of 14th August 2014. Some of the databases listed have not had an update within 
the last years or shortly after their introduction even though they can still be accessed and are 
often included in others. Data sources presented here are all publically available and free to 
use usually referring to academic or non-profit use of their data. Data sources are listed in 
alphabetical order. 

APID 

The Agile Protein Interaction Data Analyzer (APID) is a web-tool for analyzing and exploring 
known experimentally validated protein-protein interactions [92]. Data sources for APID are 
BIND [93], BioGRID [94], DIP [95], HPRD [96], IntAct [97] and MINT[98]. APID includes an edge 
weight for the reliability of given interactions including parameters like the connectivity, 
cluster coefficient, GO environment, GO environment enrichment, number of experimentally 
validated methods, GO overlapping and iPfam domain-domain interaction (see Figure 9 for a 
detailed schema of the building process). APID is freely accessible through the Agile Protein 
Interaction Navigator web-tool (APIN) on an exploration basis for proteins of interest. 
However the whole dataset cannot be downloaded. APID holds in total 56,460 proteins and 
322,579 protein-protein interactions as of August 2014. 

 



 

16 
 

 

Figure 9: Agile Protein Interaction Network building schema. [Online]. 
http://bioinfow.dep.usal.es/apid/index.htm. [Accessed August 2014] 

 

BiGG 

The Biochemical Genetic and Genomic (BiGG) database is a freely accessible data source for 
knowledge of biochemically, genetically and genomically structured genome-scale metabolic 
network reconstructions [99]. BiGG integrates several genome-scale metabolic pathway 
sources and information like KEGG [100] and NCBI [101] by a model reconstruction process 
from literature, data sources and mathematical model building and is curated by experts. BiGG 
provides browsing of content and visualization of pathway data and cross references 
information with other sources. Pathway data is exportable in SBML format. As of 14th August 
2014 BiGG contains about 100 metabolic pathways for Homo sapiens and other species. 

BIND 

The Biomolecular Interaction Network Database (BIND) is a freely available database of 
interactions, molecular complexes and pathways [93]. Objects for which interactions are 
stored include proteins, DNA, RNA, ligands or molecular complexes. Interaction data is built 
from peer-reviewed literature and direct submission. BIND follows an extensive ASN.1 data 
specification [102] as well as an XML data specification. Data access is supported by the NCBI 
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programming toolkit [103]. As of their latest release from December 2009 BIND holds in total 
31,972 unique proteins and 58,266 unique interactions. 

BioCarta 

BioCarta (San Diego, CA) is a company providing among others freely accessible pathway 
related information which is frequently updated by experts following an “open source” 
approach [104], [105]. Pathways can be visually explored utilizing the web interface. As of 
August 2014 BioCarta holds information for over 120,000 genes from multiple species. 

BioCyc/MetaCyc 

The BioCyc/MetaCyc database is a freely accessible collection of over 3,000 species specific 
Pathway/Genome databases (as of October 2013) [106], [107]. MetaCyc contains over 2,100 
experimentally determined metabolic pathways curated from over 37,000 publications 
including kinetic data. Data collections in BioCyc contain genomes for organisms and predicted 
metabolic networks and genomic information. The BioCyc web interface allows visual 
exploration of the data and offers a variety of tools for comparative analysis and modeling 
including among others pathway predictions, operon prediction, flux-balance analysis models, 
transcription factor based filtering, comparative overlay of pathways and omics data, 
metabolite path tracing, pathway enrichment analysis etc. BioCyc cross links the pathway 
information to 23 other databases. BioCyc provides data in various formats and access through 
the web interface and PERL, Java and Lisp APIs. 

BioGRID 

The Biological General Repository for Interaction Datasets (BioGRID) is a freely accessible 
database of physical and genetic interactions of several species [94], [108] and is freely 
downloadable as tab-delimited text files and PSI-MI XML [109]. Physical interactions are 
obtained by high throughput interaction studies (HTP). BioGRID holds for all organisms of the 
database 515,302 unique interactions and 44,528 unique proteins. For Homo sapiens 149,796 
unique interactions and 18,757 unique proteins are stored (as of August 2014). For a detailed 
yearly statistics of the amount of interactions and proteins from Homo sapiens see Figure 10. 

BioGRID’s web interface is based on PHP [110] and hosted on an Apache web server [111]. The 
database management system is MySQL [112]. Their annotation compilation system is based 
on Java [113]. 
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Figure 10: BioGRID’s yearly statistics on the amount of non redundant interactions (solid line) and 
proteins for Homo sapiens (dotted line). 

 

CPDB 

The ConsensusPathDB-human (CPDB) is a freely accessible data source for interaction 
networks in Homo sapiens including protein-protein, genetic, metabolic, signaling, gene 
regulatory and drug-target interactions, as well as biochemical pathways [114], [115]. CPDB 
consolidates 32 data sources into a unified data source avoiding redundancy and 
complementing it with additional interactions curated from literature. As of its latest release 
version 29 from 27th June 2014 CPDB holds 154,537 unique physical entries, 416,872 unique 
interactions and 4,078 pathways. Data can be downloaded in tab-delimited or PSI-MI 2.5 
format [116] and pathway results exported in BioPAX [117]. CPDB increases the confidence of 
interactions by analyzing text mining data for errors using an integrated approach exploiting 
network topology and annotation features. Data analysis is supported by a variety of options 
including the visualization of functional gene/metabolite sets as overlap graphs, gene set 
analysis based on protein complexes, induced network modules analysis with gene lists, graph 
visualization is based on Cytoscape.js (do not confuse with Cytoscape) [118]. A separate plug-in 
for Cytoscape [119] is available as well. 

DIP 

The Database of Interacting Proteins (DIP) catalogs experimentally determined protein-protein 
interactions obtained from peer-reviewed publications with manual and automated means 
[120], [95]. For DIP’s data model see Figure 11. DIP is freely accessible and holds protein-
protein interaction information for 693 organisms (as of August 2014). Protein-protein 
interaction data for Homo sapiens cover 4,283 proteins and 7,140 protein-protein interactions 
obtained from 3,122 experiments. DIP provides a plug-in (MiSink) for Cytoscape visualization 
software [119] for integration of its interaction data. MiSink can be freely downloaded [121]. 
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DIP uses MySQL [112] as database management system. 

 

 

Figure 11 from Xenarios et al. 2000 [95]: Data model for the Database of Interacting Proteins (DIP) 
. 

 

DisGeNET 

DisGeNET is a freely accessible database for human gene-disease associations integrating expert 
curated data sources and text mining approaches [122], [123]. Integration of the sources is 
performed by utilizing gene and disease vocabulary mapping and an association type ontology. A 
reliability score of the associations is computed depending on the supporting evidence and 
provided with the data (see  

 for the extensive data model). DisGeNET provides a Cytoscape [119] plug-in for visualization 
and analysis of its network data. Data is provided through a web interface, or by downloading 
a SQLite database dump. Additionally a Resource Description framework (RDF) is provided and 
RDF data access via a SPARQL endpoint. As of 14th August 2014 DisGeNET holds 381,056 
associations between 16,666 genes and 13,172 diseases. 
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DrugBank 

DrugBank is a freely accessible data source for drug and drug-target information [81], [124]. 
Drug and drug-target information is extracted manually from literature and curated by experts. 
DrugCards hold over 200 data fields for a drug and its target related information of relevance. 
As of August 2014 DrugBank holds 7,739 drug entries of which 1,584 are FDA approved small 
molecules, 156 FDA approved protein/peptide drugs, 89 nutraceuticals and over 6,000 
experimental drugs. 4,283 non-redundant protein sequences are linked to these drug entries. 
Drug nomenclature proves especially challenging and is done manually. 

HAPPI 

The Human Annotated and Predicted Protein Interaction (HAPPI) database is a freely accessible 
data source for integrating protein interactions sources into a unified concept addressing 
semantic differences between various source concepts for protein-protein interactions [125]. 
Furthermore HAPPI uses a scoring system for the reliability of interactions. Data was 
integrated from HPRD [96], BIND [93], MINT [98], STRING [126], [127] and OPHID [128]. As of 
version 1.31 from 18th November, 2009 HAPPI holds 70,829 curated proteins of which 13,601 
are denoted as interacting proteins and 601,757 protein-protein interactions and associations. 
Data can only be accessed via web interface. 

HAPPI uses an Oracle [129] database management system and PERL [130] for 
implementations. 

HitPredict 

HitPredict is a database of high confidence protein-protein interactions [131]. HitPredict 
includes non-redundant interactions from IntAct [97], BioGRID [94] and HPRD [96] and 
calculates a confidence level of those interactions based on sequence, structure and functional 
annotation. As of its last update 1st May, 2012 HitPredict holds 49,071 proteins from 9 species 
with 239,584 interactions of which 168,458 are predicted to be of high confidence. Data sets 
are freely accessible except for HPRD data. 

HMDD 

The Human microRNA Disease Database (HMDD) is a freely available data source for expert 
curated miRNA to disease associations with experimental evidence [132]. As of the last update 
from 14th June 2014 HMDD holds 10,368 entries including 572 miRNA genes, 378 diseases and 
3,511 publications and can be freely downloaded or browsed vie web interface. 

HPRD 

The Human Protein Reference Database (HPRD) is a freely accessible database of curated 
proteomic information pertaining to human proteins [96], [133]. Proteomic information 
includes protein-protein interaction, post translational modifications and tissue expression. 
HPRD holds 38,167 protein-protein interactions which have been detected based on yeast 
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two-hybrid, in vitro or in vivo. Proteomic data can be provided for by the scientific community 
via an annotation system called Human Proteinpedia [134], [135]. Pathway data can be 
downloaded in the data exchange formats BioPAX 2.0 [117], PSI-MI 2.5 [116] and SMBL 2.1 
[136]. 

iHOP 

The Information Hyperlinked over Proteins (iHOP) is a freely accessible service providing 
contextual clusters and hyperlinks of the biomedical literature based on genes and proteins 
providing a network of linked literature for exploration of genes and proteins of interest [137]. 
Strictly speaking iHOP does not provide a physical interaction network per se but a network of 
related information for a given gene or protein. iHOP search results distinguish between 
‘interaction information’ between genes/proteins and ‘defining information’ between 
genes/proteins and biological terms. iHOP identifies genes and synonyms within biomedical 
text based on a dictionary approach for enabling cross-linking with other sources (see Figure 
13 for the full concept). Data can be accessed via a web interface for a given gene or protein of 
interest. As of August, 2014 iHOP holds more than 2,700 organisms, 111,000 genes and over 
28.4 million sentences. 

 

 

Figure 13 from Hoffmann and Valencia 2005 [137]: (a) iHOP System architecture. The iHOP system 
is divided into two separate parts: the web application factory and the web application itself. 
Production state data in the web application is based entirely on XML technology and extremely 
fast response times are obtained through avoidance of complex front-end database queries- For 
every gene, one static XML document was created. Dynamic effects were achieved though the 
HTML and JavaScript layer on the client side to minimize server load. (b) Gene synonym 
identification in biomedical abstracts. More than 12 million abstracts were examined for the 
occurrence of gene symbols, names and synonyms. At an average length of 200 words, the total 
number of examined terms reaches ~ 2 billion, of which each could be one of the 3.2 million gene 
synonyms in the dictionary. To accomplish this comparison it was crucial to subdivide the gene 
identification process into independent steps of increasing precision, going from a raw gene-
article index to a stable index, and finally to an exact localization of gene synonyms in the text. 
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IMID 

The Integrated Molecular Interaction Database (IMID) is a freely accessible data source for 
protein interaction including direct protein-protein interaction as well as protein to small 
molecules interactions [138]. IMID integrates molecular interaction data from literature by text 
mining utilizing a Bayesian network and from manually annotated data sources including 
Reactome [139], PID [140] and GO [141]. Furthermore interactions are linked to their 
biological context represented by biological terms allowing filtering of interactions based on 
biological terms. While the database is freely accessible web-based [142], download of all data 
is not possible. As of 10th August 2014 IMID holds in total 1,450,989 interactions. 

IntAct  

IntAct is a freely available open source database of molecular interactions derived from 
literature curation or direct user submissions [97], [143], [144]. Interactions between several 
biological entities called Interactors include binary interactions as well as multi-protein 
interactions. IntAct uses controlled vocabularies like the NCBI taxonomy database or Gene 
Ontology as well as own controlled vocabularies for annotating their data [141], [145]. IntAct 
holds 83,417 Interactors, 296,668 interactions from 33,742 experiments (as of August 2014). 
For yearly statistics on the amount of interactions and proteins see Figure 14 and for further 
statistics see [146]. 

IntAct uses an Oracle database management system [129] as well as a PostgreSQL system 
[147]. For the web interface the Struts framework [148] is used and the Tulip system for graph 
layouts [149]. IntAct is based on Java [113]. 

 

Figure 14: IntAct’s statistic on the yearly amount of interactions and proteins stored at the 
database. Y-axis denotes the count in thousand. 
[Online].http://www.ebi.ac.uk/intact/pages/documentation/statistics.xhtml#tc01. [Accessed 
August 2014]. 
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KEGG 

The Kyoto Encyclopedia of Genes and Genomes (KEGG) is a freely available knowledge base 
linking genomic information with higher order functional information [90], [100], [150]. Genes 
are linked in a network of interacting molecules thus forming networks of direct or indirect 
protein-protein interactions. Annotation and pathway data is extracted from various sources 
with automated tools and supported manually building reference pathways. KEGG holds 
interactions within 463 pathways (as of August 2014). KEGG maps pathway information with 
experimental evidence manually to existing or new pathways and assigns genes from 
organisms to an ortholog group (KO) based on sequence similarity (see Figure 15). KEGG’s 
SSDB is a graph which nodes are genes and the edges are weighted by sequence similarity 
scores. Assignment of annotation and modification of the genes within a KO group is highly 
computerized (Figure 15 left section, red color) and the identification of genes belonging to a 
KO group is manually done (Figure 15 right section, green color). 

KEGG’s database is based on an internal Oracle [129] database management system and a 
public PostgreSQL [147] system. Web services are based on REST and formerly SOAP/WSDL. 

 

 

Figure 15: Schematic diagram of genome annotation within KEGG, obtained from Kanehisa et al. 
2014 [90]. Steps relying on manual curation are colored green (right section) and steps relying on 
computerized automatization are colored red (left section). 
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MiMI 

The Michigan Molecular Interactions (MiMI) database is a freely accessible data source 
providing knowledge from several protein interaction data sources [151]. MiMI merges the 
knowledge from all its sources into a single interaction concept addressing the issue of entities 
reported differently within separate databases thus generating and predicting a merged graph 
of joint interactions. The merging results are not curated and as such errors are possible. MiME 
supports users in identifying possible errors with natural language selection techniques applied 
on publications in which supposedly interactions had been reported. Additional protein 
information was integrated from GO [152], interPRO [153], IPI [154], miBLAST [155], 
OrganelleDB [156], OrthoMCL [157], PFam [158] and ProtoNet [159]. As of 2008 MiMI holds 
3.7 million interactions, about 3.5 million genes, 19.2 million molecules and 1,288 pathways. 

MINT 

The Molecular INTeraction database (MINT) is a freely accessible database of experimentally 
verified and curated protein-protein interactions mined from scientific literature [98]. MINT is 
consistently curating all the issues of FEBS Letters (since January 2005) and EMBO Journal and 
EMBO Reports (since January 2006). MINT holds 241,458 interactions and 35,553 proteins (as 
of August 2014). For a detailed yearly statistics for the stored interactions and the number of 
curated articles see Figure 16 and [160]. Interaction data stored follows the PSI-MI 2.5 
standard [116]. Moreover MINT uses the IntAct infrastructure since September 2013 joining 
efforts to reduce redundant efforts. 

MINT’s database is based on PostgreSQL [147] database management system, the object-
relational mapping tool ObJectRelationalBridge OJB [161] from Apache. The web application is 
based on the Struts framework [148], a Tomcat servlet container [162] and an Apache server 
[111]. 

 

 

Figure 16: The Molecular INTeraction database’s (MINT) statistics on the growth of the amount of 
stored interactions (left curve) and curated articles (right curve) as published by Chatr-aryamontri 
et al. 2007 [98]. 
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MIPS 

The Munich Information Center for Protein Sequences (MIPS) is a freely accessible database 
providing protein-protein interactions [163] with a specialized section for mammalians called 
MIPS MPPI [164]. Protein-protein interactions are extracted from literature and curated 
manually by experts including only data from individually performed experiments. MIPS holds 
over 900 proteins from 10 mammalian species with over 1,800 entries for protein-protein 
interactions (as of January 2005) available in the PSI-MI standard [116]. 

MIPS uses a MySQL [112] database management system and a web interface based on Perl 
[130] CGI scripts. 

miRBase 

The miRBase is a freely accessible database of published miRNA sequences and annotation and 
prediction of miRNA targets [165], [166]. Prediction of targets is based on sequence matching 
and on orthologous sequence similarities. Data are available through a web interface or 
downloadable in various file formats and database dump. As of its latest release version 21 
from June 2014 miRBase holds 24,521 miRNA loci from 206 species and 30,424 mature miRNA 
products. 

miRBase uses a MySQL [112] database management system. 

MPIDB 

The microbial protein interaction database (MPIDB) is a freely accessible data source for 
known microbial protein interactions. Interaction data is retrieved from literature and 
manually curated as well as imported from known interaction databases [167]. Data sources 
include IntAct [143], DIP [95], BIND [93] and MINT [98]. The latest release is from 18th 
November 2009 and holds 24,295 experimentally determined protein-protein interactions of 
250 bacterial species or strains. In addition the interactions provided by MPIDB are further 
supported by 68,346 evidences based on interaction conversation, protein complex 
membership and 3D domain information from iPfam or 3did. 

MPIDB uses three tier software architecture, separating data, logic and presentation. MySQL 
[112] database management system is used on the data tier, PHP [110] for the logic tier and 
CSS [168] for presentation. An Apache web-server [111] hosts the system. 

NCI-PID 

The National Cancer Institute - Pathway Interaction Database (NCI-PID, or PID) is a freely 
available data source for curated signaling pathways composed of human biomolecular 
interactions and cellular processes [140], [169]. As of its last release from September 2012 (no 
further updates are planned) PID holds 137 curated human pathways and 9,248 interactions as 
well as 322 human pathways with 7,575 interactions from BioCarta and Reactome. PID 
supports exploration of networks by creating interaction maps around molecules of interest. 
Data can be downloaded supporting BioPAX [117] and XML. 



 

27 
 

OMIM 

The Online Mendelian Inheritance in Man (OMIM) is a freely accessible database for human 
genes and genetic disorders [91]. OMIM provides linkage information between genotypes and 
phenotypes of genetic disorders allowing the construction of gene-disease networks. 
Additionally OMIM provides extensive annotation and description of the genetic disorders and 
is manually created and curated from literature. As of 15th August 2014 OMIM holds a total of 
14,660 gene descriptions and 4,174 phenotypes where the molecular basis is known. In total 
OMIM holds 22,480 entries. Access to OMIN is provided via a web interface integrated into the 
Entrez database collection [101] and by REST API for automated extraction. 

OPHID 

The Online Predicted Human Interaction Database (OPHID) is a freely available data source for 
predicted protein-protein interactions and is part of the Interologous Interaction Database 
(I2D) [128]. OPHID predicts interactions for humans if two putative human proteins have 
orthologous proteins identified by BLAST [170] in related species sharing a known protein 
interaction. Further co-occurrence of protein domains derived from BIND [93], DIP [95], HPRD 
[96] and MINT [98] were calculated by enrichment analysis. Co-expression analysis for proteins 
was calculated for interacting proteins utilizing Pearson correlation. A GO term similarity 
measure was determined by calculating a maximum semantic similarity of all GO term pairs of 
interacting proteins. Bootstrapping was applied to estimate statistically significant cutoffs for 
co-occurrence, gene co-expression and GO term similarity against randomized distributions. As 
of 12th August 2014 (last modification of the website was in April 2010) I2D holds 463,346 
interactions (183,524 for Homo sapiens) from other sources and 460,948 predicted 
interactions (55,985 for Homo sapiens). The complete dataset for all 11 I2D versions can be 
downloaded in tab-delimited or in PSI-compliant XML format [109]. 

OPHID web interface and query engine is based on an IBM WebSphere system [171]. 
Additional software necessary was written in Java [113]. 

PANTHER-Pathway 

PANTHER-Pathways is a freely accessible data source for over 176 (as of version 9, August 
2014), primarily signaling, pathways and part of the Protein ANalysis THrough Evolutionary 
Relationships (PANTHER) database system [172], [173], [174], [175]. PANTHER is a curated data 
source focusing on inference of gene and protein function using phylogenetic trees to 
extrapolate from sequence. Pathways are drawn with CellDesignerTM [176] and can be 
exported in SBML [136] and SBGN [177]. 

PINA 

The Protein Interaction Network Analysis (PINA) platform provides analytical and visualization 
tools for investigating protein-protein interaction and integrates data from 6 databases (IntAct, 
BioGRID, MINT, DIP, HPRD, MIPS) [178]. PINA provides in detail tools for network construction, 
collections of annotated interactome modules, network filters, network visualization and 
analytical tools including enriched GO term identification, topological feature selection, 
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identification of topologic important proteins and identification of common interacting 
proteins. PINA data are freely accessible and downloadable. As of the last update of 21st May, 
2014 PINA holds for Homo sapiens 166,776 binary interactions and 5,211 complexes. 

PINA uses the GPU accelerated AllegroMCODE [179] clustering plug in for Cytoscape [118]. 
RESTful web service was implemented in Java using the jersey library [180]. 

PIP 

The Human Protein-Protein Interaction Prediction (PIP) database is a freely accessible data 
source for predicted human protein-protein interactions [181]. Protein-protein interactions are 
based on a naïve Bayesian classifier to calculate a score of interaction between all protein 
pairs. Of all calculated interaction scores calculated (ca. 17.6 million protein pairs) 37,606 (as 
of its last update from 12th September 2008) interactions with a score ≥ 1 indicating that the 
interaction is more likely to occur than not to occur. These predicted interactions do overlap 
with other databases only marginally. 34,215 out of the 37,606 are unique to PIP [182]. Several 
features are combined within the score’s calculation including gene-co-expression, orthology, 
domain co-occurrence, co-localization, post translational modification and transitive 
topological network analysis. 

PIP uses a MySQL [112] database management system, a Tomcat [162] web server and the 
front end is based on JSP [183]. 

POINT and POINeT 

The Prediction of Interactome POINT database is a freely accessible data source for the 
prediction of protein-protein interactions based on the orthologous interactome [184]. Protein 
pairs have a predicted interaction if both have orthologous proteins (based on sequence 
similarity) interacting with each other. POINeT is a freely accessible web service for protein 
interaction network analysis and visualization [185]. Network analysis measurements include 
graph measures like closeness, degree, eccentricity, radiality and centroid centralities. Further 
analytical options include filtering using biological characteristics based on GO terms or using 
tissue specific expression profiles. POINeT further includes a filtering option for sub-network 
specificity scores determining the impact of a protein node on its sub-network. For a full 
system architecture design see Figure 17. POINeT additionally includes merged data from DIP 
[95], MINT [98], BIND [93], HPRD [96], MIPS [163], CYGD [186], BioGRID [94] and NCBI 
interactome [187] mapping all nodes onto NCBI Gene IDs. While POINeT is still available, the 
latest available version includes data from other sources up to 2008. 

POINT and POINet web applications are based on Java [113], the Struts framework [148], JSTL 
[188] and AJAX [189]. 
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Figure 17: System architecture of POINeT obtained from Lee et al. 2009 [185] 

 

Reactome 

Reactome is a freely accessible curated and peer reviewed pathway database supporting 
visualization and data analysis of human pathways and reactions [190]. Reactome focuses its 
data model on biological reactions defined as events that change the state such as binding, 
activation, translocation, degradation or biochemical reactions etc. Information in Reactome is 
curated by expert and cross referenced to several other sources. As of version 46 from 
September 2013 Reactome holds annotations for 7,088 protein-encoding genes from the 
Ensembl human genome assembly (34% coverage), 15,107 literature references and 1,421 
small molecules organized into 6,744 reactions collected in 1,481 pathways. Analysis of the 
resulting reaction network is supported by many different data annotations including post 
translational modifications, regulation by non–coding RNAs, functional annotation, disease 
association and many more allowing an extensive exploration of network related data via an 
extensive web based analysis tool. Reactome also supports several data representation 
standards. 

Rhea 

Rhea is a freely accessible data source of expert curated biochemical reactions providing a 
non-redundant set of chemical transformations for integration within construction of 
metabolic pathways or pathway inference [191]. Data is extensively cross referenced to other 
metabolic databases including KEGG [100], EcoCyc [192], UniPathway [193] and Reactome 
[139]. As of version 53 from 15th Jul 2014 Rhea holds 5,927 unique chemical compounds and 
6,938 approved reactions. Data can be accessed via web interface or downloaded as files. 
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STITCH 

The Search Tool for Interactions of Chemicals (STITCH) is a freely accessible data source for 
interactions between proteins and small molecules integrating data from metabolic pathways, 
crystal structure, binding experiments and drug-target interactions [194], [195]. Further 
relations between chemicals are predicted utilizing information from phenotypic effects, text 
mining and chemical structure similarity. Cross-species prediction of interactions is based on 
orthologous proteins. STITCH holds, as of version 4.0 from September 2013, 390,000 chemicals 
and 3.6 million proteins from 1,133 organisms with 367,000 interactions of high confidence 
within human. STITCH can be accessed with a web interface and downloadable files. 

STRING 

The Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) is a freely accessible 
data source for known and predicted protein interactions [126], [127]. Interactions are derived 
from genomic context, high-throughput experiments, co-expression, literature mining and 
known sources. Interactions include direct physical interactions as well as functional, indirect 
interactions. Protein interactions are transferred between orthologous groups. Interactions 
predicted by genomic context are based on the observation that co-occurring genes often 
result in functionally associated proteins interacting with each other. The majority of predicted 
interactions result from literature text mining from OMIM [91] and PubMed. Data sources 
included within STRING are BIND [93], DIP [95], HPRD [96] and MINT [98], BioGRID [94], KEGG 
[100], Reactome [139], IntAct [143], EcoCyc [192], NCI-PID [196] and GO protein complexes 
[197]. As of version 9.1 STRING (2012) includes over 5 million proteins from 1,133 organisms. 
STRING’s web interface supports searching and browsing of protein interaction data as well as 
inspecting underlying interaction evidence. A plug-in for Cytoscape [119] visualization tool 
implementing the PSICQUIC standard [198] is also provided for. HPRD [96], BIND [93], MINT 
[98] 

STRING uses a PostgreSQL [147] database management system. 

TRANSFAC 

TRANSFAC is a data source for eukaryotic transcription factors, their experimentally proven 
binding sites, consensus binding sequences and regulated genes [199]. Public available data 
exist as of a snapshot from 2005, otherwise subscription is required. 

TTD 

The Therapeutic Targets Database (TTD) is a freely accessible data source for therapeutic 
protein and nucleic acids targets with their corresponding drug [200]. Disease and pathway 
information as well as annotation information of the targets are provided, including, function, 
3D structure, ligand binding properties, enzyme nomenclature and drug structure, therapeutic 
class and clinical development. As of August 2012 TTD holds 2,025 targets and 17,816 drugs. 
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UNIHI7 

The Unified Human Interactome (UNIHI7) database is a freely accessible data source for 
molecular interactions supporting the visualization, analysis and data retrieval of human 
molecular interaction networks [201]. As of 15th September 2013 UNHI7 holds about 350,000 
molecular interactions for about 30,000 human proteins between genes, proteins and drugs 
including gene expression data and functional annotations. UNIHI7 includes several sources for 
physical protein interaction, functional association, regulatory transcriptional interaction, gene 
expression data and drug target interactions (see Table 1 for a full list of resources). UNIHI7 
supports network based analysis by providing various filtering options and cross linking to 
known resources if available. 

UNIHI7 is based on Java [113], a MySQL database management system [112], DAO [202] for 
database interaction, Hibernate [203] for object-relational mapping and a Tomcat web server 
[162]. 

Table 1: Data sources from the Unified Human Interactome database (UNIHI7) retrieved [Online]. 
http://www.unihi.org/. [Accessed August 2014] 

 

 

UniPathway 

UniPathway is a freely accessible data source of manually curated information for the 
representation and annotation of metabolic pathways. Data are cross linked to other 
metabolic sources including KEGG [100], MetaCyc [106] and [191]. UniPath integrates a 
hierarchical controlled vocabulary for building of larger pathways from smaller pathways in a 
controlled process which it also provides for UniProtKB [204]. For representing metabolic 
pathways UniProt developed a data model (see Figure 18). UniPathway data can be accessed 
and explored via web interface and downloaded in OBO format v1.2 [205]. 

UniPathway uses a PostgreSQL [147] database management system, a ZOPE [206] framework 
for the content management and the dojo toolkit [207] for web applications. 

 

Resource Proteins Interactions Type of interaction Methods Reference
MDC-Y2H 1713 3340 Physical protein interaction Y2H screen Stelzl et al. 2005 Cell

CCSB 1549 2754 Physical protein interaction Y2H screen Rual et al. 2005 Nature

HPRD 12613 65227 Physical protein interaction Literature curation Prasad et al. 2009 NAR

BioGRID 14822 124035 Physical protein interaction Literature curation Chatr-Aryamontri, A et al. 2013 NAR

BIND 11524 19352 Physical protein interaction Literature curation Isserlin, R et al. Database(Oxford), 2011

DIP 3025 2925 Physical protein interaction Literature curation Salwínski et al. NAR 2004

IntAct 13611 37629 Physical protein interaction Literature curation Kerrien et al. NAR 2012

Reactome 5315 108867 Physical protein interaction Pathway curation Croft et al. NAR 2011

COCIT 3737 6580 Functional association Computational predicton Ramani et al. 2004 Genome Biology

ORTHO 6056 62863 Physical protein interaction Computational predicton Lehner et al. 2004 Genome Biology

HOMOMINT 6221 21863 Physical protein interaction Computational prediction + 

Literature curation 

Persico et al. 2005 BMC Bioinformatics

OPHID 7874 81677 Physical protein interaction Computational predicton Brown et al. 2005 Bioinformatics

Transfac 742 1554 Regulatory transcriptional interaction Literature curation Matys et al. 2006 NAR

miRTarBase 2234 3565 Regulatory transcriptional interaction Experimentally validated Hsu SD et al. 2011 NAR

HTRIdb 1634 2263 Regulatory transcriptional interaction Literature curation Bovolenta LA et al. 2012 BMC Genomics

Source Data Type Details Type Method Reference
Symatlas Gene expression Expression data from 

19 different tissue 

samples

Absolute expression Affymetrix GeneChips Data described in Su et al., 2004, PNAS and 

analysis described Russ and Futschik, 2010, 

BMC Genomics

DrugBank Drug target List of drugs and their 

targets

Drug->Target Literature curation Knox et al. 2011 NAR
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Figure 18 from Morgan et al. 2012 [193]: Overview of the UniPathway concepts. (a) Unified 
Modeling Language (UML)-like representation of the UniPathway classes and relationships. 
Legend is to the right of the main part of the figure. Multiplicity constraints read as: One UPA is 
composed of 0 or more ULS—One ULS is contained in exactly 1 UPA. One ULS is composed of 1 or 
more UER—One UER is contained in exactly 1 ULS. One UER is composed of 0 or more (alternate) 
UER—One UER is contained in 0 or at most 1 UER. One UER is composed of 0 or more UCR—One 
UCR is contained in 1 or more UER. One UCR is composed of 1 or more left UPC and 1 or more 
right UPC—One UPC is contained in 1 or more UCR. (b) Example of the IsA relationship defining 
the UniPathway controlled vocabulary hierarchy of pathway terms. A pathway instance may be a 
specific type of an abstract pathway entity. (c) Example of the PartOf relationship linking a 
pathway (UPA: light blue), its subpathways (ULS: blue) and individual enzymatic reactions that 
constitute the subpathway (UER: dark blue). (d) Three cases of the relationship between an UER 
and its chemical reaction components (UCR): (1) simple one-to-one relationship where R is 
catalyzed by a single enzyme; (2) R is catalyzed by an enzyme and S is a spontaneous reaction; (3) 
‘OR’ relationship: the enzyme can catalyze two reactions differing by their co-substrates (e.g. 
NADH/NADPH). 

 

VisANT 

VisANT is an integrative network platform to connect genes, drugs, diseases and therapies 
[208]. VisANT predicts and consolidates interactions utilizing various sources into a metagraph 
with integrated disease and therapy hierarchy, disease-gene and therapy-drug association. 
Disease hierarchy is represented by ICD-10 and therapeutic hierarchy by ATC from the World 
Health Organization. Associations between genes and diseases were gathered from OMIM 
[91], KEGG [150], PharmGKB [209], GAD [210] and DrugBank [81]. Protein interaction data is 
predicted or imported from literature and existing data sources like BioGRID [94], MINT [98], 
BIND [93], MIPS [163], IntAct [97] and HPRD [96]. Filtering and enrichment analysis and 
topological calculations can be performed on 11 different types of networks supporting the 
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exploration of data (see Figure 19). As of August 2014 VisANT holds in total 1,316,571 
interactions over 112 species. VisANT is freely accessible and runs as java applet. 

 

 

Figure 19 from Hu et al. 2013 [208]: Illustration of versatile network construction in VisANT 4.0 
with integrated disease and therapy hierarchies, disease–gene and therapy–drug associations and 
drug–target interactions. Detailed explanation can be found in the session ‘Network construction’. 
(A) Meta-network of diseases and therapies. Expanded metanodes of diseases are represented 
using convex polygons. Drugs are queried for their targets in three diseases (red lines). The rest of 
the networks (B–K) are all derived from this meta-network. (B) Disease network where grey edges 
indicate that there is shared genes associated with two diseases. (C) Therapy network similar to 
disease network. (D) Disease–therapy network. (E) Disease–gene network. (F) Therapy–drug 
network. (G) Co-disease gene network. (H) Co-therapy drug network. (I) Disease–gene–drug 
network. (J) Therapy–drug–gene network. (K) Disease–gene–drug–therapy network. 
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Modeling of biological networks 

Ideally a network model represents our understanding of a system, its elements within the 
network, their state, their relationships and their dynamics defining the rates at which the 
changes of the states take place. When modeling a system of interest a first step is the 
mapping of our observations of the system to a causal network model explaining the 
observations and thus possibly highlighting gaps in our knowledge. By conducting further 
experiments, gathering more and more observations of the system, a network model can be 
extended. In a second step we can use our network models to simulate and predict effects on 
the system when manipulating a network’s state. This is especially useful if experiments are 
difficult or impossible to conduct. Classical approaches for this kind of dynamic view on a 
network are models based on deterministic differential equations which are commonly applied 
in metabolic network analysis. The drawback though is that the elements, their connections 
and the dynamic rates have to be known for simulation and prediction of a system. Yet a major 
component, quantitative time resolved data, the dynamic rates (or kinetic rates), which is 
required for classical dynamically modeling of molecular networks is sparse or missing in most 
other biological data. Alternative strategies for inferring dynamic patterns are available if 
dynamic information can be deduced on a larger time scale, on the level of observable changes 
of phenotypes or on the sequence of process steps. Stochastic models for example approach 
the system dynamics on the level of observable phenotypes and probabilistic changes. Various 
concepts of stochastic models exist including master equation systems, cellular automata 
based approaches and agent based systems. Flux balance analysis in metabolic networks 
follows a constraint based approach where substance concentration and equilibrium 
assumptions are made for the network and the reaction kinetics do not need to be known. 
Boolean networks used for modeling gene regulatory networks and signaling networks rely on 
the qualitative information of the regulation sequence and simulating dynamic changes by 
abstract time steps where each state transition of a sequence node depends of the states of 
the prior nodes. The majority of biological network models existing rely on descriptive and 
conceptual time independent modeling approaches focusing on graph representations and 
topological features with various approaches of inferring a dynamic pattern of topology 
change out of molecular data. The choice of the modeling approach depends on the data 
available and the question of interest. 

Depending on the level of detail of a model, the networks elements have to be defined. In case 
of physical molecular networks this usually includes cellular molecules, proteins, nucleic acids 
chemical compounds etc. Network elements can also be abstract concepts and information 
flow between those, like disease phenotypes associated with each other. When modeling a 
network on a higher level, information of the lower levels is usually hidden. In case of protein-
protein interaction networks the level of observance is proteins as entities and their 
interactions. The internal organization of the protein’s atoms is usually ignored. Similar, in a 
social interaction network between humans, we are usually not interested in the molecular 
composition of a human being. When modeling a biological network the data available usually 
dictate the possibilities for model selection, nevertheless it is as crucial to consider first the 
application goal of the model itself. 

The following sections will shortly present and discuss network modeling approaches followed 
by a presentation of approaches for construction of networks from experimental data. 
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Afterwards random network models are presented. Data standards commonly applied in 
network biology finish this chapter. 

Dynamic network models 

Deterministic models with differential equations 

Differential equation concepts usually used are ordinary differential equations where the 
concentration of a biological entity is a continuous function over time and not space, partial 
differential equations which include a spatial component like diffusion and stochastic 
differential equations, which are used for modeling irregular motion, variability or uncertainty 
due to time series. The latter two are computationally more demanding than ordinary 
differential equation systems. The core ingredient for such dynamic modeling is a time 
dependant variable, usually a dynamic rate like a reaction kinetic rate within chemical reaction 
equations (see Figure 3). Most dynamic models stem from metabolic networks which have 
been investigated for more than half a century and more kinetic data has been available for 
them than for other molecular systems. Chen et al. [211] applied stochastic differential 
equation models on transcriptional regulatory networks. Teusink et al. [212] investigated 
differential equation models of the yeast glycolysis. Lee et al. [213], [214] successfully modeled 
and analyzed the Wnt pathway with differential equation approaches. When considering time 
and space for modeling dynamical processes the differential equation approach can quickly 
become computationally very challenging. Additionally if we are able to observe a system’s 
parameters and measure them, it is not necessarily possible to measure subparts of it 
composing the observable property. For example, bacterial growth depends simultaneously on 
the rate for generating new bacteria and the rate at which they die. Experimentally we 
measure the population change and not the rates with which they multiply and die. 
Consequently in such cases stochastic approaches where we do not need to know the subparts 
but the observable parts of a system are used or deterministic approaches where the 
parameters which need to be known are estimated if they are not known (which is the case 
most of the time). Parameter estimation approaches in dynamic models have been 
approached by several groups. Moles et al. [215] investigate global optimization approaches in 
biochemical pathways. Timmer et al. [216] performed parameter estimation with maximum 
likelihood and statistical testing in cellular signal transduction of the JAK-STAT signaling 
pathway. Huang et al. [217] used hierarchical Bayesian models for parameter estimation of 
their nonlinear differential equations for HIV models. Perrin et al. [218] combine deterministic 
models with parameter estimation based on dynamic Bayesian networks. Dai and Lai [219] use 
a simulated annealing variant for parameter estimation in biological networks. 

Cellular automata and agent based models 

Cellular automata and agent based models provide powerful frameworks where the global 
function is resolved by implementing the network entities and their relations discretely over 
time and space directly on an element by element basis (agents or objects), all together 
forming the global observable. In its core concept cellular automata and agent based models 
are defined by a discrete space, like a two dimensional square lattice for a surface, a definition 
of neighborhood between the discrete locations, the states available in each location and an 
update function which changes the states at a position during each update step in dependence 
of the states of the neighborhood and internal states. The difference between cellular 
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automata and agent based models lies in the synchronicity of the update steps. While in 
cellular automata the update of each object is done during each discrete time step quasi 
simultaneously, agent based models rely on an asynchronous update of an agents state often 
following a schedule or discrete event scheme. Additionally agent based systems usually do 
not rely on a grid based space. If the update function requires dynamic rates like in modeling 
chemical reaction networks [220], cellular automata suffer the differential equation modeling 
dependency on parameters that are mostly missing within biological interaction networks 
data. Siehs et al. discussed the use of cellular automata in context of chemical reaction 
networks [220] and for simulating apoptosis processes [221]. Chain et al. [222] investigate 
topological effects on the dynamics of feed forward motifs with cellular automata. Zhang et al. 
[223] simulated gene-protein interaction, cell phenotypes and multi-cellular patterns in brain 
cancer utilizing a 3D multi-scale agent based tumor model. Kleinstreuer et al. [224] describe a 
multi-cellular agent-based model of vasculogenesis for prediction of the disruption of blood 
vessel development. 

Boolean networks 

Boolean networks introduced in gene regulatory networks by Kauffman [225] are related to 
cellular automata and model a discrete sequence of steps where time and states are discrete 
without a discrete space. Applied on gene regulatory networks input molecules affecting the 
network, genes and their products are modeled as nodes and their causal link as directed 
edges. During each time step the state of the nodes are updated on the basis of Boolean 
functions of the nodes preceding them. Darabos et al. [226] recently addressed Boolean 
networks considering the recent advance in genomics and network knowledge. 

Stochastic simulation based on master equations 

Stochastic models rely on the fact that noise (stochasticity) is being frequently observed with 
consequence on the clonal population within transcription processes of eukaryotes [227], 
[228]. They describe that the true nature of chemical reactions and biological networks is not 
that of a continuous process but a discrete one since the amount of molecules cannot change 
by a fraction of molecules but only as integers. For large amounts of chemical entities the 
deterministic models seem adequate but in situations where the molecular populations are 
very small or, if the dynamical structure of the network makes it susceptible to noise 
amplification, the effects of stochasticity and discreteness can be important [229]. As such 
modeling a stochastic network considers reaction rates as probabilities of discrete state 
transitions accounting for noise based on master equations. The dynamics within a stochastic 
regulatory network are driven by a stochastic stimulation algorithm [230]. Thomas et al. [231] 
recently addressed phenotypic switching in gene regulatory networks on the basic of such a 
stochastic model. 

Flux balance analysis 

Flux balance analysis within a metabolic network does not rely on differential equation models 
[232], [233]. Two assumptions are made. The first being that the system is in equilibrium, a 
steady state and that the metabolite concentrations do not change anymore. This assumption 
is based on the observance from fermentation technologies that systems like bacteria or yeast 
enter a steady ‘production’ state once they pass the initial grow phase. The second assumption 
is optimality which states that a system has undergone an evolutionary optimization process. 
With those assumptions the system is reduced to a set of linear equations which is then solved 
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for identifying a flux distribution matching the constraints and maximizing the overall systems 
function from input substrates to the output products. Linear programming is used for the 
calculations which are not computationally intensive. A major advantage of flux balance 
analysis is that no reaction kinetics are required and that a calculated model can be easily 
tested (for microorganisms) in chemostats where the substrate concentrations can be kept 
constant. Lewis and Abdel-Haleem [234] addressed cancer metabolism with flux balance 
analysis. Lotz et al. [235] discuss flux balance analysis in context of plant metabolism. 

Descriptive models 

The sets of biological entities are by far from complete and as such the focus is still on 
identifying new biological entities and also their role and relation among each other. Deducing 
the identification and relations are primarily on a qualitative scale and not on a quantitative 
scale. With the advent of high-throughput technologies identification of biological entities and 
their relations sped up significantly especially in genomics and high throughput sequencing. 
Additionally it was possible to get a systemic snapshot of the amount of biological entities 
within a biological sample. For example gene expression arrays allow the quantification of all 
genes’ mRNAs from a given sample. Within proteomics such systemic snapshots can be 
obtained from 2D gel electrophoresis approaches. The drawback with any present 
technologies for measuring the molecular systems is, that it is a quantification of the biological 
entities at a given time point and not within a time interval. As such when comparing two 
samples one can deduce their difference in states independent of a time scale. Several aspects 
influence this trend especially in human healthcare. Giving a few examples, patient samples 
over time are often not available especially with invasive sampling. Also molecular 
experimental measuring techniques usually destroy the probe material during the analysis. As 
such the next time step cannot be measured from the same probe but has to be taken from 
another probe at a later time from a hopefully similar sample. With the lack of measuring 
dynamic parameters modeling of complex interaction networks for dynamic simulation is next 
to impossible [236]. 

Descriptive time independent models dominate the field of interaction networks and are 
usually graph representation of the sum of the underlying biological observations. The nodes 
form the biological entities and the edges form the known interactions within the networks. 
Since those network representations are time independent the edges represent what has been 
observed at some timepoint in a given sample. This means that not all edges present within an 
interaction network need to be active at the same time or within the same cellular type and 
tissue. Uncovering these spatial and local differences in the interaction networks, several 
approaches emerged within the last years proposing other dynamical viewpoints and concepts 
mostly on a descriptive scale. Han et al. [237] investigated the yeast protein-protein 
interaction network for dynamically organized modularity. Based on co-expression data they 
identified ‘party’ hubs which are focusing on single functions all the time and ‘date’ hubs which 
connect between groups of proteins with varying functions and are active at different times. 
Taylor et al. [238] addressed temporal differential co-expression in hubs as predictive tool for 
breast cancer prognosis. Wallach et al. [239] explored the dynamics of circadian protein-
protein interactions based on day-time dependent expression data and inferring descriptively 
the dynamical changes in interactions during the day. All these concepts do not describe 
dynamics as a continuous function over time but as chain like series of time points where the 
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phenotype of a time point t is dependent of the phenotype of the prior time point at t-1. 
Nevertheless identification of discrete differences in phenotypes based on underlying 
dynamical processes is possible by these approaches. 

Constructing networks from experimental data 

Experimental data from genomics, proteomics and metabolomics have been used to infer 
networks. Besides qualitatively describing networks, data stemming from omics experiments 
allow the construction of network models differentiating structure-only or structure-and-
dynamics [240]. A basic approach is calculating a relation between entities based on co-
expression or similar concepts resulting in a structural relation network. Such a relation can be 
Pearson correlation or biologically motivated [241]. This information is not necessarily causally 
linked. Correlation approaches can be extended with time series data to infer directionality 
and causality. Schmitt et al. used a time lagged correlation to infer a gene network from 
transcriptomic data [242]. The time series in such ‘relevance networks’ are mostly two time 
points implying that the later time point is dependent on the previous. Other approaches for 
inferring structural information rely on Gaussian graphical models [243], Bayesian networks 
[244] and including dynamics, Dynamic Bayesian networks [245]. Boolean networks [246] and 
probabilistic Boolean networks [247] are used for inferring structure and dynamics in discrete 
space. Markov models [248], state space models [249] and ordinary differential equations 
models [250] are used in continuous space. For a detailed comparison refer to Sima et al. 
[240]. Further approaches on the level of experimental data inference rely on perturbed 
experimental data as proposed by Markowetz et al. [251] 

Random network models 

Analysis of biological networks has also focused on descriptive networks finding patterns and 
differences between phenotypes and creating descriptive models of our observations. Analysis 
of biological networks on the topological scale revealed characteristic patterns which can be 
ascribed to real world networks and biological networks. These findings resulted in several 
models for generating randomized real world networks and biological networks. Graph 
properties of real world networks are described in “Analysis of biological networks” later this 
chapter 

Erdős–Rényi_model 

A basic model for generating random graphs was proposed and discussed by Gilbert, Erdős and 
Rényi [252], [253]. In their model (ER) edges are added randomly between any two nodes with 
a defined probability P independently of any prior added edges. While this model had been 
thoroughly studied it does not reflect the topology of many real world networks. The degree 
distribution in ER graphs follows a Poisson distribution while real world networks tend to 
follow a power law. Additionally ER graphs tend to have a low clustering coefficient since the 
generation of edges is independent from other edges. 
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Watts and Strogatz model 

The Watts and Strogatz model (WS) for generating random graphs aims at generating graphs 
with small world properties, including short average shortest paths and high clustering 
coefficients [254]. WS graphs are produced by firstly creating a lattice ring and then rewiring 
the edges from each node with any other node with equal probability β such that no self-loops 
or link duplicates are generated (see Figure 20). WS models generate unrealistic degree 
distributions and as such do not fully satisfy real world network topologies. Additionally WS 
random graphs cannot be extended later. 

 

 

Figure 20 from Watts and Strogatz 1998 [254]: Generation of a Watts and Strogatz random graph. 
(Left) A lattice ring is created. (Middle) All the edges are rewired with the same probability β such 
that no self-loops or edge duplicates are created. Here the edge between node B and A is rewired 
from B to Bnew. (Right) Final random graph. 

 

Barabási–Albert model 

The model for generating random graphs for generating scale free networks from Barabási and 
Alberts (BA) [22] uses a preferential attachment mechanism. Preferential attachment 
described by Yule [255] is the phenomenon that a new node (or edge) in many real world 
networks connects to an existing one and is proportional (i.e. higher) to the existing node’s 
degree. The principle behind this phenomenon is that in an evolutionary system most of the 
time nothing is really created anew from scratch but a result of (slow) modification of existing 
objects and relations (by evolution). For example the species within genera evolve and form 
new species at some later time and most likely still belong to the same genera. Genera with 
more species are more likely to generate new species. Thus new species attach more likely to 
genera that already have a lot of species connected to them. Algorithmically a start set of 
connected nodes is defined and new nodes are added and connected with the existing nodes 
depending on their degree. BA models do not create high clustering as observed in real 
networks and as such are only partially realistic representations of real world networks. 
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Ravasz-Barabási model 

The Ravasz-Barabási model (RB) is a random graph model based on hierarchical organization 
[256]. The scale free property and the high clustering coefficient, which is also independent 
from the network size, are characteristically for real world networks. Previously presented 
random network models fail to address both properties simultaneously. Hierarchical models 
try to overcome these shortcomings of the prior models by considering a fundamental 
principle within real world networks, their hierarchical topology. The hierarchical organization 
of networks describe the modular structure of real world networks formed by its entities 
based on common “interest” of the module groups like group of friends or co-workers. 
Algorithmically hierarchical networks are built iteratively by generating initial highly connected 
modules and then duplicating them and linking the peripheral nodes of modules to the center 
node of other modules (see Figure 21). 

 

 

Figure 21 from Ravasz and Barabasi 2003 [256]: The iterative construction leading to a hierarchical 
network. Starting from a fully connected cluster of five nodes shown in (a) (note that the diagonal 
nodes are also connected –links not visible), we create four identical replicas, connecting the 
peripheral nodes of each cluster to the central node of the original cluster, obtaining a network of 
N=25 nodes (b). In the next step, we create four replicas of the obtained cluster, and connect the 
peripheral nodes again, as shown in (c), to the central node of the original module, obtaining an 
N= 125-node network. This process can be continued indefinitely. 
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Data representation standards 

With the ever increasing amount of biological data several data representation and transfer 
standards, controlled vocabularies and guidelines for publishing molecular data have been 
developed. The following section gives an overview of the current state of the art. 

ASN.1 

The Abstract Syntax Notation number One (ASN.1) is a formal notion used for describing data 
transmitted [257], [102]. Key aspects are compressing data in binary format, speed, 
miniaturization and stability. The BIND database [93] uses ASN1 for describing their data, 
otherwise ASN.1 is not commonly used in biological network data description. 

BIOPAX 

“BioPAX is a standard language that aims to enable integration, exchange, visualization and 
analysis of biological pathway data. Specifically, BioPAX supports data exchange between 
pathway data groups and thus reduces the complexity of interchange between data formats by 
providing an accepted standard format for pathway data. It is an open and collaborative effort 
by the community of researchers, software developers, and institutions. BioPAX is defined in 
OWL DL and is represented in the RDF/XML format.” (from [258], for a detailed description see 
[117]). Several databases support BioPAX format like Reactome [190] and BioCyc [106]. 

SBML 

The Systems Biology Markup Language (SBML) is a XML based data format for exchange of 
models for biological processes [136], [259]. SBML does not aim at providing a universal 
language for representing quantitative models, rather seeking a common intermediate format 
that allows communication on the level of most essential aspects of the models. SMBL Level 3 
provides a core set and optional packages which can be set atop of the core depending on the 
modeling needs. SBML libraries are available for several major programming languages. 

SBGN 

The Systems Biology Graphical Notation (SBGN) is a visual language for standardized 
graphically notating biological concepts [177]. SBGN consists of process diagrams, entity 
relationship diagrams and activity flow diagrams (see Figure 22 for examples). SBGN is 
supported by several platforms. 
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Figure 22 adapted from Le Novère, 2009 [177]: Example of complete SBGN diagrams. (a) Process 
diagram representing the synthesis of the neurotransmitter acetylcholine in the synaptic button of 
a nerve terminal, its release in the synaptic cleft, degradation in the synaptic cleft, the post-
synaptic stimulation of its receptors and the subsequent effect on muscle contraction. Colors are 
used to enhance the biological semantics, blue representing catalytic reactions, orange for 
transport between compartments (including unrepresented ions, through channels) and green for 
the function of contractile proteins. However, it is important to note that those colors are not part 
of SBGN process diagram notation, and must not change the interpretation of the graph. (b) SBGN 
entity relationship diagram representing the transduction, by calcium/calmodulin kinase II, of the 
effect of voltage-induced increase of intracellular calcium onto the long-term potentiation (LTP) of 
the neuronal synapses, triggered by a translocation of glutamate receptors. The diagram describes 
the various relationships between the phosphorylations of the kinase monomers and their 
conformation. Colors highlight the direction of the relationships relative to the phenotype; blue 
relationships enhance LTP whereas red ones preclude this enhancement. (c) SBGN activity flow 
diagram representing the cascade of signals triggered by the epidermal growth factor, and going 
from the plasma membrane to the nucleus. 

a.

b.

c.
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HUPO PSI standards and guidelines 

The Proteomics Standard Initiative from the Human Proteome Organization (Santa Fe, New 
Mexico, US) produced several commonly used guidelines, data formats and controlled 
vocabularies for molecular interactions and others [116]. 

Among the guidelines MIMIx [260] advises on molecular interaction experiments 
documentation. The MIABE guideline [261] advices on reporting of bioactive entities. MIAPAR 
[262] advices on the minimum information of a protein affinity reagent. 

Among data formats PSI-MI XML (and MI TAB) [109] proposes a molecular interaction 
exchange format and allows the use of open or closed external controlled vocabularies which 
have to be in OBO format. PSI-PAR is a data format for the exchange of protein affinity reagent 
data and is based on the PSI-MI XML2.5 schema with a controlled vocabulary for PSI-PAR. 

Controlled vocabularies have been developed with EMBL-EBI and include PSI-MI CV for 
molecular interactions and PSI-PAR CV for protein affinity reagents. 

The Proteomics Standard Initiative Common Query InterfaCe (PSICQUIC) [263] specification 
was developed for the access of molecular interaction data resources based on SOAP and REST 
based Web Services and a molecular interaction query languages (MIQL).  

OBO 1.2 

The Open Biological and Biomedical Ontologies (OBO) is collaboration for generating a suite of 
orthogonal interoperable reference ontologies in the biomedical domain [264]. A detailed 
specification can be found at [205]. AS of April 2013, 28 servers and over 150 million binary 
interactions are available. 

Common graph representation formats 

The Graph Modeling Language (GML) is a hierarchical ASCII based file format for 
representation of graphs [265]. GraphML is a XML based format with full compatibility with 
GML [266]. The eXtensible Graph Markup and Modeling Language (XGMML) [267] is another 
XML based format related to GML. Cytoscape software tool for visualization of biological 
networks [119] supports all of these formats presented. 
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Analysis of biological networks 

Biological network analysis is motivated by several aims. On the one hand networks resemble 
operating biological systems and the interplay between all its entities constantly changes or is 
prone to disturbances often leading to changes in phenotypes such as diseases. As such a 
major aim of analyzing phenotypes on the network level is the identification or prediction of 
the phenotype (e.g. diseases) related processes and biological entities and their interplay 
hopefully identifying possible diagnostic or therapeutic approaches [268]. Another analytical 
aim is the characterization of phenotypes like diseases on the level of network topology or 
statistics and identifying patterns typical for a given phenotype and for biological networks in 
general. With the identification of common patterns the search for similar patterns within 
biological networks might be associated to similar phenotypes. Both analytical aims can be 
challenging even within networks where all real world interactions and entities are known. 
Biological network are far from complete. On the contrary the overlap even between major 
databases is rather poorly [269]. The differences have many reasons and consequently a 
further major goal is the analysis of biological network data on the level of reliability with the 
goal of integrating existing knowledge into a high quality human interaction network (also 
referred to as interactome). Analyzing network dynamics for generating reliable time 
dependent models is another goal but usually time resolved network data is rare or not 
available and thus dynamic interpretation of networks is rare or has to follow other concepts. 

The following sections will first present graph properties and patterns typically found within 
biological networks followed by analytical approaches in context of these properties and 
patterns. Afterwards the identification and prediction of phenotype specific processes and 
biological entities is addressed followed by a section focusing on integration of data and 
methodologies. 

Biological network graph properties and patterns 

Networks represented as graphs can be characterized by specific graph properties. Additionally 
to graph properties patterns in structure and topology can be identified. Extensive studies [22], 
[270], [271] of biological networks characteristics revealed the following graph properties and 
patterns to be of common relevance. 

Degree 

The degree of a node v, deg(v) is the amount of edges connected to it. Within a directed graph 
the indegree deg-(v) is the amount of inbound edges and the outdegree deg+(v) is the amount 
of outbound edges. 

Degree distribution 

The degree distribution of a graph G can quantify the diversity of a network based on the 
amount of all degrees deg(v) from all nodes v from G. 

The analysis of biological networks on the level of graph properties revealed that biological 
networks are not randomly organized. Within random networks based on the Erdős–Rényi 
model [253] nodes usually have a degree within the same range and follow a Poisson 
distribution The degree distribution of real world networks including biological networks seem 
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to follow a power law [22] and are called scale-free networks. The fraction P(k) of nodes within 
such a network having k connections follows approximately 

𝑃 𝑘 ∼  𝑘𝛾       (1) 

The range of the parameter γ is usually in the range of 2 < γ < 3. Consequently scale-free 
networks have nodes with degrees high above the average also referred to as ‘hubs’. Biological 
networks typically show a scale-free pattern and are extensively discussed by Albert [236]. 

Path 

A path within a graph is a sequence of nodes where any two consecutive nodes are connected 
by an edge. The path length is the amount of edges within a path. 

Distance / Shortest path 

The shortest path spij between two nodes i,j within a graph is the path with the shortest path 
length dij of all paths between i and j (also referred to as geodesic distance). 

Diameter 

The diameter D of a graph G is the longest shortest path within a graph. 

𝐷 = max  {𝑑𝑖𝑗 |𝑖, 𝑗 ∈ 𝐺}     (2) 

Clique 

A clique in an undirected graph G is a subset C of the node set V where C is complete (every 
two nodes are connected by an edge). 

Clustering coefficient 

The clustering coefficient (referring to the local clustering coefficient) of a node i within a 
graph G quantifies how closely its neighbors are to forming a clique. The neighborhood Ni of a 
node i is defined as the subset of nodes that are directly connected to node i by an edge. In an 
undirected graph the amount of all possible edges ai between nodes of the neighborhood Ni of 
a node i is given as 

𝑎𝑖 =  
deg  𝑖 ∗(deg ⁡(𝑖)−1)

2
      (3) 

The (local) cluster coefficient ci of a node i is defined as the ratio of existing edges ei within the 
neighborhood Ni of a node i and the amount of all possible edges ai between nodes of the 
neighborhood Ni of a node i: 

𝑐𝑖 =  
𝑒𝑖

𝑎 𝑖
      (4) 

Especially metabolic networks and protein interaction networks show a high clustering 
coefficient [272], [273]. 
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Connectivity 

Connectivity is a graph property that accounts for the minimum amount of edges (or nodes) 
that needs to be removed from a connected graph to disconnect him. 

Betweenness centrality 

Assuming that the biological processes favor the shortest path between two nodes the 
betweenness centrality (often called just betweenness) is a measure to estimate the 
importance of a node within a network by estimating the traffic load through the node i from a 
graph G and relates to the amount of shortest paths between all nodes u and v from G and the 
amount of shortest paths between nodes u and v going through node i. Let aspuv(i) be the 
amount of all shortest paths going through node i and aspuv be the amount of all shortest 
paths between nodes u and v then the betweenness centrality bi for node i is given as: 

𝑏𝑖 =   
𝑎𝑠𝑝 𝑢𝑣 (𝑖)

𝑎𝑠𝑝𝑢𝑣
𝑢𝑣  𝑖 ≠ 𝑢 ≠ 𝑣    (5) 

Yu et al. showed that betweenness centrality of nodes often correlate to essential functionality 
as well [274], especially in directed and regulatory networks. Scardoni et al. [275] investigated 
the essentiality of nodes based on graph measures with virtual Knock-Out Experiments within 
the leukocyte integrin activation network. 

Small-world phenomenon 

Biological networks, and real-world networks in general, exhibit a pattern called small-world 
phenomenon where most nodes can be reached over a few edges while also being poorly 
connected with all other nodes having rather small degrees [276]. While the path between any 
two nodes in the network is rather short and the degree of the nodes rather small, nodes tend 
to form clusters with higher clustering coefficients which are independent from the network 
size [22]. 

Motifs and modules 

The local clustering of nodes within biological networks indicates relevant characteristics of 
the clustered subgraph. Motifs are subgraphs with usually few nodes and patterns that appear 
with a statistically significant higher frequency, like negative auto-regulation [277] or feed 
forward loops [278] within regulatory networks (see Figure 23 for examples of motifs with 3 
nodes). Negative feed forward loops can give rise to adaptation and desensitization, while 
positive feedback loop can lead to emergent network properties such as ultrasensitivity and 
bistability [279], [280], [281].  
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Figure 23 from Milo et al. 2002 [282]: 13 possible directed subgraph motifs with 3 nodes. 

 

Modules within networks (also called communities) describe highly clustered entities that are 
physically or functionally linked like the proteins from the complement system, signaling 
pathways, transcriptional modules or disease modules. Modules are often found to be 
conserved between species as well, as Sharan illustrated between yeast, worm and fly protein 
networks [283]. 

Hierarchical organization 

Real world networks show a hierarchical organization principle. Dorogovtsev et al. [284] found 
out that in deterministic scale-free graphs the clustering coefficient C(k) of a node with k links 
follows the scaling law 

𝐶(𝑘)~𝑘−1       (6) 

Ravasz and Barabási [256] investigated hierarchical organization principles in randomly 
generated and real world networks and found that the number and the size of modules of 
different cohesiveness is not random but follow a rather strict scaling law. Thus the C(k) curve 
of a network can be used to identify hierarchical organization within a network. 

Analysis of network patterns and entities 

The small world phenomenon and the scale-free pattern are typical within biological and many 
other real life networks. Interpreting hubs in biological networks revealed that the role of hubs 
and knockout of those is of high impact for a cell by correlating the phenotypic effect of knock-
outs with the degree of a protein. A prominent example for this is p53, a cancer suppressor 
protein which is inactivated in 50% of human cancers [285]. Consequently the higher the 
degree of a node the more likely is its impact on the phenotype. Another observed 
consequence of scale-free networks is their overall robustness in case of network disturbances 
on an individual node scale as long as no hubs are involved. The whole architecture seems to 
stabilize networks in general and disease causing disturbances have to occur on a multi node 
level as has been reported for many diseases [286], [287]. Interestingly Goh et al. discovered 
that the majority of disease genes are non essential and only a few are related to hubs [24]. 

Motifs 

Motifs are widely spread and seem to be conserved within many biological networks. Zhang et 
al. [288] showed that abundant motifs seem to form higher order network structures 
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associated to biological phenotypes. Motifs seem to represent evolutionary designed optimal 
control circuits [289]. The detection of motifs within networks is computationally very 
challenging since on the one hand the number of subgraphs increases exponentially with the 
motifs node count and on the other hand comparing subgraph topologies requires checking 
graph isomorphism which is computational highly intensive and one of the few NP problems 
and scales to exp(√n(log n)c, addressed recently by Babai and Codenotti [290]. Additionally 
biological networks tend to be large and dense. Algorithmic approaches include ‘subgraph 
sampling’, ‘exact enumeration’, ‘motif-centric approach’, ‘symmetry breaking’ and ‘mapping’ 
[291]. Best practice approaches can at best find motifs with size of ~10 without utilizing 
heuristics [292]. Other prominent algorithms and tools include Mfinder [293], Pajek [294], 
MAVisto [295] and FANMOD [296]. An intriguing question related to biological network motifs 
is to what extend the effect of evolution has had an impact on the evolution of network 
topologies. One finding on the level of protein-protein interaction networks is that there 
seems to exist a preferential increase in the degree of highly connected proteins [297], [298]. 

Modules 

Modules are associated with entities sharing or being part of the same phenotype (function). 
The rationale when analyzing modules follows that entities found within a module are more 
likely to play a role within the modules function [299]. Also finding topological module like 
subgraph patterns allows hypothesizing of novel functionality. Finding modules within 
networks is challenging since the amount of nodes is usually a magnitude larger then within 
motifs and the nodes often overlap with other modules [300]. Rives and Galitski [301] use 
hierarchical clustering for building modules. Girvan and Newman [302] elaborate on detection 
of communities within social and biological networks by focusing on edges with high 
betweenness. Due to the high overlap between nodes of modules Ahn et al. [303] propose a 
network based on linking modules. These techniques rely on graph properties of the modules. 
Fortunato [304] compared further module detection methods in great detail. Due to the high 
overlap of modules it has become evident that diseases are often associated with other 
diseases. When representing a disease network as disease based nodes linked together with 
edges representing co-morbidity, clustering of highly associated diseases can lead to further 
insight into the mechanisms of diseases [305]. Another approach is the identification of 
modules based on phenotypes using integrated approaches to formulate a module hypothesis 
combining topological, functional and experimental data. The steps usually include the 
preparation of relevant interactome data from data sources, identification of phenotype 
associated genes from linage analysis and genome wide association or other concepts, forming 
the seed of the modules within the interaction network and then identifying a highly 
connected subnetwork including these genes utilizing topological and functional module 
characteristics supported by clustering tools and others. Resulting significant subgraphs can be 
further investigated for their overlap with existing pathways possibly identifying known 
mechanisms which are disturbed. Depending on the data and tools, validation of the modules 
can be supported by gene expression data [306]. A magnitude of methods have been 
developed and are extensively discussed in Cho et al. [268]. Giving prominent examples, 
scoring techniques have been used by as Chuang et al. [307] for breast cancer metastasis 
classification. Correlation based approaches investigating for example co expression of genes 
in disease cases were applied by Mani et al. [308]. Shortest path based module detection have 
successfully been applied by Managbanag et al. [309] in context of longevity and by Shih and 
Parthasarathy [310]. Flow based approaches have been discussed by Kim et al. [311]. Liu et al. 
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[312] recently proposed an algorithm (DiME) for community detection within diseases utilizing 
heuristical approaches from social networks. Another recent algorithm from Leung et al. [313] 
(HyperModules) is a network search algorithm hat finds frequently mutated gene modules 
with significant clinical or phenotypic signatures from biomolecular interaction networks. Jiang 
and Singh propose a heuristic clustering algorithm SPICi [314] that builds clusters based on a 
greedy extension in confidence weighted interaction networks with guaranteed runtime of O(V 
log(V+E)) (where V denote the size of the set of vertices and E the size of the set of edges 
within a given network graph). Rhrissorrakrai and Gunsalus presented the MINE algorithm 
[315] for module detection in networks which is based on an agglomerative clustering similar 
to the MCODE algorithm from Bader and Hogue [316]. Both agglomerate on the basis of vertex 
weights and heuristic expansions. Adamcsek et al. [317] proposed the CFinder algorithm which 
is based on overlapping clique searching. Enright et al. [318] propose MCL which is based on a 
Markov Clustering method. 

Entities 

Investigating network nodes and their properties in context of the whole network further our 
understanding of topological and structural characteristics of phenotypes. For example, Goh et 
al. [24] extensively studied the properties of nodes within the human disease network and 
discovered several principles. Diseases are rather highly connected where from 1,284 
disorders 867 have at least a link to one other disorder (see Figure 24a) and that most diseases 
relate to a few disease genes and only a few relate to many disease genes (see Figure 24b). 
Among those diseases with high connections to other diseases, cancer related diseases with 
common repressor genes are very prominent. Genes associated with the same disease show 
increased interaction of their proteins, an increased co-expression in the same tissue, high co-
expression levels, synchronized expression as a group and share GO terms. 
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Figure 24 from Goh et al. 2007 [24] (caption modified): The HDN and the DGN. (a) In the HDN, 
each node corresponds to a distinct disorder, colored based on the disorder class to which it 
belongs, the name of the 22 disorder classes being shown on the right. A link between disorders in 
the same disorder class is colored with the corresponding dimmer color and links connecting 
different disorder classes are gray. The size of each node is proportional to the number of genes 
participating in the corresponding disorder (see key), and the link thickness is proportional to the 
number of genes shared by the disorders it connects. A common problem when investigating 
biological phenotypes on the molecular scale is that current state of the art explorative 
measurements do not provide complete set of relevant entities of the phenotypes molecular 
causes. Biological networks can further help in identifying entities relevant to phenotypes. (b) In 
the DGN, each node is a gene, with two genes being connected if they are implicated in the same 
disorder. The size of each node is proportional to the number of disorders in which the gene is 
implicated (see key). Nodes are light gray if the corresponding genes are associated with more 
than one disorder class. Only nodes with at least one link are shown. 
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Analysis and characterization of network entities and patterns has resulted in some basic 
hypotheses within biological networks and human network medicine [319]. 

 HUBS: Disease associated genes that are not essential avoid hubs while 
essential genes tend to associate with hubs. 

 Local hypothesis: Proteins within the same phenotype tend to interact with 
other proteins from the same phenotype. 

 Corollary of the local hypothesis: Mutations in interacting proteins tend to 
lead to similar disease phenotypes. 

 Disease module hypothesis: Biological entities related to a disease 
phenotype tend to cluster in the same network neighborhood. 

 Network parsimony principle: Causal molecular pathways tend to overlap 
with the shortest paths between disease phenotype associated biological 
entities. 

 Shared component hypothesis: Diseases sharing the same biological entities 
show phenotypic similarity and co-morbidity. 

These hypotheses are based on the analysis of current biological networks and as such are 
used for inferring, predicting and interpreting functional properties of newly investigated 
phenotypes. 

Disease modules harbor another pitfall. When we observe disease phenotypes we have to be 
aware that the phenotypic observation can in truth be related to many different disease which 
happen to affect similar functions resulting into similar phenotypes. Fever is an example for a 
phenotype which is related to many different causes. Another prominent example is autism 
which is a highly complex genetic disorder [320]. While the causes may be different they can 
be nevertheless related to each other by targeting the same component in the cellular system 
[321]. 

Identification and prediction of phenotype specific processes and biological 
entities 

Another area of analysis is the identification of phenotype associated processes and prediction 
of processes and nodes complementing noise level and error rates within biological 
experimental techniques and study setups. Identification of processes and pathways that are 
associated to a phenotype of interest is usually done by measuring a phenotype with 
experimental techniques, obtaining a list of biological entities as a candidate set that are 
relevant and performing an enrichment analysis of these candidates within given processes, 
pathways or other categorizations. An enrichment analysis calculates if the set of candidates 
results in a statistically over- or underrepresentation of given categories when compared to a 
random picking of candidates. Interpretation of categories found to be differentially 
represented between phenotypes follows that the function or category associated with the 
difference is relevant for the phenotypes. Methods for calculating the statistical significance 
can be divided into associative (or self-contained) and competitive (or enrichment) methods 
[322]. Methods include are the Fisher’s product method [323], Truncated Product methods 
[324], the Tail Strength Measure [325], regression models [326] and more commonly used 
methods include Chi-square, Fisher’s exact test, binomial probability and hypergeometric 
distribution, which are compared by Rivals et al. [327]. Another approach for defining 
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significance is called gene set enrichment analysis (GSEA), which avoids cut-offs considering 
biological relevance by small changes to concentration profiles and building a maximum 
enrichment score which is compared to randomly shuffled maximum enrichment score 
distributions [328]. Huang et al. [329] give an extensive overview on enrichment analysis and 
provide a list of 68 gene enrichment tools. Hung et al. [330] discuss recent advances in gene 
set enrichment. 

Performing an enrichment analysis and identifying pathways, processes and categories is 
straightforward statistics but error rates and noise level in molecular experimental setups are 
actually a very serious issue with tremendous impact on the quality of our data making any 
analysis of the data and especially the interpretation very challenging [331]. The list of 
biological entities measured is usually not complete (false negatives) or include wrongly 
detected entities (false positives) and as such an enrichment analysis just gives us a hint on the 
underlying categories but is biased by those experimental errors. Addressing false negatives 
prediction of other biological entities of relevance within the given phenotype focuses on 
including network knowledge and hypotheses identified by the characterization of biological 
networks. For example following the local hypothesis any interaction neighbor of a candidate 
entity is more likely to be of relevance for the phenotype. Applying expansion on candidate 
lists based on such neighborhood and similar observed concepts will more likely identify false 
negative candidates. Predictions based on these approaches are very often done manually by 
network exploration or aided by utilizing expansion algorithms and merged or filtered with 
information from other perspectives resulting in a functional model that has to be validated 
experimentally. Chen et al. [332] identified additional Alzheimer related proteins by 
investigating protein interaction neighbors following a next neighbor approach. Hodges et al. 
[333] identified additional interactions in the ROS pathway from Escherichia coli utilizing a 
Bayesian networks expansion from gene microarray data. Expansion algorithms have been 
investigated extensively and discussing the impact on biases and enrichment and are 
presented in chapter 2 in the ‘Comparative analysis of expansion methods on protein 
interaction networks’ project. 
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Integration of data 

Comparisons of databases for the interactome revealed tremendous lack of overlap, even 
between primary databases as has been shown by Lehne and Schlitt [269] and has also been 
discussed by De Las Rivas and Fontanillo [334] (see Figure 25). 

 

 

Figure 25 from Del Las Rivas and Fontanillo 2010 [334]: Human interactome: overlap of six 
databases and coverage of 3-D structural data. Analysis of human interactome PPI data showing 
the coverage of six major primary databases (BIND, BioGRID, DIP, HPRD, IntAct, and MINT), 
according to the integration provided by the meta-database APID. (A) Growth of the total number 
of human PPIs during the last 3 years. (B) Number of PPIs obtained from each primary repository 
showing the % (with respect to the total number of PPIs: 80,032 in December 2009) and the 
number of PPIs only reported by each database (shown inside the corresponding sector of the 
Venn diagram). Coverage and intersection of PPIs with 3-D structural information: (C) Intersection 
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between the PPIs of all human proteins that have at least one Pfam annotated (69,079 
interactions, called ppihs_all) and the PPIs that include proteins with 3-D structural information 
(9,879 interactions, called ppihsxsdd); (D) intersection between the PPIs with 3-D structural 
information and a more stringent interactome constituted by PPIs proven at least by two 
experimental methods (16,959 interactions, called ppihsx2meth); (E) intersection between the 
PPIs with 3-D structural information and more stringent interactome constituted by interactions 
between proteins that are annotated to the same KEGG functional pathway (7,693 interactions, 
called ppihsxKEGG). doi:10.1371/journal.pcbi.1000807.g002 

 

The ConsensusPathDB [115] provides an online statistics illustrating pair-wise overlaps 
between prominent data sources [335]. The best overlap of unique interaction could be found 
between BioGRID (version 3.2.112) and IntAct (version 2013-09-02+01:00) with just 25,847 
joint interactions out of the 139,162 (18.6%) unique interactions in BioGRID and 47,585 
(54.3%) unique interactions in IntAct. APID [92] also provides an online available statistics 
[336] of overlaps between IntAct [97], MINT [98], BioGRID [94], HPRD [96], BIND [93] and DIP 
[95] on the level of all combinations of overlaps between those based on interactions also 
available in APID with 63 interactions overlapping between all. The most likely cause for this 
small overlap between databases is the difference in expert curation of literature data as 
shown by Lehne and Schlitt [269] and the amount of experimental verifications of interactions. 
APID statistics show that from the total amount of the 322,579 interactions reported in APID 
278,539 interactions were verified by 1 experiment only, 25,185 interactions by two 
experiments and 8,981 by three experiments. Now adding up data from prediction techniques, 
which heavily rely on the primary data sources, we can expect even further differences. 

The scientific community approaches this issue by integrating data sources and adding a 
confidence score to the type of interactions and entities and by extending analytical 
approaches on a multi data scale. Thus a loss of information however likely is avoided as 
opposed to approaches which rely on overlapping information only (i.e. high confidence). 
While this concept sounds simple the approaches are manifold focusing mainly on data 
integration and the detection of significant or likely patterns for inferring a causal plausibility 
descriptive model for the phenotypes of interest. The following paragraph presents a few 
selected examples giving an overview on various integrative approaches. 

Bernthaler et al. [337] integrate several sources into a protein dependency network 
‘omicsNET’. Approaches like Bayesian networks from Troyanska et al. [338] for protein 
function prediction illustrated the advantages of probabilistic models. Tu et al. [339] integrate 
genomic, gene expression, protein-protein interaction, protein phosphorylation and 
transcription factor binding information for causal gene identification and gene regulatory 
pathway inference. Albanese et al. [340] integrate imaging data in cancer treatment with 
multiple molecular information including a differential dependency network illustrating 
significant changes of topology within gene regulator networks. Neylan et al. [341] investigate 
posttraumatic stress disorder by integrating large-scale, high-dimensional molecular, 
physiological, clinical, and behavioral data for inferring perturbations within the molecular 
networks thus identifying possible biomarkers. Toubiana et al. [342] construct correlation 
based networks from time-resolved metabolomic data for studying plant metabolism. Pastrello 
et al. [343] discuss visual data mining within complex integrated data repositories utilizing 
their NAViGaTOR software [344]. Khurana et al.[345] integrate molecular data from various 
sources for generating a classifier for prediction of functionally essential loss of function 
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tolerant genes and additionally confirmed by correlation analysis that functionally essential 
genes tend to be more connected. Heinzel et al. [346] link clinical phenotypes and molecular 
functional unites derived from segmenting proteome interaction networks on a per patient 
level addressing biomarker and drug-target identification for specific patient strata. 
Mühlberger et al. [347] address molecular investigations of the cardiorenal syndrome by 
integrative bioinformatical approaches utilizing literature mining techniques and the 
integrated dependency graph ‘omicsNET’ from Bernthaler et al [337]. Kidd et al. [348] 
integrate various sources and methodologies for analyzing high-dimensional biological data in 
context of the immune system. For prediction of drug toxicity within systems pharmacology 
Bai and Abernethy [349] discuss the integration of biological network data focusing on 
structural ontological data and mathematical approaches. Mitra et al. [350] discuss integrative 
approaches for identification of modules in common biological functions. Leung et al. [351] 
elaborate on multi-target drug identification from herbs integrating 9 different platforms. 

Discussion of limitations and issues with the study of 
biological networks 

The study of biological networks has furthered the advances in the molecular life sciences 
significantly over the last decade, as has been exemplified in the previous sections. There are 
however many limitations and issues which have to be considered and kept in mind when 
working and analyzing biological network and omics data. This chapter will present a 
discussion of the following major limitations and issues for biological networks. The reliability 
of biological network data will be discussed on the level of heterogeneity and data integration. 
Since many interactions are derived from literature we will shortly address the issues of 
literature bias. Due to the heterogeneity of available data sources, a common problem 
throughout all omics is the matching of identifiers and the conceptual matching of data 
models, which makes data integrating a challenging task. On the level of technical issues the 
level of noise and the error rates resulting from measurements will be addressed. On the level 
of concepts we will address the difference in the actual effect, the phenotype and functions we 
are interested in and what is actually being measured, namely molecular features. A further 
conceptual issue addressed is the disparity of samples and tissues followed by a discussion of 
the time scale of measurements and network data and the interpretations derived from 
singular points in time. On the level of analysis issues can arise from analytical methods 
themselves due to many reasons. Issues from statistics permeate the whole field of omics data 
analysis, like the curse of dimensionality [352]. Statistical issues related to biological network 
reconstruction and hypothesis testing will be presented. For a detailed discussion of issues 
with omics related data in general see Prohaska and Stadler [331]. 

Reliability of biological network data 

As has been outlined previously, the source of biological network data is highly heterogeneous 
and the overlaps between primary databases are rather small (see Figure 25 and [269], [334], 
[335]) due to differences in literature curation and experimental verifications of interactions 
[269]. Levy et al. [353] address the noise within protein-protein interaction networks and 
propose estimation approaches on the overall noise level. Kiemer and Cesareni [354] 
summarize that up to 30% of interaction artifacts stem from experimental issues. Extending on 
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the small overlap of primary data source, interaction data based on prediction methods should 
be carefully used when generating models and tested. Additionally we can be quite certain 
that our current knowledge of the interactome is far from complete and we have to be aware 
of missing and incorrect data. Integration of the data is currently an ongoing process which 
aims at unifying our current knowledge and usually includes solid interaction data with vague 
interaction data, thus allowing experts to consider their models carefully based on the 
evidence and their hypotheses. Mora et al. [74] for example showed that data integration is 
just beginning for many aspects. They constructed 497 multigenic disease groups from OMIM 
and tested the overlaps with interaction and pathway data. No single database in their survey 
contained all significant overlaps. Collaboration on a global scale is attempted by the IMEx 
consortium [355] which aims at curating major public interaction data sources from their 
members (as of August 2014 holding 14 members) and providing the interaction data in 
standards compliant download formats. Integration of network data is not trivial at all. The 
proteomics standards initiative provides a molecular interaction format which is widely used 
but the controlled vocabulary is often not used or used incorrectly [269]. Another problem 
permeating all aspects of the interactome is the issue of identifier matching, which will be 
discussed in the next section in more detail. Depending on the mapping approaches, mapping 
errors are not uncommon. Reliable mapping approaches like sequence similarity based 
mappings are advisable. 

Literature bias 

Text mining for extracting interactions from literature is commonly applied [356] and is prone 
to conceptual biases. Trends in research can lead to topics and biological entities of high 
interest. For example disease related genes tend to be more studied and as such more 
literature exists for them. Literature mining methodologies have to keep this bias in mind. For 
example in Ihop [137] the connectivity will be higher for disease related genes. 

Biological identifier matching and data modeling 

Almost all major molecular databases developed their own conventions when assigning 
identifiers for biological entities. Matching identifiers between different sources has been a 
major issue throughout omics research [357]. Errors in identifying biological entities thus 
needing corrections or the frequency of updates or databases or differences in the concepts of 
representation of the biological entities are common issues. For example literature text mining 
techniques often target HUGO gene symbols. Genes usually have an official symbol and a list of 
former aliases. A gene symbol found in especially older literature can easily be ambiguous and 
out of date. Tools like Excel can change gene symbols due to auto correction which can be 
overseen in large data sets [358]. Major biological databases aim at cross-referencing each 
other like Swissprot and NCBI. Additionally mapping tools exist like the SOURCE tool [359], 
MatchMiner [357] or Protein cross-reference tool PICR [360] which aims at mapping proteins 
based on sequence similarity. 

Creating data models for integration of data is also challenging since concepts between the 
data sources often do not match. For example linking genes and proteins directly in one 
concept could be modeled as one-to-many relation while another concept could include 
transcripts in between them resulting in a one-to many-relation between genes and transcripts 
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and a one-to-one relation between transcripts and proteins. While this example can be 
resolved on the modeling level integrating the data into a joint new model can be challenging 
if the transcript information is missing in one. Since biological data is error prone even on the 
level of identifiers, data models and management have to be able to deal with that. 

Technical issues caused by the measurement 

Technical issues stem from the measurement technologies themselves. For example in 
microarray technology the sensitivity of oligonucleotide probes has been addressed by Binder 
et al. [361] and calibration by Binder and Preibisch [362]. Tandem affinity-purification/mass-
spectrometry (TAP-MS) for measuring protein interactions is very error prone resulting in high 
rates of false positives and false negatives [363]. Proteomic explorative technologies like 2D 
gel electrophoresis cannot detect small peptides or variant types like membrane bound 
proteins for which a separate protocol needs to be used [364]. Technical issues can lead to 
upstream problems in the analysis of the data as will be demonstrated in the project 
‘Angiogenesis in Brain Metastasis’ in chapter 2, where only 3 out of 4 housekeeping genes 
showed sufficient data. Giving another example, experimental detection methods for protein-
protein interaction methods are affected by technical issues impacting the accuracy of those 
measurements [365], [366]. ‘Nucleic acid’-protein measurements relying on antibodies depend 
on the sensitivity and specifity of the antibodies against the targeted protein component. 
Consequently we are confronted with a certain level of noise and false positive and false 
negative error rates within molecular measurements due to various technical issues. 

Conceptual issues of measurements 

“What do we actually measure?” is one important conceptual question one has to be aware of 
when interpreting and analyzing data. For example when we explore a disease utilizing 
genomic microarrays we get a list of genes but how do we interpret their role? What we did 
measure was the expression of genes, to be precise, the mRNA concentration of the sample. 
While there is a systematic link between gene expression and phenotype, it is not necessarily a 
causal link. The concentration of the resulting proteins which are actually responsible for the 
disease effects have not been measured in this case. Further, we measured quantities but not 
activities, while it might be safe to assume that more gene product will result in stronger 
effects (depending on what the protein does in its context) this does not have to be a linear 
effect nor is it guaranteed to have an effect at all (because for example another protein is 
masking its activity). We in fact measure molecular features but not the phenotypes (i.e. 
cellular functions). These fundamental issues have to be kept well in mind. 

Sample and tissue specifity 

When exploring phenotypes in search of causal explanations we map measured phenotype 
data on various omics level onto networks. The probe material we obtain comes from specific 
regions and tissues. Cells are highly differentiated and as such will of course show a different 
molecular pattern directly affecting the comparability and reproducibility. This issue is often 
avoided in vitro by cell culture where the material can be grown from the same cell line. While 
this is especially practical for conceptual homogenous probes or when there is not enough 
samples available, one has to be aware that cell cultures are based on immortalized cell lines 
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and as such are similar to cancerous cells. Comparison to in vivo tissue is questionable. We 
demonstrate in ‘Mesothelial cell stress response and cytoprotection in peritoneal dialysis’ in 
chapter 2, that the proteomic pattern of samples from different cellular splits within the same 
cell culture experiments could be clustered into different groups. The control samples and 
treatment samples on the other hand could not be separated into distinct groups. Tissue 
specifity on the level of male and female or grownups and children are seldomly investigated. 

Time concept issues 

As has been elaborated prior, dynamic data is rare within interaction networks. The 
interactome on a descriptive level, as it currently is, resembles a state of possibilities which 
have been gathered by our observations and also include errors. We have to be aware, as 
pointed out, that those interactions depend on time, on tissues, on developmental stages and 
other influences. As such they are possibilities of what can be, given the circumstances match. 

Especially when we map explorative data from phenotypes to interaction networks we have to 
be aware that in most experimental setups data was collected at time points and as such we 
analyze time points like seeing single pictures from a movie, implying that the later time point 
is dependent on the previous. The more pictures we see the better our understanding of the 
story will be. 

Computational and algorithmic issues 

Computational issues arising within networks usually result from algorithmic complexity or 
amount of data. Graph theory knows many problems that are not solvable within realistic 
amount of time for practical applications like the k-coloring of a graph, the travelling salesman 
or Knapsack, etc. Applications in biological networks include the search for motifs which 
requires checking of graph isomorphism which is a NP problem or the search for the shortest 
path which can be calculated in reasonable time (linear-logarithmic). Searching for all shortest 
paths can get demanding though. Approaches for inferring networks from data can be very 
computational intensive [240]. An advantage with biological network data is that most 
calculations are not time critical (except for online services like BLAST) or need to be calculated 
only (like graph properties) once after every major update of a network. Nevertheless 
approaches for increasing calculation speed can be addressed by parallelization. Salwinski and 
Eisenberg [367] for example use a highly parallel architecture based on Field Programmable 
Gate Arrays for in-silico simulation of biological network dynamics. Zhou et al. [368] perform 
parallel programs on graphics processing units for dynamic network simulation. Another 
classical strategy for addressing computationally intensive algorithms is approximations thus 
accepting suboptimal solutions. 

Another challenge with biological networks is the design of algorithms mirroring or searching 
for biological patterns. For example the generation of random graphs matching real world 
properties has led to several random graph models with none being truly ideal. In 
‘Comparative analysis of expansion methods on protein interaction networks ‘ in chapter 2 an 
algorithm for approximating a k-minimum spanning tree that spans over a defined set of k 
nodes is presented. While it is not optimal in all cases, it is sufficient from a biological point of 
view. 
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Modules that have been identified by prediction approaches will be noisy and contain errors. 
Barabási and Oltvai [270] showed that the predictions of modules are often dependent on the 
methods and parameters used in the initial data partitioning and that inaccurate or missing 
data of the interaction networks can lead to biased predictions. Consequently no preference 
for any detection method can be given. Additionally detected modules do not necessarily 
provide a mechanistic model and are rather a collection of entities which serve most likely a 
common function. Nevertheless this can be advantageous for identifying functions of 
biological entities within a module since their function will be closely related to the modules 
function. 

Statistical issues 

Construction of networks from genomic or proteomic data is supported by various statistical 
approaches like clustering techniques, Bayesian network or supervised learning approaches 
[54]. Clustering approaches from expression rely on the assumption that co-expression is 
related to function [369] yet recent studies indicate that this is rather the exception then the 
rule [370]. As such approaches focusing on conditional independence, like Gaussian graphical 
models were applied [243] but capture undirected relationships and are thus not suited for 
regulatory networks. Bayesian networks address this issue but can only infer acyclic directed 
networks [244]. Additionally Dynamic Bayesian Networks are computationally very demanding 
[240]. Including perturbations into experimental data for inferring network structure were 
proposed by Markowetz et al. [251], [371] with nested effects models which tend to be 
computationally challenging [372], [373]. 

Gene set enrichment is a prominent analytical approach that provides a system level point of 
view on the changes in molecular systems [330]. Emmert-Streib and Glazko discussed that the 
gene-gene relations have an influence on the power of the tests [374]. A network based gene 
set analysis was proposed by Shojaie and Michailidis [375]. 
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CHAPTER 2 

Scientific Contributions 

 

Overview 

This chapter presents scientific projects the author had undertaken and contributed to during 
the course of his dissertation and are based on the extensive summary on the state of the art 
of molecular networks, as presented in chapter 1. From the presented network types, protein-
protein interaction networks were mainly investigated and modeled. Available data required 
descriptive models. Several data sources were required for building reference networks and 
providing annotation and additional information for the analysis within the contributions. 
Various analytical methods were applied and new ones developed based on toplogical features 
and known patterns.   

The first project “Basic network analysis software suite and KEGG interaction network 
modeling” aimed at implementing a basic graph analysis platform, which served as network-
algorithm tool for the other projects presented in this chapter. Additionally a data extraction 
routine and a data model was developed for a KEGG protein-protein interaction network, 
which was used in the investigation of synthetic lethality for linking the mycophenolate mofetil 
mode of action with molecular disease and drug profiles [72] and during the “comparative 
analysis of expansion methods on protein interaction networks” presented later in this 
chapter. 

The second project “Ovarian cancer analysis” was a meta-analysis of ovarian cancer based on 
gene expression and autoimmune data. The project was a cooperation between the Institute 
for Theoretical Chemistry, University of Vienna, Austria; emergentec biodevelopment GmbH, 
Vienna, Austria. Contributions presented focused on data preparation and integration, a 
subcellular location analysis, supporting a co-regulation analysis and performing a pathway 
enrichment analysis. Additionally a conceptual workflow had been discussed for integrating 
and analyzing omics data. Results of these contributions have been published in [376], [377] 
and were presented at [378], [379], [380] and [381]. 

The third project “Mesothelial cell stress response and cytoprotection in peritoneal dialysis“ 
was an explorative proteomics analysis of cellular stress of mesothelial cells during peritoneal 
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dialysis. The project was a cooperation between the Department of Pediatrics and Adolescent 
Medicine, Medical University of Vienna, Austria, Institute of Analytical Chemistry and Food 
Chemistry, University of Vienna, Austria, emergentec biodevelopment GmbH, Vienna, Austria, 
and Institute of Analytical Chemistry, Academy of Sciences of the Czech Republic, Brno, Czech 
Republic. Contributions presented focused on the analytical preprocessing and data 
integration of proteomics data and the analysis of proteomic profiles between several setups 
as well as the identification of putative false negative proteins by means of expansion 
algorithms. Results of these contributions have been published in [382], [383] and were 
presented at [380] 

The fourth project “Comparative analysis of expansion methods on protein interaction 
networks “ was a research question followed by the author and was a cooperation between 
the author and emergentec biodevelopment GmbH, Vienna, Austria. The hypothesis addressed 
and investigated in detail focused on the comparison of expansion algorithms for identifying 
false negative proteins from omics measurements on the level of topology and pathway 
enrichment within reference protein-protein interaction networks. 

The fifth project “Angiogenesis in brain metastasis“ was an explorative gene expression 
analysis on the level of RT-PCR assays of angiogenesis related cancer types from patient 
samples. The project was a cooperation between the author and Dr. Matthias Preusser and Dr. 
Aysegül Ilhan-Mutlu of the Clinical Division of Oncology, Department of Medicine I, Medical 
University of Vienna, Austria. Contributions presented focused on the data preprocessing and 
data integration of RT-PCR data and a network based expansion of the candidate set. Results 
of these contributions were published in [384]. 

For further scientific contributions not related to biological networks refer to the curriculum 
vitae. 
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Basic network analysis software suite and KEGG 
interaction network modeling 

Introduction 

For the investigation of biological networks a graph software suite was required and developed 
in Visual C# 2005 since no public available library was found at the start of the dissertation 
work. Graph libraries already existed for many programming languages like the Boost Graph 
Library in C++ [385] and implementing one in C# is straightforward. The graph software suite 
contains core graph functionality to represent any type of graph. Algorithms for analyses were 
implemented on a per need basis during the different projects addressed in this work and will 
be presented there. Besides construction of a C# library, biological network data had to be 
retrieved and the models mapped on the graph structure. Depending on the available types of 
data retrieval options, import routines were specifically implemented for a data source where 
necessary. Additionally the data models were adapted where necessary to better match 
biological concepts and graph concepts. KEGG needed such a conceptual remodeling for 
adapting the information available in KEGG to be comparable with the data sources and will be 
discussed extensively in the results. 

Material and Methods 

Graph data structure 

Biological entities are forming the nodes of a graph and the relations between them form the 
edges. For graph representation adjacency lists are chosen, storing for each graph node the list 
of neighbors with the weight of the edges. The first level of the adjacency list representing the 
nodes is realized in form of a hash table allowing for a quicker average search of nodes when 
compared to list-based data structures. The second level of the adjacency list representing the 
neighbors of a given node is realized as double linked list for quicker walking though all 
neighbors, storing neighbor node identifier as well as the edge weight (see Figure 26b). 
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Figure 26: Graph representation as adjacency list. (a.) depicts an undirected, unweighted graph. 
(b.) represents a scheme of the corresponding adjacency list. The left green nodes represent the 
first level implemented as Hashtable. Each node has a reference to its neighbor nodes (blue list on 
the right) in form of a double linked list and representing the second level. The reference to the 
neighbors additionally stores the edge weight for each neighbor edge (here 1 for representing 
uniformly an unweighted edge). (c.) represents a flat file representation with semicolon separator. 
Each row denotes an edge from the first node entry towards the second node entry with the edge 
weight as third entry. Since the graph here is undirected, both directions are provided. 

 

Biological network data sources 

Example datasets were included from OPHID [128], BIOGRID [94] and KEGG [90]. OHID and 
BIOGRID provide data as downloadable flat file formats in a simple graph format. KEGG 
provides data as downloadable XML files and as web services using SOAP/WSDL and REST APIs. 

Network construction 

The information needed for constructing graphs from network data includes the nodes and 
edges. A simple file representation consists of a delimited flat file format where each row 
represents the networks edges by listing both nodes of the edge. In case of weighted graphs a 
third entry could denote the edge weight. In case of directed graphs the order of the nodes 
within each row defines the edges direction. This is the minimal information required for 
building a graph from network data (see Figure 26c). Several databases like OPHID and 
BIOGRID provide such a network representation and the construction of a graph is 
straightforward. KEGG does not provide network data in a simple tabular format. 

KEGG Pathway data 

KEGG provides among others molecular pathway and protein-protein interaction related 
information representing our knowledge on molecular interaction and reaction networks. 
KEGG developed an xml based format, the KEGG Markup Language (KGML) [386] which 
provides an exchange format of the KEGG graph objects supporting the manually drawn 
pathway map, computational analysis and modeling of protein and chemical networks. For the 
KEGG pathway data model see Figure 27. The model is centered on separate pathways all 
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having their own abstract identifiers and was adapted for merging all pathway centered 
interaction data into one protein-protein interaction network. Access to the data is provided 
for via ftp download and web services based on SOAP/WSDL and REST. The REST based API 
service succeeded the former SOAP based service on July 1, 2012, the later being shut down on 
31.12.2012. 

 

 

Figure 27: KGML entity relationship model. Source: M. Kanehisa, "KEGG Markup Language," 
Kanehisa Laboratories, [Online]. Available: http://www.kegg.jp/kegg/xml/docs/. [Accessed 
August 2014]. 

 

Network construction from KGML files 

After downloading the network data files (KGML version 0.6.1), construction of the protein 
interaction network graph was performed identifying the biological components relevant for 
protein network construction and writing a program in PERL for parsing the xml files. 

Network construction from SOAP/WSDL API 

KEGG provided a SOAP/WSDL based web service for accessing the database [387] allowing an 
integrated extraction and processing of network data without the need for writing a parser. 
The SOAP/WSDL service was included by linking to the wsdl file at 
http://soap.genome.jp/KEGG.wsdl. Extraction of protein interaction data for human was done 
firstly by extracting all human pathways with the list_pathways("hsa") function and extracting 
the KEGG pathways identifier for each pathway. Secondly entries from the pathways according 
to the KGML model are extracted with the get_elements_by_pathway(CurrentPath) function. 
Pathway identifiers, entry identifiers, entry names referencing to biological entities and entry 
types were extracted and saved to file. In case of entry types ‘group’ and ‘ortholog’, the set of 
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biological entities had to be extracted additionally for each type from the functions resulting 
entry object. The biological entities resulting from this set were merged with a separator and 
saved as entry name. After extracting the entries, the relations were extracted for each 
pathway by utilizing the get_element_relations_by_pathway(CurrentPath) function resulting in 
a list of pathway entry pairs. Pathway identifier, entry pairs and relation type were extracted 
and saved to file. Interactions between the proteins and complexes were extracted according 
to the model with added functionality, since KEGG SOAP service does not provide this 
information directly. 

Results 

Each KEGG pathway stores its biological elements via an intermediate, abstract entry element 
which is unique for a given pathway only and can consist of one of 7 different biological 
entities like genes, chemical compounds and protein complexes or even map links. Interactions 
between two entries are defined via the relation type which can consist of one of 5 different 
relation types like enzyme-enzyme relation or protein-protein interaction. Extracting from the 
data thus requires identifying for each pathway the entries (nodes), filtering for protein or 
gene related types, extracting the relations (edges) and filtering for protein interaction types. 

Interactions provided by KEGG are not only direct protein-protein interactions but also 
interactions between protein complexes or protein complexes and singular proteins. Thus the 
construction of a protein interaction network graph has to either dissolve the biological 
complexes and connect the proteins with each other or include the complexes as additional 
node types. Preserving the protein complex interaction information the second approach was 
chosen and the graph constructed consists of protein nodes and protein complex nodes. 
Identifier for the nodes is the KEGG gene identifier in case of singular protein nodes and all 
gene identifiers merged with a separator in case of protein complexes. While the later can 
generate long identifier for a protein complex node, this approach was nevertheless chosen 
since the elements of the node can easily be split avoiding an abstract additional identifier for 
protein complexes. Additionally each singular protein from a protein complex was included as 
singular node within the graph and linked to all other proteins from the same complex, as well 
as to the protein complex resembling the protein-protein interactions required to form a 
protein (see Figure 28). 
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Figure 28: KEGG pathway data model adaption. In each KEGG pathway the entries are the abstract 
nodes (nodes with dotted circle and number) having a relation with other entries (dotted arrows). 
The adapted model has nodes representing directly proteins (solid circles) and direct interactions 
(solid arrows). (a.) depicts the adaption of two singular entry type nodes from KEGG into the 
adapted model. (b.) depicts the adaption of a grouped entry type node from KEGG with a singular 
entry type node. The grouped node gets a merged label from its protein elements (C and D) and 
both elements are additionally linked as new nodes with each other and the node protein 
complex node C;D. Edge types are marked separately. ‘I’ denotes edges as reported from KEGG, ‘II’ 
denotes edges that link a new protein node from a group to the complex protein node and ‘III’ 
denotes edges that connect each new protein node from a group node. 

 

Discussion of the adapted KEGG model 

The adapted model presented here dissolves the abstract data representation of the pathway 
centric entries in the KEGG KGML data model and merges the entries on a more realistic basis. 
The concept of groups and protein complexes like the complement system interacting with 
other proteins is addressed hereby. Singular proteins constituting to a complex have to 
interact with each other to form the complex. We can differentiate two types of interactions in 
this context. On the one hand the interactions between the singular proteins with each other 
and on the other hand the interaction of each singular protein with the complex itself. The 
complement system for example forms a ring like structure. Two critics to this model are 
thereby possible. On the one hand side creating a full clique out of the proteins from a 
complex can add false edges. For example the proteins within the complement system are not 
all interacting with each other directly to form the ring like structure. The second critic is if the 
interactions of these singular proteins with the complex are real protein interaction or 
conceptually a ‘is part of’ relation. Addressing the second critic the edges were labeled 
accordingly using the graph data structure, which provides such multi edge type graphs, thus 
differentiating between initial edges as reported by KEGG, protein interactions between the 
members of a complex and thirdly interactions between the members of a complex and the 
complex node (see Figure 28). Zhang and Wieman [388] proposed a R package KEGGgraph 
which addresses the same issue and provide separate topological arrangements of the KEGG 
data.
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Ovarian cancer analysis 

Introduction 

It has been observed that cancerous tissue can lead to cellular and humoral immune responses 
[389]. It has been unclear though why proteins become auto-antigens in a humoral immune 
response due to cancer development. Studies indicate that proteins are presented in cancer 
cells that would normally not be presented [390]. Other findings indicate that intracellular 
proteins are released by cancer cells into the cellular environment and that abnormal splice 
variants are expressed [391], [392]. Another interestingly effect that might explain auto-
antigenicity is that an increase of protein concentration can lead to a humoral response as has 
been found for p53 mutations, which often increase the stability of the protein [393]. 
Following these findings the core hypothesis during this project is that the abundance of a 
protein in cancerous tissue is related to the probability that the protein will induce a humoral 
response. 

For investigating this hypothesis ovarian carcinoma was chosen as cancer case study since the 
data available was adequate. Gene expression data was collected in a meta-study from 25 
publications. Auto-antigenicity data was retrieved from the SEREX data base [394]. The 
investigations during this contribution addressed the hypothesis by directly comparing 
transcriptional up-regulated gene lists form the meta-study with the auto-antigenicity gene 
lists. Further analytical steps included the identification of indirect relations via subcellular 
location analysis and network analysis based on co-regulation and protein-protein interactions. 

Material and Methods 

Data sets 

Data for investigation consisted of two major datasets related to ovarian cancer. The first 
dataset is based on differential gene expression and was derived from a meta-analysis of 20 
publications from 1999-2005 that compared cancerous and healthy tissue [377]. The second 
data set covering auto-antigens was derived from serological expression cloning analysis 
(SEREX) or protein arrays publically available at a web database [394]. 

Meta-analysis data preparation 

Publications were screened for reported genes being either up or down regulated significantly 
between healthy and cancerous ovarian tissue. Gene identifiers were matched utilizing 
Stanford microarray database SOURCE tool [359] and genes were filtered depending on the 
difference between reported up- or down-regulation. 

Subcellular location analysis 

Subcellular location for given gene sets were extracted utilizing the Stanford microarray 
database SOURCE website [395] and genes marked if their subcellular location description 
could be associated to membrane bound or secreted. Missing information was computed 
utilizing PSORT algorithm [396] and added if the subcellular location categories from PSORT 
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results indicated at least a 20% prediction for extracellular/including cell wall. Using PSORT 
requires as input sequence information in FASTA format. Data was extracted from the National 
Center for Biotechnology Information (NCBI) [397] utilizing prior a PERL script for mapping 
Entrez GeneID to RefSeq protein identifiers using batched http requests and parsing the 
returned websites. 

Supported co-regulation analysis 

A co-regulation analysis based on GAnalyzer [55] aimed at identifying additional genes having 
similar transcription factor binding sites (TFBS) to relevant genes from the meta-analysis gene 
expression sets. Those genes were additionally considered as relevant and compared to the 
auto-antigene set from SEREX. Co-regulation analysis was supported by transforming data 
inputs between Confac analysis data [398] and GAnalyzer as well as filtering multiple 
redundant entries for genes having more than one mRNA sequence. 

Pathway analysis 

Databases providing pathway related information included Kyoto Encyclopedia of Genes and 
Genomes (KEGG) [100], [399], [90], BioCarta [104], [105] and Panther [172], [173], [400, p. 6], 
[174]. Pathway lists for KEGG and BioCarta including genes in form of HUGO gene symbols 
[401] were provided by Tomfohr et al. [402]. KEGG dataset holds 118 unique pathways and 
1,997 unique genes and BioCarta dataset holds 263 unique pathways and 1,264 unique genes. 
Panther data was accessed via the Panther classification website [175] and provided pathways 
including genes in form of Entrez Gene identifier [403]. Pathway analysis was performed by 
matching genes to pathway data sets and extracting associated pathways for each set. Amount 
of pathways and found genes were counted. Merging the resulting pathway and gene list 
between gene expression sets and auto-antigen sets the joint pathways and genes resulting 
from those sets were identified (calculated for each pathway data set). Finally considering only 
pathways that contained at least one gene from a given gene expression sets as well as from a 
given auto-antigen set, the amount of such joint pathways was counted and compared to a 
randomized distribution. Calculation of the randomized distribution was developed utilizing 
PERL and included the generation of 1,000 gene set pairs for each randomization. Gene set 
pairs consisted each of randomized gene set (from a given pathway data set) of same size as 
the gene expression gene sets and auto-antigen sets of interest. 

Software Tools 

EXCEL 2003 (Microsoft Corporation, Redmond U.S.) was used for data handling and graphics. 
SPSS 13.0 (IBM, New York, U.S.) was used for statistics and graphics. Network calculations 
were done using the Basic network analysis software suite. Perl [130] was used for 
programming of data handling and analysis routines. 

Results 

Firstly the publication datasets were consolidated. The meta-analysis for the gene expression 
data focused on extracting all genes with reported significant difference between healthy and 
cancerous ovarian tissue. Reports needed to be filtered depending on the differences of 
reported up- and down-regulation. Afterwards genes were filtered having secreted protein 
products. SEREX data was provided and overlaps between both data sets determined. Further 



 

69 
 

investigations included supporting a co-regulation analysis for identifying further genes being 
possibly relevant in gene expression and a pathway analysis comparing similarities on the level 
of pathways between gene expression data and auto-antigens. 

Data preparation 

Consolidating the data for genes related to ovarian cancer in the set of 20 publications resulted 
in a list of 2,200 partially redundant genes with various annotations and if they showed an up 
or down regulation. Unique identifiers available covered Genebank Accession number [404], 
Entrez Gene identifier [403], HUGO Gene Symbol [401], UniGene identifier [405] and 
Reference Sequence protein identifier [406]. A PERL script was written for counting the 
amount of publications reporting up or down-regulations for each gene. Genes were found as 
having a different amount of publications reporting them as either up- or down-regulated. 
Thus we defined a gene as overall up- or down-regulated if it was overall reported more often 
as up- or down-regulated resulting in 786 genes being up-regulated and 871 being down-
regulated with 53 having equal amounts of publications reporting them as up-or down-
regulated. Considering genes which had been reported at least in two publications and 
omitting genes with no difference between reported up- and down regulations resulted in a 
unique list of 192 genes (see Figure 29). Maximum amount of publications referring to a given 
gene was 8. 

 

 

Figure 29: amount of genes (y-axis) having the same difference (x-axis) between up-regulated and 
down-regulated genes from the set of 192 genes being reported in more than one publication 
from the meta-analysis. 

 

Auto-antigenes from SEREX were provided for consisted in a first setup of 118 genes and in a 
second refined setup of 81 auto-antigens. 

Data analysis 

Subcellular location analysis 

After extraction of subcellular locations with the SOURCE tool 123 genes from the 192 genes 
set could be assigned to a subcellular location and 29 genes from the 118 SEREX set. Genes 
with membrane or secreted association were derived for 60 genes from the 192 gene set and 
for 7 genes from the 118 SEREX set. Missing information was calculated utilizing PSORT 
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subcellular location prediction. Extraction of FASTA sequences for the set of 192 genes set 
resulted in 186 sequences for subcellular location prediction and 112 out of 118 sequences for 
the SEREX gene set. Distributions of the resulting PSORT probability scores for each subcellular 
location category (see Figure 30) reveals that the largest fraction stems from nuclear 
associated subcellular locations for the given genes in both sets. Nevertheless additional genes 
could be identified for the 192 gene expression set resulting in a merged list of 86 genes from 
the 192 gene expression set as being associated with cell walls or secreted (further called 
Meta-UP set). 

 

 

Figure 30: Box plots for distribution of calculated PSORT probabilities of the 192 genes from the 
gene expression meta-analysis (A.) and the 118 auto-antigenes set from SEREX (B.). 

 

Co regulation analysis support 

Additionally to the reported 192 genes from the meta-analysis we performed a Transcription 
factor analysis for identification of possible co-regulated genes utilizing GAnalyzer [55]. For 
supporting this analysis several data processing steps were included. Provided result files from 
Confac analysis [398] consisting of the consolidated transcription factor binding site (TFBS) 
matrix and Wilcox statistical test for significantly represented TFBS were transformed for input 
into GAnalyzer software. The consolidated TFBS matrix included redundancy regarding 
multiple similar entries of a gene due to multiple mRNA versions which were merged into a 
single gene entry and delivered for further analysis. Finally a list of 29 genes was reported back 
after co-regulation analysis. 
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Overlap analysis 

The datasets from gene expression consisting of the full set, the refined set of 192 genes, the 
set of 86 Meta-UP secreted and up-regulated genes as well as the set of 29 genes from co-
regulation analysis were compared for overlaps between the SEREX data set consisting of 118 
genes. 15 genes matched between SEREX gene set and the full gene expression set, 4 between 
SEREX gene set and 192 refined gene set out of which 3 were also members of the 86 Meta-UP 
set and no genes were found from the co-regulation analysis within the SEREX gene set (see 
Table 2). 

 

Table 2: Overlapping genes between the full gene expressions set, the refined set of 192 genes 
and the 86 secreted Meta-UP set from the meta-analysis with the auto-antigen set from SEREX. 
Genes are denoted by the identifiers Hugo Gene Symbol, Unigene identifier, Entrez Gene 
identifier. ‘up’ denotes the amount of publications in which this gene had been reported as up-
regulated, ‘down’ for the down-regulated publications and the calculated ‘difference’ between 
both. 

 

 

Pathway analysis 

Comparative analysis of pathways between the 192 set, the 86-Meta-UP set and the 118 
SEREX set was utilized with KEGG, BioCarta and PANTHER pathway data. For the 192 set within 
BioCarta pathway data 29 unique genes (15% of total set size) were found being spread 
multiple times over 77 unique pathways, within KEGG pathway data 55 unique genes (19% of 
total set size) were found being spread over 59 unique pathways and in PANTHER pathway 
data 46 unique genes (24% of total set size) were found being spread multiple times over 42 
unique pathways. For the 86 meta-UP set 11 unique genes (13% of total set size) were found 
being spread multiple times over 24 unique pathways within BioCarta pathway data, within 
KEGG pathway data 23 unique genes (27% of total set size) were found being spread over 21 
unique pathways and in PANTHER pathway data 17 unique genes (20% of total set size) were 
found being spread multiple times over 24 unique pathways. For the 118 SEREX set 7 unique 

Gene Symbol UniGene GeneID up down difference

DNCH2 Hs.503721 79659 0 1 -1

RBM25 Hs.531106 58517 0 1 -1

BRAP Hs.530940 8315 0 1 -1

TNNT1 Hs.534085 7138 1 1 0

HMMR Hs.72550 3161 1 1 0

GPX1 Hs.76686 2876 1 0 1

RHOA Hs.247077 387 1 0 1

MSLN Hs.408488 10232 2 0 2

86 Meta-Up set BARD1 Hs.54089 580 2 0 2

KRT8 Hs.533782 3856 2 0 2

PDGFRA Hs.74615 5156 0 5 -5

 192 set
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genes (6% of total set size) were found being spread multiple times over 22 unique pathways 
within BioCarta pathway data, within KEGG pathway data 17 unique genes (14% of total set 
size) were found being spread over 25 unique pathways and in PANTHER pathway data 18 
unique genes (15% of total set size) were found being spread multiple times over 18 unique 
pathways. 

Merging pathways from BioCarta between the 86 meta-UP and the 118 SEREX set resulted in 
46 distinct pathways holding 36 distinct genes from both sets (see Table 3). Merging pathways 
from KEGG between the 86 meta-UP and the 118 SEREX set resulted in 21 distinct pathways 
holding 23 distinct genes from both sets (see Table 4). Merging pathways from PANTHER 
between the 86 meta-UP and the 118 SEREX set resulted in 10 distinct pathways holding 48 
distinct genes from both sets (see Table 5). 
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Table 3: Pathways and genes covered within BioCarta pathway data sets merged between the 86 
meta-UP gene expression data set and the auto-antigen set 118 from SEREX. 

 

 

 

BioCarta Pathway genes

Actions  of Nitric Oxide in the Heart FLT1, HSPCA, VEGF

Adhes ion Molecules  on Lymphocyte CD44

Ahr Signal  Transduction Pathway HSPCA

AKT Signal ing Pathway HSPCA

ALK in cardiac myocytes BMP7

Apoptotic DNA fragmentation and tissue homeostas is HMGB1

Apoptotic Signal ing in Response to DNA Damage BCL2L1

Bas ic Mechanisms  of SUMOylation UBE2I

Cardiac Protection Against ROS GPX1CBL mediated l igand-induced downregulation of EGF 

receptors PDGFRA

CCR3 s ignal ing in Eos inophi ls RHOA

Corticosteroids  and cardioprotection HSPCA

Endocytotic role of NDK, Phosphins  and Dynamin PICALM

Erk and PI-3 Kinase Are Necessary for Col lagen Binding in 

Corneal  Epi thel ia RHOA

Erk1/Erk2 Mapk Signal ing pathway PDGFRA

Free Radica l  Induced Apoptos is GPX1

Gamma-aminobutyric Acid Receptor Li fe Cycle NSF

Hypoxia  and p53 in the Cardiovascular system HSPCA

Hypoxia-Inducible Factor in the Cardiovascular System HSPCA, VEGF

IL-2 Receptor Beta  Chain in T cel l  Activation BCL2L1

Influence of Ras  and Rho proteins  on G1 to S Trans i tion RHOA

Inhibi tion of Matrix Metal loproteinases MMP14

Integrin Signal ing Pathway RHOA

Keratinocyte Di fferentiation PRKCH

Mechanism of Gene Regulation by Peroxisome 

Prol i ferators  via  PPARa(a lpha) HSPCA

Monocyte and i ts  Surface Molecules CD44

Neutrophi l  and Its  Surface Molecules CD44

Oppos ing roles  of AIF in Apoptos is  and Cel l  Surviva l BCL2L1

PDGF Signal ing Pathway PDGFRA

Phosphol ipids  as  s ignal l ing intermediaries PDGFRA, RHOAProepithel in Convers ion to Epithel in and Wound Repair 

Control SLPI

Protein Kinase A at the Centrosome RHOA

Rac 1 cel l  moti l i ty s ignal ing pathway PDGFRA, RALBP1

Ras  Signal ing Pathway BCL2L1

Ras  Signal ing Pathway RALBP1, RHOA

Regulation of BAD phosphorylation BCL2L1Regulation of p27 Phosphorylation during Cel l  Cycle 

Progress ion CKS1B

Rho cel l  moti l i ty s ignal ing pathway RHOA

Rho-Selective Guanine Exchange Factor AKAP13 Mediates  

Stress  Fiber Formation RHOARole of EGF Receptor Transactivation by GPCRs  in Cardiac 

Hypertrophy RHOA

Role of Mitochondria  in Apoptotic Signal ing BCL2L1

Role of PI3K subunit p85 in regulation of Actin 

Organization and Cel l  Migration PDGFRA, RHOA

Telomeres , Telomerase, Cel lular Aging, and  Immorta l i ty HSPCA

Thrombin s ignal ing and protease-activated receptors RHOA

uCalpain and friends  in Cel l  spread RHOA

VEGF, Hypoxia , and Angiogenes is FLT1, VEGF



 

74 
 

Table 4: Pathways and genes covered within KEGG  pathway data sets merged between the 86 
meta-UP gene expression data set and the auto-antigen set 118 from SEREX. 

 

 

 

 

 

 

 

 

KEGG pathways gene

Adherens  junction RHOA, MLLT4, PTPRF

Alzheimer's  disease APOE

Amyotrophic latera l  scleros is  (ALS) GPX1, BCL2L1

Apoptos is BCL2L1

Arginine and prol ine metabol ism CKB

Benzoate degradation via  CoA l igation CDC2L5

Calcium s ignal ing pathway PDGFRA

Cytokine-cytokine receptor interaction ACVR2B, PDGFRA, BMP7, FLT1, VEGF

ECM-receptor interaction

LAMB1, HMMR, COL5A1, CD47, SDC4, 

ITGB8, CD44

Focal  adhes ion RHOA, PDGFRA, ITGB8, FLT1, VEGF

Glutathione metabol ism GPX1, GPX3

Glycine, serine and threonine metabol ism AMT

Glycosylphosphatidyl inos i tol (GPI)-anchor biosynthes is PIGQ

Hedgehog s ignal ing pathway BMP7

Huntington's  disease DCTN1

Inos i tol  phosphate metabol ism CDC2L5

Jak-STAT s ignal ing pathway BCL2L1

MAPK s ignal ing pathway PDGFRA

Neuroactive l igand-receptor interaction SSTR5, NMU

Neurodegenerative Disorders APOE, BCL2L1

N-Glycan biosynthes is DPM1

Nicotinate and nicotinamide metabol ism CDC2L5

Nitrogen metabol ism AMT

Notch s ignal ing pathway JAG2

One carbon pool  by folate AMT

Phosphatidyl inos i tol  s ignal ing system CDC2L5

Porphyrin and chlorophyl l  metabol ism CP

Prion disease LAMB1

Pyruvate metabol ism HAGH, HAGHL

Regulation of actin cytoskeleton PFN2, MYH9, RHOA, PDGFRA, ITGB8

TGF-beta  s ignal ing pathway ACVR2B, RHOA, BMP7

Tight junction

MYH9, RHOA, MLLT4, PRKCH, CLDN4, 

CLDN3, PRKCI

Tryptophan metabol ism UBE3A

Ubiquitin mediated proteolys is UBE2C, EDD

Urea cycle and metabol ism of amino groups CKB

Wnt s ignal ing pathway RHOA
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Table 5: Pathways and genes covered within PANTHER pathway data sets merged between the 86 
meta-UP gene expression data set and the auto-antigen set 118 from SEREX. 

 

 

Investigating the significance of pathways (focusing on KEGG pathway data) overlapping 
between the meta-UP set and 118 SEREX set where each pathway holds at least one gene from 
both sets we identified 9 joint pathways (see Table 6). 

 

Table 6: Pathways from KEGG pathway data holding at least one gene from the 86 meta-UP set 
from gene expression data as well as one gene from 118 SEREX set from auto-antigen data. 

 

 

For estimating the significance of this finding we calculated the average expected amount of 
pathways holding at least one gene from two sets by creating 1,000 randomized gene set pairs 
from KEGG pathway one of same size as the 86 meta-UP set and the other of same size as the 
118 SEREX set. Pathways holding at least one gene from both sets were counted. No 
significance was found since the average amount of joint pathways over all randomizations 
was 6.7 with standard deviation of 3.4 (see Figure 31). 

 

PANTHER pathway genes

Alzheimer disease-preseni l in pathway                                                    CD44, MMP14

Angiogenes is                                                                             JAG2, PRKCH, PRKCI, VEGF

Heterotrimeric G-protein s ignal ing pathway-Gq a lpha 

and Go a lpha mediated pathway       PRKCH, PRKCIInflammation mediated by chemokine and cytokine 

s ignal ing pathway                       PRKCH, PRKCI

Integrin s ignal l ing pathway                                                             COL5A1, COL9A2, ITGB8

Notch s ignal ing pathway                                                                 JAG2

Parkinson disease                                                                       SFN

PDGF s ignal ing pathway                                                                  ELF3, PRKCH, PRKCI

TGF-beta s ignal ing pathway                                                              BMP7

Ubiquitin proteasome pathway                                                            UBE2C, EDD

KEGG pathways

Cel l  Communication

Cytokine-cytokine receptor interaction

TGF-beta  s ignal ing pathway

Focal  adhes ion

ECM-receptor interaction

Adherens  junction

Tight junction

Leukocyte transendothel ia l  migration

Regulation of actin cytoskeleton
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Figure 31: Distribution of the amount of joint KEGG pathways between two randomized gene sets 
of same size as 86 meta-UP gene expression set and 118 SEREX auto-antigen. Joint pathways are 
holding at least one gene from both sets (randomizations n=1,000). 

 

Discussion 

The preparation of the data needed extensive integration on various levels before a 
comparative analysis was possible. Major issue was the difference in used identifiers 
throughout the publications. While matching tools were available like the SOURCE tool [359], 
[395], caution was advisable and we had to correct several ambiguous results manually. 
Identifier matching between biological database identifiers is still a common issue in 
bioinformatics. Platforms, which provide a conversion tool, are for example the Database for 
Annotation, Visualization and Integrated Discovery (DAVID ) [407] and the ID Mapping service 
at UniProt [408]. 

Another issue with possible impact is the difference in reported up or down regulation of 
relevant genes throughout the publications. In worst we found genes as being reported up-
regulated, as well as down-regulated. This pattern can be related to mistakes on the 
experimental technique or is correct and implying biological differences between the different 
studies on a cellular level. Either explanation is possible and a common issue within omics data 
analysis of high-throughput data [331]. Our solution was to investigate only those genes where 
there was a clear trend into either up or down regulated. This approach can be flawed 
considering the hypothesis. If we are looking for genes with up-regulation within ovarian 
cancer and if the expression levels of genes differ due to different cancer types, then we can 
expect to find auto-antibodies for genes which might be up-regulated as well as down-
regulated, depending on the cancer stage. In that case we would produce false negatives by 
our filtering. 

Another issue related to data integration on the level of pathways is the heterogeneous results 
between BioCarta, Panther and KEGG for involved pathways after overlapping SEREX genes 
with the significant gene set of the meta-analysis. The heterogeneity between pathway data is 
still high as outlined in the first chapter. Currently databases like APID [92] provide a good level 
of integration of network data publically available. For terms of pathway categories KEGG are 
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accepted as high quality pathway data but might not be applicable to other databases if the 
overlap to KEGG is small. A classification that is independent of the pathway data source is 
provided by the GO classification [141]. 

Nevertheless the identified small set of 3 genes (BARD1, KRT8, MSLN) with reported up-
regulation and auto-antigenicity was statistically significant when compared to the number of 
conjoint members of randomly generated datasets thus supporting the hypothesis. 

The analysis workflow of this project, as a whole, is not a unique workflow but can be adapted 
to similar omics explorative investigations. Consequently a proposed workflow might consist of 
the following steps. Experimental high-throughput omics data are collected and raw data 
preprocessed and integrated, supported by automatic annotation. For in house data a data 
management system has to be established ideally following standardized guidelines for data 
representation. Preprocessing of the data can include several automated steps including a 
missing value analysis, identification of outliers etc. Normalization routines have to be chosen 
with care, depending on the experimental setup but can be automat zed once similar 
workflows have been defined. Additional filtering techniques can be defined. Following the 
data preprocessing a first line analysis can be undertaken. Approaches can include 
unsupervised analysis like hierarchical clustering or supervised approaches including statistical 
tests for identifying candidates with a significant change of pattern. Further analytical steps on 
the level of network knowledge can be the identification of co-expression patterns and 
category enrichment analysis. Realizing such a workflow with computer aided support or even 
automatized steps is feasible and requires integration aspects not only on the data level but 
also on the workflow and process level. discoveryBase is such an analysis platform as proposed 
in [376]. 
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Mesothelial cell stress response and cytoprotection in 
peritoneal dialysis 

Introduction 

Peritoneal dialysis is an alternate therapy to hemodialysis for patients suffering under severe 
kidney diseases. The advantage lies in its relative safe and cost-effective mode. The drawback 
to this treatment method is the bio-incompatibility of peritoneal dialysis fluid (PDF) which 
damages the peritoneal membrane function in the long run and leads to peritoneal 
inflammation [409]. Investigating mesothelial tissue on a molecular scale is usually not possible 
in-vivo hence studies are usually performed with in-vitro cell culture models [410]. It could be 
shown in prior studies that the exposure to such cellular stress inducing PDF also leads to the 
increase of cytoprotective responses by over-expression of heat-shock proteins (HSP) [411]. 
Other cytoprotective mechanisms could be observed in renal medullary derived cells including 
apoptosis, mitotic arrest and cellular stress response. Different external stress stimuli including 
for example, hypertonicity, acidosis, cytotoxicity and temperature will require appropriate 
specific molecular protective mechanisms leading to a complex cytoprotective system within 
cells. 

Goal of this project was to identify the cellular mechanisms and proteins of relevance on a 
systems and biological network level and propose a mode of cytoprotection against the effects 
of PDF. Two strategies were pursued during this project for increasing the cytoprotection of 
mesothelial cells. The first strategy aimed at prevention of injury in mesothelial cells upon PDF 
exposure and the second strategy aimed at increasing cellular repair mechanisms. 

A combined proteomics and bioinformatics analysis for exploring of the molecular mechanisms 
of PDF exposure was performed. Proteomics was based on two-dimensional gel 
electrophoresis measuring differential protein abundance in cell culture between samples 
being exposed to PDF and samples without treatment. Two-dimensional gel electrophoresis is 
a popular methodology for explorative analysis of the proteome but has its limitations as 
membrane-bound proteins or proteins with low abundance are less likely detected [412]. For 
investigating the effects of peritoneal dialysis fluid (PDF) on human immortalized mesothelial 
cells, two major setups were defined. Firstly, cell culture was exposed to PDF once (single 
exposure) and secondly, cell culture was exposed to PDF repeatedly (repeat exposure). For 
each setup the general workflow consisted of several steps beginning with the cultivation of 
the cell culture, splitting it into separate control (CO) and exposure (D2) groups on which PDF 
was applied depending on the setup. Afterwards proteomic measurement was performed by 
two-dimensional gel electrophoresis including imaging and spot matching between the 
samples. 

The project was supported by several contributions including data preprocessing and 
management, descriptive statistics, identifying protein candidates with differential expression 
patterns and enrichment analysis of biological processes and pathways. Due to the limitations 
of two dimensional gel electrophoresis the false negative rate was further addressed by 
applying expansion methods on a protein-protein interaction network level for predicting 
putative protein candidates which are additionally involved in the molecular mechanisms. 
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Material and Methods 

2D gel electrophoresis spot data preparation by Delta2D software 

Data for protein spot intensities was provided for further statistics and bioinformatics analysis 
after preparation of raw data gel images with Delta2D software (Decodon GmbH, Greifswald, 
Germany) [413]. Gel images were fused with the group warping strategy followed by a spot 
detection and normalization of intensities on each gel with the average intensity of all spots on 
the gel as normalization basis [414]. 

Statistics of prepared 2D gel electrophoresis spot data 

Prepared spot data was described by (i) distribution of spot intensities (as % of total spot-
volume) of the groups CO and D2, (ii) distribution of difference in variance between CO and D2 
and (iii) by the distribution of difference in spot intensity ratio between D2 and CO. 

Significant differences in spot intensities between CO and D2 were calculated by applying an 
unpaired t-test with equal variance and a significance level set to 0.05. Correction for multiple 
testing was done by applying the Bonferroni method [415], [416]. 

Identification of proteins utilizing MASCOT and MS-Tag software 

After delivering spot test statistics to the identification group proteins from significant spots 
were analyzed with mass spectrometry was utilizing Mascot software (Matrixscience Inc, 
Boston, USA) and MS-Fit, MS-Tag software from the ProteinProspector bundle (UCLA, San 
Francisco, USA) [417], [418]. Results were provided in the form of lists of SwissProt identifier 
[419], [408]. Additional mapping between SwissProt identifier and entrez gene identifier had 
to be done separately. All human SwissProt identifier were extracted from SwissProt database 
and protein annotation for each entry parsed for corresponding entrez gene identifier using 
http requests. 

Hierarchical Clustering of 2D gel electrophoresis spot data 

Prepared data was hierarchically clustered using Pearson correlation as distance metric with 
average linkage rule [420]. MultiExperiment Viewer Software (MeV) was used for clustering 
[421], [422]. 

Principal component analysis of 2D gel electrophoresis spot data 

In case of biological noise within samples Alter et al. suggested a principal component analysis 
(or single vector decomposition) to reduce the effect on noise of genome wide expression data 
[423]. Applying this approach on 2D gel electrophoresis is done identically. After calculating 
the relevant matrices noise reduction is accomplished by normalization of spot data by filtering 
out those eigenspots (and eigensamples) representing the biological noise by substituting zero 
for the eigenintensity level of the diagonal eigenmatrix where the noise can be associated to a 
biological interpretation. Identification of the corresponding eigeninstensity level is done by 
plotting and interpreting the relative intensity values of each eigenintensity level. Afterwards 
the calculation is reversed with the modified eigenmatrix obtaining the noise-filtered spot 
intensity matrix. Calculations were done using R and the svd package [424], [425]. 
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Analysis of enriched pathways and biological processes 

For investigating over and underrepresented pathways and biological processes the PANTHER 
classification system was used [172], [173], [400], [174, p. 20]. PANTHER identifies such 
proteins by computing a binomial test (with optional Bonferroni correction) comparing the set 
of significant proteins measured to the sets of proteins belonging to pathways or biological 
processes as given by the PANTHER classification. 

Protein interaction network connections analysis 

Proteins that are located topologically close within a protein interaction network are expected 
to have a higher degree of direct interactions when compared to random sets of same size. 
The amount of direct connections between two proteins are counted within a given 
experimental protein set and compared to the average amount from direct connections within 
100 randomly picked protein sets of same size. 

Protein interaction neighbors and neighbor expansion using OPHID protein-protein 
interaction network 

Sets of significant proteins were investigated in context of their direct protein interactions 
within given protein-protein interaction networks (PIN). Proteins that are located topologically 
close within a protein interaction network are expected to have a higher degree of direct 
interactions when compared to random sets of same size. We therefore compared the amount 
of direct interactions in a given experimental protein sets with the average amount of 
connections in 100 randomized protein sets of same size. Furthermore it can be assumed that 
a direct interaction between two given proteins is related to same biological processes and 
pathways [35], [426]. Thus we additionally defined an expanded protein as being connected to 
at least two proteins from a given set of significant proteins within a given PIN expecting a 
higher amount of expanded proteins if the significant proteins are topologically in the same 
vicinity of the PIN. We used the Online Predicted Human Interaction Database (OPHID) Version 
2007 [128] as reference PIN for identifying interactions between significant proteins and for 
calculating expanded neighbors. Constructing the network graph structure for OPHID PIN 
resulted in 7,266 distinct nodes and 24,701 distinct edges. 

Distribution of shortest path length of significant protein sets 

Causal molecular pathways appear close to the shortest path between given protein sets [427], 
[428]. Significant protein sets were investigating for their distribution of all shortest path 
lengths of all protein pairs from the given sets within OPHID PIN and compared to the 
distribution of 100 randomized protein sets of same size. Additionally PANTHER classification 
holds a unique set of 200 known stress associated genes for which the distribution of shortest 
path lengths is calculated as well and compared to the distributions of the significant sets. 

Software Tools 

EXCEL 2007 (Microsoft Corporation, Redmond U.S.) was used for data handling and graphics. 
SPSS 13.0 (IBM, New York, U.S.) and R [424] were used for statistics and graphics. MeV was 
used for hierarchical clustering [422]. Network calculations were done using the Basic network 
analysis software suite. Perl [130] was used for programming of data handling and analysis 
routines. Cytoscape [119] was used for network graphics. 
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Results 

Beginning with single exposure experiments the first experimental setup was conducted for 
establishing the experimental environment and the data analysis workflows. Results of interest 
were by how much the control group and exposed group differ in their overall spot intensities, 
their variance and ratio. Extracted protein amount from cell culture cultivation resulting in 6 
samples (3 CO, 3 D2). Having improved the experimental workflow establishing the workflows 
a second experimental setup consisting of 10 samples (5 CO, 5 D2) was conducted for single 
exposure. Results of interest concerning the first setup were if the spot intensity patterns as 
investigated in the first setup differed in the second setup. Having finalized the experimental 
workflow, the second setup was further investigated for significant proteins between the 
groups followed by a bioinformatics and network analysis. A third setup for single exposure 
was conducted at a later time addressing the issue with the low sample size of setup 2 
consisting of three biological replicates with the first two having 10 samples (5 CO and 5 D2). 
The third replicate consisted of 12 samples in total (6 CO and 6 D2). Cell culture for the third 
replicate was additionally run as duplicate with one half of the samples serving for the repeat 
exposure experiment. 

Single exposure first setup 

Spot intensity distribution investigations 

The amount of protein spots within the first setup were 744 distinct spots within the CO group 
and 743 matching protein spots within the D2 group. 

For distribution of spot intensities (as % of total spot-volume) of the groups CO and D2 see 
Figure 32 and Figure 33 respectively. Distribution of the spot intensities reveals that ca. 70% of 
all spots contribute with lower than average intensities while 30% contribute with higher than 
average spot intensities. 

For distribution of difference in variance between CO and D2 see Figure 34. The distribution 
has an approximated Gaussian form with the mean being at 0.312 indicating that the variance 
within the control group is in average about 2 times higher than in the exposed group. 

For the distribution of difference in spot intensity ratio between D2 and CO see Figure 35 for 
all spots and Figure 36 for significant spots only. The distribution for all spots has an 
approximated Gaussian form with the mean at -0.13 with a standard deviation of 0.238 
indicating that most spots between D2 and CO differ in their intensities within the range of +/- 
2 times. 
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Figure 32: Distribution of average spot intensities of the control group (CO) as fraction of total 
intensity volume over all spots (n =744, x-axis) plotted against the amount of spots (‘No of obs’, y-
axis). 
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Figure 33: Distribution of average spot intensities of the exposed group (D2) as fraction of total 
intensity volume over all spots (n =743, x-axis) plotted against the amount of spots (‘No of obs’, y-
axis). 
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Figure 34: Distribution of variance between control group (CO) and exposed group (D2) as log10 
CO/D2 (x-axis) plotted against the amount of spots (‘No of obs’, y-axis). 
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Figure 35: Distribution of difference in spot intensity ratio (Fold) between all spots of the exposed 
group (D2) and the control group (CO) as log 10 D2/CO (x-axis) plotted against the amount of spots 
(‘No of obs’, y-axis). 
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Figure 36: Distribution of difference in spot intensity ratio (Fold) between significant spots of the 
exposed group (D2) and the control group (CO) as log 10 D2/CO (x-axis) plotted against the 
amount of spots (‘No of obs’, y-axis). 

 

Test statistics and protein identification 

Calculating the t-test without correction for multiple testing revealed 17 spots within the 
exposed group having a significant increase and 111 spots have a significant decrease in 
abundance relative to the control group. Including correction for multiple testing, no spots 
with significant differences could be identified. 

For establishing the identification workflow of the proteins with mass spectrometry spot 
analysis was performed on selected spots focusing on the location of known housekeeping 
proteins and proteins associated with stress reactions. In total 43 spots were identified of 
which 13 belonged to the set of significant spots (7 with increased and 6 with decreased 
abundance). 

Hierarchical clustering 

Hierarchical clustering of the spot data using Pearson correlation as distance metric with 
average linkage rule revealed a separation of the control group (CO) and the exposed group 
(D2) (see Figure 37). 
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Figure 37: Hierarchical clustering of spot data using Person correlation as distance metric with 
average linkage rule. Column 1-3 from left denote the control group (CO), column 4-6 the exposed 
group (D2). Rows have been truncated (in total n = 743) 

 

Single exposure second setup 

Spot intensity distribution investigations 

The amount of protein spots within the second setup were 1197 distinct spots that could be 
matched between the CO group and the D2 group, an increase of 61% from the first setup. 

For distribution of spot intensities (as % of total spot-volume) of the groups CO and D2 see 
Figure 38 and Figure 39 respectively. Distribution of the spot intensities reveals a similar result 
to the first setup with ca. 80% of all spots contribute with lower than mean intensities while 
20% contribute with higher than mean intensities. 

For distribution of difference in variance between CO and D2 see Figure 40. The distribution 
has an approximated Gaussian form with the mean being at 0.013 indicating that the variance 
between both groups differs only by 3%.  

For the distribution of difference in spot intensity ratio between D2 and CO see Figure 41 for 
all spots and Figure 42 for significant spots only. The distribution for all spots has an 
approximated Gaussian form with the mean at 0.01 with a standard deviation of 0.13 
indicating that most spots between D2 and CO differ in their intensities within the range of +/- 
30%. 

Investigating the various spot distributions between the first and second setup the overall 
shape of the distributions is similar. Differences in the variance and the ratio between control 
and exposure group during both setups can be most likely explained by the overall 
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improvement of the experimental setup during the establishing of the workflow and the 
resulting increase of detected spots. 
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Figure 38: Distribution of average spot intensities of the control group (CO) as fraction of total 
intensity volume over all spots (n =1197, x-axis) plotted against the amount of spots (‘No of obs’, 
y-axis). 
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Figure 39: Distribution of average spot intensities of the exposed group (D2) as fraction of total 
intensity volume over all spots (n =1197, x-axis) plotted against the amount of spots (‘No of obs’, 
y-axis). 
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Figure 40: Distribution of variance between control group (CO) and exposed group (D2) as log10 
CO/D2 (x-axis) plotted against the amount of spots (‘No of obs’, y-axis). 
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Figure 41: Distribution of difference in spot intensity ratio (Fold) between all spots of the exposed 
group (D2) and the control group (CO) as log 10 D2/CO (x-axis) plotted against the amount of spots 
(‘No of obs’, y-axis). 
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Figure 42: Distribution of difference in spot intensity ratio (Fold) between significant spots of the 
exposed group (D2) and the control group (CO) as log 10 D2/CO (x-axis) plotted against the 
amount of spots (‘No of obs’, y-axis). 

 

Test statistics and protein identification 

Calculating the t-test without correction for multiple testing revealed 73 spots within the 
exposed group having a significant increase and 52 spots have a significant decrease in 
abundance relative to the control group. Including correction for multiple testing, 4 spots with 
significant differences could be identified (2 with an increase, 2 with a decrease in abundance). 

Identification of significant spots via mass spectrometry provided 47 proteins. Not all spots 
could be successfully identified, especially those with low abundance. Of those 47 proteins 4 
were also present in the first setup. 

Hierarchical clustering 

Hierarchical clustering of the spot data using Pearson correlation as distance metric with 
average linkage rule revealed no separation of the control group (CO) and the exposed group 
(D2) (see Figure 43A). While the first setup revealed a clear separation of the groups with 
hierarchical clustering, the second setup could not reproduce this separation. It was assumed 
that the much higher amount of spots and the overall low abundance could have an effect on 
the clustering. Therefore low abundant proteins (intensities < 0.4) were pruned and clustering 
was repeated (see Figure 43B. The resulting dendrogram was almost identical to the unpruned 
clustering indicating that the low abundant proteins did not have the suspected influence. 

Sample size calculations 

Calculating a required sample size using the spot intensity data from setup 2 as a reference 
results in 72 required samples (i.e. gels) 36 for each group (sigma CO= 0.007568, sigma 
D2=0.008305, two-tailed alpha = 0.05, true difference of means = 0.005319, power 0.8).  
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Figure 43: Hierarchical clustering of spot data using Person correlation as distance metric with 
average linkage rule. (A.) shows results for full set spot data (n=1197); (B.) shows the results for 
the set of spots with abundance >0.4 (n~500). Rows have been truncated. 

 

Shortest path distribution of the significant protein sets 

PHANTER classification provides a set of 200 proteins associated with stress response. A 
shortest path distribution of the pair wise path lengths of all protein pairs was performed for 
investigating the topological distance of the set of 200 proteins. If the set is topologically close, 
we expected in finding in average shorter distances as opposed to random sets. Comparing the 
set of 200 stress proteins from PANTHER classification with a distribution of 100 randomized 
sets of same size using OPHID PIN revealed indeed that the proteins from the stress response 
set are topologically in close neighborhood compared to a randomized set (see Figure 44). 
Performing this shortest path analysis on the set of significant proteins from the single 
exposure setup 2 and a randomized set of same size revealed no significant difference (see 
Figure 45). 
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Figure 44: Shortest path length distribution utilizing OPHID protein interaction network of 
PANTHER classification stress response set (yellow bars) vs. 100 randomized sets of same size 
(blue bars). 

 

 

Figure 45: Shortest path length distribution utilizing OPHID protein interaction network of the 
single exposure setup 2 set of proteins with significant difference in their abundance between 
control group and exposure group (yellow bars) vs. 100 randomized sets of same size (blue bars). 

 

Classification of enriched pathways, biological processes and molecular functions. 

Utilizing PANTHER classification software the set of 49 significant proteins was mapped on the 
PANTHER database and was investigated for significantly enriched pathways, biological 
processes and molecular functions (including Bonferroni correction). No pathways could be 
identified with significant enrichment. Four biological processes as well as metabolic functions 
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were successfully identified as being overrepresented (see Table 7) including 23 proteins of 
which 15 showed significantly increase of abundance and 8 significantly decrease of 
abundance. 

 

Table 7: Biological processes and molecular functions found to be enriched for the set of 
significant proteins from the second single exposure setup, utilizing PANTHER classification 
software with Bonferroni correction. (‘ref hsa #’ denotes the amount of human proteins 
representing the given category, ‘found #’ denotes the amount of proteins from the measurement 
and ‘expected #’ denotes the amount of proteins one would find by randomly picking protein sets 
of same size) 

 

 

 

  

biological process ref hsa # found # expected # +/- p-value

protein folding 186 10 0.41 + 1.66E-09

protein complex assembly 68 5 0.15 + 6.76E-05

protein metabolism and modif ication 3040 18 6.70 + 1.76E-03

stress response 200 5 0.44 + 1.19E-02

molecular function ref hsa # found # expected # +/- p-value

Chaperone 176 8 0.39 + 1.61E-07

Hsp 70 family chaperone 15 4 0.03 + 6.98E-06

Select calcium binding protein 274 6 0.60 + 9.28E-04

Isomerase 178 4 0.39 + 1.91E-02
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Protein interaction network analysis 

Proteins with a significant difference in their abundance between control and exposure group 
were mapped to OPHID protein interaction network. 36 of the 49 identified proteins were 
successfully matched to entries within OPHID resulting in a subgraph with two proteins having 
a direct protein-protein interaction (see Figure 46) which is similar to the average amount of 
interactions in a randomly picked protein set of size 36 within OPHID. 

 

 

Figure 46: Subgraph of proteins with significant difference in abundance between control and 
exposure group from single exposure setup 2 mapped onto OPHID protein interaction network. 
Node labels denote corresponding entrez gene identifier. 
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Following up we investigated the connections between the set of 36 mapped significant 
proteins and the set of 200 stress response related proteins from PANTHER classification of 
which 123 proteins could be matched to OPHID PIN expecting some additional connections. 
Three proteins from the set of 36 mapped significant proteins were also part of the stress 
response protein subset. An additional 6 proteins from the set of 36 mapped significant 
proteins were also connected to the set of 200 stress response associated proteins (see Figure 
47). 

 

 

Figure 47: Subgraph of stress response associated proteins from the PANTHER classification 
system mapped to OPHID protein interaction network (white squares) connected to proteins with 
significant difference in abundance between control and exposure group from single exposure 
setup 2 (light grey circles). 
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Expanding the set of 36 successfully mapped significantly enriched proteins by proteins having 
a direct connection to at least 2 proteins from the set of 36 proteins within OPHID PIN we 
identify additionally 55 proteins revealing a large subgraph of 75 connected proteins (see 
Figure 48) indicating that the proteins with significant difference are indeed in close 
topological vicinity within the OPHID PIN. 

 

 

Figure 48: OPHID protein interaction network subgraph of proteins with significant difference in 
abundance between control and exposure group (light grey circles) from single exposure setup 2 
and their expanded additional proteins (dark grey diamonds) connecting at least two proteins 
from the set of significant proteins. 
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Joining the merged set of the 123 mapped stress response associated proteins from PANTHER 
classification and 36 mapped proteins with significant abundance with their expanded set of 
55 neighbors (of which one protein was already part of the stress response set) we identify a 
merged subgraph with 210 protein nodes of which 140 (66,6%) form a closely connected 
subgraph (see Figure 49). 

 

 

Figure 49: Subgraph of stress response associated proteins from the PANTHER classification 
system mapped to OPHID protein interaction network (white squares) connected to proteins with 
significant difference in abundance between control and exposure group from single exposure 
setup 2 (light grey circles) and their expanded protein interaction neighbors connecting to at least 
two proteins (dark gray diamonds). 
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Shortest path distribution of the expanded protein set 

Investigating the distribution of pair wise shortest path lengths of all protein pairs within the 
neighborhood expanded protein set of significant proteins we observe an increase of shorter 
path lengths and a decrease of longer path lengths when compared to a distribution of 100 
randomized sets of same size (see Figure 50). This pattern is similar to the distributions of the 
stress response set from PANTHER classification vs. randomized sets (see Figure 44). 

 

 

Figure 50: Shortest path length distribution utilizing OPHID protein interaction network of the 
single exposure setup 2 set of proteins with significant difference in their abundance between 
control group and exposure group and expanded with protein interaction neighbors connecting at 
least two proteins from the set (yellow bars) vs. 100 randomized sets of same size (blue bars). 

 

Classification of enriched pathways, biological processes and molecular functions of the 
expanded protein set 

After expansion of the set of 49 significant proteins by their 55 neighbors as described, analysis 
of the enrichment of pathways, biological processes and molecular functions was repeated. 
Three pathways were found enriched as well as 11 biological processes of which 3 were also 
enriched without neighbor expansion and 4 molecular functions of which 3 were also enriched 
without neighbor expansion (see Table 8). 
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Table 8: Enrichment of pathways, biological processes and molecular functions of the set of 
proteins with significant difference in abundance between single exposure setup 2 control group 
and exposure group utilizing PANTHER classification system. Enrichment without neighbor 
expansion is compared with enrichment resulting from expanding the protein set with protein 
interaction neighbors connecting at least two proteins from the set utilizing OPHID protein 
interaction network. Categories having a p-value > 0.05 at a given setup were left blank. 

 

 

  

without neighbor expansion with neighbor expansion

ref hsa # found # +/- p-value found # +/- p-value

pathway

Apoptosis signaling pathway 131 15 + 5.91E-16

Toll receptor signaling pathway 71 9 + 1.50E-09

B cell activation 86 4 + 4.75E-02

biological process

Protein folding 186 8 + 2.90E-07 8 + 8.89E-05

Stress response 200 5 + 5.08E-03 6 + 1.74E-02

Protein metabolism and modification 3040 15 + 7.83E-03 29 + 4.74E-05

Protein complex assembly 68 3 + 4.12E-02

NF-kappaB cascade 71 10 + 5.17E-11

Immunity and defense 1318 20 + 2.85E-06

Apoptosis 531 13 + 3.56E-06

Induction of apoptosis 165 7 + 5.05E-04

Intracellular signaling cascade 871 14 + 7.52E-04

JNK cascade 61 4 + 1.83E-02

Signal transduction 3406 24 + 5.02E-02

B-cell- and antibody-mediated immunity 97 4 + 7.71E-02

molecular function

Hsp 70 family chaperone 15 4 + 3.41E-06 4 + 6.20E-05

Chaperone 176 6 + 2.68E-05 7 + 1.53E-04

Select calcium binding protein 274 5 + 4.43E-03 8 + 3.01E-04

Isomerase 178 4 + 9.76E-03

Cytoskeletal protein 10 + 5.26E-02
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Single exposure third setup 

Addressing the issue with the low sample size from setup 2, the third setup consisted of 32 
samples in total 16 for CO and 16 for D2 distributed over 3 biological replicates. A total of 947 
distinct spot were matched over all samples.  

Hierarchical clustering and test statistics 

All biological replicates were separately clustered hierarchically using Pearson correlation with 
average linkage rule (see Figure 51). Similar two the second single exposure setup no distinct 
grouping can be identified between control and exposure samples in any of the replicate 
setups. 

 

 

Figure 51: Hierarchical clustering of spot data from single exposure setup 3 for each biological 
replicate (A. replicate 1, B. replicate 2, C. replicate 3.) using Pearson correlation as distance metric 
with average linkage rule. Columns denote the sample gels labeled with the internal reference for 
each gel. Green boxes highlight sample gels from the control group CO and samples gels not 
highlighted belong to the exposed group D2. Rows have been truncated (total spot amount n = 
947). 

 

Calculating t-test without correction for multiple testing was done for the CO and D2 of each 
replicate group and for the combined CO and D2 of all 32 samples. The amount of significant 
spots found within the first replicate group was a total of 90 spots (overlapping with 18 spots 
from the second setup), 147 spots (overlapping with 8 spots from the second setup) for the 
second replicate group and 127 spots (overlapping with 9 spots in from the second setup) 
within the third replicate group. Significant proteins overlapping between all three replicates 
were 5 of which 2 were also significant in the second setup (see Figure 52 for a detailed VENN 
diagram of all overlaps). 

 

A. B. C.
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Figure 52: VENN diagram for the amounts of overlapping protein spots with significant difference 
in their abundance between the replicate groups from single exposure setup 3 (first number) and 
their overlap with significant protein spots from single exposure setup 2 (second number). 

 

Due to the small overlap of significant spots a pair-wise correlation matrix was computed for 
the complete single exposure sample gels set using Pearson correlation coefficient for 
estimating the overall similarity between the sample gels (see Figure 53). The distribution 
reveals a very strong correlation (>= +0.84) of all sample pairs indicating that even though the 
overlap of significant spots was low, the overall pattern between the sample gels is strongly 
correlated. 

 

 

Figure 53: Histogram for pair-wise correlation coefficient distribution of all sample gel pairs of the 
single exposure third setup (n = 32). 
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Therefore all replicate setups were merged resulting in 16 samples for the CO group and 16 
samples for the D2 group. Normalized spot intensities were plotted for each sample gel (see 
Figure 54). 

 

 

Figure 54: Box plots for the normalized spot intensity distributions of each sample gel grouped by 
control group and replicate setup (CO 1-3 and D2 1-3). 

 

Hierarchical clustering was calculated for the spooled groups (see Figure 55) again resulting in 
no distinct separation between CO and D2 groups. Test statistics were calculated resulting in a 
total list of 90 protein spots showing significant differences in abundance between CO and D2. 
Interestingly though replicate setup 1 and replicate setup 2 (see Figure 55 blue dotted box) 
formed a cluster separating those sample gels from those of replicate setup 3. Investigating 
the reasons for this surprising difference on the level of cell culture we identified that the cells 
being grown for the replicate setups originated from different cell splits. Replicate setup 1 and 
2 originated from the same split while replicate setup 3 originated from a few splits later. 
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Figure 55: Hierarchical clustering of spot data from single exposure setup 3 for the spooled 
biological replicates using Pearson correlation as distance metric with average linkage rule. 
Columns denote the sample gels labeled with the internal reference for each gel. Green boxes 
highlight sample gels from the control group CO and samples gels not highlighted belong to the 
exposed group D. The blue dotted box denotes the joint group of replicate group 1 and 2. Rows 
have been truncated (total spot amount n =947). 

 

Principal Component Analysis (PCA) 

For further analysis we decided to perform a PCA and to investigate the PCA’s eigenvalue 
levels (components) for identifying possible noise that can be associated to single exposure 
setup 3 replicate 3, thus correcting the influence of the cell split by normalizing the data 
according to Alter et.al. [82]. Calculation values for the components can be seen in Table 9. 
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Table 9: PCA calculation of the components values and relative share for the single exposure setup 
3 (32 samples, 947 spot intensities). 

 

 

Searching for the component of relevance we investigated the relative expression values for 
each component and could successfully identify component 2 as having a distinct difference 
between replicate setup 1,2 and setup 3 (see Figure 56). The second components value was 
set to zero and the intensity matrix recalculated. 

 

 

Figure 56: relative expressions of the gel samples of the second component of the PCA calculation 
for the single exposure setup 3. Samples are grouped by control group (CO) and exposure group 
(D2) and biological replicate (1-3). 
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1 36,90 0,53 17 0,69 0,01
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3 2,67 0,04 19 0,64 0,01
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Recalculation of test statistics after PCA correction and protein identification 

Repeating the test statistic on the corrected spot intensity data from single exposure setup 3 
revealed a total of 140 spots having a significant difference in their abundance between 
control and exposure group of which 13 were also found in single exposure setup 2. 82 spot 
were found having an increased and 58 having a decreased abundance. Comparing the 
significant spots with and without PCA correction, all 90 spots that have been detected 
without PCA correction were also found to be significant after the correction.  

Identification of all the significantly changed protein spots resulted in a list of 104 unique 
SwissProt identifiers. 

Classification of enriched pathways, biological processes and molecular functions. 

Utilizing PANTHER classification software the set of 104 significant proteins was mapped on 
the PANTHER database and was investigated for significantly enriched pathways, biological 
processes and molecular functions (including Bonferroni correction). 4 pathways and 11 
biological processes were found significantly enriched as opposed to 0 pathways and 4 
biological processes from the second setup (molecular functions were omitted) of which all 4 
were also present in the third setup (see Table 10).  

 

Protein interaction network analysis 

Proteins with a significant difference in their abundance between control and exposure group 
were mapped to OPHID protein interaction network. 81 of the 104 identified proteins were 
successfully matched to entries within OPHID resulting in a subgraph with 16 direct protein-
protein interactions (see Figure 57) and the largest subgraph having a node count of 7 which is 
again not significantly different from randomly picked subgraphs of same size. 

 

 

Figure 57: Subgraph of proteins with significant difference in abundance between control and 
exposure group from single exposure setup 3 mapped onto OPHID protein interaction network. 
Node labels denote corresponding entrez gene identifier. 
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Expanding the set of 81 proteins found in OPHID PIN by their neighbors according to our 
method, we identified an additional 132 proteins totaling in a subgraph with 213 proteins and 
730 interactions. Interestingly this resulting subgraph held a connected subgraph of 197 
proteins with 728 interactions which is 92% of all the nodes and 99% of all the edges (see 
Figure 58). For verifying that this finding is likely not random, we calculated the average size of 
the largest subgraphs when generating 1000 sets of randomly picked proteins within OPHID 
and expanding them with our neighbor expansion method resulting in an average size of 90 
nodes. 

 

 

Figure 58: OPHID protein interaction network subgraph of proteins with significant difference in 
abundance between control and exposure group (light grey circles) from single exposure setup 3 
and their expanded additional proteins (dark grey diamonds) connecting at least two proteins 
from the set of significant proteins. 
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Classifications of enriched pathways, biological processes and molecular functions of the 
expanded protein set 

After expansion of the set of 104 significant proteins OPHID by their 132 neighbors in OPHID as 
described, analysis of the enrichment of pathways and, biological processes was repeated. 19 
pathways were found enriched including the 4 significantly enriched pathways without 
expansion as well as 22 biological processes of which 8 were also enriched without neighbor 
expansion (see Table 10). 

 

Table 10: Enrichment of pathways and biological processes of the set of proteins with significant 
difference in abundance between single exposure setup 3 control group and exposure group 
utilizing PANTHER classification system. Enrichment without neighbor expansion is compared with 
enrichment resulting from expanding the protein set with protein interaction neighbors 
connecting at least two proteins from the set utilizing OPHID protein interaction network. 
Categories having a p-value > 0.05 at a given setup are labeled n.s. 

 

single exposure set with neighbor expansion

found # p-value found # p-value

pathways

Apoptosis signaling pathway 4 n.s. 25 1,19E-22

Toll receptor signaling pathway 2 n.s. 14 1,98E-12

Parkinson disease 7 5,41E-05 14 4,06E-10

EGF receptor signaling pathway 2 n.s. 13 3,93E-07

B cell activation 1 n.s. 10 1,90E-06

Integrin signalling pathway 2 n.s. 14 6,50E-06

Angiogenesis 2 n.s. 13 5,08E-05

Inflammation mediated by chemokine and 

cytokine signaling pathway
2 n.s. 15 5,70E-05

T cell activation 1 n.s. 9 2,03E-04

FAS signaling pathway 4 2,74E-03 6 2,22E-04

FGF signaling pathway 2 n.s. 10 2,63E-04

Glycolysis 5 1,89E-05 5 1,05E-03

VEGF signaling pathway 0 n.s. 7 1,94E-03

PI3 kinase pathway 2 n.s. 8 3,43E-03

Ubiquitin proteasome pathway 4 n.s. 7 3,82E-03

Interleukin signaling pathway 1 n.s. 9 1,60E-02

p38 MAPK pathway 1 n.s. 5 3,79E-02

p53 pathway 1 n.s. 7 5,16E-02

De novo purine biosynthesis 4 3,74E-03 4 8,58E-02
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Repeat exposure setup 

Data for the repeat exposure was provided in the form of already preprocessed and prepared 
lists of proteins with difference in abundance between control and exposure groups. 44 
protein spots had been reported having an increased abundance, 46 a decreased abundance 
resulting in a final list of identified unique SwissProt entries of 58. 

Classification of enriched pathways, biological processes and molecular functions. 

Utilizing PANTHER classification software the set of 58 significant proteins was mapped on the 
PANTHER database and was investigated for significantly enriched pathways and biological 
processes (including Bonferroni correction). No pathway and one biological process was found 
significantly enriched (Carbohydrate metabolism) which was not found enriched in the single 
exposure setup 3 (see Table 11) 

single exposure set with neighbor expansion

found # p-value found # p-value

biological process

Protein metabolism and modification 33 2,57E-06 76 5,18E-15

Protein folding 14 7,81E-12 21 2,20E-14

NF-kappaB cascade 0 n.s. 13 5,32E-11

Immunity and defense 12 n.s. 40 1,25E-09

Apoptosis 0 n.s. 25 1,42E-09

Protein modification 10 n.s. 38 2,03E-09

Intracellular signaling cascade 1 n.s. 32 6,27E-09

Cell structure and motility 19 6,27E-06 33 2,91E-07

Protein complex assembly 7 2,40E-06 9 3,04E-06

Protein phosphorylation 0 n.s. 24 3,32E-06

Cell structure 16 3,24E-06 24 5,12E-06

Induction of apoptosis 0 n.s. 12 9,46E-06

Stress response 6 2,70E-02 13 9,65E-06

Cell proliferation and differentiation 1 n.s. 28 1,25E-05

Signal transduction 5 n.s. 60 1,52E-05

Cell cycle 8 n.s. 27 2,87E-05

Glycolysis 6 6,62E-06 6 7,82E-04

Cell cycle control 3 n.s. 15 1,51E-03

B-cell- and antibody-mediated immunity 0 n.s. 7 5,73E-03

Oncogenesis 0 n.s. 13 1,62E-02

Intracellular protein traffic 8 n.s. 20 3,80E-02

Carbohydrate metabolism 11 1,03E-03 14 4,28E-02

Purine metabolism 5 1,18E-03 5 n.s.

mRNA transcription 0 4,24E-02 13 n.s.

Muscle contraction 5 4,31E-02 5 n.s.
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Protein interaction network analysis 

Proteins with a significant difference in their abundance between control and exposure group 
were mapped to OPHID protein interaction network. 47 of the 58 identified proteins were 
successfully matched to entries within OPHID resulting in a subgraph with 6 direct protein-
protein interactions (see Figure 59) and the largest subgraph having a node count of 3 which is 
again not significantly different from randomly picked subgraphs of same size. 3 proteins were 
also found in the expanded neighbor set from single exposure setup 3. 

 

 

Figure 59: Subgraph of proteins with significant difference in abundance between control and 
exposure group from repeat exposure setup mapped onto OPHID protein interaction network. 
Node labels denote corresponding entrez gene identifier and dark gray diamond shaped proteins 
were also found in the expanded protein set from single exposure setup 3. 
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Expanding the set of 47 proteins found in OPHID PIN by their neighbors according to our 
method, we identified an additional 51 proteins totaling in a subgraph with 98 proteins and 
213 interactions. Interestingly this resulting subgraph held a connected subgraph of 87 
proteins with 209 interactions which is 88% of all the nodes and 98% of all the edges (see 
Figure 60). For verifying that this finding is indeed less likely to be random, we calculated the 
average size of the largest subgraphs when generating 1000 sets of randomly picked proteins 
within OPHID and expanding them with our neighbor expansion method resulting in an 
average size of 34 nodes. 

 

 

Figure 60: OPHID protein interaction network subgraph of proteins with significant difference in 
abundance between control and exposure group (light grey circles) from repeat exposure setup 
and their expanded additional proteins (dark grey diamonds) connecting at least two proteins 
from the set of significant proteins. 

 

Classification of enriched pathways, biological processes and molecular functions of the 
expanded protein set 

After expansion of the set of 58 significant proteins by their 51 neighbors in OPHID PIN as 
described, analysis of the enrichment of pathways and, biological processes was repeated. 6 
pathways were found enriched as well as 6 biological processes of which none were also 
enriched without neighbor expansion (see Table 11). 
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Table 11: Enrichment of pathways and biological processes of the set of proteins with significant 
difference in abundance between repeat exposure setup control group and exposure group 
utilizing PANTHER classification system. Enrichment without neighbor expansion is compared with 
enrichment resulting from expanding the protein set with protein interaction neighbors 
connecting at least two proteins from the set utilizing OPHID protein interaction network. 
Categories having a p-value > 0.05 at a given setup are labeled n.s. 

 

 

Comparison single exposure setup 3 and repeat exposure 

For investigating the physiological change between single exposure and repeat exposure 
similarities and differences between both setups are searched for. 

Single exposure setup 3 provided a total of 104 identified proteins including additionally 132 
expanded neighbors. Repeat exposure provided 58 identified proteins including additionally 51 
expanded neighbors. 13 proteins overlapped between both sets of significantly changed 
proteins and an additional 35 proteins between both expanded sets. 

Comparison of classification of enriched pathways, biological processes and molecular 
functions. 

Comparing single exposure setup 3 and repeat exposure enriched pathways and processes no 
significant pathways and one biological process were found (Carbohydrate metabolism). 
Comparing the expanded protein sets from both setups 5 overlapping pathways and 4 
overlapping biological processes can be identified as being enriched (see Table 12). 

 

 

 

 

repeat exposure set with neighbor expansion

found # p-value found # p-value

pathways

Toll receptor signaling pathw ay 1 n.s. 9 5,67E-09

Apoptosis signaling pathw ay 1 n.s. 10 5,85E-08

Integrin signalling pathw ay 0 n.s. 9 1,14E-04

B cell activation 0 n.s. 6 3,73E-04

Cytoskeletal regulation by Rho GTPase 3 n.s. 5 2,11E-02

T cell activation 0 n.s. 5 2,11E-02

biological process

Carbohydrate metabolism 7 1,22E-02 8 n.s.

NF-kappaB cascade 0 n.s. 6 1,48E-04

Immunity and defense 6 n.s. 18 3,99E-04

Nucleoside, nucleotide and nucleic acid metabolism12 n.s. 29 4,11E-03

Apoptosis 2 n.s. 9 1,53E-02

Pre-mRNA processing 5 n.s. 7 4,01E-02

Cell structure and motility 5 n.s. 13 4,05E-02
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Table 12: List of significantly enriched pathways and biological sets within single exposure setup 3 
and repeat exposure setup including expanded neighbors. 

 

 

Protein interaction network analysis 

Combining the OPHID PIN subgraphs from single exposure setup 3 and repeat exposure 
resulted in a joint subgraph of 116 nodes and 38 interactions with 11 overlapping proteins out 
of which a rather large subgraph with 15 proteins and 38 interactions can be identified (see 
Figure 61). 

 

 

Figure 61: Subgraph of proteins with significant difference in abundance between control and 
exposure group from repeat exposure setup (triangle shaped nodes) and single exposure setup 3 
(circle shaped nodes) mapped onto OPHID protein interaction network. Proteins being present in 
both sets are presented in black rectangle shaped nodes. 
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Combining the OPHID PIN subgraphs from single exposure setup 3 and repeat exposure 
including their expanded neighbors resulted in a joint subgraph of 264 proteins and 921 
interactions with 48 overlapping proteins. Out of which a rather large subgraph with 239 
proteins which is 91% of all nodes and 919 interactions which is 99% of all edges can be 
identified (see Figure 62). 

 

 

Figure 62: Subgraph of proteins with significant difference in abundance between control and 
exposure group from repeat exposure setup (triangle shaped nodes, light grey color) and single 
exposure setup 3 (circle shaped nodes, light grey color) mapped onto OPHID protein interaction 
network. Expanded neighbors connecting at least two proteins from each set are colored dark 
grey. Proteins being present in both sets are presented as black rectangle shaped nodes and 
proteins being present in both expanded neighbor sets as black diamond shaped nodes. 

 

Discussion 

The first setup was for establishing a workflow and getting a first hand on experimental data 
and preliminary patterns. It was revealed that the majority of spot intensities are rather low 
abundant (regarding the resolution of the dye) while only 30 % of the spots had intensities 
above average. The low abundance of protein spots also influenced the protein identification 
process since the manual excision of almost not visible spots often led to too little protein 
amounts after excision for identification with mass spectrometry. This issue could be solved 
with a robotic excision of spots defined by location coordinates. Variance of spot intensities 
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between the samples between the control group and the exposed group revealed that the 
control group showed higher variance. A possible interpretation could be that the pattern due 
to cellular stress resulted in a more controlled and uniform reaction in all three exposed 
samples resulting also in a smaller variance, while the control group samples differed more. 
While this is a ‘could be’ explanation based on the small sample sizes this is rather hypothetical 
and the later setups did not show this difference any more. The sample size of the groups was 
small, three for each. The resulting sample sizes for the further setups were increased to 5-6 
per group. The sample size calculation performed with the statistical data from single exposure 
setup 2 resulted in a total of 72 gels, 36 for each group. This large amount of samples 
exceeded the possibilities of the laboratory since 36 samples could not be run in parallel nor 
could the biomass be grown in the required amounts simultaneously. With this small amount 
of samples and the large amounts of protein spots (>700) all the issues associated to the curse 
of dimensionality [429] have to be kept in mind. 

Unsupervised clustering interestingly revealed a clear grouping and differentiation between 
control group and exposure group, a pattern that could not be repeated for any later setup. All 
further clusterings show a heterogeneous mixture of reference and exposure samples. A 
possible explanation could be that many proteins of low abundance were missing due to the 
resolution of the measurement including especially the signaling proteins and transcription 
factors, which play a pivotal role within the regulation within cellular stress. In that case the 
measured proteins could cover other typical housekeeping proteins. We would not expect so 
much of a difference then between exposed samples and control samples and the correlation 
for the clustering would be rather non specific as can be seen from the results. Far more 
astonishing was the observation that the difference between biological replicate groups within 
single exposure setup 3 showed a clear separation between the first two replicate groups and 
the third replicate group (see Figure 55). The difference was ascribed to the later cell split for 
generating the replicate group 3. The interpretation on a molecular scale leads us to the 
nature of immortalized cell lines and raises the question if immortalized cell lines, i.e. cancer 
cells, and their high variability due to genetic and epigenetic instability [430] are an adequate 
replacement for primary cell. But then again, primary cells are not always available, as in this 
study project and underlines the necessity to validate any findings in vivo. Comparing the 
overlapping proteins with significant difference in their abundance between all three replicate 
groups also revealed very small overlaps (see Figure 52) but interestingly the overall pair-wise 
correlation coefficient distribution of all sample gel pairs of the single exposure setup 3 
revealed a strong positive correlation. This could be another hint that the majority of proteins 
that were detectable on all sample gels are not strongly related to the cellular stress response 
but rather to basic cellular processes. 

Investigations of the topological characteristics within OPHID protein-protein interaction 
network were done by (i) measuring the shortest path distributions of the significant protein 
sets and comparing them with randomized protein sets of same size and (ii) by expansion of 
the sets with their neighbors as described. The shortest path distributions of all setup sets did 
reveal an average shorter distance, as one would expect if the proteins were related and in 
topological close vicinity but the change is small when compared to random sets. While the 
size of the subgraphs matched randomly generated subgraphs, the expansions revealed in all 
setups that most of the proteins identified seem to belong into a network module. 
Topologically speaking they are all in a close neighborhood. This suggests a close functional 
relation among them following the network parsimony principle [319]. Comparisons between 
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the reported set of stress response related proteins from PANTHER also revealed high overlaps 
on the topological scale. On a side note we noticed that the stress response set from PANTHER 
missed one of the HSP70 proteins, which was found within our sets as being significant. 
Comparing the single exposure setups and the repeat exposure setup we also found high 
topological overlaps on the network level. This seems very likely since the underlying stress 
related processes are the same. The level of cytoprotection induced by firstly stimulating the 
cells will be hidden most likely within that small difference. Given the high variability of the 
biological data, as discussed above, this finding underlines that it might make more sense to 
consider a disease (or phenotype in general) on such a module level taking into account the 
proteins measured and the proteins in the same modular vicinity for finding causal models of 
explanation of phenotypes. 

On the level of enriched biological processes and pathways analysis, bioinformatics analysis 
showed simultaneous activation of apoptosis and inflammatory pathways. The data indicates 
that both intrinsic and extrinsic pathways of cellular apoptotic mechanisms are activated 
following PDF exposure. Several studies in peritoneal dialysis have described apoptotic 
changes involving several proteins [431], [432], [433]. Among the proteins associated with the 
found processes and pathways we find several, especially chaperons which are essential in 
protein folding and stress response mechanisms like heat shock (HSPA1B, HSPB1, HSPA1A), 
glucose regulation (HSPA5) or hypoxia regulation (HYOU1) typically associated with cellular 
stress [434], [435], [436]. We have to be aware of a bias generated by the expansion method 
since the neighbors will most likely belong to the same processes and pathways thus 
enrichment of the same is more likely. A correction for this bias is proposed in the study 
“Comparative analysis of expansion methods on protein interaction networks” later in this 
chapter. The results from the contributions to this project and further findings have been 
discussed extensively in [382] and [383]. 

From the network point of view it could be demonstrated that peritoneal dialysis induces 
system-wide effects on a molecular scale and the measuring perspective on a proteomic level 
is impaired by issues based on the measuring technique thus missing proteins also involved. 
Combining proteomic investigations with other omics fields, for example including gene 
expression analysis would provide a powerful additional perspective on the stress response 
mechanisms, especially when inducing non-lethal PDF stimuli for activating cellular stress 
responses without damaging the cells. On the computational side, already existing data on 
networks proved helpful in asserting that the found proteins are indeed part of a close 
subnetwork. Identifying additional proteins, be it by the applied neighbor expansion method 
or by applying or inventing module detection algorithms are a powerful approach for utilizing 
this existing network knowledge for compensating the technical issues from two-dimensional 
gel electrophoresis. Further expansion methods will be proposed and discussed in great detail 
in the study “Comparative analysis of expansion methods on protein interaction networks” 
later in this chapter. 
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Comparative analysis of expansion methods on protein 
interaction networks 

Introduction 

Omics profiling has opened up the opportunity of explorative analysis, in translational clinical 
research specifically focusing on identifying molecular signatures being characteristic for 
clinical phenotypes. Tailored platforms have been established for high-throughput 
assessments spanning from the genome to the metabolomic level, and deriving omics profiles 
has to some extent become a standard laboratory technique. The challenge has shifted 
towards data interpretation, essentially for traversing descriptive lists of molecular features 
being associated with a given phenotype into a molecular model of feature dependencies 
[352]. Such models promise improved understanding of omics results, specifically for 
dissecting causality and association of molecular processes in the realm of clinical phenotypes 
under study. 

Analysis on the level of interaction networks has become a standard approach in omics results 
interpretation, with protein interaction networks being the most prominent representative. 
On the level of human protein coding genes prominent interaction data repositories mainly 
encoding direct (physical) interactions include BioGRID [94], [108], IntAct, [144], [437], and 
Reactome [190], [438], [439], whereas more complex interplay is provided by KEGG [90], [100], 
[399], and PANTHER [172], [173], [174], [400, p. 6]. Next to the various types of interactions as 
defined in PSI MI format [109] the coverage in terms of protein coding genes and number of 
interactions represented varies substantially. As example, Reactome holds about 7,088 human 
proteins and 144,449 unique interactions as compared to BIOGRID with about 16,469 proteins 
and 104,832 interactions, whereas pathway resources as KEGG encode on the level of human 
about 4,823 proteins and 38,129 interactions. Consequently, analysis of omics profiles on such 
networks is significantly impacted by the specific network used, with the main factors being 
coverage of omics features on a network as well as topology of the network as such [440]. On 
this background hybrid networks were introduced integrating heterogeneous sources aiming 
at improving feature coverage and providing a more comprehensive representation of 
interactions [126], [347], [441]. 

Comprehensiveness and quality of such interaction networks has become a core issue in 
translational medicine, specifically in Systems/Network Medicine [36] aiming at linking 
molecular processes and disease phenotypes, since diseases tend to be a result from 
disturbances within such networks and less the source of single effectors gene products [33], 
[319]. Populating hybrid interaction networks with phenotype-specific omics profiles, followed 
by network segmentation for deciphering phenotype-specific molecular processes was 
recently discussed by Heinzel et al. [346], exemplified for diabetic nephropathy in [442]. 
Identification of such disease specific subgraphs, however, shows major hurdles as recently 
reviewed by Barabasi [443]. Biological networks are scale free [444], i.e. most nodes show a 
low degree of connectivity while several nodes form hubs of high connectivity. At least when 
analyzing given interaction networks the prevalence of topological modules of highly 
interlinked local regions within the network appears sparse but are identified [282]. In context 
of diseases, proteins and cellular components involved in the same disease phenotype tend to 
interact with each other (local hypothesis) [21], [35], [426] and show a tendency to cluster in 
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the same network neighborhood (disease module hypothesis) [445]. Causal molecular 
pathways appear further close to the shortest paths between disease associated components 
(network parsimony principle) [88], [427], [428]. 

A start point for any such analyses is population of a selected network with phenotype-
associated molecular features, be it from mining of literature [446], cross-omics data 
integration [447], or utilizing results from individual omics profiling [442]. A frequently applied 
method is analyzing the frequency of phenotype-specific features in context of molecular 
pathways if as such provided by the network used. Such gene set enrichment analysis [448] is 
regularly applied on networks as KEGG or PANTHER. Alternative methods as e.g. introduced by 
Draghici et al. [449] follow an impact analysis taking pathway specific factors into account. The 
assumption of such approaches is that features being identified as relevant in statistical 
analysis of omics profiles mirror changes in specific molecular processes, in turn being 
identified via enrichment analysis. However, comprehensive identification of all features 
associated with a phenotype is usually not the case in omics profiling. One reason is the study 
design of omics experiments, and the intrinsic curse of dimensionality [429] In contrast to 
clinical studies the number of features tested exceeds by far the number of samples, and 
although utilizing correction methods for multiple testing a fraction of features identified as 
relevant are false positive as well as false negative. This limitation in identifying complete 
feature sets is complemented by shortcomings of multiplexed assays used in omics. Whereas 
modern transcriptomics arrays cover most protein coding genes completeness is not reached 
in proteomics and metabolomics, being a combination of analytical resolution together with 
incompletes of catalogs as such [331]. As a consequence, reconstruction of functional 
dependencies on a network level has to deal with missing features (being either not identified 
due to experimental constraints, or having failed in showing statistical significance in the light 
of the sample size used).  

With this background concepts have been developed for imputing such missing but still 
relevant features. Based upon the local hypothesis one approach for predicting additional such 
genes or proteins is by investigating protein interaction partners within a given protein 
interaction network (PIN). Given a protein that shows significant differential abundance 
between biological samples, its direct interaction partners may play a relevant role as well 
[35], [426]. Following this assumption e.g. Chen et al. identified additional Alzheimer related 
proteins by investigating protein interaction neighbors (applying next/nearest neighbor 
expansion algorithms) of a set of known Alzheimer related proteins using the Online 
Predicated Human Interaction Database (OPHID) database as interaction data basis [332]. Such 
methods in the meantime saw implementation in tools like Cytoscape [119]. The next neighbor 
expansion increases a given set of features by all direct interaction partners from the set as 
identified in an underlying PIN. Such expansion (depending on the PIN used) usually leads to a 
significant increase of the number of proteins included in analysis. More stringent neighbor 
expansion methods require that additionally predicted proteins connect to at least two 
proteins from the measured set [382]. Another approach introduced by Zhou [450] proposes a 
maximum clique search in the neighborhood of a seed protein until all significant proteins are 
aggregated within the clique. Using graph search algorithms and taking into account biological 
network characteristics additional algorithms can be defined for expanding a given 
measurement set within a PIN [442].  
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We in this work systematically analyze four expansion methods utilizing two different PINS for 
evaluating the impact of expansion method as well as underlying PIN for the interpretation of 
transcriptomics profiles. As expansion concepts we define and present next neighbor 
expansion, inter-neighbor expansion of degree 2, inter-neighbor expansion of degree 3 and 
minimum spanning tree based expansion. As PINS we use KEGG and BIOGRID, and analyze the 
impact of expansion on resulting feature sets and their interpretation. 

Material and Methods 

Reference interaction networks and transcriptomics data sets 

A protein interaction network is defined as a graph with proteins forming the set of nodes and 
their interactions forming the set of edges between the nodes. Reference human protein 
interaction networks were generated using (i) the Kyoto Encyclopedia of Genes and Genomes 
database (KEGG, database status free download version as of Feb. 2013) and (ii) BIOGRID 
(database version 3.2.96). KEGG provides information on genes and proteins and their 
relations in the form of molecular pathways, and protein-protein interactions were derived for 
all 262 human pathways as provided via the KEGG REST API 
(http://rest.kegg.jp/list/pathway/hsa, status Feb. 2013). Network reconstruction for KEGG was 
done by utilizing the R/Bioconductor package: KEGGgraph [388]. Extracting interactions from 
KEGG resulted in 4,823 unique nodes (protein coding genes) and 38,129 edges, respective 
numbers for BIOGRID were 16,469 nodes and 104,832 edges. 

These two PINs served as reference for analyzing expansion algorithms for example 
transcriptomics feature sets. Here we selected two specific sets of proteins originating from 
transcriptomics profiling on diabetic nephropathy. The data set of Baelde et al. [451] held 171 
significantly differentially regulated genes from kidney biopsies of patients in the early stages 
of diabetic nephropathy as compared to healthy control tissues samples. As second set a study 
of Cohen et al. [452] was included holding 70 significantly differentially expressed genes 
comparing diabetic nephropathy to control samples. Mapping the protein identifiers of the 
respective genes to KEGG provided 66 and 45 nodes being effectively covered for Baelde et al. 
and Cohen et al., for BIOGRID (covering significantly more protein coding genes) positive 
mapping was obtained for 77 and 45 nodes of the respective input feature sets, respectively. 

Graph expansion algorithms and analysis steps 

Following the local hypothesis and the network parsimony principle (and biological assumption 
that closely connected proteins in a PIN are also functionally dependent), the expansion of a 
given set of proteins by closely connected proteins should include further features of 
relevance. Following this hypothesis we studied expansion utilizing next neighbors, inter-
neighbors of degree 2 and degree 3 and minimum spanning tree based expansions. 

We started with a reference PIN denoted as graph G with a set of proteins denoted as set of 
nodes V, a set of protein interactions being the set of edges E and a subset of proteins of 
interest (omics feature list) denoted as S. 

𝐺 =  𝑉, 𝐸 ;  𝑆 ⊆ 𝑉      (7) 
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A graph expansion algorithm Ex applied on S results in a subset of nodes R where S is a subset 
of R and R is a subset of V 

𝐸𝑥 𝑆 = 𝑅, 𝑆 ⊆ 𝑅, 𝑅 ⊆ 𝑉     (8) 

Next neighbor expansion 

A next neighbor is defined as node 𝑣𝑛  from V that is not an element of S and is directly 

connected to a node 𝑣𝑠 from S. 

∃ 𝑣𝑛 , 𝑣𝑠 ∈ 𝐸, 𝑣𝑛 ∈ 𝑉, 𝑣𝑛 ∉ 𝑆, 𝑣𝑠  ∈ 𝑆    (9) 

The next neighbor expansion applied on S results in a subset of nodes 𝑅𝑛  containing S and all 
next neighbors of nodes from S (Figure 63A). 

Inter-neighbor expansion of degree X 

An inter-neighbor of degree X (X > 1) is defined as node 𝑣𝑖𝑛𝑋  from V that is not element of S 

and is directly connected to at least X different nodes 𝑣𝑠  from S. 

∃ 𝑣𝑖𝑛𝑋 ,𝑣𝑠1 ∈ 𝐸, … , ∃ 𝑣𝑖𝑛𝑋 ,𝑣𝑠𝑋  ∈ 𝐸, 𝑣𝑖𝑛𝑋 ∈ 𝑉, 𝑣𝑖𝑛𝑋 ∉ 𝑆, 𝑣𝑠1 ∈ 𝑆, … , 𝑣𝑠𝑋 ∈ 𝑆, 𝑣𝑠𝑖 ≠ 𝑣𝑠𝑗 , 𝑖 ≠ 𝑗,

1 ≤ 𝑖, 𝑗 ≤ 𝑋      (10) 

The inter-neighbor expansion of degree X applied on S results in a subset of nodes 𝑅𝑖𝑛  
containing S and all X inter-neighbors of nodes from S (Figure 63B for degree 2 and Figure 63C 
for degree 3). 

Minimum spanning tree based expansion 

The minimum spanning tree based expansion applied on S results in a subgraph MST from G 
that is a tree connecting all nodes of S. For the calculation the algorithm of Kruskal [18] for 
calculating a minimum spanning tree was modified: Instead of using a singular start node, we 
used all nodes from S as a starting set for expansion. Initially this results in |S| distinct 
subgraphs which are then steadily expanded by applying the algorithm of Kruskal on the 
subgraph having the smallest sum of edge weights. Picking edges adjacent to two separate 
subgraphs results in merging those subgraphs. Eventually all subgraphs are merged within one 
subgraph terminating the expansion. This subgraph is finally pruned of nodes that are 
connected to this subgraph via a single edge and which are not part of S. The resulting subset 
of nodes 𝑅𝑚𝑠𝑡  contains all nodes from MST (Figure 63D). 
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Figure 63: Schematic representation of the graph expansion algorithms on a reference PIN: A) next 
neighbor expansion, B) inter-neighbor expansion of degree 2, C) inter-neighbor expansion of 
degree 3, and D) minimum spanning tree based expansion. Grey nodes denote a selected set of 
nodes within G, black nodes denote expanded nodes after expansion, with white nodes being 
neither in the seed nor in the expanded set of nodes. 

 

Utilizing KEGG and BIOGRID as reference PINs the two data sets from transcriptomics served as 
seed set for the four expansion algorithms. Results of expansion were compared to randomly 
generated reference data sets covering the set sizes 10 to 300, i.e. spanning typical data set 
sizes given for transcriptomics data sets after mapping on the reference networks.  

Such randomly generated protein sets from each PIN covering the range of 10 to 300 features 
per data set with a step size of 10 (resulting in 30 set size intervals) were used as reference. For 
each set size 100 individual, random feature sets were generated (leading to in total 3,000 
feature sets) for allowing computation of statistical measures. As for the two transcriptomics 
data sets feature set expansion was performed applying the four algorithms. 

  

excluded node measured set node expanded set node

A. B.

C. D.
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To investigate KEGG pathway enrichment of a given protein set (from the transcriptomics 
references or the random sets) after applying a specific expansion, the observed proteins for 
each pathway category were counted. Given the protein set size, the known pathway category 
sizes and the total protein count of a PIN, the protein count that is expected by random picking 
was calculated for each pathway category by 

 

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑐𝑜𝑢𝑛𝑡 =  𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑠𝑒𝑡 𝑠𝑖𝑧𝑒 ∗  
𝑝𝑎𝑡 𝑕𝑤𝑎𝑦  𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦  𝑠𝑖𝑧𝑒

𝑡𝑜𝑡𝑎𝑙  𝑝𝑟𝑜𝑡𝑒𝑖𝑛  𝑐𝑜𝑢𝑛𝑡  𝑜𝑓  𝑃𝐼𝑁
  (11) 

The ratio from the observed protein count and the expected protein count for each pathway 
category of a given protein set was used for determination of pathway category enrichment. 

 

𝑒𝑛𝑟𝑖𝑐𝑕𝑚𝑒𝑛𝑡 𝑟𝑎𝑡𝑖𝑜𝑝𝑎𝑡 𝑕𝑤𝑎𝑦  𝑥 =
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑  𝑝𝑟𝑜𝑡𝑒𝑖𝑛  𝑐𝑜𝑢𝑛𝑡 𝑝𝑎𝑡 𝑕𝑤𝑎𝑦  𝑥

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑  𝑝𝑟𝑜𝑡𝑒𝑖𝑛  𝑐𝑜𝑢𝑛𝑡  𝑝𝑎𝑡 𝑕𝑤𝑎𝑦  𝑥
   (12) 

Software tools 

EXCEL 2007 (Microsoft Corporation, Redmond U.S.) was used for data handling and graphics. 
SPSS 13.0 (IBM, New York, U.S.) and R [424] were used for statistics and graphics. MeV was 
used for hierarchical clustering [422]. Network calculations were done using the Basic network 
analysis software suite. Cytoscape [119] was used for network graphics. 

Results 

We applied our set of graph expansion algorithms (next neighbor expansion, inter-neighbor 
expansion of degree 2 and 3, and minimum spanning tree-based expansion) on the 
randomized reference sets and the transcriptomic sets from Cohen et al. und Baelde et al. for 
KEGG and BIOGRID, respectively. For systematically analyzing the consequence of feature set 
expansion we first investigated the effect of expansion methods on the feature count of 
randomized input feature sets in dependence of applied expansion method and PIN relative to 
input feature set size. We describe the findings of expanded feature counts between 
expansion methods and PINs and compare the results with the expanded feature counts of 
transcriptomic data sets. Next we compare the feature overlap of expanded feature sets 
relative to expansion method and PINs for randomized feature sets and the transcriptomic 
data sets. After describing our findings regarding expanded feature count and feature overlap, 
we investigate the consequence of expansion on the level of functional pathway enrichment 
for randomized feature sets and transcriptomics data sets. We address the questions of 
dependency of expanded pathway enrichment on feature set size and pathway set size, and 
investigate the differences in enrichment of specific pathways in relation to expansion 
methods and underlying PIN. We identify an enrichment bias and propose a bias correction 
and conclude our results by investigating the difference and overlap of the count of enriched 
pathways in the transcriptomics data sets with and without correction. 
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Expansion results on feature set size 

The consequence of the expansions on the number of additional features is illustrated in 
Figure 64. Mean increase of the number of additional features (slope of the curve) is almost 
constant over all set sizes for any given expansion algorithm and PIN. While standard deviation 
is usually in the range of 10% of mean increase in number of additional features for any given 
algorithm and PIN, we observed a standard deviation of up to 50% of mean increase in number 
of additional features for next neighbor expansion within BIOGRID (Figure 64 BIOGRID a.), 
suggesting the presence of highly connected hub proteins. For example we identified UBC 
(ubiquitin C) having 26,150 connections within BIOGRID as cause. Further comparing the 
applied expansions on the level of PINs we notice a similar increase of mean additional 
features between KEGG and BIOGRID for each expansion algorithms. Comparing the applied 
expansion algorithms the mean increase in the number of additional features relative to the 
input set size is highest within next neighbor expansion (KEGG about 8-fold, BIOGRID about 11-
fold) and lowest in minimum spanning tree based expansion (KEGG about 0.6-fold, BIOGRID 
about 0.3-fold with respect to the input set size) with the inter-neighbor expansion algorithms, 
being subsets of next neighbor expansion, in between. 

When applying neighborhood expansion algorithms on the signature of significant transcripts 
from transcriptomics data we expect higher number of features (relative to the randomized 
reference) due to the higher chance of proteins connecting two or more relevant proteins 
being in the close vicinity of each other within a PIN (local hypothesis). We notice an increase 
(expanded feature count of the transcriptomics data is above mean + standard deviation of 
randomized reference) of additional features for the data set of Cohen et al. within inter-
neighbor expansion of degree 2 and 3 in KEGG and BIOGRID (Figure 64 KEGG b, c; BIOGRID b, 
c) and for Baelde et al. within inter-neighbor expansion of degree 2 and 3 in KEGG (Figure 64 
KEGG b, c). We did not notice an increase in next neighbor expansions (Figure 64 KEGG a; 
BIOGRID a). For minimum spanning tree-based expansion we expect to find a reduced rate of 
additional features if a transcriptomics signature set is within close vicinity of each other within 
a PIN since less protein nodes are required to connect them. We notice a decrease (expanded 
feature count of the transcriptomics data is below mean - standard deviation of randomized 
reference) of additional features for the data set of Cohen et al. within KEGG and BIOGRID PIN 
(Figure 64 KEGG d; BIOGRID d), but not for the data set of Baelde et al. 
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Figure 64: Random feature set size for the interval [10,300] plotted against the number of nodes 
included after expansion for KEGG and BIOGRID (mean, as solid line and standard deviation, as 
grey area) utilizing a) next neighbor expansion, b) inter-neighbor expansion of degree 2, c) inter-
neighbor expansion of degree 3 and d) minimum spanning tree based expansion. Additionally, the 
respective values reached for the transcriptomics example data sets (solid dot for Baelde et al, 
cross for Cohen et al.) are displayed (feature count scale is reduced for clarity for c. and d. ) 
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Expansion results on feature overlap 

We investigated the feature overlap between expansion algorithms of randomized sets 
comparing them with the overlaps from transcriptomic sets from Baelde et al. and Cohen et al. 
Inter-neighbor expansion algorithms of degree 2 and 3 are subsets of next neighbor expansion 
and thus overlapping completely. Minimum spanning tree based expansion feature sets 
overlap with feature sets from: next neighbor expansion in the range of 67%-86% (random 
sets), 77% (Baelde), 86% (Cohen) within KEGG, and 100% (random sets), 100% (Baelde), 10% 
(Cohen) within BIOGRID; inter-neighbor expansion of degree 2 in the range of 20%-57% 
(random sets), 30% (Baelde), 43% (Cohen) within KEGG, and 50%-67% (random sets), 67% 
(Baelde), 9% (Cohen) within BIOGRID and inter-neighbor expansion of degree 3 in the range of 
7%-29% (random sets), 13% (Baelde), 29% (Cohen) within KEGG, and 25%-50% (random sets), 
33% (Baelde), 5% (Cohen) within BIOGRID. Expanded feature overlap for the data set of Cohen 
et al. within BIOGRID is significantly below the overlap from the randomized reference. 

Consequences of expansion on pathway enrichment on randomized feature sets 

For systematically investigating the consequence of expansion methods on the functional level 
of feature sets we calculated the enrichment ratio of pathways for each randomized feature 
set. 

In a first step we investigated if the enrichment of pathways of randomized features sets is 
dependent on the set size by calculating linear regressions on enrichment ratios over all set 
sizes for each pathway at a given expansion algorithm and PIN. Mean values, minima and 
maxima of all regression slopes are around zero indicating that pathway enrichment by 
expansion algorithms is not dependent on set sizes. 

In a second step we investigated if the enrichment of pathways of randomized feature sets is 
dependent on the pathway size by calculating the relative enrichment ratio per pathway size 
for all pathways of all randomized feature sets and grouping them by expansion method and 
PIN. We did not identify a dependency of the enrichment of pathways (data not shown). 

Consequently, we investigated if the mean enrichment of pathways of randomized feature sets 
over all set sizes differs between expansion methods and PINs. Therefore we calculated the 
mean enrichment ratio for each pathway over all set sizes, for each algorithm and PIN (see 
Figure). Varying with expansion method we identified between 20% - 50% of all pathways as 
having enrichment ratios above 2.0 within KEGG, and ca. 30% of all pathways having an 
enrichment ratio above 1.5 within BIOGRID, clearly showing a bias for enrichment after 
applying expansion methods. Additionally, by ordering the pathways by the enrichment ratio 
(descending) using the next neighbor expansion as a reference (Figure 65 a. and Figure 66 a.) 
we identify a similar trend in enrichment of the same pathways for next neighbor expansion 
and inter-neighbor expansions of degree 2 and degree 3 (Figure 65 a., b., c.; Figure 66 a., b., c.) 
in each PIN. We did not identify a similar trend in minimum spanning tree based expansion 
(Figure 65 d.; Figure 66 d.) suggesting the enrichment of other pathways. Moreover, we notice 
an increase of mean enrichment ratios of inter-neighbor expansion of degree 2 and degree 3 
compared to next neighbor expansion in both PINs suggesting a higher enrichment of already 
enriched pathways by expansion methods when picking features being connected to more 
already identified features. The ordering of pathways differs though between KEGG and 
BIOGRID PIN (data not shown). For identifying the degree of difference of pathway enrichment 
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between KEGG and BIOGRID we calculated the absolute difference of the mean enrichment 
ratio for each pathway over all randomized feature sets between KEGG and BIOGRID PIN, 
grouped by expansion algorithm (see Figure 67). For assuming similar pathway enrichment 
between KEGG and BIOGRID we would expect finding difference-distributions close to zero, 
which is not the case. In contrast, the majority of pathways differ in their enrichment ratio 
between KEGG and BIOGRID in the range 0.5 to 1.5. While minimum spanning tree-based 
expansion provides the least differences, inter-neighbor expansion of degree 2 and degree 3 
provide the strongest differences in enriched pathways. 

 

 

Figure 65: Pathways (x-axis) sorted by mean pathway enrichment (y-axis, solid dots, average 
standard deviation as grey area) of random input feature sets for a) next neighbor expansion, b) 
inter-neighbor expansion of degree 2, c) inter-neighbor expansion of degree 3 and d) minimum 
spanning tree based expansion within KEGG. Pathway ordering for all diagrams is defined by 
sorted enrichment order of next neighbor expansion within KEGG. 

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

a.

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

0
2

4
6

8

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

b.

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

0
2

4
6

8

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

c.

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

0
2

4
6

8

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

d.

pathways

a
v
e
ra

g
e
 e

n
ri
c
h
m

e
n
t 

ra
ti
o

0
2

4
6

8

KEGG



 

124 
 

 

Figure 66: Pathways (x-axis) sorted by mean pathway enrichment (y-axis, solid dots, average 
standard deviation as grey area) of random input feature sets for a) next neighbor expansion, b) 
inter-neighbor expansion of degree 2, c) inter-neighbor expansion of degree 3 and d) minimum 
spanning tree based expansion within BIOGRID. Pathway ordering for all diagrams is defined by 
sorted enrichment order of next neighbor expansion within BIOGRID. 
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Figure 67: Box plots of the randomized feature sets distributions of absolute differences of the 
mean enrichment ratios for all pathways, calculated for each pathway between KEGG and 
BIOGRID PIN, grouped by expansion methods: inter-neighbor of degree 2 (IN2), inter-neighbor of 
degree 3 (IN3), minimum spanning tree based (MST) and next neighbor (NN). 

 

Consequence of pathway enrichment on transcriptomics data sets 

Finally we investigated the enrichment of pathways for the transcriptomic data sets. We 
calculated the pathway enrichment for the data sets from Baelde et al. and Cohen et al. 
identifying the number of pathways being enriched, defined as having an enrichment ratio >2 
(exceeding the average standard deviations, see Figure 66). In the light of our findings 
regarding the bias for enrichment of pathways after applying expansion methods, we propose 
a corrected enrichment ratio by calculating the pathway enrichment ratio of the 
transcriptomics data relative to the measured enrichment ratio of randomized datasets of 
same input set size. We compared the numbers of enriched pathways between uncorrected 
and corrected pathways for each expansion method and for each PIN in Table 13. Correction 
results in a reduction of the number of enriched pathways in the range of 24% to 79% 
depending on expansion method and PIN. Additionally we identified new pathways as being 
enriched after correction when comparing the corrected enriched pathway count to the 
overlap between uncorrected and correct enriched pathway counts. Interestingly, the increase 
of additional pathways relative to the overlap is at most 85% for all expansion methods in all 
PINs except for the next neighbor expansion within BIOGRID, having an increase of 4 to 5 
times.  
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Table 13: For each experimental data set the count of enriched pathways (enrichment ratio >2) 
within each expansion method was calculated for uncorrected as well as for corrected enrichment 
ratios. Finally the overlap of enriched pathways between uncorrected and corrected pathways 
was counted. 

BIOGRID uncorrected overlap corrected KEGG uncorrected overlap corrected 

Cohen,N 60 5 20 Cohen,N 87 30 31 

Cohen,IN2 73 19 25 Cohen,IN2 89 18 20 

Cohen,MST 46 34 35 Cohen,MST 69 23 24 

Cohen,IN3 71 18 20 Cohen,IN3 90 41 43 

        Baelde,N 36 5 25 Baelde,N 111 17 23 

Baelde,IN2 69 20 37 Baelde,IN2 82 16 21 

Baelde,MST 58 37 41 Baelde,MST 112 31 36 

Baelde,IN3 76 24 36 Baelde,IN3 73 22 27 

         

Discussion 

We applied four graph expansion algorithms on randomized reference feature sets from KEGG 
and BIOGRID, as well as on two transcriptomics feature sets from Baelde et al. and Cohen et al.  

For randomized feature sets we find an almost linear increase of expanded feature set size 
within our investigated set size range of 10-300 with standard deviations in the range of ca. 
10% of mean except for next neighbor expansion within BIOGRID having a standard deviation 
in the range of ca. 50% of mean (Figure 64 BIOGRID a). We identified hub proteins as UBC 
(ubiquitin C) within BIOGRID as reason for this. Consequently when comparing the three 
neighborhood expansions the expanded feature set sizes of next neighbor expansions are 
susceptible to hub proteins, while inter-neighbor expansions requiring at least two 
connections from an expanded feature to the input feature set, are not afflicted by this fact. 
Additionally, next neighbor expansion leads to the highest increase in the number of additional 
features while inter-neighbor expansions lead to a lesser increase (due to the more stringent 
neighborhood rule). Minimum spanning tree-based expansions have the smallest increase of 
feature set size for KEGG and BIOGRID, i.e. a smaller number of features is required to connect 
random feature sets in a tree compared to a situation of having neighbors. We see this again 
when comparing the overlap between the expansion methods. The more stringent the 
neighborhood rule becomes, the less overlap we see towards minimum spanning tree based 
expansion. Regarding the underlying network, we find similar ranges for all expansion methods 
in KEGG and BIOGRID PIN, with BIOGRID having usually the higher rate in feature increases and 
overlaps, suggesting strong topological similarities between both PINs. 

Following the local hypothesis for experimentally measured feature sets (missing features due 
to statistical and experimental constraints), we would expect increases of expanded feature 
for neighborhood expansions (especially for the stringent inter-neighbor expansions) and 
decreases of expanded features within minimum spanning tree based expansions. Applying 
the expansion methods on the transcriptomics data from Baelde et al. and Cohen et al. and 
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comparing them with the results from the randomized reference feature sets, we cannot 
identify differences in expanded feature count between random sets and transcriptomics data 
on the level of next-neighbor expansion, while we do see expected differences with the other 
expansion algorithms (stronger for Cohen et al. than for Baelde et al.) (see Figure 64). A 
possible explanation is that the high increase (about 10-fold) of features by next neighbor 
expansion will include many unspecific additional features which are found regardless of 
underlying feature sets. 

When comparing the overlap of expansion methods between randomized feature sets and 
transcriptomics feature sets we notice a smaller overlap than expected between minimum 
spanning tree based expansions and all other neighborhood expansions for the feature set of 
Cohen et al. within BIOGRID. This indicates that features identified in Cohen et al. are in close 
vicinity of each other within BIOGRID requiring only a small number of additional features for 
connecting them in a tree. This cannot be seen within KEGG though suggesting that both PINs 
differ typologically in the subnetworks covering features as found in Cohen et al. 

Functional interpretations from expanded feature sets on the level of pathway enrichment 
analysis have to consider a bias within the enrichment due to applied expansion methods and 
PIN topology. Within randomized feature sets we see a similar and expected enrichment of 
pathways between next neighbor and inter-neighbor expansion methods differing from 
minimum spanning tree based expansion. Additionally we note an increase of enrichment from 
next neighbor expansion to inter-neighbor expansions which emphasizes that more stringent 
neighborhood expansions are more likely to be functionally related to the input feature set. 
Interestingly this enrichment of pathways does not depend on the set size allowing a definition 
of a correction value for each pathway (at a given expansion method and PIN). Enrichment of 
pathways between KEGG and BIOGRID PIN differs though indicating topological variations in 
the functional subnetworks of both PINs. Applying our proposed correction on transcriptomics 
feature sets and comparing the count of enriched pathways with uncorrected counts, the 
amount of enriched pathways decreases as one would expect and fewer new pathways are 
identified as being enriched. Interestingly, next neighbor expansion in BIOGRID results in a very 
low overlap of enriched pathways between corrected and uncorrected expansions in both 
transcriptomics feature sets while we cannot see this within KEGG, again hinting on the 
influence of hubs on feature expansions. 

Our analysis of applying graph expansion methods on experimental feature sets utilizing two 
different PINs reveals that we can address the issue of false negative features within 
experimental feature sets. By applying graph expansion methods we can identify expansions 
differing significantly from randomized feature sets thus harboring relevant additional 
features. Comparing the four applied expansion methods within the given PINs, next neighbor 
expansion is susceptible to hub proteins from BIOGRID and finds several times more features, 
thus increasing most likely the false positive rate. Minimum spanning tree-based expansion 
does find the fewest additional features but is susceptible to already highly connected feature 
sets and to alternative routes within a functional subnetwork which are not found per 
definition. Both inter-neighbor expansions seem applicable with inter-neighbor expansion of 
degree 3 having the more stringent rule leading to smaller feature sets. Additionally after 
identifying expansions of relevance performing a pathway analysis for functional 
interpretation can be performed when including a correction for the algorithmic and 
topological enrichment bias. 
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Angiogenesis in brain metastasis 

Introduction 

Brain metastases (BM) are a very common brain tumor in adults, which are usually developed 
by lung carcinomas (35-64%) and others [453]. The incidence of BM is estimated to about 19-
25% per year based on epidemiological studies and autopsy data [454] and the prognosis of 
patients with BM is poor with a median survival time of less than one year. The therapy of BM 
is difficult and relies mainly on radiotherapy and sometimes surgery [455], [456]. Systemic 
chemotherapy approaches suffer from the little understanding of the molecular mechanisms 
that result in the growth of cancer cells within the brain [457]. Studies indicated that 
angiogenesis is relevant for metastasis development in types of cell lung cancer, and anti-
angiogenic treatment successfully prevented metastasis development [458], [459]. The studies 
also indicated that BM resulting from melanoma seems to follow other angiogenic growth 
patterns since the anti-angiogenic treatment was not sufficient. 

The goal of this project was to investigate if there are different patterns of angiogenic 
pathways between BM caused by lung cancer and melanoma based on real-time PCR gene 
expression data from a cohort of brain metastasis from patients. Expression analysis relied on 
gene expression based on angiogenesis RT-PCR chips. This approach is specific for angiogenesis 
reported genes and will not include a whole genome expression profile. 

The project was supported by several contributions including the raw data preprocessing and 
statistics, as well as a comparative network analysis utilizing the omicsnet protein-protein 
interaction network [337], [441]. 

Material and Methods 

Provided data 

Data was provided for further analysis in the form of raw gene expression data given as cycle 
times (CT values)from a Real Time PCR System utilizing a TaqMan® pathway gene array from 
Applied Biosystems holding 92 genes associated to angiogenesis and lyphangiogenesis 
(Catalogue Number 4391016, Applied Biosystems, Forster City, CA, USA) [460] and 4 
endogenous control genes. Sample setup consisted of 15 patient samples with brain 
metastases of which 5 patients had non-small cell lung cancer (NSCLC), 5 patients with small 
cell lung cancer (SCLC) and 5 patients with melanoma. The reference group consisted of one 
brain patient sample set who had gliosis. 

Data preprocessing 

Missing Values 

Array raw data was preprocessed and prepared for network analysis by firstly screening for 
missing values. Missing values can result from either technical issues with the TaqMan array or 
from genes having no active expression due to down-regulation or missing activation. For 
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differentiating between technical and biological cause for missing values, we assumed that 
gene expression values had to be present in at least 5 samples. For less than 5 samples we 
assumed technical issues with the array for the given gene and we ruled this gene out from 
further analysis. For the remainder of missing values we assumed the genes were not activated 
and thus set the CT value to 45 at which point even a single strand should have been detected. 

Outlier detection 

Outliers were defined as CT values having an implausible high expression rate exceeding the 
overall mean CT value by three times standard deviation (mean – 3* standard deviation). 
Outlier correction was performed by replacing an outlier of a given samples gene with the 
mean CT value of the remainder gene values of the given gene within the same patient group. 

Normalization and relativization 

Data was normalized and relative fold change calculated according to ΔΔCt method [461] using 
the control sample as reference. Normalization was done calculating for a given gene X and 
Sample Y the dCT value against the mean CT of a samples housekeeping genes CT values 
(mCThg) according to: 

dCTgene  X,sample  Y  =  CTgene  X,sample  Y  –  CTmCThg ,sample  Y    (13) 

Relative fold change was calculated against the reference gliosis sample (GLI) for each 
sample Y and gene X dCT value by: 

ddCTgene  X,sample  Y  =  dCTgene  X,sample  Y  – CTgene  X,sample  Y    (14) 

Relative fold change was calculated for each sample Y and gene X by: 

relative fold changegene  X,sample  Y  =  2^(−ddCTgene  X,sample  Y)  (15) 

Data analysis 

Hierarchical Clustering 

Normalized data was hierarchically clustered using Pearson correlation as distance with 
average linkage rule using the MultiExperiment Viewer Software version 4.9 [421], [422]. 

Gene expression analysis 

Differences in gene expression between the sample groups were identified by calculating the 
average relative fold change for each gene of each patient sample group. Three relative fold 
change intensity groups were defined for each patient sample group by grouping genes having 
at least 50-fold, 10-fold or 2-fold difference in their abundance compared to the reference 
sample. Overlaps and differences of the relative fold change between the study groups were 
counted for each gene. 

Network analysis 

The TaqMan assay gene set was mapped to omicsnet protein interaction network (version Feb. 
2013) [337], [441], , and visualized using Cytoscape [119]. Proteins were highlighted according 
to the patient sample group and the relative fold change group thus visualizing differences 
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between the cancer groups. Edges from omicsnet were highlighted if the connection between 
the given proteins were also experimentally verified. Additionally the resulting subgraphs were 
connected with other proteins not part of the TaqMan assay into a single subgraph using the 
modified minimum spanning tree based approach from the project “Comparative analysis of 
expansion methods on protein interaction networks”. 

Software Tools 

EXCEL 2007 (Microsoft Corporation, Redmond U.S.) was used for data handling and graphics. R 
[424] was used for statistics and graphics. MeV was used for hierarchical clustering [422]. 
Network calculations were done using the Basic network analysis software suite. Cytoscape 
[119] was used for network graphics. 

Results 

Data preprocessing 

Patient samples were anonymized and labeled (see Table 14). 

 

Table 14: Sample labels after anonymization grouped by patient sample group 

patient sample group     sample labels 

SCLC     #11, #12, #13, #14, #15 

NSCLC     #1, #2, #3, #4, #17 

melanoma     #7, #9, #16, #18, #19 

 

Initiating data preprocessing it was observed that of all the housekeeping genes only GUSB hat 
CT values for each patient sample. 18S had missing values in 2 samples, #4 and #15. HPT1 had 
missing values in samples #1, #3, #4, #11 and GAPDH had missing values in 11 samples, #1, #2, 
#3, #4, #7, #9, #11, #13, #13, #14, #15. For reference housekeeping genes this result is odd. 
Either these housekeeping genes were indeed not expressed suggesting a biological reason for 
this unexpected phenomenon however unlikely or a technical issue with the TaqMan assay 
was the cause for this. A control RT-PCR experiment was performed with the samples and the 
primers for the housekeeping genes. All housekeeping genes were present as would have been 
expected. Therefore technical issues with the TaqMan assay could not be excluded. 

Missing values 

A total of 8 genes had missing values in less than 5 samples and were omitted suggesting 
further issues with the TaqMan assay similar to the housekeeping genes. Removed genes 
included PLG, ANGPTL3, FGF4, SERPINB5, COL4A3, TNNI1, LECT1 and IFNG. For all other genes 
missing values were set to a CT value of 45. From the remaining genes gliosis reference 
included missing values in 4 genes (TNMD, PRL, LEP, F2). 
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Outliers 

Outliers having CT values less than mean CT value (over all gene CT values) minus three times 
standard deviation were identified within sample #11 for ANGPTL1 and within sample #9 for 
BAI and modified accordingly to the mean CT value of those genes patient sample group CT 
values. 

Normalization and relativization 

Normalization was done with GUSB as only housekeeping gene reference since the other three 
housekeeping genes had to be omitted due to possible technical issues with the TaqMan 
assay. 

Hierarchical clustering 

Relative fold change data was clustered as described using Pearson correlation as distance and 
average linkage rule (see Figure 68). Samples #11, #12, #14, and #15 from the SCLC patient 
sample group forms a tight cluster as well as samples #1, #3, #4 from the NSCLC patient 
sample group. Two melanoma dominated groups can be identifies containing in one the 
samples #16, #18 and #19 as well as sample #17 from the NSCLC group and the other with the 
samples #7 and #9 as well as sample #13 from the SCLC group. Sample #2 from the NSCLC 
group had no close distance to any of the other groups. 
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Figure 68: Hierarchical Clustering of relative fold change data between patient sample and gliosis 
reference using Pearson correlation and average linkage rule. 

Gene expression analysis 

Analysis of gene expression changes was done by firstly calculating the average relative fold 
change for each gene for each patient sample group (SCLC, NSCLC, Melanoma). Secondly three 
groups of fold change ranges are defined (50-fold, 10-fold, 2-fold) and genes are included in a 
group if their relative fold change to the gliosis reference is at least 50-fold, 10-fold or 2-fold 
respectively. Thirdly overlaps of up- or down-regulated genes between the patient sample 
groups are calculated (see Table 15). 
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Table 15: Gene expression overview of patient sample groups for small cell lung cancer (SCLC), 
non-small cell lung cancer (NSCLC) and melanoma (Melanoma). Genes having an average relative 
fold change difference for each patient group of at least 50-fold, 10-fold or 2-fold are marked ‘+’ 
with green background if up-regulated, ‘-‘ with red background if down-regulated. Housekeeping 
genes are in italic and on top of the list. Genes having an outlier with modified value are marked 
with ‘$’ and genes having a missing value within the gliosis reference sample are marked with §. 

 

SCLC NSCLC Melanoma

relative fold change greater than: 50 10 2 50 10 2 50 10 2

count up-regulated: 15 28 43 11 25 41 17 32 44

countdown-regulated: 2 8 28 2 9 15 3 11 17

Target Gene
GUSB - - +

TGFB1 - - -

VEGFC -

THBS1 + +

FIGF -

FOXC2 - - - -

ANGPT4 + + + +

CSF3 - - - -

FLT4

S1PR1 - - - - - -

PROK1 - -

ANGPTL1 $ -

FGA - - - - - -

FST + + + + + +

PF4 -

CXCL2 - -

TNMD § + + + + + + + + +

PRL § + + + + + + + + +

TNF + + + + + +

CHGA - - - - - - -

ANG;RNASE4 +

LEP § + + + + + + + + +

SEMA3F + + +

ENPP2 - - - - - - - -

F2 § + + + + + + + + +

ANGPT1 -

BAI1 $ - - - + +

ANGPTL4 -

PROX1 - - - - - -

SERPINC1 + +

IL12A +

EPHB2 - - - -

IL8 + + + + +

PDGFRB - -

MMP2 + +

ANGPT2 + + + +

CXCL12 + + +

EDIL3 - - - - - - -
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11 genes have a relative fold change difference of at least 50-fold all of which are up regulated 
(TNMD, PRL, LEP, F2, CXCL10, CEACAM1, PECAM1, KIT, COL4A2, COL15A1, HSPG2) of which 4 
having a missing value within the gliosis reference (TNMD, PRL, LEP, F2). Since the missing 
values were set to 45 being interpreted as not expressed, the increase of more than 50 fold is 
explained. Interestingly a decrease of GUSB housekeeping gene relative to gliosis reference of 
at least 10-fold can be observed indicating a change in abundance which would not be 
expected of a housekeeping gene on that scale. One gene, BAI1 was found having up-
regulation as well as down-regulation between the three patient sample groups with 
melanoma being up-regulated SCLC and NSCL down-regulated. 

FGF1 - - - - -

FGF2 + +

HGF + +

MDK + + + + +

TYMP + + + + +

PDGFB -

PTN - - -

TGFA - -

VEGFA + + + + + + + +

VEGFB +

CTGF

FBLN5 + + + + + +

TNFSF15

ITGA4 + + + + + + + +

IFNB1 + + +

CXCL10 + + + + + + + + +

SERPINF1 + + + + +

VASH1 - - - -

ADAMTS1 + + + +

AMOT +

CD44 + + + + + + +

CDH5 + + + + + + +

FLT1 + + + +

TEK

TIE1 + + + + +

TIMP2 + + +

TIMP3 + +

ANGPTL2

CEACAM1 + + + + + + + + +

HEY1 + + + + + + +

ITGAV + + + + +

PECAM1 + + + + + + + + +

LYVE1 + + + + + + +

KIT + + + + + + + + +

NRP2 + + +

KDR -

COL4A1 + + + + + +

COL4A2 + + + + + + + + +

COL15A1 + + + + + + + + +

HSPG2 + + + + + + + + +

COL18A1 -

FN1 + +

GRN - +

THBS2 -

ITGB3 + + + +

PDGFRA - - - -

NRP1 + +



 

135 
 

For genes with a relative fold change difference of at least 10-fold belonging to only one 
patient sample group Melanoma holds 11 genes (4 down-regulated, 7 up-regulated), NSCLC 
holds 3 genes (1 down-regulated, 2 up-regulated) and SCLC holds 4 genes (1 down-regulated, 2 
up-regulated) of which 2 show also a 50-fold fold change difference. Genes showing a relative 
fold change difference of at least 10-fold which are part of two patient sample groups SCLC 
and NSCL have two joint genes (both up-regulated), SCLC and Melanoma have 3 joint genes (all 
up-regulated) and NSCLC and Melanoma have 2 joint genes (both down-regulated) of which 
one shows also a 50-fold fold change difference in both groups (see Table 16). 

 

Table 16: Overlap matrix of genes showing at least 10-fold difference in gene expression between 
patient sample groups and glisosis reference (SCLC: small cell lung cancer group, NSCLC: non-small 
cell lung cancer group). Genes having at least 50-fold difference in gene expression are marked 
with ‘*’. Up-regulated genes are marked with ‘+’ and down-regulated with ‘-‘. 

 

  

SCLC

SCLC TGFB1 * -

PDGFRB -

IFNB1 +

ANGPT4 * + NSCLC

NSCLC MDK + FOXC2 -

TIE1 + SEMA3F +

FLT1 + Melanoma

Melanoma IL8 + FGA * - CSF3 -

TYMP + FGF1 - EPHB2 -

ITGAV + VASH1 -

PDGFRA * -

ANGPT2 +

SERPINF1 +

ADAMTS1 +

TIMP2 +

NRP2 +

ITGB3 +

MMP2 +
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Network analysis 

Mapping the TaqMan assay gene set onto omicsnet revealed 4 genes (ANGPTL1, TNMD, 
ANGPTL2, PECAM1) which could not be mapped to omicsnet. After connecting the resulting 
subgraphs with the minimum spanning tree based approach 14 genes were added to the 
resulting singular subgraph (EP300, MYL4, RPP14, GFI1B, CAPZB, ATXN7, DMP1, HSPA5, MYOC, 
MYC, SLC9A1, HDAC1, HSP90AA1, MAGI3) and visualized (see Error! Reference source not 
ound. for Melanoma, Error! Reference source not found. for NSCL and  for SCLC). 
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Discussion 

Sample collection included an epilepsy brain sample since it is not feasible to get healthy brain 
samples. We thus assume that a non cancerous sample would reflect the expression level of a 
healthy sample when compared to cancerous samples [462]. 

Data preprocessing revealed technical issues with the TaqMan assay resulting in an increase of 
missing values. 8 genes had to be removed from the data as well as 3 of the 4 housekeeping 
genes. We assumed that the issues were related to the primer within the chips since the 
overall outlier rate was very low. We observed only two values as outliers. We could not get a 
response on the possible cause from Applied Biosystems and got a refund of the costs for the 
assays. 

For applying the normalization with the ΔΔCt method the amplification efficiency has to be 
approximately equal [461], which was not tested during the study (and seems to be frequently 
omitted in publications). Otherwise an absolute quantification method using standard curves is 
recommended. 

Results from the unsupervised hierarchical clustering revealed an approximate grouping of the 
cancer groups suggesting a characteristic angiogenic signature of NSCLC, SCLC and melanoma. 
This grouping is not perfect though, which suggests either additional separation of angiogenic 
processes within the groups leading to further subgroups or a variance effect due to the rather 
low sample size per group. The rather good separation of the groups, even though there were 
technical issues, further indicates that these issues are most likely related to the missing 
values. 

By identifying genes with expression patterns more than 50 and 10 times when compared to 
the reference, we are applying a sort of reliability filter and are thus focusing on genes which 
seem to have a very strong regulation pattern difference between the groups. While a weak 
change in regulation can be of relevance in a system as well, we were careful due to the 
technical issues we encountered with the assay. We also had to exclude genes where we had 
missing values within the reference, which usually led to such a 50 fold difference in 
expression patterns of those genes. Here we had to face the consequence of having only one 
sample as a reference. 

Housekeeping genes are usually supposed to have a constant expression pattern throughout 
the tissues. We did notice a decrease of expression within SCLC which might indicate some 
biological effects on GUSB expression. This could be an artifact as well tough, due to the low 
sample size. 

On the level of networks we expanded the genes from the chip and identified 14 further genes 
necessary to connect the chip gene set. These connections do not necessarily have to be 
related to angiogenesis yet we found that several of those like HSP90AA1, EP300 and MCY 
show a high degree of connections to angiogenesis related genes. This might indicate a 
functional relation to the angiogenesis processes. Staufer and Stoeltzing [463] discuss HSP90 
as possible target for anti-angiogenic therapy. Zhang et al. [464] identified EP300 for being 
linked to angiogenesis. Baudino et al. [465] show that MYC is essential for vasculogenesis and 
angiogenesis during development and tumor progression. These studies demonstrate that the 
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gene set provided by the TaqMan pathway gene array is not covering all known angiogenesis 
related genes. This raises the question if the array is adequate at all for investigating 
angiogenesis specific genes since alternative approaches are necessary to complement the 
missing genes. This has an obvious impact on the study question. One approach to 
complement the current data would be to identify or propose further genes related to 
angiogenesis using network methods like module detection algorithms, as presented in 
chapter 1, or expansion algorithms as proposed previously in “Comparative analysis of 
expansion methods on protein interaction networks” and matching those additional findings 
against literature or ontologies, followed by a quantification of those specific genes in the 
cancer groups. 

In summary the contribution to the projects question could demonstrate that there seems to 
be indeed a difference between brain metastases of different primary cancers on the level of 
angiogenic gene expression, but the picture is for sure not complete due to technical issues 
with the TaqMan array. 
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Conclusion 

Molecular networks are complex and this dissertation work outlines many issues and 
challenges in the study of its field. Investigating complex networks and systems is already 
academically challenging and additionally molecular networks have to deal with highly 
heterogeneous and erroneous data adding another layer of difficult. 

Dealing with the rather high error rates in biological data is an unavoidable challenge, as 
demonstrated throughout the presented scientific contributions. Consequently strategies have 
to be conceived to increase the reliability of analytical results using, where possible, multiple 
experimental setups or multiple analytical approaches and validation experiments. False 
negative rates from omics experiments, for example, can be successfully addressed with graph 
expansion algorithms as proposed in ‘Comparative analysis of expansion methods on protein 
interaction networks’ and exemplified within the ‘Mesothelial cell stress response and 
cytoprotection in peritoneal dialysis ‘ project and the ‘Angiogenesis of Brain Metastasis’ 
project. 

Dealing with heterogeneous biological (network) data is crucial for the analysis of biological 
networks and integration of such data aims at two aspects. The first aspect is providing 
information collected from many data sources in a redundancy free form [466]. This is 
especially difficult due to many different data sources and data representation standards, 
biological concepts and contradictory information [467]. Building representative models is 
necessary and has been exemplified in this work for a KEGG protein-protein interaction 
network model within the ‘Basic network analysis software suite and KEGG interaction 
network modeling’ project. Making sense of biological networks and systems will require 
scientists to include several cellular components, since regulation of the cellular system occurs 
at many levels [468]. The second major aspect of data integration is combining such different 
types of biological data for the analysis of biological networks and systems for inferring 
meaningful knowledge. Combining molecular data with clinical data opens additional 
possibilities in human health care as demonstrated recently by Soares et al. [469] for the 
epidemiology of tuberculosis. Integration of gene expression data, auto-antigenicity data, co-
regulation data and pathway data was exemplified in the ‘Ovarian cancer analysis’ project. 
Proteomic, pathway and network data were combined in the ‘Mesothelial cell stress response 
and cytoprotection in peritoneal dialysis’ project. Gene expression data, pathway and network 
data were integrated in the ‘Comparative analysis of expansion methods on protein interaction 
networks’ project and gene expression data, network data and histological data were 
combined in the ‘Angiogenesis in Brain Metastasis’ project. Data integration is a current and 
future challenge for bioinformatic scientists on a conceptual as well as a practical scale. Many 
novel methodologies developed stem from data mining and knowledge management [5]. 
Several aspects of data integration, especially on the large amount of data, has led to novel 
“Big Data” strategies for working technologically and conceptually with such a huge amount of 
data [470]. Swarup and Geschwind illustrated the applicability of ‘Big Data’ in context of 
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Alzheimer disease [471]. The impact of advances of ‘Big Data’ to life sciences and health care 
data integration are outlined by Issa et al. [6]. 

The explorative analysis of biological networks has led to several findings regarding network 
structure, patterns and characteristics, like the modular structural organization of subnetworks 
and hubs [256] or the role of disease genes within the perimeter of functional modules [319]. 
The challenge lies in finding such biological organizational principles and patterns in context of 
phenotypes for furthering our understanding. The identification of those patterns has led to 
the development of network algorithms, like the search for modules within biological networks 
or graph expansion algorithms as presented in ‘Comparative analysis of expansion methods on 
protein interaction networks’. Mapping principles of organization in biological networks on 
human network structures may provide possible solutions to the design of human networks. 
Kleinberg [472] discussed the small world phenomena of networks in the context of designing 
routing tables for communication and robot navigation. He states that the correlation between 
local structure and long-range connections provide fundamental clues to find efficiently paths 
through a network based on local data. If the network becomes too homogenous then the 
clues vanish and the goal cannot be found based on local data alone even though there are 
short routes available. Buldyrev et al. [473] for example investigated the cascade of failures in 
interdependent networks using an electrical blackout in Italy as reference. Simulations 
revealed that a higher degree distribution between networks actually leads to a higher 
probability of cascading failures, which is the opposite of how singular networks behave. A 
hierarchical organization of networks, as we find in biological networks, might lead to an 
increase of network robustness. Czaplicka et al. [474] investigated the influence of noise on 
information transmission based on packages shipped between nodes within networks. 
Interestingly they found out that noise can enhance the information transfer and that 
hierarchical networks perform best. Additional exploration of biological network topologies 
and network properties will further our understanding and assist in constructing other 
networks. 

And finally the question of how to analyze complex biological networks and systems has led to 
a dispute within the scientific community. Reductionism, as a scientific methodology, while 
being superb for describing the building blocks of a system, has shown its limitations when 
describing emergent properties of systems. The complexity of system patterns makes the 
testing of hypotheses on the system level challenging, if not impossible. Consequently the 
need for alternative scientific methodologies is growing within the field of network analysis 
following an inductive and holistic philosophy [13]. We see for example a shift from hypothesis 
driven research to data driven research [15], which could be a new computerized way of 
inferring knowledge on a large data-based scale. The reductionist way of thinking might have 
clouded our view for the ‘big picture’, nevertheless it will remain a crucial scientific 
methodology yet the study of complex systems requires new scientific concepts, which can 
complement the classical approach as proposed by several authors [475], [476], [477]. 
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