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Abstract

Sustainability topics have become increasingly popular in recent years due to a growing
awareness in society regarding sustainability as well because of a stronger awareness
about the long-term consequences of business activities. Companies seem to care more
about their corporate social responsibility, possibly due to a redefinition of sustainabil-
ity, which may have induced more awareness. Nowadays, sustainability has a broader
definition and concerns social and economic matters in addition to environmental ones.
Sustainability issues can pose a risk for corporate success and, within companies, risk
management departments are responsible for the identification and assessment of po-
tential sustainability risks, which is not trivial a task.

This thesis focuses on solving the problem of the identification of environmental sustain-
ability incidents within text documents. The widespread availability of the World Wide
Web has led to enormous growth in accessible and reported information all around the
world and such possible relevant information could be published on online news por-
tals, blogs, and social media streams. The challenge is to find and extract the important
information from this enormous amount of data that increases every day. In order to au-
tomate the detection of sustainability incidents, a data mining approach was formulated.
To enable the detection of environmental sustainability incidents, it was necessary to de-
velop a formal definition of such incidents and map this definition to a natural language
processing approach, which is suitable for an event identification within text.

The system is developed by using the state of the art in natural language processing
technologies. It gathers text sources from blog sites that publish in the environmental
domain. The system works on a rule-based approach that identifies the presence of
an environmental context and its possible relation to a company on a sentence level.
Further, dependencies between words are examined and deep learning solutions are
applied for sentiment classifications. Several set-ups are evaluated and the results are
presented in this work. Finally, the thesis also concludes with a critical review of the
ethical concerns in data mining and addresses credibility issues for online sources.
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Sustainability wurde ein immer populédreres Thema in den letzten Jahren, sicherlich be-
dingt dadurch, dass die Gesellschaft ein stirkeres Bewusstsein fiir Problematiken aus
diesem Bereich entwickelt hat und auch ein Umdenken iiber Langzeitkonsequenzen,
von unternehmerischen Téatigkeiten, sich in den Kopfen von den Entscheidungstriger in
den Unternehmen festgesetzt hat. Sustainability hat auch eine Neudefinition erfahren,
heute behandelt Sustainability auch soziale und 6konomische Anliegen und fokussiert
sich nicht nur mehr auf 6kologische Thematiken. Das Vernachldssigen von Nachhal-
tigkeitsthemen kann auch ein potentielles Risiko fiir Unternehmen darstellen. Deswe-
gen befassen sich innerhalb von Unternehmen das Risikomanagement, unter anderem,
mit der Identifikation und Beurteilung von potentiellen Umweltrisikofaktoren, welches
nicht als eine triviale Aufgabe aufgefasst werden kann.

In dieser Diplomarbeit liegt der Fokus darauf, ob es moglich ist, Environmental Su-
stainability Incidents innerhalb von Texten zu identifizieren. Die immer weite Verbrei-
tung des World Wide Web hat dazu gefiihrt, dass eine immer groflere Anzahl an be-
richterstattenden Information verfiigbar ist. Mogliche Quellen, in jenen relevante Infor-
mationen verdffentlicht werden konnen, sind Online News, Blogs oder Social Media
Streams. Die Herausforderung hierbei ist es, die relevanten Informationen zu erkennen
und zu extrahieren. Fiir eine Automatisierung der Identifikation von Sustainability Inci-
dents, wurde eine Losung mit der Hilfe von Data Mining Methoden umgesetzt. Dafiir
war es notwendig eine formale Definition von Environmental Incidents zu finden und
diese in eine Natural Language Processing (NLP) Losung zu iiberfiihren.

Die entwickelte Losung verwendet den State of the Art in NLP und verwendet als Text-
quellen den Content von Blogseiten welche im Umweltbereich publizieren. Das System
funktioniert regelbasierend und identifiziert ob ein Umweltkontext vorhanden ist und
erkennt moglichen grammatikalischen Beziehungen zu einem im Satz vorkommenden
Unternehmen. Fiir die Erreichung einer besseren Performance, wurden fortgeschritte-
ne Methoden wie Dependency Detection und Deep Learning Algorithmen verwendet.
Nach einem iterativen Knowledge Engineering Ansatz, wurden verschiedene Setups fiir
mogliche Losungswege formuliert, diese wurden in Folge evaluiert und die Ergebnisse
dokumentiert. Letztendlich schlieBt die Arbeit mit einer kritischen Betrachtung und eth-
nischen Bedenken in Bezug Data Mining. Des Weiteren wird auch noch die Problematik
der Glaubwiirdigkeit von online Medien adressiert.
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CHAPTER

Introduction

1.1 Motivation and Problem Statement

Incidents are instances of something happening—an event or an occurrenceﬂ From a
corporate perspective, incidents are mostly regarded as events that trigger consequences
that could influence the operative business. Risk management departments in compa-
nies are usually concerned about these kinds of events and a fundamental part of risk
management is the detection and assessment of risk factors, according to corporate risk
management plans, like for example in NASA’ risk management management plan
“Zeus‘(Jones, 2008). Blog posts represent a possible source for the detection of inci-
dents. News Blogs can be created by everyone who is able to access the internet and
the assumption is, that they may not just focus on the most popular events, like or-
dinary online newspaper do. Micro blogging services (like Twitter) may have that in
common with blog sites, but the reported stories are much larger in text size, due to
possible restriction in text length, twitter for example is limited to 140 characters ﬂ
“More than just text, blogs provide significant structural information about the author,
such as precise timestamps, geographical location, age, gender, and explicit friendship
links*“(Lloyd et al., [2006). Additionally, people blog to post their opinions about topics
in order to influence others from a personal point of view, thus blog sites can be used to
determine public opinions on current events (Lloyd et al., [2006)). Thus, blog posts are
a different to approach from a text engineering point of view. Especially in the context
of sustainability, it is possible that events are reported that are related to companies. If
an incident affects a company or some subcontractor in the company’s supply chain,
sustainability-related incidents become a significant potential risk. Changes in a dy-

"http://www.oxforddictionaries.com/definition/english/incident
“http://www.nasa.gov/
3https://media.twitter.com/de/best-practice/anatomy-of-a-tweet




namic global business environment, requires firms to be more flexible and to adapt and
respond quickly to potential risks which could induce market changes.

Among the forces that drive change, the requirements for corporate responsibility and
sustainability are becoming increasingly urgent. During such difficult times as the recent
economic downturn, companies are faced with hard choices to survive (Dao et al., 2011)).
Research has acknowledged that addressing sustainability issues is critical to the long-
term existence and success of companies (Porter and Kramer, 2006)). In current research,
sustainability is considered in a broader perspective and the focus is on topics beyond the
reduction of energy consumption and of pollutants and a perspective has emerged that
defines sustainability as including three components: the natural environment, society,
and economic performance. In scientific literature, this perspective is generally referred
to as the triple bottom line (TBL) (Elkington, 1994). Even though this thesis will address
only the environmental part of sustainability and examine only web blogs that deal

with environmental issues, it is important to also mention the broader perspective of
sustainability.

Economic-Social
Business Ethics
Fair trade
Worker's rights

Social Economic
Standard of Living Profit
Education Cost Saving

Community Economic Growth

Equal Opportunity

Social-Environmental “Environmental-Economic

Energy Efficiency
Use of Natural Resources

"f\ Environmental
A

Environmental Justice \ Use of Natural Resource
Natural resource stewardship, Pollution Prevention
locally and globally Environmental Management

Three spheres of Sustainability

Figure 1.1: The three spheres of sustainability (Envecologic, 2014)

Until now, the major contribution of information technology to sustainability has been
in reducing its energy consumption, but beyond that, information technology should
also enable companies to develop sustainability capabilities (Dao et al., 2011]).
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Especially in the field of sustainability incident identification, several different dimen-
sions can be considered and, in this case, IT should be able to process data from infor-
mation sources that could be relevant for incident identification and to determine their
relevance further in order to enable an assessment of their possible impacts. Within
and outside companies, a huge amount of information exists that could also be used
for analysis. A large proportion of this information is also available as text that can be
processed with text mining and natural language processing (NLP) (Dao et al., [2011)),
as used in this thesis.

As mentioned already, this thesis will focus on the environmental sphere of sustain-
ability. Hence, a definition of a sustainability incident is important. According to the
(University of East Anglia, [2014), an environmental incident can be defined as follows:
“An environmental incident or emergency is a sudden onset accident or disaster result-
ing from natural, technological or human-induced factors, or a combination of these,
that causes or threatens to cause environmental damage as well as impacts on human
lives and/or property. Emergency preparedness is a term increasingly used to describe
the interface between accidents, human life, health, and the environment.“ Real-world
examples for such a definition would be spillages of chemicals, oil or fuels, floods or
events like the collapse of a building or storm damages. The next section will describe
the methodology and the approach for detecting environmental incidents.

Sustainability and Risk Management

This section discusses the importance of sustainability in risk management and the im-
portance of an awareness for sustainability issues within companies. Sustainability can
be seen as “a development that meets the needs of the present without compromising the
ability of future generations to meet their own needs““(Commission et al., [1987). The
main motivation for companies to address sustainability should be, to take into account
the communities in which they operate, maintain the highest standards of governance
and ethics, and mitigate its overall impact on the environment.

As stated previously, sustainability incidents can be considered a possible risk for com-
panies; thus, they also affect risk management in companies. Environmental risk can
have effects on the supply and demand of a company’s supply chain. For example, a fire
that was caused by lightning in a factory of a supplier could trigger a supply risk for all
companies in the supply chain. This would also affect all three aspects of the already-
mentioned TBL sustainability baseline. Customer demand could also be affected if a
company is unable to ensure a stable supply chain and, additionally, if products are pro-
duced under safe environmental and working conditions, the costs which emerge from
possible accidents reduce. Sustainability risk has a very broad scope and some exam-
ples can demonstrate this. The oil spills of the Exxon Valdez catastrophe in Alaska,
which occurred in 1989, caused huge environmental damage and disturbed local busi-
ness. Exxon had to pay a $5 billion punitive damage award (Anderson, 2006).



To present a different example, a reason for a lower customer demand could be a boy-
cott against the firm’s products caused by bad reputation, which has been triggered
by sustainability risk events. The consequences of such a boycott would be a loss of
revenue. A boycott by Greenpeace of an offshore oil company that planned to sink a
platform in the sea caused the company’s retail sales to drop by approximately 30% in
some European countries. Protests against Nike by students groups for their sweatshop
practices resulted in a drop in its stock price and revenues (Anderson, [2006). A further
significant sustainability risk is global warming and climate change; studies and cli-
mate change models show that the weather had become more extreme in recent decades
and its impacts and consequences more severe (Frich et al., 2002),(Easterling et al.,
2000). Climate change and global warming are just a part of environmental conditions;
many other environmental conditions are undoubtedly produced by mankind, like the
increasing pollution of the environment through waste produced by the growth of the
world economy and industrialization (Mani and Wheeler, [1998)), or urban air pollution
in huge cities (Mage et al., 1996).

Sustainability covers a wide area of influences that can be considered if companies
want to manage risks within this domain. After all these examples of possible events
that trigger environmental risk, the question arises as to how companies should estab-
lish a strategy for sustainability. A strategy that should be able to “develop capabilities
that enable radical clean technologies and processes that help solve social and environ-
mental issues“within the company and, from an external point of view, to “include the
core sustainability capabilities in all products, processes and supply chains“(Dao et al.,
2011, p. 69). Companies must be able to measure their use of hazardous substances,
emission of pollutants, employee health and safety, and integrate such metrics within
key business processes (Kleindorfer et al., 2005). By collaborating and utilizing up-to-
date information and standards, firms can improve sustainability, while also increasing
operational efficiency and performance (Vachon and Klassen, 2008). One example is
a sustainability benchmark like the Dow Jones Sustainability Index (Knoepfel, 2001).
This is a global benchmark and it covers the sustainability performance of the 2,500
biggest companies that are listed on the Dow Jones Global Stock Market. The index
focuses on economic, environmental and social developments, like the TBL approach.
The companies are monitored and rated on the basis of a variety of sources, like the
cross-checking of information, company questionnaires, company documents, publicly
available information, stakeholder relations, media screening and company interviews.
Considering such benchmarks for the decision process would lead to a firm’s select-
ing suppliers based not just on the price and would also concern various TBL metrics
(Angell and Klassen, [1999).

The sharing of information and the creation of a web of interactions that enable a net-
work effect and knowledge exchange among firms, their supply chain partners and
stakeholders will also be necessary. The closed collaborations between firms, their sup-
ply chain partners and stakeholders enabled by such networks create capabilities that



are difficult for competitors to imitate (Hart, 1995).

1.2 Research Question

The aim of this work is to use publicly available information for a media screening in the
domain of environmental sustainability. In order to achieve this goal, it is necessary to
develop a suitable solution that is able to analyse the information. This thesis attempts
to solve this issue by using the capabilities of text mining and NLP. For the development
of a text mining system, it is necessary that an approach is worked out which maps the
definition of an environmental incident to an NLP solution. The text sources that will
be processed by the solution will be blog articles from different authors who publish in
the domain of environmental sustainability.

A further important part of this thesis is to formulate and apply an evaluation approach
in order to determine and ensure the quality of the developed solution. Without any
comprehensible evaluation and the usage of state-of-the-art performance measures, it
would not be possible to judge the performance and enable a comparison with other
possible solutions.

The following research questions are considered in this work:

- RQ1: How can the interpretation of environmental sustainability incidents, ac-
cording to a formal definition, be mapped to a natural language solution ap-
proach?

- RQ2: What is a suitable information extraction approach and what are possible
evaluation methods in order to ensure the quality of the solution?

- RQ3: At what performance level is it possible to identify sustainability incidents,
that are within an article from a sustainability blog, through the usage of NLP?

- RQ4: An evaluation of sustainability incident-related articles, which are pub-
lished within a certain time frame on popular sustainability blogs.

1.3 Methodological Approach

- Literature Review

* Determination of incidents in the context of sustainability
* Determination of the coherence between incidents and sustainability risk

* Review of text mining solutions

- Methodology



* Determination of a potential text source, like sustainability blogs
* Usage of suitable data mining/NLP tools

* Development of a data mining solution and extraction of relevant data
- Proof of concept

* Implementation of the incident detection solution for an exemplary field
- Evaluation

* Evaluation of the context extraction and the incident detection from text
sources, through test scenarios

1.4 Structure of the Work
The work is structured in the following way:

Chapter 2—State of the Art: In this chapter, a literature review will be carried out
in order to determine the state of the art in NLP. The chapter will also outline the sim-
ilarities and differences of the solution developed in this thesis compared to those that
already exist.

Chapter 3—Solution Approach: The methodology that is used for the system is
described along with how to solve the problem that is addressed in this thesis. In this
section, it is necessary to define how a sustainability incident could be identified using
an NLP approach.

Chapter 4—Proof of Concept: In this section, the system will be described from a
technical point of view. The chapter will focus on which technical approach is chosen
and which technologies and frameworks are in use for the implementation.

Chapter 5S—Evaluation: To ensure the quality and to enable a quantification of the
quality, an evaluation approach has to be defined. This section will describe how evalu-
ation can be carried out in NLP and which concepts exist.

Chapter 6—Results: In this chapter, the results of the evaluation will be presented.

Chapter 7—Ceritical Reflection: This chapter provides a critical reflection of the
pros and cons of data mining techniques and the validity of information that is acquired
through such a system.

Chapter 8—Summary and Future Work: A summary of the work will be provided
here, along with an outlook for possible future work.



CHAPTER

Related Work

This section will discuss the research field of NLP. The aim of the thesis is to extract
information from online text sources. State-of-the-art approaches and techniques that
are suitable for such a task will also be described here.

2.1 Information Extraction

Information extraction (IE) defines any process that selectively structures and combines
data that is found, explicitly stated or implied, in one or more texts (Cowie and Lehnert,
19964a)). Its goal is to extract facts about systems and to process machine-readable, semi-
or unstructured text documents in order to detect information about pre-specified types
of events, entities or relationships.

IE should not be mistaken for information retrieval. Information retrieval concerns re-
trieving a set of documents that are relevant to a query-based keyword search (Singhal,
2001). In contrast, IE is about extracting facts from an input source like, for example,
text documents. From the viewpoint of NLP, IE is attractive for many reasons, including
the following:

Extraction tasks are well-defined

IE uses real-world examples

IE poses difficult and interesting NLP problems

IE performance can be compared to human performance on the same task

(Cowie and Lehnert, |1996Db)




Principles for the Design of an Information Extraction System

Before discussing the various parts of IE and working on an implementation, it could
be beneficial to study the design principles and approaches that exist in this domain.
According to (Appelt, [1999), there are two basic approaches for the development of an
IE system. The learning/training approach and the knowledge engineering approach.

Knowledge Engineering

Knowledge engineering requires system engineers that are familiar with the concept
of IE systems. These engineers are responsible for the definition of rules in order to
extract relevant information from the text input. For this task, a corpus of relevant
text sources is usually available and the engineer is responsible for applying general
knowledge or intuition in designing the rules. Here, the skill of the knowledge engineer
plays an important role in determining the performance level that will be achieved by
the system. Besides the detailed knowledge that is needed, knowledge engineering also
requires considerable labour and can be repetitive in nature. The process of building
a system with a good performance is an iterative one where a set of rules need to be
defined. These rules are applied on a text training corpus and the output is examined in
order to assess if and where the rules under- or over-generate. If a deviation from the
performance level has to be achieved, the knowledge engineer modifies the rules and
iterates the process again.

The advantage of this approach is that, for a skilled and experienced engineer, a well-
performing system is not hard to develop. The downside is that the process is labour-
intensive and identifying some of the changes and modifications that are required for
improving the process could be difficult.

Learning/Training

In contrast to the knowledge engineering approach, automated learning/training does not
require someone with detailed knowledge of the IE system or the ability to write rules
for the extraction. He must simply have enough domain knowledge about the addressed
topic in order to be able to generate a text corpus and to annotate the text appropriately.
This annotated text is the input to the system that runs a training algorithm on the text.
The system gathers knowledge from the annotated text and uses this knowledge on new
(not annotated) text sources in order to extract relevant information. The advantages
and disadvantages of the automatic learning/training approach are complementary to
those of knowledge engineering. System expertise is not required, the data-driven rule
acquisition ensures full coverage of the examples and it is more portable to a different
domain.

The disadvantages are that, sometimes, training data may not exist or is not easy to
obtain—for example, if one wants to develop an IE system for a domain in which there
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are just a few relevant examples in the training corpus. Moreover, if the relations that are
searched for are very complex, then it may be difficult to produce sufficient annotations
for a training corpus that would meet the requirements of a proper evaluation.

2.2 Natural Language Processing

NNatural Language Processing is a theoretically motivated range of computational tech-
niques for analyzing and representing naturally occurring texts at one or more levels of
linguistic analysis for the purpose of achieving human-like language processing for a
range of tasks or applications*‘(Liddy, 2001, p. 1).Research in the field of NLP has been
active since the beginning of the modern computational age, which started in the early
1950s, but the field has become increasingly popular in recent years (Gil et al., 2013,
150).

In the domain of NLP, different methods exist to extract information from text sources.
The main distinction is (again) between the rule-based and statistical/machine learn-
ing approaches. Both approaches have their advantages and disadvantages but, in recent
years, the statistical and machine learning techniques have become increasingly domi-
nant (Chaiticariu et al., [2013)).

According to (Chiticariu et al., 2013)), in actual scientific research, statistical or machine
learning approaches for NLP are more popular. Between the years 2003 and 2012, 75%
of the published scientific papers in the field were related to machine learning NLP
approaches, 21% to hybrid solutions and the rest to rule-based ones. The situation is
different in the commercial world: According to the industry survey from (Chiticariu
et al., 2013), the industrial landscape does not reflect the research efforts of recent years.
Considering the large number of vendors, the fraction of rule-based solutions is around
67%.

Both approaches have their advantages and disadvantages, and even if rule-based solu-
tions are not popular in scientific research, they seem to work well for business applica-
tions.

Comparison of Approaches

Statistical/machine learning classifiers are highly robust, can easily be trained and ne-
cessitate little supervision during learning, but require labelled training data, retraining
for domain adaptation and often suffer from poor generalization when data is insuffi-
cient. Statistical methods also do not perform well when something with a high sparsity
has to be detected, as will be the case in this thesis. Grammar-based robust parsers are
expressive and portable, can model the language in terms of granularity, and are easy to
modify by hand in order to adapt to new language usages (Wang et al., 2002).



Although grammars are learnable, they often require more supervision, are more diffi-
cult to maintain and demand a lot of manual labour. While they can yield an accurate
and detailed analysis when a spoken utterance is covered by the grammar, they are less
robust for those sentences that are not covered, even with robust understanding tech-
niques. Due to these reasons, statistical classifiers are often used for broad and shallow
understanding, and robust parsers are frequently used for narrow and deep understand-
ing in a specific domain where grammars can be crafted carefully to cover as many
usages in the domain as possible (Chiticariu et al., 2013). The approach that was chosen
for this thesis will be described in detail in the [Solution Approach|chapter.

2.3 Tasks and Approaches in NLP

This section focuses on common tasks in NLP in order to explain how knowledge is
extracted from text sources.

Named Entity Recognition

Two fundamental tasks in IE are named entity recognition (NER) and relation extraction
(Jiang, 2012). The purpose of NER is to detect single words, or sequences of words that
represent a real-world entity like ‘Apple Inc.” or ‘Steve Jobs’ and determine if they are a
person or an organization. Usually, this non-trivial task cannot be solved using simple
string matching algorithms, because a named entity could also be context dependent
and, for solving the problem of NER two different approaches exist, a rule-based and a
statistical learning solution (Jiang, |2012]).

Rule-based NLP

The general idea of rule-based solutions is that a set of rules is manually defined (by
a knowledge engineer) or automatically learned. Each token in the text possesses a set
of features, that are compared to a rule. The structure of such a rule is quite simple:
It consists of a pattern and an action that must be taken if the input matches the rule
pattern. The following example, taken from (Jiang, 2012, p. 17), illustrates how to label
any sequence of tokens of the form “Mr. X “here X is a capitalized word as a person
entity. The following rule can be defined:

(token = "Mr." orthography type = FirstCap) —> person name

On the left-hand side of the rule is a regular expression that fires if a sequence of two
tokens occurs, where the first one is equal to the string “Mr*‘and the second token has
the orthography type FirstCap (first letter of a word has to be a capital letter). The right-
hand side of the rule indicates that such a token sequence should be labelled as person
name, which suggests that the name of a person has been found.
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The manual creation of such rules is very labour-intensive and demands human ex-
pertise and domain knowledge. Besides the manual development of rules, an automatic
approach is also possible. In the case of automatic learning, two different methods exist:
top-down and bottom-up. The similarity between these approaches is that both require a
set of training documents with manually labelled entities (Soderland, [1999). The down-
side of automatically generated rules are that they tend to have a lower precision than
manually created ones.

Statistical Learning NLP

NER based on statistical learning is a sequence labelling problem. Sequence labelling is
a general machine learning problem and has been used for many natural language tasks,
like parts of speech tagging (which will be discussed in the following section) or NER.

A sentence can be seen as a sequence of observations and each observation is repre-
sented as a feature vector. The aim is to assign a label to each observation and to map
NER to a sequence labelling problem. Each word in a sentence is treated as an obser-
vation. The class labels have to clearly indicate the boundaries and the types of named
entities within the analysed sequence. More recent work on NER uses statistical ma-
chine learning methods. Name finders can be based on hidden Markov models (Rabiner
and Juang, |1986), entropy models (Chieu and Ng, 2002)) and maximum entropy Markov
models (Bender et al.,[2003)), and support vector machines (Isozaki and Kazawa, 2002)
have been applied to NER.

Parts of Speech Tagging

Parts of speech (POS) tagging describes a process in which each word in a sentence
is assigned to a contextually appropriate grammatical descriptor Voutilainen| (2003)).
These classes are content words (like nouns, verbs, adjectives, adverbs) and function
words (like pronouns, determiners, qualifiers, etc.). POS tagging is a crucial task in
IE and important for word sense disambiguation. For the task of POS tagging, a set
of tags needs to be chosen. One of the most common tag sets that is used is the PEN
Treebank dataset (Marcus et al., [1993), which contains 36 POS tags and 12 other tags
(for punctuation and currency symbols) ﬂ POS tagging is not a trivial task and has to
face some difficulties and challenges. The example, taken from (Nof, 2009, p. 262),
considers the following sentence:

Flies like a flower.
The words in this sentence have several disambiguate traits:

- Flies: noun or verb?

"http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html
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- like: preposition, adverb, conjunction, noun, or verb?
- a: article, noun, or preposition?

- flower: noun or verb?

Different approaches exist to solve the difficulties of POS tagging, and the most notable
ones are rule-based, stochastic and transformation-based learning approaches. Rule-
based taggers assign a tag to each word using a set of handwritten rules. These rules
could specify, for instance, that a word which is following a determiner and an adjective
must be a noun. The consequence of such an approach is that the set of rules must be
properly written and checked by human experts. The stochastic (probabilistic) approach
uses a training corpus in order to pick the most probable tag for a word. Many proba-
bilistic methods are based on first-order or second-order Markov models. There are a
few other techniques that use probabilistic approaches for POS tagging, such as the Tree
Tagger (Schmid, |1994).

Finally, the transformation-based approach combines the rule-based approach and the
statistical approach. It picks the most likely tag, based on a training corpus, and then
applies a certain set of rules to see whether the tag should be changed to anything else
or not. It saves every new rule that it has learned in the process for future use (Hasan
et al., 2007). An example for an effective tagger from this category is the Brill tagger
(Brill, [1992), which will be discussed later.

Rule-based POS tagging is the oldest approach and uses handwritten rules to identify
the correct tag when a word has more than one possible tag. Disambiguation is done by
analysing the linguistic features of the word, its preceding word, its following word and
other aspects. For example, if the preceding word is an article, then the word in question
must be a noun (World Of Computing).

Statistical/stochastic taggers work on the basis of a simple algorithm: For each word,
the tag with the highest likelihood is assigned. For example, if a word is more often
used as a noun than as a verb, it will be assigned with the tag noun. Before such a
tagger is able to fulfil this task, it needs to be trained on a training corpus, which is used
to determine which tags are most common for a word. Hidden Markov models try to
maximize the probability of a suitable tag sequence for a given sequence of words. They
also take into account the surrounding context of a word—for example, a word is more
likely to be tagged as a noun if it comes directly after an article because the probability
is much higher in this context. Such models maximize the following formula:

P(word|tag) * P(tag|previousntags) (2.1)
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Brill tagging is transformation-based learning. The general idea is to guess the tag of
each word, then go back and rectify previous errors. In this way, a Brill tagger trans-
forms a bad tagging of a text into a better one. It is a hybrid approach, as it starts
by using statistical techniques to extract information from the training corpus and then
uses a program to automatically learn rules which reduce the faults that would be in-
troduced by statistical mistakes (Brill, [1992). The process behind this method is called
transformation-based error-driven learning (TEL) (Brill, [1995)).

Figure 2.1: Transformation-based error-driven learning (TEL) (Brill, [1995)
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Figure 2.3|illustrates how the process of Brill tagging works. Unannotated text is passed
trough the initial-state annotator, which assigns tags to the input. The output of the
initial-state annotator is a temporary corpus that is then compared to a manually tagged
goal corpus. Each time, the temporary corpus is passed through the learner. The learner
produces one new rule, and the single rule that improves the annotation the most (com-
pared with the goal corpus) is chosen and the result replaces the temporary corpus.
Through this repetitive process, the learner produces an ordered list of rules.
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Performance of POS Taggers

The state of the art in POS tagging methods and its implementations reaches very high
accuracy measures. The performance is usually in the area of 97% accuracy (Associ-
ation for Computational Linguistics, 2014) and even the ANNIE POS tagger, which is
used in this work, has an accuracy of the same level (Hepplel 2000).

2.4 Relation Extraction

Relation extraction describes the task of detecting semantic relations between entities
in a text. For example, the following sentence

Bill Gates works at Microsoft Inc.

would lead to the relation

Person—Affiliation\add{ }(Bill Gates, Microsoft Inc\add{.})

Much of the work on relation extraction is based on the task definition from the Au-
tomatic Content Extraction (ACE) program (Doddington et al., 2004). ACE focuses
on binary relations—i.e. relations between two entities—which are also referred to as
arguments. A set of major relation types and their subtypes are defined by ACE. Ex-
amples of ACE major relation types include physical (e.g. an entity is physically near
another entity), personal/social (e.g. a person is a family member of another person),
and employment/affiliation (e.g. a person is employed by an organization). A different
domain of application is the detection of dependency trees in sentences, which is used
in the Stanford Parser (De Marneffe et al., 2006)).

According to (Cowie and Lehnert, 1996b)), common tasks on different levels in the field
of IE are:

- Word Level
Mark words with their part of speech (POS tagging) (Voutilainen, [2003)); usually
carried out by using statistical methods that are trained from pre-tagged text.

- Noun Phrase Level
Recognizes major phrasal units in the domain and marks them with a semantic
information.

- Inter-sentence Level

Recognizes and unifies referring expressions; detection of links between previ-
ously extracted named entities (co-reference).
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Dependency Parsing

Despite a long and venerable tradition in descriptive linguistics, dependency grammar
had a fairly marginal role in both theoretical linguistics and NLP.

“The increasing interest in dependency-based representations in natural language pars-
ing in recent years appears to be motivated both by the potential usefulness of bilexical
relations in disambiguation and by the gains in efficiency that result from the more con-
strained parsing problem for these representations.““(Nivre, 2005, p. 1).

The basic idea in this field is that a syntactic structure consists of lexical items, which are
linked by binary asymmetric relations called dependencies. (Arrivé,|1969) described the
grammatical relations between words and their neighbours. The mind perceives connec-
tions; these in totality form the structure of the sentence. The structural connections es-
tablish dependency relations between the words and each connection in principle unites
a superior term and an inferior term. The superior term receives the name governor or
head and the inferior term is called subordinate or dependent.

Dependency Graph

The already-mentioned relations between words in sentences (dependency structure),
can be expressed and visualized with the help of dependency graphs. Such a graph
can be formalized as directed graph G=(V,E) with a set of nodes V and a set of arcs E.
The nodes are labelled with the word form and the arcs are labelled with the dependency
types. To provide a better understanding, in Figure[2.2] a dependency graph of an exam-
ple sentence is illustrated. The example sentence contains the following relationships:

Figure 2.2: Dependency graph; source: author’s illustration
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- nsubj(studying-3, Jonathan-1)
nominal subject; this is a noun phrase which defines the syntactic subject of a
clause.
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- aux(studying-3, is-2)
auxiliary; is a non-main verb of the clause.

- prep(studying-3, at-4)
prepositional modifier; a prepositional modifier of a verb, adjective, or noun is
any prepositional phrase that serves to modify the meaning of the verb, adjective,
noun, or even another preposition.

- det(library-6, the-5)
a determiner is the relation between the head of a noun phrase (NP) and its deter-
miner.

- pobj(at-4, library-6)
object of a preposition; the object of a preposition is the head of a noun phrase
following the preposition, or the adverbs “here“and “there*.

Stanford Dependencies

In this work, the Stanford Parser (De Marnetfe et al., 2006)) and the Stanford typed
dependencies representation (De Marneffe and Manning, 2008) are used, which were
designed to provide simple representations of the grammatical relationships in a sen-
tence. These representations can be understood and effectively used by people who lack
linguistic expertise, but want to extract textual relations. In particular, instead of the
phrase structure representations that have long dominated the computational linguis-
tic community, it represents all sentence relationships uniformly as typed dependency
relations and, currently, there are approximately 50 different grammatical relationship

types.

In comparison to other parsers like the MiniPar Parser (Lin, 1999) and the Link Gram-
mar Parser (Sleator and Temperleyl, [1995), the Stanford Parser achieves better results on
the same evaluation set (De Marneffe and Manning, 2008]).

2.5 Sentiment Classification and Analysis

Sentiment classification is a branch of NLP and a new research field that has gained a
lot of attention in the scientific community in recent years (Trindade et al.| [2013)). The
term ‘sentiment’ is related to feelings, attitudes, emotions and opinions ﬂ There was
always a huge interest from scientific research, pollsters and marketing departments
regarding the emotional attitudes that people express their opinion on—for example,
political developments or how satisfied they are with a product of a company. The
growing volumes of opinion-rich resources (like blog sites, social media, micro blog-
ging, etc.) represent new opportunities and challenges that arise since people now can,
and do, actively use information technologies to seek out and understand the opinions of

Zhttp://dictionary.reference.com/browse/sentiment
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others (Pang and Lee, |[2008)). The main task in this field is to analyse textual documents
and to detect subjective expression within these documents. According to (Bhuiyan
et al.| [2009)), the research field of sentiment classification can be divided into two main
directions—sentiment classification and feature based opinion mining. Sentiment clas-
sification investigates possibilities in order to classify documents as positive, neutral or
negative; the level of analysis can also be carried out on the sentence level, where each
sentence is classified into the categories mentioned earlier. Feature-based opinion min-
ing focuses on the phrase level of a text and aims to extract the meaning of the opinion
holder about certain features of an object. This is done by setting the features in relation
to opinion-bearing words that make it possible to determine a sentiment orientation for
every feature.

2.6 Lexical Databases

Lexical databases are useful tools in the field of NLP and sentiment analysis. They
provide semantic information about words and their relation to other words in a certain
language. Two common lexical databases are WordNet (Miller, |1995) and SentiWord-
Net (Esuli and Sebastiani, 2006b)).

WordNet

WordNet is a lexical database for the English language. It contains nouns, verbs, ad-
jectives and adverbs that are organized into sets of synonyms (synsets) and semantic
relations that link the synonyms. WordNet contains more than 166,000 word forms and
more than 90,000 different word senses. The relations of words within WordNet are:

- Synonymy
words with the same or similar meaning; is a symmetric relation between word
forms.

- Antonymy
opposing name; is used to organize the meaning of adjectives and adverbs

- Hyponymy
sub name; are transitive relations between synsets

- Meronymy
part name and its inverse (holonymy and whole name) are semantic relations.

- Troponymy
manner name; is to verbs what hyponymy is to nouns

- Entailment
relations between verbs
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SentiWordNet

Like WordNet, SentiWordNet is also a lexical resource, but SentiWordNet was devel-
oped for the domain of opinion mining (Pang and Lee, 2008). Opinion mining (or
sentiment analysis) aims to detect the mood in text documents that express opinion
statements, like product reviews, Twitter posts and blog articles. For this task, word re-
lationships and grammatical dependencies are used, like in NLP, but in order to extract
further semantic information, resources like SentiWordNet are needed. SentiWordNet
is based on the synsets of WordNet by defining the PN polarity (positive-negative po-
larity) (Esuli and Sebastiani, 2006a) and the SO polarity (semantic orientation polarity)
(Esuli and Sebastiani, 2006a). SO polarity describes if a text has a factual nature—in
other words, it describes a given situation or event, without expressing a positive or
negative opinion. In SO polarity, text is categorized into the subjective and objective
categories. PN polarity means to decide if a given subjective text expresses a positive
or negative opinion in its subject matter. In particular, each synset is assigned three
sentiment scores: positivity, negativity, objectivity.

Deep Learning Sentiment Analysis

Most sentence-level and even document-level classification methods are based on the
identification of opinion words or phrases. There are basically two types of approaches—
corpus-based approaches and dictionary-based approaches. Corpus-based approaches
find co-occurrence patterns of words to determine the sentiments of words or phrases
(Hatzivassiloglou and Wiebe, [2000). Dictionary-based approaches use synonyms and
antonyms from WordNet to determine word sentiments based on a set of seed opin-
1on words (Bhuiyan et al., 2009). A new approach is to use deep learning methods for
sentiment classification.

Deep Learning

Deep learning refers to a relatively recently developed set of generative machine learn-
ing techniques that autonomously generate high-level representations from raw data
sources and, using these representations, can perform typical machine learning tasks
such as classification, regression and clustering.

The main purpose of deep learning is to move machine learning closer to artificial in-
telligence and to mimic the efficiency and robustness by which the human brain rep-
resents information (Arel et al., [2010). The phrase ‘deep learning’ describes a set of
techniques for the learning in neural networks and outperforms, at the moment, other
solutions in the fields of image/speech recognition/classification and NLP.A major prob-
lem is that most classification applications demand pre-processed data, which leads to
the problem that the intelligence behind many pattern recognition solutions have an
human-engineered feature extraction process (Duda et al., 2012). In order to develop
more intelligent classification systems, research from the field of neuroscience has to
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be considered, such as how the brain processes and governs information. A key find-
ing from the field of neuroscience is that the neocortex, the part of the brain which is
responsible for cognitive abilities, does not pre-process signals. In the neocortex, the
signals are processed through a complex hierarchy, which learns over the time how to
represent observations based on the regularities that are exhibited (Lee and Mumford,
2003).

How can these theoretical hierarchies and abstractions be realized? (Bengiol 2009)
wrote in their paper that theoretical results suggest that, in order to learn the kind of
complicated functions that can represent high-level abstractions, one may need deep
architectures. Deep architectures are composed of multiple levels of non-linear opera-
tions, such as in neural nets with many hidden layers, or in complicated propositional
formulate re-using many sub-formulae. Searching the parameter space of deep architec-
tures is a difficult task, but learning algorithms such as those for deep belief networks
(Hinton, |2009) have been proposed to tackle this problem of beating the state-of-the-art
in certain areas. Besides deep belief networks, there are also convolutional neural net-
works that are well-established in the deep learning field and show great promise for
future research (Arel et al., [2010).

Stanford Sentiment Analysis

Most approaches in sentiment analysis use bag-of-words representation (Pang and Lee),
2008). Bag-of-words classifiers can work well on longer documents by focusing on
words with strong sentiment like “awesome‘or “exhilarating. However, sentiment ac-
curacy even for the binary positive or negative classification of single sentences has not
exceeded 80% for several years. For the more difficult multi-class case, which includes
also a neutral class, accuracy is often below 60%, when short messages on Twitter are
analysed (Wang et al.l [2012). (Socher et al., 2013) proposed a new recursive neural
tensor network for a fine-grained classification into five sentiment classes.

very negative

negative

neutral

positive

very positive

This approach pushes the state of the art in sentiment detection on the sentence level
from 80% accuracy up to 85.4% for positive/negative classification. Finally, according
to their own paper, their model is the only one which can accurately capture the effects
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of negation and its scope at various tree levels for both positive and negative features.
For example, the sentence

Rodger Doger is one of the most compelling variations on this theme.

has a very positive sentiment orientation. If the word ‘most” was changed to ‘least’,
the entire meaning of the sentence would change. This change is also detected by the
Stanford sentiment solution, which can be seen in Figure @

Figure 2.3: Prediction of positive and negative sentences; source: author’s illustration

Roger Dodger

mast compelling least compelling

2.7 Semantic Tagging

Semantic tagging, or semantic annotation, is a method for retrieving and attaching ad-
ditional information to entities within a text. This additional information could be at-
tributes, comments or descriptions that provide context about the entity, which is one of
the major advantages of the Semantic Web. The Semantic Web is all about adding for-
mal structure and semantics (metadata and knowledge) to web content for the purpose
of more efficient management and access. Since the realization of this vision depends
on the presence of a critical mass of metadata, the acquisition of this metadata is a major
challenge for the Semantic Web community (Kiryakov et al., [2004).

2.8 Incident and Event Detection with NLP
This section presents the current state of research in the detection of incidents from news
sources. The focus is on the kinds of solutions that exist and how similar challenges,

that might also occur in this thesis, have been solved in other solutions and domains.
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NLP Analysis of news sources and for incident detection

The detection and identification of sustainability-related issues and, besides sustain-
ability, the detection of incidents, events and risks is an emergent topic in academic
research. At the moment, there is no published work in the domain of text mining that
concerns the available sustainability but, in general, the field of data mining and ex-
tracting knowledge from text sources is quite popular. Some publications with similar
aspects and challenges, as in this work, will be presented here.

The text mining of news has already been used to analyse the relation between the
content of business news and long-term market trends by classifying news into positive
and negative categories and how their ratio behaves in the context of long-term market
trends (Kroha et al., [2006)).

A further application is the detection of weak signals for long-term business oppor-
tunities. These weak signals are defined as imprecise and early indicators of impending
important events or trends, which are considered key to formulating new potential busi-
ness items. (Yoon, 2012) presented a quantitative method that identifies weak signal
topics by exploiting keyword-based text mining. Different approaches are already avail-
able, even in the field of risk management, although many of them are applied to the
domain of financial news. (Cheng, 2010) used the text mining of news for forecasting
the change in intraday stock prices by determining characteristic words through their
high frequency of appearance in a news article. A more advanced approach that does
not rely merely on very simple textual representations, such as the bag-of-words model
(Zhang et al., 2010), has been used by (Hagenau et al., 2013). The list of words used
for text representation is created either on the basis of dictionaries or retrieved from
the message corpus based on actual occurrences of the words. They examined financial
news using context-capturing features for stock price prediction. Their approach allows
selecting semantically relevant features of the text.

Due to the increasing amount of information all around the world, text mining is a use-
ful method for keeping pace with newly published information. (Atkinson and Van der
Goot, |2009) presented a solution for near real-time information mining in multilingual
news; the purpose of their work was to enable media impact analysis—for example, how
often one topic is reported in different newspapers worldwide. In order to determine the
entities (persons, companies, ...), topic, location and date of the reported news, they
used NER for the detection of companies and also detected homonyms by implement-
ing a multilingual disambiguation module. Unfortunately, a precise explanation about
how they implemented this part of their work was not provided. Due to the usage of
concepts like conceptual-semantic and lexical relations, which are also important in this
thesis, it would have been of interest. Even if the addressed problem is different than
in this thesis, the methodology is familiar because of used methods like named entity
detection and the usage of word relations. In the domain of news classification, micro-
blogging streams are very popular. Due to their restriction in the length of a message,
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they are very clearly formulated and hashtags could be an indication for the topic of the
tweet. (Weng and Lee, 2011) formulated an approach for event detection on Twittelﬂ
They presented a sophisticated statistical approach that, in its baseline, works on the
frequent occurrence of words and has achieved good performance levels by doing so.

Another example for event detection has been presented by (Toyabe, 2012). They were
using NLP on electronic media to detect in-patient falls in order to support incident re-
porting in hospitals. The aim of their study was to determine if it is possible to promptly
detect serious injuries after in-patient falls and to determine which data source is more
suitable for this task. In addition to electronic sources, they used incident reports, dis-
charge summaries, progress notes and image-order entries. Image-order entries contain
brief information about a possible diagnosis. They have chosen a rule-based approach
(as in this thesis) and used a set of incident reports as a training set to generate approx-
imately 170 decision rules. The F-measure results for detecting falls was 0.12 when
using progress notes, 0.24 for discharge summaries, 1.00 for incident reports and the
result of image-order entries was 0.91. Since the decision rules were trained on the in-
cident reports, the high result in not a big surprise and results can differ depending on
which input source is chosen, how precise it is and the domain on which they focus. The
last two cited papers both concerned event identification. (Weng and Leel |2011) used
a statistical and (Toyabel |2012)) a rule-based approach. The latter uses text sources that
are extensive and not restricted like the posts on Twitter, which makes it more similar to
the problem addressed in this thesis.

Research in Semantic Interpretations

Especially the field of semantic interpretations of words is of interest for this thesis and
the state-of-the-art solutions used for carrying out a semantic classification are WordNet
(Miller, [1995)) and SentiwordNet (Baccianella et al., 2010).

SentiWordNet is useful for evaluating positive or negative statements in texts. (Rill
et al., 2012) has used SentiWordNet for building an opinion value list with both, opinion
bearing adjectives and adjective-based phrases. (Wogenstein et al., [2013) has also used
the same approach in a test scenario. Their results point out that the detection of positive
phrases is satisfying but, in the case of negative phrases, just 14% of the phrases has
been detected correctly in the evaluation. The reasons for these results are manifold,
like indirect expressions in the text or incorrect opinion values in the SentiWordNet
lexicon.

3https://twitter.com/
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CHAPTER

Solution Approach

In this section, the methodology for the implementation is described and the formal
solution approach for the first research question will be given.

3.1 Methodology

The purpose of the used methodology is the indentification of environmental incidents,
for doing so it is necessary to identify the following information within the text sources.

Words and/or phrases that can be considered as being from environmental nature.

Names of companies and organisations.

Classification if a sentence has a positive or negative Sentiment.

Detection of a relation between the environmental word and the detected organi-
sation.

The focus of this thesis is the analysis of blog articles that are published on environ-
mental blog sites. The reason for using these articles is the assumption that blog posts
may report events which are not covered in the headlines of popular news websites. The
formal methodology used here involved the processing of tasks in the following order:

- Content extraction
- Information extraction

¢ Determination of an environmental context
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* Named Entity Recognition
¢ Sentiment classification on the sentence level

* Dependency parsing

The methodology has evolved and changed step by step due to the knowledge engineer-
ing approach. The first attempt was the determination of the environmental context and
the identification of companies in the text content. Dependency parsing and sentiment
classification are attempts to improve the performance. A step-by-step evaluation of the
results will be given in Section 7.

3.2 Text Extraction

Before the analysis of text is possible, the text has to be collected from different sources.
The system collects blog articles from various blog websites via RSS feeds (Winer,
2002)). Some of these feeds already provide the text content directly via the feed, but
most of the websites do not provide the content through the RSS channel; hence, the
content needs to be processed directly from the news website. Extracting the main
content from a news website is not a trivial task because websites have different style
schemes. A parser for this task is the library boilerpipe (Kohlschiitter et al., 2010),
which has been used in this thesis. This Java library provides methods to extract the text
content from news websites in order to define a corpus for the NLP task.

3.3 Incident Detection

For the incident detection, methods from the domain of NLP are used. The core element
for this task is carried out by using the GATE (Cunningham et al., [2011) suite, which
provides the possibility to build processing pipes or applications that consist of different
processing resources. A processing resource is an element in an application that is
responsible for a certain task, like a POS tagger.

The application that is built in GATE is based on an ANNIE (Cunningham et al., 2002)
default application, extended with custom processing resources (PRs) and JAPE (Cun-
ningham et al., 2000) rules.

Detection of Words in an Environmental Context

The extraction of a sustainability context from text is a difficult task. A lexical approach
that focuses on the usage of domain-specific dictionaries would be a possible solution.
For example, if a word from a domain-specific dictionary matches a word from the anal-
ysed input text, an indication for a domain-specific context is given. The problematic
aspect is that such a specific dictionary is necessary; in the absence of such a list, it is
necessary to have access to the knowledge of an expert who would be able to specify
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such a word list, even if it meant that this would be a highly labour-intensive task. The
approach in this thesis is similar to a lexical approach but needs a generic definition
for the domain of interest by using the capabilities of the word taxonomy and lexical
database WordNet (Miller, [1995)).

How this approach works will be shown through an example. WordNet offers the con-
cept of hyponymy; a hyponymy word shares a type of relationship with its hypernym.
For example, owls, flamingos, parrots and storks are hyponyms of bird (which is their
hypernym) and bird is a hyponym of animal.

This approach also works for terms within the environmental domain. For example, the
phrase acid rain has a hypernym hierarch that is shown in Figure

Figure 3.1: Hypernym hierarchy of acid rain

acid rain

air pollution
L,pollution

environmental state

L,condition, status

L,state
L,attribute
abstraction, abstract entity

L,entity

The hierarchy starts from a finer granularity and leads to a coarser one, and each level
includes more words from different domains. The last level can be seen as a root node of
a tree and each level down the tree is a node with multiple edges leading to new nodes.
The advantage of this approach is that it is not necessary to find every word or synonym
for acid rain or words that describe air pollution or pollution. It is necessary only to
search for words with the hypernym ‘air pollution’ in order to find words or expressions
that are related to this concept. The only problem is that a user must pay attention to
which level to choose, because the more general the term becomes, the more words of
different domains could be included. In the hierarchy from the example of acid rain, the
level with condition, status would be too coarse a definition and would open paths in
the hierarchy tree to terms that are related to very different domains like, for example,
human health or relationships.

So far, just the hierarchy of nouns has been considered, but adjectives or verbs with
an environmental context are also of interest. In WordNet, adjectives and verbs are
related to nouns via the derivationally related form relation. For example, the adjective
radioactive is related to the noun radioactivity, and this noun can then be checked to see
if it is a part of the hierarchy, as described earlier.

"http://wordnetweb.princeton.edu/perl/webwn
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Detection of an Organization in Context

After the identification of words with an environmental context, the focus is on the
detection of companies. The companies need to be detected and checked to see if they
are linked to an environmental word or phrase. This is necessary in order to address the
environmental sustainability risk aspect of this work and, for example, to provide the
information a certain company is linked to an environmental event. The identification of
a company in a text can be done by using NER techniques, which have been addressed in
the second chapter of this work. Possible approaches for the detection of links between
an organization and an environmental incident are the following:

Distance-based Approach

In the first approach, the connection is determined by using a distance-based method.
For example, if a negative phrase occurs in a distance of zero to five words, it can be as-
sumed they belong to each other and a sustainability incident is defined. (Hagenau et al.,
2013) have used the same distance-based feature extraction approach for determining
stock price predictions based on financial news.

Dependency Parsing

In this case, the detection of an environmental incident is done by dependency parsing.
For this task, the Stanford Dependency Parser (De Marneffe et al., 2006) is used. The
task of the parsers is to work out the grammatical structure of a sentence and the gram-
matical relations between the words in the sentence. To provide a better understanding,
here is a small example:

Figure 3.2: Dependency parsing Source:author’s illustration

nsubj

nn amod nn
det

1 I S R R B

The company Foo  produces toxic waste in South  Africa
0T HH NH WBZ 4 NH IN HHP HHP

As we can see in Figure the environmental term is toxic waste, which was discov-
ered in the previous step. Between foxic and waste, there is an amod relationship which
states that it has an adjectival phrase modifying the meaning of waste.If we take a look
at the company Foo, it is possible to extract a tree stating Foo produces waste. Start-
ing from produces, there are two relations: the nsubj pointing at Foo and dobj which is
pointing at waste. This relation indicates that Foo is the subject and waste the object.
This makes it possible to link to the company that produces the toxic waste.
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How about the dependency in very long sentences, where a large distance is between
both words? In Figure 3.4 one can see the dependency relations in a very long sentence.
With an ordinary approach, the sentence would be considered an environmental incident
because it contains a company and an environmental term at the end of the sentence. If
we examine the path of relations from the company Foo to the environmental term pol-
lute, we can assume that there is no connection if the other word cannot be reached or a
large number of steps is needed to reach the other term.

For the extraction of the dependencies and in order to determine the distance between
both words, several steps are necessary:

- Extraction of the dependency relations by using the Stanford Dependency Parser.
- Generation of the graph, as illustrated in Figure 3.3.

- Path detection using the Djikstra algorithm (Skiena, |1990). This is a graph search
algorithm for the detection of a (shortest) path between two vertexes.

In the second step, the output of the dependency parser has the form dependency(wordl,
word2). wordl and word?2 are the nodes and the dependency relation between these two
words indicates that a link between them does exist. If a word is already present in the
graph, like by adding dependency(wordl,word3), wordl is not added to a graph, and
only a new link is established to the new node word3.

Regarding the path detection using Djikstra, the main criterion in this step is to de-
tect if a path exists in the graph between the company mentioned in the sentence and the
environmental term. If a path exists, it is also of interest how many nodes are between
the starting point and the destination point.

Usually, the typed dependencies from Stanford are mapped in a straightforward manner
onto a directed graph representation, but the graph for the detection of the path between
both points needs to be undirected because, most times, the company and the environ-
mental word are the end nodes of the directed edge, and a path detection starting from
an end point with no outgoing directed graph is not possible.
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Figure 3.3: Dependency detection graph; source: author’s illustration

add: dependency(word_1,word_2)

add: dependency(word_1,word_3)

3.4 Sentiment Extraction

Sentiment classification is used in order to extract the subjective polarity of a sentence.
The reason for using sentiment classification is to determine if the previously extracted
information (environmental term and company) is mentioned in a negative context and
if performance can be pushed by using this additional information. For evaluation,
sentiment values other than the negative ones will also be tested.

Sentences in the documents will be tagged with the following tags if the described cri-
teria match:

Negative Sentence

Each sentence that has a negative and/or very negative sentiment score is tagged as a
negative sentence. Again, the reason for this rule is that it is easier to change this one
parameter in the evaluation when just negative or very negative sentiment scores are
considered.

Negative Sentence with a Company
A negative sentence from the previous step is marked if it contains a company in addition
to the already-mentioned criteria.

Negative Sentence with a Company and an Environmental Term
Again, the result from the previous step is marked if it contains, additionally to the
company, an environmental word or phrase.
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CHAPTER

Proof of Concept

This chapter will explain the practical part of the master thesis and how the result of the
implementation can be used. First, the approach of the implementation will be described
and then the technology used and a detailed description of the system will be provided.
In the last part, problems that have occurred during the development and also in the
analysis of language resources will be presented.

4.1 Approach

Based on the theoretical background, which has been worked out in the section @], a
solution has been implemented that identifies environmental incidents within text docu-
ments from news blog sources.

In the first phase, the blog sites are gathered from RSS (Winer, 2002) feeds and the
main content is extracted. In the next step, the extracted content is loaded into the
GATE (Cunningham et al., [2011) application, where the text analysis is done. The de-
tailed description of this GATE application will be given in Section[d.2] The application
consists of a modular structure of different standard processing resources that are avail-
able in GATE as well as three custom PRs that have been developed for the purpose of
environmental incident detection. Those custom PRs analyse the text for the mentioned
companies and environmental words, and determine the sentiment of each sentence. The
output of the system will be the sentences of the documents in which an environmental
incident occurs.

The advantage of this module structure is that the application can be changed or ex-
tended without much effort. Due to this structure, different setups can be executed in
the text documents for evaluation purposes. The different results of these setups will
be shown in the section [5] In this thesis, the GATE application is used in a Java pro-
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gram that forwards the input from the RSS feeds to the GATE application and processes
the output, but it would also be possible to open and run the application in the GATE
Developer application.

4.2 Implementation

In this section, the technology and frameworks that have been used for the development
of the incident detection solution will be described.

Technology Stack

The developed solution is a Java application that uses several third-party frameworks,
libraries and packages.

GATE

The general architecture for text engineering (GATE) is in a Java-developed open source
software that is capable of solving most existing text engineering problems. It is a
widely used system with many active users in academic and industrial contexts. GATE
offers various solutions. In this thesis, the GATE Developer has been used, which is an
IDE for language processing, and the GATE Embedded framework, which is an object
library for the development of language engineering applications in Java.

The central elements in GATE are language resources (LRs) and processing resources
(PRs). LRs refer to data-only resources like lexicons, thesauri or corpora. PRs refer to
resources whose character is programmatic or algorithmic, like lemmatizers, generators,
translators, parsers or speech recognizers. For example, a PR could annotate the names
of companies in a text or determine if a word is a noun or a verb (POS tagging). PRs are
available as plugins and can be added to a GATE application—i.e. an application that
consists of a set of PRs that analyses and manipulates the LRs. Each PR has interfaces
through which it receives the output from previous PRs. It processes the input and
can propagate its own results to the next PR. The output of such a process is an XML
document in which the text content is stored and the annotations have been added by
the PR.

GATE is used in this work because it offers several built-in standard functionalities, its
expandability through the custom processing resources and the evaluation module of
GATE which is used for the work presented in Chapter 5.

OpenCalais
OpenCalais E] is a web service that automatically creates semantic metadata to the con-
tent which is submitted to it. OpenCalais uses machine learning and NLP techniques to

"http://www.opencalais.com/documentation/opencalais-documentation
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identify entities like persons, cities, companies, etc. The web service is free for com-
mercial and non-commercial use.

The advantage of OpenCalais is that there is already a processing resource available in
GATE and it provides more detailed information about the annotations, which allows
better filtering of the results than with the standard NER and gazetteers, which are avail-
able in GATE. For example, consider if a newspaper like The Guardian is mentioned in
a text like this:

The Guardian reports the spillage of toxic fluids.

In this work, the entity of publishing mediums like The Guardian are not of interest be-
cause the goal is to identify the companies that have caused the environmental incident.
With the limited capabilities from GATE’s standard NER, it would not be possible to
determine what kind of organization The Guardian is, because it tags newspapers, TV
stations, companies and manufacturers with the same tag; hence, making a distinction is
not possible. OpenCalais offers a more granular distinction between organizations—for
example, The Guardian would be tagged as a company, like the standard Gate PR would
do, and additionally provide a tag called published media, thereby enabling a distinction.
According to (Rizzo and Troncy, 2011)), OpenCalais has solid performance measures.
Two solutions—AlchemiApiE] and Zemanteﬂfwould outperform OpenCalais, but due
to their restricted access for non-commercial users, OpenCalais is more suitable for this
work.

Boilerpipe

In this work, text from new blog articles is extracted. The extraction of the main content,
especially from very detailed web pages that contain a large amount of elements, can
be a non-trivial task. In this work, the Java library boilerpipe has been used, which is
based on the work from (Kohlschiitter et al.,[2010). It provides algorithms to detect and
extract the main textual content of a web page. The focus of boilerpipe is the extraction
of information from news websites, which is, besides the good performance measures
of boilerpipe, the reason for choosing this implementation. The performance measures
of boilerpipe indicate an F-measure value of 95% (Tomaz Kovaziz, |[2014), and the recall
and precision results are at the same value. Moreover, in comparison to other solutions,
boilerpipe is one of the leading implementations (Tomaz Kovaziz, 2014).

WordNet (Miller, 1995)), Stanford Dependencies (De Marneffe and Manning, |2008)) and
Stanford Sentiment (Socher et al., 2013) have already been described in detail in the
previous section.

*http://www.alchemyapi.com/
3http://www.zemanta.com/
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System Description

In this section, the developed solution will be described and the responsibility of every
part of the implementation will be identified.

RSS Reader

In the first step of the solution, it is necessary to gather input data. In order to achieve
continuous up-to-date data, the news blog sites are accessed via RSS. RSS is a structured
data format for publishing content (like news articles) from websites. An RSS feed
provides a set of articles from a website with a short description and (most important) a
link to the original website.

The RSS reader has been implemented in Java and uses a list of RSS feeds as an input
source; it parses every RSS link, invokes the news article website and extracts the main
content of the article by using boilerpipe. For evaluation purposes, the articles have
been stored in a MySql (Widenius and Axmark, 2002) database, but it would also be
possible to generate a corpus directly from the gathered articles and forward them to the
GATE application.

GATE Application

For detecting the environmental incidents, a Gate Application, or so-called pipeline, has
been developed. The elements of the pipeline will be described briefly in this section
and an overview is given in Figure[4.1] The input of such a pipeline is a document in the

Figure 4.1: GATE pipeline for incident detection; source: author’s illustration

N

| ANNIE English Tokeniser 1 ANNIE Sentence Splitter > ANNIE POS Tagger

News Blog Article ¢

Remove Tag PR « Open Calais PR <« Tagger Environment PR

JAPE Gramma Rules »| Dependency Graph PR ——)@

text format. Each element of the pipeline processes the document and adds annotations
to the text. Annotations are tags that provide meta information about elements in the
text. This information is stored in an XML format. From the application in Figure
the following elements have been developed for this work: Remove Tag PR, Tagger En-
vironment PR, JAPE Grammar Rules and the Dependency Graph PR. The pipeline can
be constructed in the Gate Developer user interface. Each processing resource can be
added to a pipeline and parameters can be set. Two parameters are mandatory for every

34



plugin; these are the names of the input annotation set and the output annotation set, and
the parameters need to have the same value in all processing resources in the pipeline.
The constructed pipeline is stored in an XML representation as a GAPP (GATE saved
application state) file.

Listing 4.1: XML Sentence Annotation

<Annotation Id="11478" Type="Sentence" StartNode="703"
EndNode="832">
<Feature >
<Name className="java.lang. String">Sentiment </Name>
<Value className="java.lang.String">negative </Value>
</Feature >
</Annotation >

Listing 4.1 shows a code snipped from a processed document that is stored in an XML
file. The snipped portion represents how a sentence is tagged by the system. Each an-
notation has the attributes ID and type. The attributes StartNode and EndNode describe
the position in the document. The sentence starts at character 703 and ends at character
832 in the document. In addition, features can be stored. Usually, a feature has a Name
and a Value. In this example, the name is sentiment and the value is negative, which
denotes that this sentence has a negative sentiment. The set of output annotations from
a processing resource in the pipeline can also be used as an input annotation set by the
subsequent elements of the pipeline and the provided metadata about the documents can
be used for further processing to generate more information. Each processing resource
generates metadata about the text and adds its information to the XML output. Step by
step more and more information is gathered. The role of the JAPE rules is to enable con-
clusions from the gathered information—for example, a rule which checks if a sentence
contains an environmental word and a company name.
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Listing 4.2: JAPE Rule Example

Input: Sentence EnvironmentWord OpenCalais

Rule: rulel

(
{Sentence contains {OpenCalais._type=="Company"}}
{Sentence contains {EnvironmentWord}}

):rl

—> :rl.SentencewithEnvCompany
= {rule\add{ }= "Sentence with Env Word and Company"

For each rule, it has to be defined which kind of tags are used as input. The rule part
defines that a sentence has to contain an environmental word and a tag from OpenCalais
that has the type company. If the condition holds true, then the sentence is marked with
the tag SentencewithEnvCompany.

ANNIE Components

The first three steps in the pipeline are carried out by components from the ANNIE
(Cunningham et al., [2002) IE system. The first three steps are elementary in NLP and
are necessary to enable further processing of the text and provide information about
sentences, words, word types, etc.

ANNIE English Tokenizer

The ANNIE English Tokenizer splits the input text into tokens and categorizes them
into numbers, punctuation, space tokens, symbols and words of different types. For
this purpose, the tokenizer uses grammar rules in which the LHS of the rule indicates a
regular expression that has to be matched and the RHS describes which annotation has
to be added to the annotation set. For example:

Listing 4.3: ANNIE Tokeniser Rule Example

UPPERCASE_LETTER LOWERCASE_LETTER
> Token;orth=upperlnitial ; kind=word;

The expression in Listing [4.3]states that a sequence of letters has to begin with an upper
case letter followed by zero or more lower case letters. This sequence will then be
annotated as type Token. The attribute orth (orthography) has the value upperlinitial; the
attribute kind has the value word.
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ANNIE Sentence Splitter

The sentence splitter segments text into sentences. Like the tokenizer, the sentence
splitter is based on grammar rules and adds the sentence annotation to the annotation
set which will be used by the following components of the processing pipeline, because
this focuses on incident detection on the sentence level.

ANNIE POS Tagger

The ANNIE POS tagger, or Hepple POS tagger (Hepple, [2000), is a modified imple-
mentation of the Brill POS tagger (Brill, [1992), which uses a default lexicon and a rule
set that has been acquired by training on a large corpus from the Wall Street Journal.
The concept of POS tagging has already been addressed in this work.

Custom Processing Resources

GATE provides a large set of built-in components and functionality, but some applica-
tions require additional functionality that is not provided by these components. In this
case, GATE offers the possibility to add new custom-developed processing resources to
the suite. The resources that are integrated into GATE are called CREOLE (Collection
of Reusable Objects for Language Engineering).

In principle, the implementation of a such a processing resource is a Java class plus an
XML metadata file in the same path. It is also possible to do the resource annotation
in the Java source file by using Java annotations, but in this work the configuration has
been done with the help of the XML file. Furthermore, the custom PRs are Java projects
that are built and defined with the help of Apache Ant The directory structure of such
a processing resource is the following:

Figure 4.2: Directory structure of a processing resource

root
classes/
lib/
src/
build.xml
plugin. jar
creole.xml

The folder classes contains the in the build process-compiled Java sources from the
src folder. The lib folder contains the used external .jar libraries, build.xml is the ant
build file and plugin.jar the builded Java container file. The creole.xml is the previously
mentioned file that contains metadata about the plugin, describes information about the
application (like the name or a description) and, most importantly, which resources to

“http://ant.apache.org/
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use (e.g. libraries from the /ib folder) or which initial parameters—e.g. the name of the
input and output annotation set—have to be set before the processing resource can be
executed. A detailed documentation of the CREOLE GATE component model can be
found in the GATE manual P|

Tagger Environment PR

The Tagger Environment PR is responsible for the following two tasks:

- Detection of environmental terms and phrases

- Sentiment classification on sentence level

As outlined earlier, the solution attempts to detect environmental incidents by searching
for environmental terms. For some domains like technical terms, there are word lists
which state that a word which is in the list is of a technical nature. For the domain of
environmental words it was not possible to find a suitable list. The creation of an en-
vironmental terms list is not an easy task, because there is always the threat of missing
out on important words, terms or synonyms. In this work, an approach was chosen that
uses WordNet and its hierarchies of words. An additional problem are compound words
because it is difficult to detect them properly. For example, acid rain is such a word. A
possible solution is to analyse every combination of words in the sentence, which would
lead to a huge increase in processing time and a very bad performance. A closer look at
the structure and the grammar relations between the words in the compound word may
be beneficial. It is possible that a compound word consists of two nouns, where one
noun serves to modify the head noun, while a further possible relation is an adjective
that modifies the meaning of the noun. These relations have been extracted with the
help of the Stanford Dependencies Parser. Passing a sentence through the parser will
return all grammatical relations between the words in the sentence. The relationship
types noun compound modifier (nn) and adjectival modifier (amod) describe the afore-
mentioned relations. If a compound word has one of these two grammar relations, it
will be analysed whether it has a hypernym from an environmental domain.

If the detection of an environmental word or compound word is positive, it will be
tagged as an EnvironmentalWord or EnvironmentalPhrase, and the tags will be added to
the output annotation set, which can be used in the subsequent steps of the application
pipeline.

Additionally to the detection of environmental words, the processing resource is also
responsible for the sentiment classification. Since the plugin is working on the sentence
level, like the sentiment classification, it is convenient to complete this operation in the

Shttp://gate.ac.uk/sale/tao/splitch4. html
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same procedure. For the classification of the sentiment, the Stanford sentiment solution,
which is explained in the section [2.6] has been used. The detected sentiment level is
added as a feature to the Sentence tag. The respective tag in the XML format has been
shown in Listing #.1] The PR needs two additional parameters to be set in GATE De-
veloper when it is added to the pipeline. The first parameter is a filepath to the local root
folder of the local WordNet installation and the second one is the file path to the file that
contains the defined hypernyms for the environmental domain. For the development of
the sentiment classification, the Stanford Core NLP library was used.

Open Calais PR

GATE already offers a plugin for OpenCalais. For configuration purposes, just a free
API key has to be requested from the OpenCalais website. This processing resource is
used to retrieve and identify companies in the input text. OpenCalais tags all identified
entities with a tag called OpenCalais. This tag also provides a property called zype,
which gives the information about what kind of named entity the tag is. The advantages
and reasons for using OpenCalais have already been discussed.

Remove Tag PR

As mentioned in the description of OpenCalais, a distinction between organizational
types is possible. The Remove Tag PR is necessary because, for example, an organi-
zation like The New York Times is also a company but is not of interest because it is a
publishing medium that reports the news and does not cause the negative environmental
event or situation which is of interest. For a human being, it is quite easy to make this
distinction.

The advantage of OpenCalais compared to other NER solutions or gazetteers is that
OpenCalais provides two tags for an organization like the The New York Times: a tag
with the value company and a tag with the value publishing medium. In principle, the
Remove Tag PR removes every company tag from an element that has also been tagged
as a publishing medium. This was the only case for which a removal was necessary,
because OpenCalais was precise in determining other organizational types.

Dependency PR

Additionally to the detection of environmental words/phrases, companies in sentences
and the determination of sentiment levels, it is also of interest if a semantic dependency
exists between the environmental word and the company. For the implementation of the
dependency methodology the Stanford Dependencies are used. These provide informa-
tion about the dependency types between two words. The J Grap}ﬁ library is used for the
creation of the graph structure in order to enable the path detection by using the Dijkstra
algorithm. For the implementation of semantic relation parsing, the Stanford Parser 3.5
library has been used (which contains the Stanford Dependency functionality).

Shttp://www.jgraph.com/
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Before these steps are carried out, each environmental incident is tagged as IncidentSen-
tence, which at this point of time gives no information regarding whether a dependency
relation is present. If such a relation has been discovered, a feature called hasDepen-
dencyRelation is added to the IncidentSentence annotation.

JAPE Grammar Rules

To add some additional tags for processing and especially for the evaluation and making
conclusions, several JAPE rules are necessary. In order to get results at different levels
for the evaluation, changes in the JAPE rules are carried out and maintained more easily
than in the custom PRs.

Noun Marker
This marks different kinds of nouns with one tag; the tag is needed for the processing
using Tagger Environment PR. The noun types that are marked are:

nouns (POS tag: NN)

proper noun singular (NNP)

proper noun plural (NNPS)

noun plural (NNS)

proper noun singular (NP)

- proper noun plural (NPS)

Sentiment Sentence

Tags a whole sentence with the tag SentimentSentence if the Sentence tag property has
in the rule a specified value. This seems redundant, but is necessary because the built-in
evaluation in GATE works only on the tag level and cannot consider the property values
from a tag.

Sentiment Sentence with Company
If sentence is tagged as SentimentSentence and a detected company is mentioned as
well, the tag SentimentSentenceCompany is assigned.

Sentiment Sentence with Company and Environmental Word
If the tag SentimentSentenceCompany also contains an EnvironmentalWord tag, it will
be marked as an IncidentSentence.
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4.3 Implementation Issues

The implementation phase of the text mining system had to face some technical chal-
lenges and several factors that influenced the performance and the quality of the output.
Some of these factors have been addressed in the implementation phase. Most of these
problems were minor, like word-sense disambiguation or problematic text input.

Word-sense Disambiguation

One problem was the term GE, which is commonly used to describe genetically en-
gineered food and, sometimes, is mentioned very frequently in a news article. The
problem is that GE is also related to the company General Electric; hence, in many ar-
ticles on genetically engineered food, the OpenCalais PR tags the term GE as company
and as an environmental term. Thus, the term GE had to be ignored by an exception in
the PR.

Boilerpipe

The extraction of the news content using boilerpipe was occasionally not perfect. On
some websites, it did not extract the main content well enough. One problem was, that
sometimes the description text from images was included and, in this description text, in
many cases, a company or publishing company that had the copyright on this image, was
mentioned. This text was not separated by a punctuation from the other content on the
website, which had the consequence that the text from the image description is always
attached to the next sentence. This problem sometimes created a false positive output
from the system and lowered the performance. It was necessary to remove the company
tag from these image descriptions.Another problem was a social media plugin that was
not properly filtered by boilerpipe. Besides the buttons for sharing on several social
media platforms, it also contained some tags. This combination of tags, which could
be of an environmental nature, and the company names of the social media vendors
sometimes led to a false positive output from the system.
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CHAPTER

Evaluation

In this section, the evaluation of the system will be presented. First, an insight into eval-
uation in NLP and some concepts will be given. Second, the evaluation approach that
is used in the thesis will be discussed. Finally, the evaluation results of the developed
solution will be presented.

5.1 Evaluation Methods in NLP

“I often say that when you can measure what you are speaking about, and express it
in numbers, you know something about it; but when you cannot express it in numbers,
your knowledge is of a meager and unsatisfactory kind; it may be the beginning of
knowledge, but you have scarcely, in your thoughts, advanced to the stage of science,
whatever the matter may be.“(Thomson, 1894, p 73)

In order to be able to judge the quality of the system, it is crucial to quantify the perfor-
mance by measuring the difference between an expected result and the final result. For
evaluation in the area of information extraction, different approaches exist as do differ-
ent terms to describe them. Like in software engineering, there are two major types of
evaluation approaches: black box and white box (Illingworth, |1997). Black box con-
siders the relation between the input and output of a system without considering the
the internal structure of the software while white box evaluation takes into account the
structure of the system (Popescu-Belis, [1999).

In this thesis, the black box evaluation approach is used. The following sections will
describe this approach and its methods.
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Gold Standard

As stated previously, in automated black box testing, the results of a system are com-
pared to the expected results, which (in the field of NLP and information retrieval) is
referred to by the term gold standard. The gold standard is a set of documents (corpus)
that was previously annotated by one (or more) human reader(s). Although the cost of
producing the gold standard can be quite high, automatic evaluation can be repeated as
often as needed without incurring much additional cost (on the same input data). How-
ever, for many NLP problems, the definition of a gold standard is a complex task, and
can prove impossible when inter-annotator agreement is insufficient (Kumar, [2011). It
is not always easy or obvious what this gold standard should be, as different people may
have different opinions about what is correct. Typically, this problem can be solved by
using more than one human annotator, and by comparing their annotations. This can
be done by calculating inter-annotator agreement (IAA), which is also known as inter-
rater reliability (Cunningham et al.,2011). In this work, only one human annotator was
available, namely the creator of this work, which made the application of the before
mentioned IAA not possible and definitely leads to a subjective point of view tagging
of the environmental incidents in the evaluation corpus.

Performance Measures

Most of the research in information retrieval (Rijsbergen, [1979) over recent decades has
been connected to the MUC (Chinchor, [1992) competitions. Hence, it is not unsurpris-
ing that the MUC (Message Understanding Conference) evaluation metrics for preci-
sion, recall, and F-measure also tend to be used, along with slight variations. These
metrics have a very long tradition in the field of information retrieval. For these mea-
sures, certain terms are relevant—such as frue positive which expresses the number
of terms correctly classified by the system, while true negative describes the results
that have been rejected correctly, false negative , is the number of items that has been
assigned to a certain class, but that does not belong to this class, and false negative
represents those items that have been rejected from a certain class but should belong to
it.

Table 5.1: Classification

Relevant Non-relevant
Retrieved true positive | false positive
Not Retrieved | false negative | true negative

Precision

Precision measures the number of correctly identified items as a percentage of the items
identified. The higher the precision, the better the system is at ensuring that what is
identified is correct.
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o true positive
Precision = — P — (5.1
true positive + false positive

Recall

Recall measures the number of correctly identified items as a percentage of the total
number of correct items. The higher the recall rate, the better the system is at not
missing correct items.

true positive
Recall = Thep : (5.2)
true positive + false negative

Measuring recall can be problematic because it is often difficult to know how many
relevant records exist in a database. Often, recall is estimated by identifying a pool of
relevant records and then determining what proportion of the pool the search retrieved
(Jizba, 2007).

F-Measure and the Relation of Precision and Recall

The two quantities, precision and recall, trade off against each other. It is always possi-
ble to get a recall of one by retrieving all documents for all queries, but it is very likely
thatthe precision is very low in such a scenario. Recall is a non-decreasing function
of the number of documents retrieved. On the other hand, in a good system, preci-
sion usually decreases as the number of documents increases. In general, it is good to
achieve a strong recall value while tolerating only a certain percentage of false positives.

Recall and precision are inversely related. As recall increases, the precision decreases;
otherwise, as the recall decreases, the precision increases. The reason for this trade-off
lies in the nature of languages. For example, if the goal is a comprehensive retrieval,
it is obvious to include synonyms, related terms, and broad and general terms for each
concept. A consequence of this approach is that precision will decrease because syn-
onyms may not always be exact synonyms; hence, the likelihood of retrieving irrelevant
results will increase and, in addition, broader terms may result in the retrieval of results
that do not discuss the narrower search topic (Jizba, 2007).

A single measure that takes into account the trade-off between precision and recall is
the F-measure, which is the weighted harmonic mean of precision and recall (Manning
et al., [2008)).

recision * recall
F=2x% p
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5.2 Evaluation Approach

In this section, it will be described how evaluation will be carried out practically. For
the evaluation of the output from the proof of concept implementation, an evaluation
corpus, or a so-called gold standard, will be generated.

Evaluation Corpus

The corpus for the evaluation will comprise 200 human annotated text documents.
These text documents are a subset of articles from different new environmental blog
sites that have been published since November 2013. The following blog sites have
been used as input sources:

- The Pollution Blog

- The Guardian Environment Blog

- Grist.org

- Environmental Working Group Blog

- Friend of the Earth

- Greenpeace

- WWF

- Natural Resource Defence Council (NRDC) Blog
- Huffington Post Green Blog

- Oxfam

These blogs were chosen because they focus on environmental topics and some are
maintained by well-known and prestigious environmental NGOs like Greenpeace, NRDC
and the WWE. The generation of the evaluation corpus has been carried out in two steps.
In the first step, a corpus was created that consisted of 100 documents. In this corpus,
the likelihood of true positive and false negative environmental incidents is higher. In
the second step, a true random corpus from the database has been chosen and manually
annotated. The reason for this approach is that environmental incidents do not occur
very often in blog articles and this sparsity would lead to a variation in the results. The
first half of the corpus should measure how the system performs on articles that con-
tain a larger set of true positives and false negatives. The second half of the corpus
should give an estimation on how the results will be if a random, and not biased by
pre-selection, sample is chosen.
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Summarizing: The total corpus for the evaluation consists of 200 documents that have
been tagged on the sentence level. Due to the sparsity of environmental incidents, only
30 documents contain such incidents. In total, the documents in the corpus have ap-
proximately 5,200 sentences, of which 88 sentences contain incidents.

The fraction of the 100 random corpus documents is approximately 2,200 sentences that
contain 12 incidents.

If, according to the understanding of the human annotator, a sustainability incident oc-
curs in one sentence, then the sentence is marked with the label IncidentSentence. The
evaluation corpus is manually generated by a human reader and stored in the XML
schema that GATE uses for documents. These documents are compared in the next step
with output from the incident detection system.

Evaluation with GATE

The GATE suite offers a set of tools for the evaluation of IE results. In this work, the
corpus benchmark tool (Cunningham et al., 2010) will be used. This enables evaluation
to be carried out over a whole corpus rather than on a single document. And it provides
detailed information regarding annotations that differ between the different versions of
the corpus. The corpus benchmark tool is used to evaluate an application with respect to
a gold standard. For this evaluation, it is necessary to provide the following data setup
stored in one main folder:

- clean
directory of the non-annotated documents in XML form

- marked
directory containing the human-annotated (gold standard) document in XML form

- processed
directory containing the annotated document output from the application in XML
form

Furthermore, it is important to define the corpustool.properties file that holds the anno-
tation set containing human-marked and system-marked annotations, which annotation
types (in this case, it is the annotation type IncidentSentence) and which feature values
should be considered.

The results of this process is the HTML document file report with statistics like how

many annotations are correct, partially correct or are missing; furthermore, precision,
recall and F1-score metrics are reported as well.
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Evaluation Settings

For the evaluation, different settings for the incident detection solution have been chosen
in order to provide an overview of how the results change when the approach for the
detection of incidents moves from a general and very low detailed search approach to a
more formalized one. There are three parameters which can be changed:

Semantic Dependency
Defines if a semantic relationship between the environmental word/phrase and the com-
pany is considered for the detection of environmental incidents.

Sentiment Value

Level of the sentiment value of a sentence. For the application of this thesis, the sentence
sentiments negative and very negative are of interest. Besides, tests have been conducted
to determine the performance level of the sentiment levels positive, very positive, neutral
and no sentiment at all.

Company Name

For the detection of an incident, the occurrence of the name of a company is of inter-
est. In one test case, it is evaluated how good the performance is if just the presence of
a company name in a text from an environmental blog site could be an indication for
an incident, due to the assumption that a blog article from an environmental blog site
already has an environmental bias and no further analysis regarding an environmental
context is done.

These parameters lead to the following different settings shown in Table which
were applied on the evaluation corpus. Not all variations of parameter settings are doc-
umented or tested in this work. First of all, the parameter for an environmental context
is missing. This context is considered as a baseline for all other setups. A further reason
is that most sentiment values were negative, and results involving different classes led
to a bad performance; hence, further variations were not necessary.

Table 5.2: Evaluation: Settings Settings

Semantic Dependency Sentiment Value Company Name
Setup 1 no no no
Setup 2 no negative and very negative no
Setup 3 no very negative no
Setup 4 no positive and very positive no
Setup 5 no neutral no
Setup 6 yes negative an very negative yes
Setup 7 no negative an very negative yes
Setup 8 yes no sentiment yes
Setup 9 no no sentiment yes
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CHAPTER

Results

In this section, a comparison of the results is given. The results are compared based
on the values for true positive, false negative and false positive as well as on those
for precision, recall and F-measure. Furthermore, a distinction between sentence level
and document level is made. Although the developed solution works on the sentence
level, it is also interesting to see how good the performance is if the document level is
considered. For example, as soon as one true positive sentence occurs in a document,
the document as a whole is considered as relative.

6.1 Performance Baseline

In order to provide an estimation on the performance level, it is important to do a com-
parison with a primitive baseline approach. Let us consider a case on the document
level and a random approach that categorizes documents into two distinct classes, rel-
ative and not relative. As a baseline comparison for results, a random approach is
considered. For example, in a test set of 200 documents that includes 30 true positive
documents, a random approach that categorizes documents with a probability of 0.5 as
relative and not relative would, on average, detect 15 documents as true positive and 15
documents as false negative, from the 30 positive documents in the evaluation corpus.
From the remaining 170 documents, 85 would be considered as false positive. By using
these values, the recall, precision and F-measure can be calculated.

15

Recall = —>— =05 6.1
= 1515 6.1
Precision — — = — 015 (6.2)
rectsion —= 15 + 85 = V. .
5%0.1
F - Measure — 2% 225015 5 oq (6.3)
05+ 0.15
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6.2 Results on the Sentence Level

Tables and show the results for the reduced evaluation corpus. In this reduced
set, there are 100 selected documents that contain a higher amount of human-annotated
true positives. Tables and |6.4| contain the results for the full evaluation set, to which
100 documents are added that have been selected randomly.

Table 6.1: Evaluation: Results of reduced evaluation set

true positive  false negative false positive | Semantic Dependency Sentiment Value Company Name
Setup 1 60 13 288 no no no
Setup 2 48 14 247 no negative and very negative no
Setup 3 5 67 13 no very negative no
Setup 4 2 70 16 no positive and very positive no
Setup 5 0 72 0 no neutral no
Setup 6 41 31 39 yes negative and very negative yes
Setup 7 47 25 61 no negative and very negative yes
Setup 8 42 30 44 yes no sentiment yes
Setup 9 49 23 68 no no sentiment yes

Table 6.2: Evaluation: Performance measures of a reduced evaluation set

Recall Precision F-measure | Semantic Dependency Sentiment Value Company Name
Setup 1 | 0.833 0.172 0.286 no no no
Setup2 | 0.774 0.163 0.269 no negative and very negative no
Setup 3 | 0.069 0.278 0.111 no very negative no
Setup4 | 0.028 0.111 0.044 no positive and very positive no
Setup 5 0 - - no neutral no
Setup 6 | 0.569 0.513 0.539 yes negative and very negative yes
Setup 7 | 0.653 0.435 0.522 no negative and very negative yes
Setup 8 | 0.583 0.488 0.532 yes no sentiment yes
Setup 9 | 0.681 0.419 0.519 no no sentiment yes

Table 6.3: Evaluation: Results

true positive  false negative false positive | Semantic Dependency Sentiment Value Company Name
Setup 1 70 18 394 no no no
Setup 2 68 20 398 no negative and very negative no
Setup 3 5 81 18 no very negative no
Setup 4 2 84 25 no positive and very positive no
Setup 5 0 86 0 no neutral no
Setup 6 46 40 47 yes negative and very negative yes
Setup 7 56 30 71 no negative and very negative yes
Setup 8 48 38 53 yes no sentiment yes
Setup 9 58 28 79 no no sentiment yes

The results clearly indicate that as the search approach becomes more restrictive, the
precision increases and the recall decreases. Concerning the results from the full eval-
uation corpus, Setups 1 and 2 are more or less primitive approaches that are searching
for companies in sentences. Those have achieved the highest recall values and find the
highest number of true positive incidents. But the downside of such an approach is that
it also leads to approximately 400 false positives, which lowers the recall to a value of
0.27, which puts it in the same area as a random approach.

50



Table 6.4: Evaluation: Performance measures

Recall Precision F-measure | Semantic Dependency Sentiment Value Company Name
Setup 1 | 0.795 0.151 0.254 no no no
Setup 2 | 0.773 0.164 0.275 no negative and very negative no
Setup 3 | 0.058 0.217 0.092 no very negative no
Setup 4 | 0.023 0.075 0.035 no positive and very positive no
Setup 5 0 - - no neutral no
Setup6 | 0.5 0.537 0.518 yes negative and very negative yes
Setup 7 | 0.591 0.481 0.531 no negative and very negative yes
Setup 8 | 0.523 0.523 0.523 yes no sentiment yes
Setup 9 | 0.614 0.466 0.529 no no sentiment yes

Figure 6.1: Comparison: Sentence-level results
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Setups 3, 4 and 5 are developed to test the impact of the different sentiment levels. In
Setup 2, the sentiment levels negative and very negative have been used. In Setup 3, only
the very negative sentiment has been considered, which resulted in a poor performance:
only five true positive incidents have been detected and the performance measures are
all close to zero. Setup 6, which has been explained in the Section[3] and Setup 7 change
this approach by not considering the semantic dependency. Setups 8 and 9 additionally
do not consider any sentiment level at all. Regarding the results of the last four setups,
the F-measure values for all four are similar at about 52%. The only difference which
can be observed is the impact of the semantic dependency on the recall and precision
measures. The setups with the semantic dependency show higher precision values and
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lower recall, and vice versa without the semantic dependency.

The trade-off between precision and recall leads to a similar F-measure performance,
although the impact of the semantic dependency cannot be considered as very strong
and, so far, the most positive impact on the performance involved the combination of
an environmental and company context within a sentence. Besides, the consideration of
the sentiment did not have a high impact on the performance, which is shown by Setups
8 and 9. In order to provide an explanation for this effect, a closer look at the sentiment
values of all sentences in the evaluation corpus could be of interest.

Table 6.5: Sentiment in evaluation corpus

Sentiment Level Percentage
very positive 23 0.4%
positive 704 12.3%
neutral 3 778 13.6%
negative 4 4052 70.9%
very negative 158 2.7%

Table shows the distribution of the sentence sentiment levels in the evaluation cor-
pus. The fraction of negative and very negative sentiment levels is very high and sums
up to approximately 74%. So, if most of the sentences in the news blog articles are
already negative, a restriction on negative sentences will not lead to a large increase.
Possible reasons for the skewed deviation of the sentiment could be the negative na-
ture of news reporting and that these article discuss problems on environmental issues.
Hence, such an outcome is not very surprising. The skewed distribution was also a rea-
son for not focusing on additional test cases on the sentiment level.

Regarding the difference between the full set and the reduced one, if the full set is used,
then the performance measures drop in small numbers and not significantly. Figure[6.2]
presents a comparison of the F-measure vale.

6.3 Results on the Document Level

It is also interesting to see how well the system performs if just a classification of rel-
evant and non-relevant documents is considered. The approach is the following: If a
document contains at least one incident, it is considered as relevant, regardless of how
many other false positives, true negatives and false negatives are found in this document.

The results in Table [6.6] show that in all setups the performance of the F-measure in-
creases, and especially the recall is much better than on the sentence level. The perfor-
mance of the first four setups is still worse than in the last four. Especially the usage
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Figure 6.2: Comparison of F-Measure: Reduced and full evaluation corpus
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Table 6.6: Evaluation: Performance measures on the document level
Recall Precision F-measure | Semantic Dependency Sentiment Value Company Name

Setup 1 | 0.967 0.271 0.4234 no no no
Setup 2 | 0.966 0.281 0.436 no negative and very negative no
Setup 3 | 0.300 0.450 0.360 no very negative no
Setup4 | 0.233 0.388 0.291 no positive and very positive no
Setup 5 0 - - no neutral no
Setup 6 | 0.900 0.692 0.7826 yes negative and very negative yes
Setup 7 | 0.692 0.537 0.691 no negative and very negative yes
Setup 8 | 0.900 0.642 0.750 yes no sentiment yes
Setup 9 | 0.866 0.508 0.666 no no sentiment yes

of the semantic dependency leads to an F-measure that is nearly 10% better. However,
sentiment classification does not lead to a significant increase in the performance.

In summary, the focus on the classification of relevant and non-relevant documents leads
to a significant increase in performance compared to just considering the output from
the detected incident sentences.

To provide an estimation about the quality of the results and not just quantitative num-
bers, it is also interesting to study who is written about in these blog articles, how often
companies are mentioned in the articles and how many different companies are men-
tioned. The question here is whether only the well-known companies are written about
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Figure 6.3: Comparison: Document Level Results
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and how broad is the perspective of journalistic publishing.

First, we examine all the documents that have been published between October 2013
and May 2014. Within this time frame, a total of 1,884 documents have been stored and
the following companies have been mentioned in the articles:

Table [6.7] shows which companies have been mentioned most often in the published ar-
ticles. A total of 984 different companies were mentioned 3,450 times within 1,880 ar-
ticles. Of course, some companies are mentioned more frequently due to current events,
as in the case of Tepco and Exxon Mobile. Moreover, the media is more concerned with
the big players in the environmental sector, like Monsanto. Nevertheless, a large variety
of different companies is mentioned in the articles.

Examining the companies mentioned within environmental incidents could provide some
additional insights.

Table [6.8] shows the results for the number of times that a company was mentioned in
the incidents, that have been tagged manually from the evaluation corpus. 49 differ-
ent companies were mentioned which is a good distribution on a number of 86 tagged
incidents. Certainly, some well-known companies, like Monsanto, Dow Chemical and
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Table 6.7: Companies mentioned in Articles

Mentions Company Mentions Company
108 TEPCO 22 Fukushima Daiichi
61 International Energy Agency 22 Loblaw Companies Limited
60 Exxon 21 Canon
57 Coca-Cola 21 Unilever
52 Google 20 Bayer
51 ExxonMobil 20 Earth Hour Capital
50 Bloomberg 19 Enviva
49 BP 19 Exxon Mobil
49 Monsanto 18 TransCanada
46 Chevron 17 Deutsche Bank
45 Enbridge 17 Galapagos
42 PepsiCo 16 Ahmedabad Municipal Corporation
39 Dan River 16 Bumitama Agri
38 Duke Energy 16 Ford
29 Bristol Bay Native Corporation 16 Island Conservation
29 Kellogg 15 GM
26 Repsol 15 TELUS
25 BT 14 Cabo Dorado
25 General Mills 14 Prodigy Network
23 Nestle 13 Associated British Foods
Table 6.8: Companies mentioned in incidents
Mentions Company Mentions Company
9 Monsanto 2 Barrick Gold
5 Dow Chemical 2 Chemtura
5 Koch Industries 2 Chevron
4 Gazprom 2 Chisso Corporation
4 Hooker Chemical 2 Coca-Cola
3 BP 2 Duke Energy
3 Exxon 2 E.ON
3 ExxonMobil 2 Pongola Supergroup
3 Freedom Industries 2 U.S. Steel
3 TEPCO 1 Mammut
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Koch Industries, are mentioned more frequently.

6.4 Analysis of Errors
It is important to examine closely the errors that have been produced by the system and

the reasons why wrong classifications occur. Setup 7 from the previous section has been
evaluated here, along with which steps in this approach led to a wrong outcome.

Table 6.9: Error in evaluation: False positive

Reason Occurrences
company name as environmental word 1
wrong environmental word 19
wrong sentiment/not relevant 21
dependency error 3
wrong detection of company 13

Table 6.10: Error in evaluation: False negative

Reason Occurrences
wrong sentiment 6
no dependency 11
environmental word not detected 15
company not detected 15

Most times, in the case of false positives, the wrong detection of the sentiment and
the environmental, was one of the main reasons for errors. Moreover, in the case of
false positives, a main reason was the false classification of the sentence sentiment,
which means that the sentence was not negative or very negative or the sentence was
not considered to be relevant at all.

The usage of OpenCalais also led to some wrong results: 15 times a company was not
detected at all. One of the reasons was that a synonym for the company was used which
is not known by the NER classifier. OpenCalais also sometimes tagged words or names
as companies that are not companies at all. Evidently, wrong classifications can appear
in every step of the pipeline with more or less the same plausibility.

6.5 Summary of Results

For the IE problem that is addressed in this work, the best approaches are those that
considered the appearance of a word with environmental context and the appearance of
a company name in a sentence. Using more sophisticated techniques in addition, like
sentiment analysis or word dependency detection, had a very small influence on the
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performance measures and cannot be considered as significant, regarding the sentence-
level evaluation. The results clearly show that the more specific an approach becomes,
the more recall will decline and precision values will increase.

For the evaluation on the document level, a document was considered true positive as
a whole if it had one appearance of a true positive sentence. The impact of sentiment
analysis and word dependencies is more significant. The setups from 6 through to 9
had very similar F-measures on the sentence level, although those with slightly better
precision values resulted in significantly better F-measure results on the document level.
An explanation for this effect is that environmental incidents are spare with respect to
the total amount of sentences in documents, and it is likely that a document contains only
one incident. Thus, higher precision on the sentence level leads to a better performance
if the results are considered on the document level.
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CHAPTER

Critical Reflection

In this section, the critical aspects of this work are addressed and, in general, a discus-
sion about the methods, data mining and artificial intelligence techniques like NLP is
conducted.

7.1 Credibility

In order to ensure the reliability of the information that is extracted with the solution of
this work, the websites that are chosen as input data need to be reliable and trustworthy.
Credibility is difficult to measure objectively and is defined in (Iding et al., 2008)) as the
ability to inspire belief or trust and as information accuracy and veracity (Klemm et al.,
2001]).

In this work, news blog articles from different sources are used and such news blogs
provide important insights into attitudes about global or local events. Furthermore, in
studying credibility, an interesting and differentiating feature of blogs is that they are
meant to be inherently biased being an alternative media. Readers of blogs admittedly
often distrust traditional media and see blogs as a viable alternative, particularly since
they believe bloggers do not hide their biases (Johnson and Kaye, [2004). Using these
news blogs raises questions about the validity and trustworthiness of these sources. Fur-
thermore, the traditional measures for topic relevance, timeliness, specificity, and cred-
ibility are inadequate (Ulicny and Baclawskil 2007).

This problem is important if someone wants to filter additionally which results from
this work could be more or less relevant. the purpose for which someone wants to use
the gathered information. For example, if a company wants to discover the context in
which it is mentioned, the credibility of the news source is not the top priority, because
every site that mentions the company, or other affiliated companies, in a negative context
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should be considered. However, if the information is used to accuse someone about a
certain event, the information needs to be reliable.

The problem with the credibility of news blogs, and other web 2.0 platforms, also had
an impact on scientific discussions due to the increasing popularity of such platforms
and the amount of information available therein. Web 2.0 also affected the way news
is reported. “The aftermath of the Iranian elections in June 2009 provided compelling
evidence of the power of user-generated footage, but it also highlighted a battle of wills
between a government determined to restrict access to information, and an alliance of
newspapers, broadcasters and Iranian citizens equally determined to use new technology
to get the story out“(Newman, 2009). Further, during the Arab Spring in northern Africa
in 2011, a large fraction of the information and communication was done by using micro
blogging services and was adopted by main stream media organisations (Lotan et al.,
2011). The challenge in this events has been the vast amount of information, because
“organisations like CNN and the BBC, which at one stage was receiving up to five
videos a minute“(Newman, 2009). Problematic is the aspect of assessing credibility
in this huge amount of information or maybe some people are not aware that some
information from such news sources could be invalid. For example, “some people did
provide updates from Tehran, but many didn’t check out. When someone tweeted that
there were 700,000 people demonstrating in front of a mosque, it turned out that only
around 7,000 people showed up “(Weaver, |[2009).

User studies showed (Fogg et al., [2001) that users judge a website as credible based
primarily on structural and author-specific elements. Note that in contrast to standard
websites, people can be less controlled and even harder to trace in the blogosphere and
other Web 2.0 applications. According to the Stanford Guidelines for web credibility
(Foggl 2002) which provide a set of 10 guidelines in order to improve the credibility of
a websites, the first point in this guideline is that it should be easy to verify the accuracy
of the information on the website by using references and citations. Several approaches
that rely on the references of articles do exist in field of information retrieval, there it is
common to rely on the quality of news, for example, by using algorithms to determine
the relevance of the document and by using the Google Page Rank (Page et al., [1999)
in order to get an additional metric about the quality of outgoing and ingoing web-links
from the website.

According to (Ulicny and Baclawski, 2007), just taking into account the quality is not
enough for judging credibility. However, retrieval, clustering and indexing techniques
that work on ordinary web documents do not work well in the blogosphere, because
blog posts are short, of ephemeral importance, highly exophoric, highly quotable, and
much less susceptible to PageRank/Kleinberg type analyses because they have relatively
few incoming links, especially on a per-author basis (Ulicny and Baclawski, 2007).

A description for measuring credibility was proposed by (Ulicny and Baclawski, 2007).

They constructed a measure for credibility that takes into account source, message and
the reception by bloggers. In their approach, it is also crucial to measure the credibility
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of an author rather than on the blog site itself, because many blog sites are multi-author
blogs, and an author could derive credibility that he has not earned. In their work, the
researchers have identified 48 source, message and reception features to formulate a
measure for credibility. These could include, for example, whether the full name of the
author is present (it could also be possible that the author writes under a pseudonym),
the affiliation, presence of comments and hyperlink citations. (Rubin and Liddy, [2006))
proposed an analytic framework for blog credibility assessment based on four profile
factors:

1. the blogger’s expertise and the amount of offline identity disclosure

2. the blogger’s trustworthiness (or the overtly stated value system including beliefs,
goals, and values)

3. information quality

4. appeals of a personal nature

This framework has been used in practice by (Weerkamp and de Rijke, 2012) to con-
struct a re-ranking approach. They suggested two different approaches. The first ap-
proach, credibility-inspired re-ranking, simply re-ranks the top n of a baseline based
on the credibility-inspired score. The second approach, combined re-ranking, mul-
tiplies the credibility-inspired score of the top n results by their retrieval score, and
re-ranks based on this score. They used two different groups of indicators for assess-
ing credibility—i.e. post-level and blog-level indicators. Post-level indicators include
spelling mistakes, correct capitalization, use of emoticons, punctuation abuse, document
length, timeliness (when related to a news event), and how its semantics match formal
(news) text. On the blog level, the following indicators are used: average number of
comments, average number of pronouns, regularity of posting, coherence of the blog,
and the expertise of the blogger.

Both approaches have proved capable of improving an already strong baseline and the
best performance is achieved by using a combination of all post-level indicators. In
their work, they have identified the most influential indicators and explained why these
indicators lead to improvements in retrieval performance.

To assess the credibility of new blog posts, one can rely on existing research in this area.
Theoretical approaches and frameworks have already been formalized and practical im-
plementations do exist; hence, all of the cited research papers mention that further work
and improvements are required to increase the validity of these solutions.

Credibility has some critical implications for this work and, in general, for the domain
of text analysis. However, this work focuses on the detection of environmental incidents
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and does not account for credibility issues in its results. In this work, a small sample
of blog sources from popular blog sites has been used. The problematic aspect relates
to the interpretation of the results and their reliability. Thus, in a real-world scenario,
the selected news sources need to be assessed in the beginning. In general, credibility
is always an issue regarding the analysis of news and social media content, since it is
always possible that, for example, social media marketing agencies try to manipulate
the social media stream. They could create fake profiles and write fake posts with posi-
tive content in order to influence the overall views on a certain topic. This problem also
raises the question of the extent to which the truth can be determined, or, if we apply
a constructivist point of view, it may lead to the conclusion that real truth is perhaps
always somehow constructed and the real objective reality is difficult to determine.
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7.2 Critical Review Data Mining and Artificial Intelligence

New methods from the field of artificial intelligence, like data mining and NLP, com-
bined with the technological abilities of big data have made it possible to gather and
process increasing amounts of information. Nowadays, there is little that cannot be
tracked in our online and offline lives. People post about private topics on social media
platforms E], write reviews or share their opinions about products, movies, hotels and
restaurants. Furthermore, they also use location-based services [| that are accessible via
smartphones and their GPS abilities, use loyalty from grocery stores cards E] and make
it possible for companies to track everything they have bought.

By using this data, companies create customer profiles in order to develop merchandis-
ing strategies and customize the shopping experience for the needs of their customers.
So far, everyone could be benefiting from this. People and companies receive pure
information that leads to a benefit for both of them.

Recent events like, for example, the NSA Leaks (Guardian, 2013), have shown that
this new technology is also used for surveillance purposes and that the privacy of many
people is threatened by such technologies. Some legitimate questions arise with big data
and data mining, such as: Is our privacy in danger? Are peoples being analysed through
their behaviour and categorized into groups that could have consequences on our lives
in the future? Do we need new ethical standards for using these technologies? These
questions are addressed in the following section.

Concerns with Big Data

“What is Big Data? A meme and a marketing term, for sure, but also shorthand for
advancing trends in technology that open the door to a new approach to understanding
the world and making decisions. There is a lot more data, all the time, growing at 50
percent a year, or more than doubling every two years“(Lohr, 2012). Besides the new
technological possibilities, big data might also change our society. Big data changes
the objects of knowledge and also provides better insight into how we understand and
perceive human networks and communities, because a change in the instruments could
lead to a change in the entire social theory that accompanies them (Boyd and Crawford,
2012)).

For example, sociology, according to (Latour, 2010), has been obsessed by the goal of
becoming a quantitative science, but there was always the struggle of what constitutes
quantifiable knowledge and what does not. Big data offers to the humanistic disciplines
the possibility to claim that theirs is an objective and quantitative science. But besides

Thttp://www.statista.com/statistics/2784 14/number-of-worldwide-social-network-users
“http://www.statista.com/statistics/2943 14/share-of-mobile-subscribers-using-location-based-services/
3http://www.statista.com/statistics/323588/customer-loyalty-card-schemes-usage-behaviour-preferences-uk/
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the hype about big data and all its possible implications, the claimed objectivity of big
data may also be questioned.

a large mass of raw information, Big Data is not self-explanatory. And yet the specific
methodologies for interpreting the data are open to all sorts of philosophical debate.
Can the data represent an ‘objective truth’ or is any interpretation necessarily biased by
some subjective filter or the way that data is ‘cleaned?’.“(Bollier and Firestone, 2010,

p. 13)

In fact, the objectivity of big data is very controversial since researchers always interpret
data. Even if mathematical models seem valid and appropriate, as soon as a researcher
begins to understand and think about the meaning of the output, the interpretation starts
(Boyd and Crawford, 2012) and we are back to subjective influence. The same problem
arises in the decision regarding what should be measured, which measures are important
and which are not. Additionally, large sets of data are also prone to errors, especially
when multiple data sets are used together (Boyd and Crawford, 2012). Twitterﬂis avery
popular website for big data because its content is easily accessible through its API.
Twitter users don’t have to be necessarily representative for society and one account
represent might not be equal to one human being. Users could have multiple accounts
and many posts are also automated to publish news from websites.

Big data is also modelled to what can fit into mathematical models, which could lead to
their being taken out of context, with the result that the data loses meaning. For example,
the analysis of connections in social networks is a popular field of study, but these
connections are not necessarily equivalent to real connections respectively sociographs
and if they really share information with each other and what kind of information (Boyd
and Crawford, [2012).

Privacy Issues in Web Data Mining

Data mining provides considerable new insight into data, especially in the field of web
data mining because the Word Wide Web can be seen as the largest database available.

Based on the definition of (Etzioni, |1996), web data mining is defined as “the whole of
data mining and related techniques that are used to automatically discover and extract
information from web documents and services*. A critical issue here is that a person
might not be aware that information and knowledge is being collected about him/her
and how it will or could be used. This invisible information gathering happens all the
time on the World Wide Web. Another issue is the secondary use of data—for example,
data that is given to someone for a certain purpose could be misused for a different one.

Although privacy is an important issue in media and scientific discussion, little is known
about how the general public understands privacy and what is important to them. Thus,
(McCullough et al., 2014) focused in their study on people’s evaluation of society’s

*https://twitter.com
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value of privacy. They found that a large number of people value privacy but do not
really try to protect their privacy. This seems paradoxical and questions how much they
actually value their privacy. (Acquisti et al., [2013) found evidence that individuals as-
sign very different values to the privacy of their data depending on the order in which
they consider different offers for that data, whether they consider the amount of money
they would accept to disclose private information, or the amount of money they would
pay to protect information. In their findings, they also doubt the abilities of individu-
als to decide rationally about privacy issues and the question “How much is privacy
worth?* does not just depend on the people, it also depends on the kind of private in-
formation that is sought. In the domain of information privacy, most people consider
it very important to have control over the information and to have the ability to protect
this information. Most issues that arise from web data mining fall within the category
of informational privacy.

(Van Wel and Royakkers, 2004) divided the privacy risk into three different categories
of web data mining, namely

- content mining
To analyse the content in web documents like text, images, audio files, etc.; text
documents form the focus of the practical part of this thesis.

- Structure mining
Focuses on the analysis of how web documents are linked to each other.

- usage mining
Analyses the transaction data that is logged when users interact with the web.

The information gathered from content and structure mining is publicly available on the
websites and has been made available (in the most cases) by the owner of the infor-
mation itself. It seems that such information does not need protection, but every small
kind of information that has been gathered could be used in a new context in order to
generate new information and (Nissenbaum, 1997, p. 216) argues that “the assumption,
an aggregation of information does not violate privacy if its parts, taken individually,
do not, is not correct. Further, experiments with databases that store personal informa-
tion has shown that the value of information increases by combining the data with other
information and a whole industry exists that focuses on assembling and selling data,
because “a single fact about someone takes on a new dimension when it is combined
with other facts about the individual, or when it is compared with similar facts about
other individuals*“(Nissenbaum, 1997, p. 216).

Usage mining is an approach where all the interactions of a user on a website are tracked

(Srivastava et al., 2000) —for example, if someone visits an online marketplace, every
product page that the user visits is logged; if the user is additionally registered and
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logged in on the website, he may also provide information about his gender, age, lo-
cation, etc. With the help of this information, it is possible to generate user profiles.
Usually, if a user is not known to a website (not logged in or registered), it is possible
to identify him by the usage of cookies, but even if a user turns off the cookies in his
browser and uses private browsing settings, it is still not possible to stay anonymous. A
recent trend in web analysis is called device fingerprinting or host fingerprinting. Like
a human fingerprint, every user that surfs on a website provides some information to
the browser, which makes it possible to identify her/him. This includes details like
which browser is used and which configurations, screen resolution, operation system,
hardware and network. By using these parameters, it is possible to create a profile of
the user and to identify the user across different websites (Yen et al., [2012). Detailed
information of this can be seen in Figure

Figure 7.1: Taxonomy of features which can be used for fingerprinting (Nikiforakis et al.,[2013)
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(Yen et al., [2012) have shown that it is possible to identify 60--70% of the hosts just
by using the http user agent string. They improved these results by generating a user
identification from the hardware specifications of a client, which resulted in precision
and recall values of about 93%. They also mentioned in their study that using methods
like private browsing had no impact. (Nikiforakis et al., 2013)) have analysed different
commercial fingerprinting solutions and state that browser extensions that help users
spoof the user-agent of their browsers can be used as an additional fingerprinting feature
by those fingerprinting solutions.

The implications of these results are that absolute privacy for ordinary users is threat-
ened and it is difficult to guarantee it. A possibility which makes it possible to hide
oneself on the web are proxy servers, which could protect one from fingerprinting, but
it is not popular enough and maybe too complex to use for the ordinary internet user.

The core question that arises from all these new technologies and possibilities for com-
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munication, shopping and sharing personal information online is this: Is privacy still
possible nowadays and is it possible to protect it from unreasonable government and
private sector intrusion? Recent events, like the NSA disclosures about the surveillance
by governmental organizations or the leaked private pictures of prominent people, who
have used cloud services to store their private pictures (Evershed, |2014), are examples
that privacy is not easy to preserve. Besides, people might not be aware of the risks
that accompany these technologies. Studies mentioned earlier have shown that people
care about privacy but to actually protect their privacy, they would have to change their
communication and online habits. Do people care enough to do so?

Besides all the threats that have been mentioned earlier, the internet can also be a
medium to empower people, use new possibilities to connect with others and react to
perceived threats to privacy, argues (Berman and Bruening, 2001). For example, the
company DoubleClick planned to to link personally identifiable information that was
collected offline with that collected online. This plan was revealed and led to negative
media coverage, thereby forcing the company to stop their plans.

Another example is the proposal of the European Union for the new General Data Pro-
tection Regulation (GDPR), which has the objective of establishing a common data
protection law in all member states of the EU. The first proposal was very consumer-
friendly, with strict regulations for companies and high penalties if they did not comply
with the regulations (Hornung, |2012)). The proposal became an incentive for companies
to lobby for changes to the proposals. Thereafter, several requests for modifications
were taken up by Members of the European Parliament (MEPs), which changed the na-
ture of the regulation into a more corporate-friendly one. In order to reveal these changes
and the influence of the lobby groups, a journalist and a law student have founded the
platform LobbyPlag ﬂ Their website provides information about which political party
and which MEP favours more or less privacy. They also show if the MEP has made
proposals or held discourses in the European Parliament concerning the topic of data
privacy before the discussion about the reformation started. Furthermore, they have
used text analysis to determine the origin of the change requests that have been handed
in by the MEPs. They controlled if the change requests had been taken directly from
proposals or papers published by lobbying groups.

Recent history shows that there is an enormous threat to privacy but the public also has
the possibility to make significant gains in privacy protection by using new technologies.
(Berman and Bruening, 2001) argues, that privacy is a work in progress and that it is
still possible in the 21st century. Besides technological evolution, the level of privacy
that is achieved or not achieved will always depend on whether society is willing to act
in order to ensure privacy and still believes that privacy is possible nowadays. This is
because technology inherently lacks a good or a bad attitude.

Shttp://www.lobbyplag.eu/
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Ethical Controversy

“Technology is neither good nor bad; nor is it neutral . . . technology’s interaction
with the social ecology is such that technical developments frequently have environ-
mental, social, and human consequences that go far beyond the immediate purposes of
the technical devices and practices themselves.““(Kranzberg, |1986, p 545)

The purpose for which technology is used determines how it will be perceived by the
society. In addition to the privacy issues in big data and data mining, further ethical
issues are of interest. Is it ethical to include someone within large aggregated data and
to analyse his details without him being aware of it? How should public posts on blogs
or social networks be treated? Is the author always aware that a post is public? What if
a public post is taken out of context and used for a purpose that was not intended by the
author?

Just because something is publicly accessible does not make it ethical to use it for every
purpose. Furthermore, it is also a question of power and control. Companies and re-
searchers are able to access this data and deduct patterns and new information thereby.
On the other hand, access is limited to the users of social media platforms that generate
this data. Users are not always aware where and what kind of data is gathered and do
not know about the the multiple use cases their data has for data analysts. There is also
a considerable difference between when someone decides to be public and in which
context, or their receiving public attention all the time without any control over it (Boyd
and Crawford, [2012).

Access to data storage is also an important issue. Who gets access, to which data sets,
for which purpose and under which restrictions? Twitter data, for example, was very
restrictive in the past and still is restrictive if ones want to access the full datasetﬂ

This produces a serious disparity because only organisations with the financial capabil-
ities can acquire or produce datasets with valuable information. Regarding the already-
mentioned capabilities, the analysis of big data demands educated and skilled employees
with the necessary computational skills. People without this knowledge would be at a
disadvantage. An implication here could also be that big data changes the world into a
world of knowledge and may divide people into two categories; Those who are able to
understand how the process of data collection works and how to inhibit the data being
collected from them, as far as it is possible, and those who do not.

Shttps://dev.twitter.com/streaming/firehose
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CHAPTER

Summary and Future Work

Finally, this thesis concludes with a summary and an outlook for possible future work
on the system that has been developed here.

8.1 Summary

In this master thesis, an approach for the detection of environmental incidents from news
blog articles has been developed and presented. From a corporate perspective, such in-
cidents could trigger consequences which influence the oprative business. Awareness
of such a topic could be important for companies, if they want to establish sustainabil-
ity capabilities. Research suggests that companies should address sustainability issues
because these are critical for the long-term existence of a company Porter and Kramer
(2006). The challenge for companies is to gather information about potential risks, in or-
der to enable a risk assessment. Companies should not only care about their own actions
which trigger sustainability risk, they also should care about what their subcontractors
in their supply chain do. Especially if a company has a large set of subcontractors,
it is more difficult and time-consuming to acquire and asses information about them,
to ensure that these subcontractors comply to the sustainability standards or values of
the contractee. Sustainability does not only consider environmental issues; social and
economic indicators are concerns too. Each of these factors could be considered as a
possible risk for companies and could hinder the achievement of corporate goals. Cor-
porate risk management requires data and information,to be able to determine, assess
and react to possible risks.

Usually, the role of information technology in terms of environmental concerns was
the reduction of energy cost by developing more energy-efficient hardware. In the do-
main of environmental risk, information technology can play a more important role and
should go beyond just green technologies. IT should now be able to provide and con-

69




tribute abilities that enable the discovery and analysis of data as well as support the risk
management processes.

The focus in this thesis is on the analysis of news blog articles that focus on environ-
mental topics. The analysis is done by using the abilities of text mining technologies. In
this thesis, the state of the art about information extraction methods has been evaluated.
Different approaches, like knowledge engineering or learning/training, have been de-
scribed. Furthermore, different methods in NLP were discussed, which make it possible
to detect parts of speech, grammatical structures or extract the relations, dependencies
between words within sentences and determine the sentiments of sentences. A rule
based solution approach for the first research question(RQ1), if it is possible to extract
relevant information of environmental incidents from text sources, has been formalized
in the 3] chapter.

In this thesis, an environmental incident is any event that is reported within a news article
and that causes or threatens environmental damage, which could have an impact on the
environment, human lives or property. The solution uses a knowledge engineering ap-
proach that aims to find sparse patterns within the text sources by formulating rules. The
aggregation of different rules formalize different setups that should detect environmen-
tal incidents. The performance of these different setups is evaluated with an approach
that was formulated in the chapter [5]in order to answer the second research question
(RQ2). Those setups are compared by using their performance measures (precision,
recall, F-measure) on a manual tagged evaluation corpus out of 200 news documents
that contain approximately 5,000 sentences. The sentences have been tagged into the
categories not relevant and relevant.

In the proof of concept section of the thesis, an NLP attempts to develop a system that
analyses text input and produces an annotated output on the sentence level. A knowl-
edge engineering approach has been chosen for the development. The system is a GATE
CREOLE plugin resource that aggregates functionality from several different state-of-
the-art NLP tools like POS tagging, sentiment evaluation, dependency parsing and se-
mantic tagging. The system evaluates each input sentence on the following criteria.

The chapter [6] focuses on the answer of RQ3 and RQ4 and provides results that show
a clear pattern: The lower the restrictions on the criteria, the higher is the recall and
the lower is the precision. When considering the F-measure, the setup that involved no
semantic dependency, negative and very negative sentence sentiment, and the presence
of a company in the sentence, reached the best result with a value of 53%. It is also
interesting to see how well the system performs if just a classification of relevant and
non-relevant documents is considered. An F-measure performance value of 75% was
achieved on the evaluation corpus in a setup that considers a semantic dependency be-
tween a environmental word and the company in a sentence. The sentiment orientation
of the sentences has not been considered, due to the worse performance results. The
hugest impact on the results were sentences where companies and environmental words
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had been mentioned. Leaving out a semantic dependency or sentiment level changed the
recall and precision values accordingly, but the F-measure did not change significantly.
Especially the factor of sentiment levels did not have a significant impact. This could be
because sentences in news stories are formalized and most of the content that is deliv-
ered through news blog posts have a negative attitude. This assumption is supported by
the fact that, according to the Stanford Sentiment solution, a very high fraction of the
sentences in the evaluation corpus have a negative or very negative sentiment level. Most
reasons for errors/wrong classifications are that, in the case of false positives, a wrong
sentiment level has been assigned to a sentence or a wrong environmental word has been
detected. In the case of false negatives, the most frequent reasons for error have been
that a company name was not detected or, again, the environmental word was wrong.
Overall in the articles in the evaluation corpus 49 different companies were mentioned
and 20 of them were present in detected incidents. The Top 5 mentioned companies
were present in approximately in every second detected incident, which leads to the as-
sumption that even reporting in news blogs of environmental issues still focuses more
on some well known companies and topics.

Besides the technical challenges in IE, there are different challenges like the credibility
of news sources, privacy and ethical concerns. When using online resources for infor-
mation extraction, the reliability of these sources is of interest in order to assess if the
extracted information can be taken seriously. Scientific research has already addressed
this issue; the frameworks and practical solutions that exist are introduced in the sec-
tion |/l The consequences of big data and artificial intelligence technologies, like data
mining and IE, on privacy and ethical concerns are also of particular interest. These
new technologies offer new possibilities to process huge amounts of data and to detect
patterns within these data, thereby enabling people to be categorized into groups with
common attributes. But this superficial approach also has its critics, who say that it does
not take individuality into account. Moreover, there is the matter of whether it is ethical
to use every kind of data that is available and whether the source of this data is aware
that this data could be used in a different context than it was intended by the owner.

This implicates a privacy issue too. Data relating to nearly every part of people’s lives
nowadays is collected and stored, like buying habits, communication patterns and finan-
cial situation. Furthermore, people are tracked with or without their consent or knowl-
edge and, for example, staying anonymous on the web is becoming more and more
difficult due to increasingly advanced tracking. In conclusion, regarding the subject of
ethics and privacy, it is hard to tell how the future will develop, whether we will have
to face some kind Orwellian state, or whether the ongoing threat to privacy will elicit a
reaction and a demand for more privacy.
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8.2 Future Work

In the future, additional improvements and further refinements could be carried out in
the following respects:

Credibility Assessment of News Sources

The problem of credibility of new sources has been addressed theoretically in this thesis.
For a productive implementation, it would be necessary to do a prior assessment of the
credibility of the used news sources as well as an extensive search for sources, especially
local ones that are harder to find and more difficult to assess.

Different Input Sources

Besides new blogs, further possible input sources exist. For example, an analysis of
Twitter posts could be interesting because these allow easier categorization through
hashtags and geographic information about the person who is posting.

Additional Language Support

The limits of my language mean the limits of my world (Wittgenstein, |1963)).

One of the major limitations is to find qualified sources, especially sources who write
about local events. English is a good starting point, because most of the relevant news
around the world is published in English too. Nevertheless, there is a bias towards topics
about English-speaking countries. A further point is that even if you know the language
that is spoken in a country, you might not be familiar with the media, journalists, NGOs,
etc., which publish relevant articles on the subject and it might also prove difficult to find
people who are well-versed in this respect. An implementation for the German language
would be particularly interesting here.

Improvements in Sentiment Classification

The sentiment classification did not have a huge positive impact on the results, but was
responsible for errors. The Stanford sentiment algorithm, which was used in this work,
is a classifier based on the deep learning/deep neural network paradigm. It was trained
on a set of movie reviews, due to their open accessibility and variety in semantic orien-
tation. Improvements regarding the semantic orientation of environmental words would
be beneficial to the performance. At present, it is possible to gather environmental words
from WordNet, but so far an assignment of sentiment values is missing. This could also
be beneficial to dependency parsing and would make it possible to analyse grammatical
relations with other words or phrases with a certain semantic orientation.

Performance Optimization

The performance of IE tools is always an important issue that is influenced by the
amount of data chosen, the level of detail in which the data is analysed, and which
technology or frameworks are used. One of the main elements that increases the pro-
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cessing time is the OpenCalais plugin. Since it is a web service, the invoke, processing
and response times of the web service have to be considered.

OpenCalais was used because of its good performance measures and its more granular
segmentation regarding the differences between companies, organizations, etc. An ex-
tension of an existing gazetteer could be a feasible option if similar performance results
can be reached.

Using Linked Data and Ontologies

Linked data could be a possibility to put the extracted information in a different context
and provide easy access to additional types of analyses. How many times has a company
been mentioned by a certain blogger or journalist? How often have they been connected
to positive or negative events for which they are responsible? If a person is mentioned
in a news article, it might be possible to determine in which other relations this person
has been mentioned (possible connections to companies, political parties), and so on.
The idea is analyse the news reporting in order to discover connections and networks.

Focus on Social Sustainability
The solution in this work could be extended to the domain of social sustainability, by
using different hypernym hierarchies from WordNet.
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