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Abstract

With the fast development and improvement of range cameras in recent years, also the number of

applications using these sensors increased dramatically. However, besides some simple analysis

of range data, there is also a need for detailed and complete reconstruction of 3D scenes and

objects in order to use the data provided by the camera in a simple way. The 3D objects can

be directly used in various applications, e.g. in the field of robotics for object recognition and

tracking or as input for 3D printers.

The purpose of this thesis is to create a framework for reconstruction of 3D objects using

range and image data provided by RGBD cameras. This thesis consists of three parts:

First, different algorithms are reviewed and implemented for reconstructing and texturing

3D objects from range images. Because reconstruction is quite a complex task, for achieving

best results it is crucial to implement and evaluate as many algorithms as possible. We examine

algorithms for different parts in the process of reconstruction, starting with registration of point

clouds from different views, optimizing the registered point clouds, generating a mesh from the

aligned point clouds and finally texturing the resulting mesh using image data provided by the

camera. Finally, we also investigate reconstruction of objects using multiple sequences from

different object poses.

The algorithms examined in the first part are combined into a single, highly configurable

and extensible framework. It provides a simple and extensible solution for a great range of

different reconstruction scenarios. A simple-to-use graphical user interface has been developed

for configuring and running the framework on both recorded scenes and live camera streams.

Based on the framework a command line application has been developed allowing unattended

analysis and batch processing of multiple objects.

The last part of the thesis analyses the reconstruction results, the algorithms and their con-

figurations. Because the reconstruction process consists of several steps, where each step uses

the calculation results of the previous step, also the interaction between the algorithms and the

impact of changing one algorithm in the pipeline is evaluated. The results are compared to other

popular object reconstruction frameworks, highlighting the strengths and weaknesses of each

framework.
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Kurzfassung

Durch die schnelle Weiterentwicklung von Tiefenbildkameras in den letzten Jahren sind auch die

Anwendungen, welche diese Sensoren nutzen, gestiegen. Abgesehen von einfachen Anwendun-

gen gibt es jedoch das Bedürfnis, exakte und vollständige 3D Szenen und Modelle zu rekonstru-

ieren. Solche 3D Modelle finden vor allem im Bereich der Robotik für Objektwiedererkennung

und im Bereich der 3D Drucker Anwendung.

Das Ziel dieser Arbeit ist die Erstellung eines Software-Frameworks zur Rekonstruktion

von 3D Objekten unter Verwendung von Farb- und Tiefeninformation von RGBD Kameras. Die

Arbeit besteht aus drei Teilen:

Zuerst werden unterschiedliche Algorithmen für die Rekonstruktion und Texturierung von

3D Modellen untersucht und umgestetzt. Da der Rekonstruktionsprozess relativ komplex ist,

ist es wichtig, möglichst viele und unterschiedliche Algorithmen zu analysieren und umzuset-

zen. Wir untersuchen verschiedene Algorithmen, beginnend bei der Registrierung von Punkt-

wolken aus unterschiedlichen Blickwinkeln, Optimierung der registrierten Punktwolken, Erzeu-

gung eines Polygonmodells und schließlich der Texturierung der Modells unter Verwendung der

Farbbilder, welche von der Kamera aufgenommen werden. Außerdem behandeln wir auch die

Rekonstruktion von Objekten, welche in unterschiedlichen Stellungen aufgenommen wurden.

Die untersuchten Algorithmen werden anschließend in ein einfach konfigurierbares und er-

weiterbares Framework eingefügt. Ziel ist eine einfache und erweiterbare Lösung für eine große

Bandbreite an Rekonstruktionsszenarien. Eine einfach zu nutzende grafische Benutzeroberfläche

wurde entwickelt, welche die Benutzung des Frameworks sowohl auf aufgenommenen Sequen-

zen als auch auf Live-Streams ermöglicht. Basierend auf dem Framework wurde auch eine Kon-

solenapplikation entwickelt, welche unbeaufsichtigte Analysen und Verarbeitung von mehreren

Objekten gleichzeitig ermöglicht.

Der letzte Teil der Arbeit beschäftigt sich mit der Analyse der Ergebnisse der Rekonstruk-

tion, der Algorithmen und deren Konfigurationen. Da der Rekonstruktionsprozess aus mehre-

ren Schritten besteht, die aufeinander aufbauen, werden auch Abhängigkeiten zwischen diesen

Schritten untersucht. Die Ergebnisse werden mit anderen aktuellen Applikationen verglichen,

um Stärken und Schwächen der verschiedenen Lösungen aufzuzeigen.
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CHAPTER 1
Introduction

This thesis describes the development of a highly configurable and extensible framework tar-

geted at 3D object reconstruction using RGBD input data for a broad range of reconstruction

scenarios.

There has been much research on range cameras in the last years. Starting with Microsoft’s

Kinect 1 these kind of cameras have become affordable for the broad mass. This resulted in a

general availability of these sensors. Also Google announced recently that they are working on

an embedded range camera for tablets and smartphones 2.

Range cameras are a special type of camera where a second sensor is used to provide range

information for each pixel, besides the standard color information. There are different techniques

for determining this value, where the Time-Of-Flight approach is the most common today. Be-

sides that, different approaches for acquiring 3D data existed for longer time. Laser scanners

provide exact data of the analysed object, though they lack to provide color information of the

object. The technology of different data acquisition devices will be discussed in detail in Chapter

2.

The general availability of this technology resulted in a wide range of applications using

this additional information. Because the first sensor was shipped with Microsoft’s Xbox 360,

most of the applications where targeted at the gaming market in the beginning. Microsoft used

a simple analysis of depth information to detect persons in front of the camera, resulting in new

interaction possibilities for users of their console. However, there is still a demand for an exact

reconstruction of 3D scenes and objects from range images in order to create more complex

applications using range images. In the field of robotics, the generated models can be used for

object recognition or object tracking [1] [2]. Another application is to use the reconstructed

models as input for 3D printers [3]. Besides that the models can be used in any graphical

3D application, which makes our framework interesting for game designers, film studios or

architects. Although the quality of the reconstructed models might not be sufficient in these

cases, it can be used as basis for further improvement or for fast prototype modelling.

1http://www.microsoft.com/en-us/kinectforwindows/
2https://www.google.com/atap/projecttango/
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The main focus of this thesis lies on developing an easily extendable framework and user

interface for object reconstruction using a set of standard, robust modelling algorithms.

We propose to design the reconstruction process as pipeline consisting of several compo-

nents. Each component solves one particular problem of the reconstruction process. This struc-

ture has various advantages. First, splitting up the problem simplifies the overall organization

and allows to solve each step individually. Second, this approach allows to easily exchange the

algorithm used in one component without affecting other parts of the pipeline. Figure 1.1 shows

the structure of the pipeline.

Figure 1.1: Structure of the reconstruction pipeline

First, the source data will be acquired. Both recorded sequences from files and live streams

from cameras can be analysed. Usually, the data obtained is represented as a set of 3D points

with associated color information. We will refer to this structure as point cloud in the remainder

of this thesis.

The purpose of the pairwise registration is to find a transformation matrix between adjacent

source point clouds. This allows to transform all input images into a single coordinate system

by applying the transformation matrices subsequently in the right order.

The (optional) multiview refinement step is responsible for minimizing the registration error

of the transformation matrices from the first step. As the registration in the first step is calculated

2



Figure 1.2: Virtual scene containing reconstructed objects

between adjacent input point clouds, usually an error is accumulating resulting in a drift between

the first and the last source point cloud. By analysing the transformation on a global level, this

error can be reduced, resulting in a better overall registration.

As the purpose of this thesis is to reconstruct only a single object and not the complete

scene, the next step consists of separating the object from the background. As a side effect, this

step will also increase performance of the following components, as the data size is decreased

dramatically.

Multisequence alignment is used only for scenarios where the object has been recorded in

different object configurations. This allows to reconstruct the whole object, as in one sequence,

some parts of the object are not visible and always occluded, i.e. the bottom of the object.

In the postprocessing step, the model is optimized for further processing. Optimization

involves merging all source point clouds into a single point cloud. It consists of removal of

duplicate points and optimizing data of the final point cloud by smoothing noisy data. This step

is crucial in order to generate smooth models and exact texture maps in the next steps.

Next, the point cloud is converted into a 3D polygon mesh, as this is the primarily used

format when dealing with 3D object data. Finally, the RGB data from the source images is used

to create a single texture map, which can be applied to the mesh.

Different algorithms for each of these components are reviewed and evaluated. Finally, the

most interesting algorithms are implemented in our framework. Figure 1.2 shows a virtual scene

containing some of the objects that have been reconstructed using our framework. Figure 1.3

shows the visualization of different reconstruction steps in our pipeline.

The remainder of this thesis is organized as follows. Chapter 2 describes the state of the art

of object reconstruction. Algorithms that solve parts of the object reconstruction problems as

well as complete frameworks for object reconstruction are presented. Chapter 3 describes the
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Figure 1.3: Reconstructed floor cleaner bottle

algorithms used in the framework in detail. The different steps involved in object reconstruction

are described. For each step, at least one method will be presented. Chapter 4 describes the

structure of the implemented framework, as well as the implementation details for each method

used. The graphical user interface is presented, as well as a command line application suitable

for unattended analysis and batch processing. Chapter 5 evaluates the results obtained using

the reconstruction framework. The different methods and parametrization of algorithms imple-

mented are compared against each other. The results are also compared to other reconstruction

frameworks. The thesis closes with a conclusion, interpreting the results obtained. Also ideas

for future work are presented.
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CHAPTER 2
State of the art

This chapter gives an overview of state of the art reconstruction algorithms and frameworks.

Also related technologies for data acquisition are presented.

2.1 Data acquisition

Basically, the presented framework and algorithms can deal with any kind of point cloud data.

There are different technologies for acquiring such 3D voxel data. Some of the algorithms

presented in chapter 3 originated from analysing and visualizing voxel data obtained by CT

devices. Another common approach for acquiring 3D point data are laser scanners. A laser

point is emitted onto the object point by point. The distance to the camera is then calculated by

triangulating the laser point at the object with the position of the laser and the camera. Although

this approach delivers high quality results, scanning progress can be slow compared to other

techniques. In addition, this approach does not provide color information of the scanned object.

Also, such scanning devices are usually quite expensive.

A different approach especially used in recent years are RGB-D cameras. This is a special

kind of camera, that not only captures RGB images, but also the depth information for each

pixel. The most common technology used for this purpose are Time-Of-Flight cameras. The

distance for each pixel is calculated by measuring the time the light needs to be reflected back

to the camera. Alternatively, also the phase shift of the light can be used to measure or improve

measurement of the distance. An advantage of this approach is that the scene is recorded all at

once, compared to the laser scanner, which records point by point. This makes it suitable for

scenes with moving object and also for real time applications, as these cameras usually deliver

many frames per second.

Another approach for obtaining depth data is to project an infrared light pattern and deter-

mine the distance by measuring the distortion of the pattern. Although this technique existed

for a longer time, it has become interesting in recent years, mainly due to the fact that Microsoft

released an RGB-D camera packaged with their gaming console Xbox 360. This step made such

cameras affordable for the broad mass.
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Another approach is to use a stereo camera setup. It uses two fixed cameras, which are

extrinsically and intrinsically calibrated. By analysing the resulting images from each camera,

usually using some kind of edge detection and correlation algorithm, the distance of each point

to the camera can be approximated by finding corresponding points in each image. However,

the quality of results strongly depend on the scene, e.g. the distance can not be estimated if there

is not enough color information in the images. Furthermore, this approach introduces additional

complexity, resulting in an additional source of errors.

2.2 Object reconstruction

In this chapter, common methods for each of the components in our proposed pipeline will be

presented. Also, recent approaches and current research in this area are mentioned.

There has been intensive research in the field of object reconstruction over the last years, es-

pecially pushed through the broad availability of RGBD cameras in recent time. There are many

different algorithms solving parts of the object reconstruction process, which will be presented

in this chapter.

The pairwise registration is the most crucial step in our object reconstruction pipeline, as

all other components rely on accurate transformation matrices obtained in this step. Various

methods exist for finding a rigid transformation between two point clouds with unknown initial

poses for different scenarios, using either 2D image data, 3D point data or both.

One of the most common method is the Iterative Closest Point algorithm (ICP), which works

on 3D point data. An overview of different variants of the ICP-algorithm can be found in [4]. It

uses 3D point cloud data to find the transformation matrices. Basically, corresponding points in

two point clouds are analysed to estimate a transformation matrix between them. Although the

results of this algorithm are usually very good, it relies on an initial alignment of the pointclouds,

as the search for corresponding points is done using a nearest neighbour search from the source

point.

Another approach for aligning two point clouds involves analysis of 2D image data. Differ-

ent techniques exist for estimating transformations using this information. A relatively simple

class of methods are marker based approaches. A special marker is added to the registration

setup, which can be tracked in an easy way. The transformation can then be calculated by using

the position of the marker obtained in the previous step. For example, checkerboards can be

easily and accurately detected. This however requires to have control over the registration setup,

which might not be the case in all scenarios. An advantage of this approach is that it can be

computed in a very fast and efficient way.

A more complex approach uses a general purpose camera tracker. It calculates features from

the source images, which can then be tracked between two frames. A broad range of feature

detection algorithm exist: Harris [5], FAST [6], SIFT [7] or SURF [8]. A feature detection ap-

proach specifically targeted for point cloud analysis is ImGD [9]. For transformation estimation,

using SVD [10] is a commonly used approach. Another technique specifically developed for

point cloud data is RGB-D Slam System [11]. The camera tracking approach is generally appli-

cable for most registration setups, though it also introduces some contraints. First, the modelled

object has to provide enough visual structure in order to find enough features for tracking. Sec-
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ond, the transformation between the two considered frames must not be too large, as this might

be problematic for tracking the camera position.

To refine the alignment and reduce errors, a technique called multiview refinement [12] can

be used. Assuming that during the pairwise registration, an error accumulates over time, this

method aims at reducing this error by refining the transformations on a global level.

For conversion of the pointcloud to a 3D polygon mesh, two commonly used approaches

exist. Marching cubes [13], initially intended for visualizing CT scans, divides the model into

cubes with a certain resolution, generating polygons for each cube depending on how it intersects

with the object surface. Different variants of this algorithm exist [14] [15].

A more complex approach is Poisson reconstruction [16]. The goal of this method is to

calculate an indicator function, which defines whether a point lies inside the object or not. The

authors of the paper describe a technique to approximate the indicator function by reducing the

problem to a standard poisson equation.

A different approach targeted especially at noisy source data is Surfel based geometry re-

construction [17]. It generates small planar patches at points in the point cloud, called surfels.

Markov Random fields are used to optimize the resulting mesh considering two terms: the par-

allelism between adjacent surfels and the amount of overlap. The orientation of neighbouring

patches and their overlap influence the resulting polygon mesh.

A common approach for segmenting the modelled object from the background is to split

segmentation into two steps. First, the plane, where the object resides, is calculated. This can be

done by fitting a plane into the point cloud using RANSAC [18]. Another method would be to

use a checkerboard to detect the plane, where the object stays on. This technique is especially

interesting for scenarios, where the checkerboard is used for pairwise registration anyway. The

second step is responsible for separating the object from the plane and the background. Eu-

clidean cluster extraction [19] can be used to solve this problem. It uses a method similar to a

flood fill algorithm to obtain objects above the plane. A nearest neighbour search is performed

iteratively, adding all neighbours within a specified range to the cluster. As a result, this method

not only separates objects from the background, but also creates individual clusters for each

object.

Various methods exist for estimating a rigid transformation between multiple sequences of

a modelled object recorded from different object poses. Considering the methods presented

so far, ICP could be used to align two sequences. This however, requires an initial alignment

estimation, as ICP only works, if the source point clouds are close to each other. Usually,

this process is split up in four steps. First, keypoints and features are calculated in either the

2D images or from the 3D data. Next, corresponding points in source and destination point

cloud are matched, where bad correspondences are rejected. Third, a transformation using the

correspondence information is estimated. Finally, these steps are repeated until the alignment

error is below a certain threshold.

Although texture map generation in multiview reconstruction scenarios is a relatively new

research area, there are a handful of interesting methods suitable for our framework. [20] de-

scribes a multiband blending approach for generating high quality texture maps. Visual seams

at texture patch boundaries are removed by blending textures from different input images. [21]

extend the method by improving the mapping algorithm, also taking visibility and occlusion into

7



account. Furthermore, they propose a method for removing specular highlights from the mod-

elled object. Another interesting approach is described by [22]. The authors observed, that in

multiview scenarios, texture information is redundant across different input images. Using this

fact, they propose a method capable of generating texture maps with higher resolution than the

original source images. Also [23] describes an interesting approach, segmenting the mesh into

associated clusters before applying their texturing algorithm.

2.3 Modelling frameworks

As described in the last section, there are many algorithms partially solving the problem of

object reconstruction. There are however only a few complete frameworks covering the whole

reconstruction process of a 3D model.

One of the most widely known frameworks is Kinect Fusion [24] [25] 1. This is not a

complete object modelling framework, as it consists only of tracking the camera position and

registering each frame in a global model. No texturing is involved, and it is not capable of

modelling a single object either.

Two applications for complete object reconstruction will be evaluated in this thesis. Recon-

structMe 2 is a (commercial) real time 3D object reconstruction application. By analysing a

live camera stream, it delivers a reconstructed and textured 3D polygon mesh in real time. For

segmentation, it uses a quite simple approach. The bounding box around the object has to be

defined either by the user in their application, or by placing a marker into the registration setup

before starting the recording process.

Another tool for object modelling is the In-Hand Scanner 3 included in PCL (Point Clouds

Library). It uses only pairwise registration (ICP) for aligning point cloud data. Segmentation is

done based on a bounding box. As this scanner is intended to be used with objects held in the

hand of the user, the hand is segmented using color information. Texturing is also not considered

in this application.

1http://msdn.microsoft.com/en-us/library/dn188670.aspx
2http://reconstructme.net/
3http://pointclouds.org/documentation/tutorials/in_hand_scanner.php
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CHAPTER 3
Object reconstruction

This chapter presents algorithms for the different steps involved during object reconstruction.

First, some basic algorithms will be presented, which are often used or needed for object re-

construction, or which are crucial for other algorithms presented to work. Then, methods will

be described to align multiple point clouds into a single point cloud. Techniques will be pre-

sented to reduce the alignment error and improve quality of the merged point cloud. Afterwards,

the conversion of the point based representation of the model into a 3D polygon mesh will be

discussed. Finally, a method for texturing the resulting mesh from the input RGB data will be

explained.

3.1 Basics

This subsection describes some important basic data structures and algorithms involved when

analysing 3D point cloud data.

Point cloud

When working with 3D point data, it is usually represented using a point cloud. This is a

simple set of points in 3D space. Each point has 3D coordinates and color values assigned

initially after recording. One can distinguish between organized and non organized point clouds.

Organized means, that point data is arranged in an image like structure, where each point can

be accessed through 2D coordinates. This is usually the case for point cloud data acquired

by RGBD cameras. This property is important for some algorithms presented in this thesis,

as some operations are much faster when working on organized point clouds. When applying

certain operations on the point cloud, e.g. merging two point clouds, the organization of points

is lost. Besides the position and color of the point, also other data types can be associated with

a point. The most important to mention here is the normal of the point, which is used by many

algorithms presented.

9



Normal estimation

Two methods for estimating normals in a point cloud will be presented in this chapter. For

organized point clouds, the integral image normal estimation can be used to efficiently estimate

the normals for each point in the point cloud. If point cloud data is not organized, or the quality

of the integral image normal estimation is not sufficient, a different approach will be presented.

It is slower regarding computational performance, but yields better results and does not rely on

the point cloud being organized.

Integral Image Normal Estimation is a fast and efficient way to estimate normals in a point

cloud, however quality of the normals is worse compared to other techniques. The technique

presented is based on the paper [26]. This method first calculates an integral image using the

depth values of each point in the input image, thus it relies on the input data being organized.

An integral image is created by summing the value of all pixels between the current pixel and

the origin. It allows to efficiently calculate sums of rectangles in the image. The image is then

smoothed to reduce noise from the input image. The smoothing area is chosen based on the

depth values of each point using two criteria: First, the size of the smoothing area is dependent

on the distance of the point to the camera, as usually points that are far away from the camera

have a worse signal-to-noise ratio. Second, areas with large depth changes are removed from

the smoothing area, which prevents smoothing over object borders. After smoothing the image,

the normals for each point can be calculated. For each point, one vector between the left and the

right neighbour and another vector between the upper and lower neighbour are calculated. The

normal of the point is obtained by calculating the cross product of these two vectors.

A different approach gives better results compared to the Integral Image Normal Estimation

and also works on unorganized point clouds. It is based on a paper by [27]. The idea is to find

a plane tangential to the surface at the position of the point. This can be formulated as a least-

squares plane fitting estimation problem using the neighbourhood of the point. It can be solved

by analysing the eigenvectors and eigenvalues of the convariance matrix of the neighbouring

points using Principal Component Analysis as described in [26]. The problem of this approach

is, that the direction of the normal can not be determined using this approach. However, when

the camera view is known, calculation of the direction is simple, as the normals always point

towards the camera.

RANSAC

RANSAC [18] stands for Random Sample Consensus. It is a method for fitting a mathematical

model (e.g. a plane) into a set of data points. This set consists of inliers and outliers. It is an

iterative approach and works as follows: First, a random subset is taken from the set of input

points, which represent hypothetical inliers. Next, the model is fitted into these hypothetical

inliers. Using the aligned model, the other data points are now tested against the model to

check for two cases: If a data point is close enough to the model according to some confidence

parameter, it is also considered as inlier and added to the set of hypothetical inliers, otherwise

it is defined as outlier. Afterwards, an error metric is evaluated, measuring the quality of the

model, depending on the number of inliers compared to the size of the data set. If the quality of
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Figure 3.1: Different iterations of RANSAC1

the model is good enough, the model is reestimated using all hypothetical inliers, and the error

metric is evaluated again.

This procedure is repeated either a fixed number of times or until some confidence threshold

has been reached. Each iteration either rejects the model or estimates a refined model with using

a certain error metric. The best model found is kept and represents the result of the algorithm.

This method provides accurate and robust estimation of the model parameters, however the

quality of results strongly depends on the number of iterations, thus also affecting computational

performance of the algorithm. Figure 3.1 shows an example for 2D space, where a line is fitted

to a data point set.

Efficient point cloud representation

Most algorithms presented need to find certain points in the point clouds in an efficient way.

Especially neighbourhood searches are performed by several methods. Therefore it is important

to manage point clouds in an efficient way. Two data structures will be presented: Octrees and

KD-Trees.

An octree can be seen as extension of a binary tree for 3D space. The root node is represented

by a cube containing all points in the point cloud. It is subdivided into eight child nodes each

also represented by a cube, where each child node contains only points that lie within this cube.

Usually, octrees are initialized with a certain depth depending on the point cloud data size.

Figure 3.2 illustrates the organization of an octree.

Figure 3.2: Illustration of an octree 2

1http://de.wikipedia.org/wiki/RANSAC-Algorithmus
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A k-d tree is similar to an octree, with the difference that space is not partitioned uniformly

and uses a binary tree for organization. Thus it is better suited for data sets with varying density.

At each level, the data set is split along a specific dimension. The point used for splitting is the

mean point in the dataset, Subsequent levels are splitted along the other dimensions. Figure 3.3

illustrates a k-d tree for 2D space.

Figure 3.3: Illustration of k-d-tree in 2D space 3

3.2 Pairwise registration

The purpose of the pairwise registration is to find an estimation of the rigid transformation

between two pointclouds. Two methods will be presented in this section. ICP [28] [29], which

uses 3D point data for alignment, and a feature based camera tracker, which uses 2D features for

estimating a transformation.

Iterative closest point

Iterative closest point algorithm is a well known and widely used method for aligning point

clouds. It is suitable for generic input data, though registration results may vary depending on

the input dataset. Furthermore, this algorithm needs an initial guess of the transformation that

is close to the real transformation in order to work. There are many variations of this algorithm

as described in [4]. This section gives an overview of the basic idea of iterative closest point

algorithms.

Most of the ICP variants can be divided into six steps:

• Select a subset of the points from the source clouds.

• For each selected point in one point cloud find a corresponding point in the other point

cloud.

• Assign a quality value to each correspondence according to a certain weighting scheme.

• Reject correspondences with low quality.

2http://de.wikipedia.org/wiki/Octree
3http://en.wikipedia.org/wiki/K-d_tree
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• Find a transformation reducing the error for all correspondences based on some error

metric.

• Repeat all steps until a termination criteria is reached.

Each of these steps can be implemented using different strategies.

The first step is the selection of points. There are different strategies for selecting points,

where the most common ones are: Random selection of points, uniform selection, using all

points or selecting points with high intensity gradient. All of these approaches can be used to se-

lect points only in the source point cloud or in both source and destination point cloud. Choosing

the appropriate algorithm strongly affects the quality of the results and also the computational

performance of the algorithm.

The next step is to find corresponding points in each point cloud. A simple approach is to

search for the closest point in the destination point cloud. Other approaches are to search for

the closest point at either the intersection of the normal of the source point with the surface of

the destination point cloud or to project the source point to the surface of the destination point

cloud using the vector of the camera view, from which the point cloud has been recorded. Each

of these techniques may restrict the matching of points to some condition, e.g. the color of the

points or the direction of the normals. This step makes clear, why an initial alignment for the

two point clouds is needed for ICP. If the transformation of the two point clouds is too far apart,

neighbourhood search will not provide appropriate results.

Next, each point pair is weighted using one of the following methods to measure the quality

of the correspondence: A constant weight, weighting based on the distance between points,

based on the angle between normals or based on the color difference of corresponding points.

Also a combination of these methods is possible.

Using this information, correspondences with low quality can be removed and ignored in

further steps. Rejection of points can be done in different ways:

• Reject points that are too far apart

• Reject a fixed percentage of points based on some metric, e.g. usually the distance

• Reject points outside the standard deviation of the average distance between points

• Reject points that are inconsistent with their neighboring points.

• Reject correspondences at object boundaries

Using the remaining correspondences, the transformation can be estimated using RANSAC [18].

The final step is to find an error metric describing the quality of the transformation. It can be

the sum of squared distances between points, distance and color difference, or the distance of

the source point to the plane, where the destination point is located using the normal of the

destination point. All of these steps are iteratively repeated until either the error metric is below

a specified threshold or a maximum number of iterations has been reached.
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Camera tracking

A different approach for aligning point clouds is to track the camera position using 2D infor-

mation from the RGB images. A simple technique is a marker based method, where a special

marker (e.g. a checkerboard) present in source and destination image is tracked. However, this

approach requires to have control over the registration scenario.

A more general approach is to detect arbitrary features for tracking the camera position. This

technique can be used in a broad range of registration scenarios only limited by two constraints:

First, the image have to provide enough visual information for feature detection. Second, the

transformation between the two images must not be too large.

The camera tracking approach described is based on [9]. It is capable of tracking a live

camera stream with standard framerate in real time. The camera tracking process can be split into

three steps: Calculation keypoints and feature descriptors, matching of corresponding keypoints

and estimation of transformation between two frames.

First, for each new frame, keypoints and feature descriptors are calculated. For keypoint de-

tection, the FAST detector [6] is used. FAST keypoints focus at high performance detection for

real time applications. For each pixel in the source image, a circular neighbourhood of 16 pixels

is examined. The location is considered as keypoint, if there exists a contiguous number of n

pixels, which are all either brighter or darker than the center pixel. Performance of this technique

can be increased by using a machine learning approach to train a feature classifier in advance.

Then, for feature detection, a decision tree is used to achieve high performance detection. An-

other problem of this approach is the detection of multiple interest points in adjacent locations.

To overcome this issue, a score for each feature is calculated by summing the difference between

the center pixel and the surrounding pixels. Now, for adjacent keypoints, only the one with the

highest score is kept. Based on the keypoints obtained in the last step, feature descriptions are

calculated using ImGD [9]. This feature descriptor is similar to the SIFT feature descriptor. For

each keypoint, a neighbourhood of 16x16 pixels is considered. This area is then split up into 4x4

subregions. For each subregion, an orientation histogram of 8 values is calculated representing

the average gradient magnitude in each direction.

Using the feature descriptions obtained in the last step, corresponding keypoints can be de-

tected between two frames. A simple bruteforce approach is used to find for each feature from

the source image the best feature in the destination image. To improve the quality of the cor-

responding keypoints, RANSAC [18] is used. First, the keypoint locations of the two images

are mapped to 3D point coordinates. Then, RANSAC is used to estimated a transformation be-

tween the source and destination keypoints. Finally, the quality for each keypoint is calculated

using the squared distance between source and target point after applying the estimated trans-

formation. Only keypoints with good quality are considered in the next step. Finally, using the

remaining keypoints and the estimated transformation from RANSAC algorithm, a more exact

transformation is estimated using SVD [10].

The general workflow of the camera tracker is as follows: For each incoming image, key-

points and feature descriptions are calculated. If the investigated frame is the very first frame, it

is stored and marked as keyframe. Subsequent frames that are analysed by the camera tracker

are always compared against the keyframe stored in the camera tracker using the matching al-

gorithm described above. If the estimated transformation exceeds a certain threshold, the new
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frame is considered a keyframe and stored in the camera tracker. All subsequent source images

are then compared against this new keyframe.

3.3 Segmentation

This section describes a method for separating the target object from the surrounding environ-

ment. This is done for two reasons. First, the goal of our reconstruction framework is to generate

a 3D model of the object only. Second, performance of the further reconstruction process can

be increased dramatically when calculated on the model only. The segmentation consists of two

main steps. First, the plane where the object resides is detected. Afterwards, the object and the

background are separated.

The goal of the first step is to find the plane, where the object is positioned on. RANSAC [18]

is used to fit the plane into the point cloud, which returns the estimated coefficients of the table

plane.

The second step is to find the object on the plane and extract it. Euclidean cluster extraction

[19] is used to achieve this goal. First of all, only points above the plane are considered. Then,

one of the remaining points is randomly chosen and added to a queue. Starting at this point,

all neighbouring points within a certain distance are also added to the queue. This step is then

applied to the points that have been added, until all points in the queue have been processed.

These points now represent one object. If there are remaining points in the input data set, that

have not been added to the queue, the algorithm can be repeated for these points. This should

be only the case when multiple objects are placed on the table. This method can be efficiently

implemented using an octree for representing the input point cloud.

3.4 Multiview refinement

When using the pairwise registration, the transformation between point clouds is usually cal-

culated between two consecutive images of the object. The overall pose is the obtained by

concatenating the poses from the pairwise registration. This results in an error that is accumu-

lating based on the number of input clouds. Thus, the transformation between the first and the

last point cloud might not match exactly. To overcome this issue, multiview refinement [12] can

be used. The idea is to optimize the transformation on a global level on all point clouds and

based on this data to distribute the error over all transformations in order to refine the alignment

and find a more exact solution. An adapted version of LM-ICP [30] [31], which is capable of

handling more than two frames is used to solve this problem.

The idea of LM-ICP is to align a source point clouds S and a target point clouds T by

estimating a rigid transformation T , defined by a set of parameters a, by minimizing the error

function:

E(Ta) =

NS
∑

i=1

ei(Ta)
2

with
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ei(Ta) = minj ‖ Tj − Ta(Si) ‖

being the distance of a transformed point Ta(Si) from the source point cloud to the closest

point in the target point cloud T . In case of a rigid transformation, a is a set of 7 parameters

(3 for translation, 4 for rotation). Each iteration of LM aims at reducing the error function by

updating the parameters of a. To achieve this, the Jacobian matrix of the error function is needed.

The derivates can be pre computed by the distance transform D of the target point cloud:

D(x) = minj ‖ Tj − x ‖

where x ∈ X , X being a discrete volume enclosing the target point cloud. Combining the

above equations, we obtain ei(Ta) = D(Ta(Si)), which allows to define the derivates as

∂ei

∂a
= ∇xD(Ta(Si))∇

⊤
Ta
Ta(Si)

∇xD can be computed in advance by using finite differencing, whereas ∇Ta
has to be cal-

culated analytically.

Until now, we have examined the LM-ICP algorithm for two point clouds. Next, we will

investigate adaptions for multiple point clouds. Given a set of point clouds V 1, ..., V n which

are initially aligned, the goal is to refine the absolute orientation. Using the prealigned point

clouds, an overlap matrix can be computed, such that A(h, k) = 1 if an overlap of at least 30%

is present between point cloud h and k. The registration error between two views V h and V k

using a transformation ah and ak is defined as:

E(ah, ak) =

Nh

V
∑

i=1

A(h, k)(Dk
ǫ (Taha

−1

k

(V h
i )))

2

where Dk
ǫ is the euclidean distance transform of V k and T

aha
−1

k

aligns V h to V k. The overall

registration error can be written as the sum of every pair in the set S of overlapping point clouds:

E(a1, ..., an) =
∑

(h,k)∈S

Nh

V
∑

i=1

(Dk
ǫ (Taha

−1

k

(V h
i )))

2

E(a1, ..., an) =
∑

(h,k)∈S

Nh

V
∑

i=1

(eh,k,i(a1, ..., an))
2

The derivates can be computed as:

∂eh,k,i

∂(a1, ..., an)
= ∇xD

k
ǫ (Taha

−1

k

(V h
i ))∇

⊤
T
aha

−1

k

(T
aha

−1

k

(V h
i ))

The resulting Jacobian matrix is a sparse matrix, allowing to compute a solution using sparse

solvers.

16



3.5 Alignment of multiple sequences

So far, all algorithms mentioned aimed at reconstructing a static object recorded from different

angles. However, for a complete reconstruction of the object it is necessary to record multiple

sequences of the object in different configurations, i.e. the object has to be turned around at least

once to be able to reconstruct also the bottom of the object. The goal of this step is to align two

partly reconstructed objects, where the relative rigid transformation between them is completely

unknown. The alignment process can be divided into four steps: Search for keypoints and

features in both point clouds, find correspondences, reject bad correspondences and estimate a

transformation.

Keypoint & feature estimation

First, keypoints and features are extracted from each of the source images. A keypoint is an

interesting point in the image. The most important property of a keypoint is that it is stable,

which means that if a keypoint is identified in one image, the corresponding point in another

image should be also detected as keypoint. Furthermore, the neighbourhood of the keypoint

should have a unique appearance, allowing to describe it using a feature descriptor, which can

be used for matching keypoints. A feature describes the area around a keypoint in a way, such

that corresponding keypoints in different images have a similar feature description. 2D SIFT

features [32] [7] have been used in this step. SIFT stands for Scale Invariant Feature Transform,

and as the name suggests, the features are invariant to scale and rotation in different images. The

features are obtained in the following way.

First, the keypoints have to be detected in one input image. In order to find keypoints in-

variant to scale, first a gaussian pyramid is built. Each level of the pyramid is convoluted by a

gaussian kernel and then resampled by a factor of 1.5. After that, the Laplacian pyramid is ap-

proximated by calculating the difference between adjacent levels of the Gaussian pyramid. Next,

for each level in the Laplacian pyramid, local minima and maxima are detected by comparing

the pixel value to the value of the 8 neighbouring pixels. Each of these represent a keypoint.

After that a filter is applied to remove keypoints with low contrast and keypoints, that lie on

edges, to improve the overall quality of the set of keypoints.

The last step handles the calculation of the feature description. For each keypoint, a 16x16

neighbourhood is considered, which is split into 4x4 subregions. A histogram is calculated for

each subregion consisting of 8 values, each representing the average gradient magnitudes in that

direction.

Correspondence estimation

Using the features obtained in the last step, the goal of correspondence estimation is to find

corresponding keypoints using the information from the feature descriptors. For each feature

descriptor in the source image, a corresponding feature descriptor in the target image is deter-

mined. This is done using a Kd-Tree search for a matching feature descriptor within a certain

maximum distance. To improve the quality of the correspondences, a reciprocal search is per-
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formed. Only correspondences which are found from source to target image and vice versa are

considered.

Correspondence rejection

As not all found correspondences might be of good quality, bad correspondences should be re-

jected to improve registration results. This is done by using RANSAC [18] to align correspond-

ing points from source and target image. Outliers are removed from the set of corresponding

points, and only inliers are considered in the next step. As a side effect, this method also calcu-

lates a rough estimation of the transformation between the two point clouds, which can be used

as initial estimation of transformation in the next step.

Transformation estimation

Finally, using the remaining correspondences and the initial transformation guess, the final trans-

formation between the two point clouds can be calculated. For this purpose, SVD [10] is used.

The transformation calculation is split in two steps: rotation and translation. The calculation of

the transformation is simple. It is assumed that the centroid of the source and target point cloud

is the same.

The goal of this step is to find a translation T and a rotation R, that aligns source (key)points

s to corresponding target keypoints t. The relation can be defined as

ti = Rsi + T +Ni

where Ni is a noise vector. Finding the optimal transformation requires to minimize the least

squares error:

ǫ2 =

N
∑

i=1

‖ si −Rti − T ‖2

It is assumed that the two point clouds have the same centroid. Using this information, the

equation can be rewritten as

ǫ2 =

N
∑

i=1

‖ sci −Rtci ‖
2

=
N
∑

i=1

‖ sTcisci + tTcitci − 2sTciRtci ‖
2

where sc and tc represent the point sets translated in a way, such that the centroid lies in the

origin. This formula is minimized if the last term is maximized, which can be reformulated as

maximizing trace(RH), where H is defined as
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H =
N
∑

i=1

tcis
T
ci

If the singular value decomposition of H is H = UAV T , then the optimal rotation can be

defined as R = V UT .

Refinement

The results of the alignment can be refined by running ICP [28] on the point clouds, using the

above obtained transformation estimation as initial guess for the ICP algorithm. The estimated

transformation is exact enough for ICP to work and further refines alignment of the two partial

objects.

3.6 Noise modelling and post processing

This section describes a method to merge all point clouds into a single point cloud and to smooth

noisy data. It consists of two parts. First, a weight is calculated for each point in the point clouds

representing the amount of noise present. Second, all point clouds are merged into a single, fixed

resolution point cloud.

[33] observed that usually the noise in images acquired by RGBD cameras depends on two

factors: The distance to the camera and the angle of the object surface relative to the camera. As

the distance can usually be controlled in an object modelling environment, the method described

focusses only on the viewing angle. Two key observations have been made. First, the amount of

noise depends on the viewing angle. Especially high viewing angles (above 60) lead to immense

noise. Second, noise is especially problematic at object boundaries, as the points in these re-

gions jump between foreground and background. This also leads to inappropriate mapped color

information, where the background color might appear on a point in the foreground and vice

versa. Using these observations, a weighting function wi for point i can be defined as

wi = (1−
θ − θmax

90− θmax

) · (1−
1

2
· e

d
2

i

σ2

L )

θi is the angle between the normal of point i and the viewing angle and θmax is 60. di is

defined as di =‖ di−dj ‖, where dj is the nearest point located at a depth discontinuity. sigmaL
is 0.0002 and represents the lateral noise sigma. As a result of this function points located near

depth discontinuities or points with high viewing angle are assigned a lower weight. Using this

value, points with weights below a certain threshold can be removed from the point cloud.

The final postprocessing step consists of merging all point clouds into a single one. In this

step, the fact that the source point clouds are overlapping in some regions can be used to increase

accuracy and further reduce noise. First, double walls are removed, which originate from noisy

data or small registration errors. This is done by applying Moving Least Squares [34] with a

small radius (1 to 2 mm). Point normals are used in this step to prevent that thin surfaces are
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collapsed. After that, the point clouds are added to an octree with a certain leaf size. Points

falling into the same leaf are averaged using the weight calculated in the last step. The outcome

of this step is a single point cloud with a fixed resolution equal to the leaf size of the octree.

3.7 Surface reconstruction

This section describes the poisson reconstruction algorithm for surface reconstruction. The goal

of this step is to create a 3D polygon mesh from the point cloud obtained in the last step.

Poisson reconstruction

The idea of Poisson reconstruction [16] is to find an indicator function, which approximates the

real surface of the object. It returns 1 for points inside the object and 0 otherwise. The authors of

the paper observed that there is a relationship between the points in the dataset and the indicator

function: The gradient of the indicator function is 0 everywhere except near the surface of the

object, where it is equal to the inverse normal of the point. Each point of the point cloud can be

viewed as sample of the gradient of the indicator function. The problem thus can be reduced to

finding a function, whose gradient approximates the points in the data set.

The surface of an object M can be represented by an indicator function χ, where points

inside the model have a value of one and points outside the model have a value of zero. The

gradient of the indicator function is a vector field that is zero everywhere except near the surface,

where it is equal to the inward facing normal of the surface. Therefore, the points of the point

cloud and their normals can be viewed as samples of the gradient of the indicator function.

∇χM (~s) = − ~ns

For reconstruction of the surface, the idea is to integrate the normal field and interpolate

between the given points of the point cloud. Because the indicator function is piecewise constant,

∇χM (s) is not defined at the surface of the model. To solve this issue, a smoothing filter is

applied to the indicator function.

As the surface of the object is not known, the integral of the surface can not be calculated

directly. However, using the point samples of the point cloud, the vector field can be approxi-

mated. The surface is partitioned into distinct patches, one patch for each sample of the point

cloud, which is scaled based on the resolution of the point cloud. The problem of surface recon-

struction can now be defined as:

∇χM = ~V

However, as V is generally not integrable, no exact solution exists. By applying the diver-

gence operator again, the equation can be rewritten as follows to form a poisson equation, which

can be solved numerically using a least squares approximation

△χM = ∇~V
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The algorithm is implemented using an adaptive octree. Each sample is added to the octree

in such a way that each leaf node contains exactly one sample. For each node o a function F0 is

assigned. The summation of all F0 constructs a function space, whose linear span contains the

indicator function χM . Each F0 is defined as translation and scaling of a basis function FB to

the center and size of the leaf node o:

F0(~q) = FB(
~q − o.c

o.w
)

1

o.w3

where o.c denotes the center of the node and o.w the width of the node. The basis function

is defined as the n-th convolution of a box filter with itself resulting in an approximation of a

gaussian curve.

FB(x, y, z) = (B(x)B(y)B(z))∗n withB(t) =

{

1 if |t| < 0.5
0 otherwise

The vector field can now be calculated as linear sum of all F0 using a trilinear interpolation

between neighbouring nodes.

~V (~q) =
∑

s∈S

∑

o∈NgbrD(s)

αo,sF0(~q) ~ns

where NgbrD(s) are the eight nearest neighbour samples at depth D and αo,s is the trilinear

interpolation weight. The poisson equation can now be approximated, i.e. by using a conjugate

gradient solver. This gives the indicator function that defines the surface of the object.

The final step for surface reconstruction is extraction of an iso surface from the computed

indicator function. An adapted version of the marching cubes [13] [35] algorithm is used to

reconstruct a polygon mesh. Basically, the marching cubes algorithm divides the space into

uniform cubes with a certain resolution. Each cube contributes a polygon to the final mesh,

depending on the type of intersection with the object surface.

3.8 Texturing

The last step in our reconstruction pipeline focusses on the generation of a texture map. The

goal of this component is to generate a single, high quality texture map using the 3D mesh

reconstructed so far and the source images with known transformation matrices relative to the

model. This section describes a multiband texture mapping approach generating high quality

texture maps [21].

The first part of this method is the mapping of each face of the 3D mesh to one of the

provided source images, based primarily on the quality of the viewing angle. Using this infor-

mation, the algorithm tries to find an optimal texture patch layout by preferring large texture

patches. This means that textures with suboptimal viewing angle might be preferred by the algo-

rithm to reduce the number of patch boundaries and thus also to minimize visible seams. As the

final texture is merged from different source images, edges between two different source images

will contain visual artifacts due to camera inaccuracies and registration errors. A method is pre-

sented to reduce seams and artifacts at texture patch boundaries by using a multiband blending
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technique. It decomposes the source images into different frequency bands, which are blended

at texture patch boundaries. This method is able to remove visual seams without introducing

ghosting artifacts, usually appearing in blending methods. Furthermore the resulting texture

quality is improved by removing specular light reflections and highlights. Finally a method is

presented to pack multiple texture patches into a single texture map, thus making the algorithm

suitable for generating texture maps that can be exported to standard 3D model formats. The

next sections describe the technical details of the algorithm.

Texture patch layout

The most simple and straightforward approach for mapping polygons to input images would

be to select the input image with the best viewing angle relative to the normal of the polygon.

This would however result in highly fragmented texture maps, which on the one hand would

waste much space in the final texture and on the other hand would increase number of texture

patch boundaries, resulting in visible seams at polygon edges. To overcome this issue, a method

is presented to prefer larger texture patches with close to optimal viewing angles. The idea is

to select a minimal subset of the input images, where the angle between the normals of each

polygons mapped to one input image and the viewing angle is below a specified threshold. This

problem can be defined as minimal hitting set problem, which is NP hard. However, the authors

of the paper proposed an efficient method, still finding an exact solution. First, all polygons

are processed which are only visible in one input image, which should reduce the number of

remaining images. Next, the remaining images are processed using an exhaustive search to

find an exact solution. For complex models or when the number of input images is large, the

second step can be replaced by an approximation algorithm, finding a close-to-optimal solution.

The authors of the paper proposed to use a k-approximation of k-hitting problem to efficiently

approximate the solution.

(a) Reconstructed model (b) Texture map

Figure 3.4: Texture patch layout

To reduce number of mapping errors, the authors of the paper provide a technique to take
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self occlusion into account and thus minimize errors based on inappropriate mapped textures.

They simply transform all triangles into their corresponding viewing image, saving the nearest

triangle for each pixel in the viewing image. This assures that only triangles get mapped that

are actually visible from the viewing image. Figure 3.4 shows an example of a texture map

produced by this algorithm.

Multiband Blending

As already discussed, merging the final texture from multiple input images results in visible ar-

tifacts and color discontinuities at texture patch boundaries. This problem occurs due to camera

inaccuracies and small errors in the registration process of point clouds. To minimize visible

seams, a multiband blending method is introduced.

The authors of the paper observed, that for a simple blending approach it is hard to find an

appropriate width of the transition zone. If it is too small compared to the average feature size,

seams will still be visible. On the other hand, if the width is too large, features will be visible

as ghosting artifacts. Especially for images with both large and small features, it would be

impossible to choose an appropriate blending width. To solve this issue, a multiband blending

technique can be used. As an image can be seen as composition of different frequencies, the

image can be decomposed into multiple components. The transition width can then be chosen

independently for each image component. The remainder of this section describes the method

in detail.

First, a Gaussian Pyramid of the original images is built, where the first level is the original

image. The next levels are created by applying a kernel-constant Gaussian function g(σ). The

level b of the pyramid is denoted by Gb(I), where I represents the input image and B is the total

number of levels in the pyramid.

Gb(I) = Gb−1(I) ∗ g(σ)

After that, a Laplacian Pyramid is approximated by subtracting adjacent levels of the gaus-

sian pyramid. Each level of this pyramid represents a component of the original image limited

to a certain frequency band.

Lb(I) = Gb(I)−Gb+1(I)

Figure 3.5 shows the construction process of Gaussian and Laplacian pyramids. In the next

step, textures are blended for each triangle using the following formula,

T (x) =
B
∑

b=1

|I|
∑

i=1

Wb,i ∗ Lb(li)(Πi(x))
∑|I|

i=1Wb,i(x)

where I is the set of input images, x is a mesh triangle, Πi is the projection from the 3D

model to the viewing image Ii and W is the weighting function described next.

The weighting function is calculated in the following way:

Wb,i(x) =

{

(αi(x) <
π
2 ∗ b−1

B−1)?(
π
2 − αi(x)) : 0, 2 ≤ b ≤ B

(αi(x) == max {αj(x)|1 ≤ j ≤ |I|})?(π2 − αi(x)) : 0, b = 1
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Figure 3.5: Generation of Gaussian and Laplacian pyramids [21]

This approach infers that higher frequency parts of the image are used from a small viewing

angle, whereas lower frequency parts are blended from multiple viewing angles. Thus, the

blending width is small for small features, whereas it is large for large features.

Highlight removal

To further improve quality of the resulting texture map, it is necessary to remove influences

by specular light reflections from the surrounding area. The authors of the paper observed,

that specular light reflection are usually visible in only one input image, whereas other input

images show the underlying texture as it is. Using this fact, highlights can easily be detected by

calculating the average color for each polygon and detecting color deviations in different input

images. The highlight can then be removed by blending the area from other input images, where

the highlight is not visible. Figure 3.6a shows the original textured model. Figure 3.6b shows

the model after applying the multiband blending technique. Figure 3.6c shows the result after

applying the highlight removal method.

(a) Without highlight removal (b) After multiband blending (c) With highlight removal

Figure 3.6: Different steps in highlight removal algorithm [21]
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CHAPTER 4
Framework & User Interface

As already stated earlier, the main goal of this thesis is to implement an extensible framework for

object reconstruction. This chapter describes the structure of the framework and the user inter-

face. The software package consist of three components. The object modeller library contains all

analysis algorithms. Furthermore it offers methods to build a reconstruction pipeline using these

algorithms. It is intended for direct programming access and integration in other frameworks or

tools. The Object Modeller Command Line Application is intended for unattended analysis and

automated batch reconstruction. The Object Modeller User Interface is targeted at users without

programming skills. It offers a configuration interface for setting up the reconstruction pipeline

and changing parameters of the algorithms. The output of each analysis step can be visualized

separately.

4.1 Object Modeller Library

The Object Modeller Library is the core component that has been developed. The following

points were the most important during the development of the framework:

• Easily extendable, especially regarding the implementation of new analysis algorithms

• Easy to use

• Usable as library, command line tool or graphical user interface

• Suitable for a broad range of reconstruction scenarios

To achieve all of the points mentioned, the library was built in a modularizable way. It

can be divided into two main parts. The Core package contains all relevant classes necessary

for setting up and running a reconstruction pipeline. The Analysis package contains the

implementations of the algorithms. Figure 4.1 shows the dependencies of all components of the

framework, which will be discussed in the following subsections in detail.
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Figure 4.1: Component dependencies

Core package

This package contains the complete logic for handling the reconstruction process and provides a

base implementation for analysis algorithms. Figure 4.2 shows the class diagram of the library.

The two most notable classes are Module and Pipeline.

The Module class is the base class for all analysis algorithms. It has three subclasses,

each for a different type of algorithm: InputModule, OutputModule and IOModule,

depending on the number of input and output parameters the algorithm has. These base classes

only provide two abstract methods, that have to be implemented by an algorithm subclass:

• T process(U input) This method contains the analysis logic of the algorithm

• String getName() Returns the human readable name of the algorithm

The parameters and return value of the process method depend on the template parameter

used in the class definition of the Module subclass. Furthermore there is a third (protected)

method registerParameter. It can be used in the constructor of the class to register con-

figuration parameters for the algorithm. This is important for further usage of the algorithm

in the pipeline, as these parameters can then be automatically read from a configuration file,

allowing configuration of the algorithms without recompiling the library.
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Figure 4.2: Class diagram of the library
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The structure of the Module class shows the simplicity and extensibility of the library.

For adding a new algorithm it is only necessary to create a Module subclass and implement

two methods (where one method just returns a string) and to optionally register configuration

parameters in the constructor. Listing 4.1 shows an example implementation of an analysis

algorithm.

1

2 c l a s s A n a l y s i s A l g o r i t h m :

3 p u b l i c IOModule < OutputType , b o o s t : : t u p l e < InputType1 , InputType2 > >

4 {

5 p r i v a t e :

6 i n t p a r a m e t e r 1 ;

7 f l o a t p a r a m e t e r 2 ;

8

9 p u b l i c :

10

11 A n a l y s i s A l g o r i t h m ( ) : IOModule ( " a n a l y s i s A l g o r i t h m N a m e " )

12 {

13 r e g i s t e r P a r a m e t e r ( " p a r a m e t e r 1 " , &p a r a me te r 1 , 0 ) ;

14 r e g i s t e r P a r a m e t e r ( " p a r a m e t e r 2 " , &p a r a me te r 2 , 1 . 5 f ) ;

15 }

16

17 s t d : : s t r i n g getName ( )

18 {

19 r e t u r n " Sample Algo r i t hm " ;

20 }

21

22 OutputType p r o c e s s ( b o o s t : : t u p l e < InputType1 , Inpu tType2 )

23 {

24 OutputType r e s u l t ;

25

26 / / a n a l y s i s i s done h e r e

27

28 r e t u r n r e s u l t ;

29 }

30 }

Listing 4.1: Example for an implementation of an algorithm

The other important part of the library is the Pipeline class. This is the main class used by

users of the framework. It is responsible for managing modules and handling the reconstruction

process, and offers two methods.

The addModule function allows to add a module to the pipeline. It takes an instance of

a Module subclass and the necessary input parameters for it, and returns a Result instance,

typed with a template parameter depending on the return type of the Module class. This object

can be used in further calls to addModule as input parameter. The second method is called

run and starts the reconstruction process with the modules added so far to the pipeline. Listing

4.2 shows an example for building a reconstruction pipeline.

1

2 i n t main ( i n t a rgc , c o n s t c h a r ∗ a rgv [ ] )

3 {
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4 / / l o a d c o n f i g u r a t i o n f i l e

5 Conf ig c o n f i g ( " c o n f i g . t x t " ) ;

6

7 / / i n i t i a l i z e modules

8 F i l e R e a d e r f i l e R e a d e r ;

9 C h e c k e r b o a r d R e g i s t r a t i o n r e g i s t r a t i o n ;

10 F i l e W r i t e r f i l e W r i t e r ;

11

12 P i p e l i n e p i p e l i n e ( c o n f i g ) ;

13

14 / / add modules t o p i p e l i n e

15 R e s u l t f i l e s = p i p e l i n e . addModule ( f i l e R e a d e r ) ;

16 R e s u l t r e g i s t e r e d = p i p e l i n e . addModule ( r e g i s t r a t i o n , f i l e s ) ;

17 p i p e l i n e . addModule ( f i l e W r i t e r , r e g i s t e r e d ) ;

18

19 / / s t a r t r e c o n s t r u c t i o n

20 p i p e l i n e . run ( ) ;

21 }

Listing 4.2: Example usage of the pipeline

All calls to addModule and all Result return values are statically typed through template

parameters. This assures that it is not possible to pass invalid input parameters to modules.

When adding a module to the pipeline, the pipeline internally creates an instance of the

PipelineStep class, which is responsible for managing the reconstruction state for the mod-

ule, when the pipeline is run. It extracts the input parameters and invokes the process method

of the module. After completion of the algorithm, the result of it is stored in the associated

Result object.

As illustrated in Figure 4.1 the core package only depends on the Boost library. Primarily

the Tuple implementation has been used to simplify passing multiple parameters to modules.

Furthermore, static type checking patterns have been used to assure, that input parameters passed

to modules match the signature of the processing function.

Advanced use cases

The pipeline is also capable of handling more complex reconstruction scenarios. This section

lists some examples of the possibilities using the reconstruction pipeline.

An instance of the Config class can be passed upon construction of the pipeline in order to

provide configuration parameters for the analysis algorithms. The configuration can be read from

a file. Each parameter of an algorithm is uniquely identified by the name of the algorithm and

the name of the parameter. Type conversion is done automatically for common types depending

on the declaration of the parameter. The config file simply consists of a list of key value pairs.

The pipeline class is also capable of handling reconstruction scenarios, when multi-

ple sequences of the object are involved. Each InputModule subclass has a method

getNrInputSequences(), which can be overridden by subclasses to return the number

of sequences produced by the module. For example, the FileReader offers a configuration

parameter for reading input files from multiple folders, each containing a different sequence

of the object. The further handling of multiple sequences is then done automatically by the
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pipeline: Each step in the pipeline is executed separately on each sequence. In addition, there

is also a method getNrOutputSequences for all subclasses of OutputModule, which

can be overridden in cases, where the algorithm merges multiple sequences into one sequence.

Currently, this is only used by the SIFTFeatureMatcher, which takes all input sequences

and merges them into one sequence.

The Renderer class is interesting for applications with graphical user interfaces. A sub-

class of it can be registered at construction of the pipeline to allow graphical output of the

processed results of the pipeline. The pipeline is able to automatically detect, whether a result

can be displayed by the renderer or not, i.e. if the result is a point cloud or mesh, then it it passed

to the renderer, while for example a transformation matrix is not.

Usually, when a module is added to the pipeline, an instance of a PipelineStep

class is created, which keeps track of the reconstruction state and handles input and out-

put parameters. There are also two special subclasses, PipelineStepChoice and

PipelineStepOptional, which usage is especially interesting when the type of steps in

the analysis pipeline should be configurable through the configuration parameters. It allows to

enable a step in the reconstruction pipeline through the configuration file, or to choose between

different algorithms for one processing step.

The PipelineFactory class is intended to simplify the initialization for a reconstruc-

tion pipeline. Currently it offers a method to create a standard reconstruction pipeline suitable

for most reconstruction scenarios. It features a selection of different registration algorithms and

also an optional step for multiview refinement through configuration parameters. In the future,

this class can be extended to support the complete construction of a pipeline through configura-

tion files, eliminating the need to recompile the library or application, if a different pipeline is

needed, or it could offer at least a set of common reconstruction pipelines for different recon-

struction scenarios. Listing 4.3 shows, how the code for creating a reconstruciton pipeline can

be simplified when using the factory.

1

2 i n t main ( i n t a rgc , c o n s t c h a r ∗ a rgv [ ] )

3 {

4 / / l o a d c o n f i g u r a t i o n f i l e

5 Conf ig c o n f i g ( " c o n f i g . t x t " ) ;

6

7 / / c r e a t e p i p e l i n e

8 P i p e l i n e p i p e l i n e = P i p e l i n e F a c t o r y : : c r e a t e S t a n d a r d P i p e l i n e ( c o n f i g ) ;

9

10 / / s t a r t r e c o n s t r u c t i o n

11 p i p e l i n e . run ( ) ;

12 }

Listing 4.3: Example usage of the pipeline factory

The design of the pipeline allows to handle most standard reconstruction scenarios solely

through configuration files, without the need to change the code of the application. There are

however edge cases, that can currently not be handled by the pipeline. One example for such a

case is running the library on embedded systems with limited memory. The pipeline is designed

to run the reconstruction step by step, keeping all input data in memory at once. For systems
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with limited memory, this might not be possible. For these cases, the design of the library

allows a simple workaround. Because all analysis algorithms provide a clean interface and have

no dependencies to other components of the framework, it is simply possible to use instances

of Module subclasses directly without using the pipeline. Listing 4.4 shows how to run the

analysis algorithms without using the reconstruction pipeline.

1

2 i n t main ( i n t a rgc , c o n s t c h a r ∗ a rgv [ ] )

3 {

4 / / l o a d c o n f i g u r a t i o n f i l e

5 Conf ig c o n f i g ( " c o n f i g . t x t " ) ;

6

7 / / i n i t i a l i z e modules and a p p l y c o n f i g u r a t i o n

8 F i l e R e a d e r f i l e R e a d e r ;

9 f i l e R e a d e r . a p p l y C o n f i g ( c o n f i g ) ;

10

11 C h e c k e r b o a r d R e g i s t r a t i o n r e g i s t r a t i o n ;

12 r e g i s t r a t i o n . a p p l y C o n f i g ( c o n f i g ) ;

13

14 F i l e W r i t e r f i l e W r i t e r ;

15 v . a p p l y C o n f i g ( c o n f i g ) ;

16

17 / / run t h e modules w i t h o u t p i p e l i n e

18

19 s t d : : l i s t < p c l : : Po in tC loud > c l o u d s = f i l e R e a d e r . p r o c e s s ( ) ;

20 s t d : : l i s t < p c l : : Po in tC loud > a l i g n e d C l o u d s = r e g i s t r a t i o n . p r o c e s s ( c l o u d s ) ;

21 f i l e W r i t e r . p r o c e s s ( a l i g n e d C l o u d s ) ;

22 }

Listing 4.4: Running modules directly without pipeline

Analysis package

This package contains all implementations of analysis algorithms. Each algorithm is represented

by one Module subclass. The package is organized in subpackages based on the components

of our proposed pipeline. Figure 4.3 shows the structure of the package in detail. Most of

the algorithms listed here have already been discussed in chapter 3. This section gives a short

description of the modules, that have not been presented so far and about the implementation

details of the algorithms presented in the last chapter.

Reader

This package provides modules for loading data into the pipeline. Various reader modules have

been implemented to read data from one or multiple files (e.g. point cloud data, extracted indices,

transformations). Configuration also allows to read files from multiple subfolders, allowing to

structure them for multisequence reconstruction scenarios.

Besides that a camera reader has been implemented, which reads input data directly from

a connected RGBD camera. It provides a live stream of the RGB images, which is passed to

the Renderer instance. The capturing of a frame for further analysis has to be done manually
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Figure 4.3: Package structure of all components
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through the call of a callback function. Usually, applications using this reader capture a frame,

when a button is pressed by the user. The reader continues to run until it is cancelled by the user.

It also offers methods to record multiple sequences.

Another reader implemented is the TrackingCameraReader, which is a mix-

ture between the CameraReader and the CameraTracker. The live stream of the

CameraReader is fed directly to the CameraTracker and analysed on the fly. If the move-

ment of the camera exceeds a specified threshold, the frame is captured and the transformation

is stored. This eliminates the need for the user to manually trigger frame captures. In addition,

the camera tracker assures that an ideal number of frames are captured needed for an optimal

object reconstruction.

Pairwise registration

Two methods for pairwise registration have been implemented. First, the feature based camera

tracker as described in chapter 3 has been implemented. Configuration parameters have been

added to allow changing the number of features and the number of tiles used. Second, a module

for tracking checkerboards has been added to the framework. OpenCV was used for tracking the

checkerboard and estimating the transformation.

Segmentation

The segmentation algorithm is based on the method described in chapter 3.

Multisequence alignment

The multisequence alignment has been implemented using the approach described in chapter 3.

Modelling

The point cloud optimization and merging has been implemented as described in chapter 3. For

surface reconstruction, the Poisson reconstruction has been implemented as presented. Config-

uration parameters have been added to allow control over the depth of the reconstruction and

the number of samples per node. One problem of the Poisson reconstruction, which is also

mentioned by the authors of the original paper, is the reconstruction of objects with holes. For

sequences recorded from one object pose, there is always a hole at the bottom of the object. The

surface reconstruction using Poisson results in an extension to the model, which can be seen in

figure 4.4a. To circumvent this problem, the following adaption has been made. First, the convex

hull of the original point cloud model is calculated. Then, all points of the final mesh outside

the convex hull are determined. Finally, all outliers are projected on the convex hull using the

center of the convex hull as direction for projection. The result after applying this method can

be seen in figure 4.4b.
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(a) Poisson reconstruction adds an exten-

sion at the bottom hole

(b) After applying the cropping algorithm,

the surface at the bottom is flat

Figure 4.4: Results for Poisson reconstruction

Texturing

For texturing, two methods have been implemented. The first one is a very simple approach,

which is not even a texturing algorithm in the common sense. Instead of creating a texture map,

this module simply uses the recorded point colors for shading the generated mesh. The quality

of the output using this method strongly depends on the resolution used for constructing the

mesh with poisson reconstruction.

Furthermore, the texturing algorithm as described in chapter 3 was implemented. For sim-

plicity, the highlight removal was not considered.

Utility

Various utility modules have been implemented needed for the framework.

The range filter is used to filter points, that are far away from the camera. The box filter is

used to filter all points that are not within a specified box. The configuration parameters allow to

translate, rotate and scale the box arbitrarily in 3D space. The mask filter is used to filter points

from a point cloud based on a list of indices provided to the module. The transform module is

used to transform point clouds using the given transformation matrices. Also the two normal

estimation methods described in chapter 3 have been implemented.

Output

The file writer can be used to write point cloud data to one or multiple files. The pose writer can

be used to write transformation matrices for point clouds to one ore multiple files. The indices

writer can be used to write a list of indices for point clouds to one ore multiple files. All of

these output modules offer configuration parameters to define a file pattern, also for multiple

sequences.
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Figure 4.5: Configuration window

External dependencies

As illustrated in Figure 4.1, this component has some dependencies to other libraries. Most

notably, PCL is heavily used, as it provides many algorithms regarding analysis of point cloud

data. Furthermore, the OpenCV library is used for analysing 2D image data. It is primarily used

for detecting 2D features (checkerboard, camera tracker and SIFT features) and for generating

the mesh texture. Finally, this package depends on V4R, a library developed at the Vienna

University of Technology, providing higher level analysis algorithms for point cloud data.

4.2 Graphical User Interface

The graphical user interface is primarily targeted at users with no programming skills. It consists

of two views. The configuration window shows the structure of the pipeline. The configuration

parameters for each algorithm can be changed here. Additionally, for some steps in the recon-

struction pipeline, it offers a selection from multiple available algorithms. Also, some steps can

be optionally activated, depending on the analysis scenario. Figure 4.5 shows the configuration

window.

The main window shows the output of the reconstruction pipeline and offers interaction

possibilities. The steps for reconstruction can either be run all at once or step by step. Each

step is graphically visualized. The reconstruction process can be paused at any time, allowing

to further investigate the output of each step. The output window allows to rotate and scale
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Figure 4.6: Main window

the object. Furthermore, the user can select to display each point cloud individually or all data

merged into a single point cloud. Figure 4.6 shows the main window.

Advanced use cases

Some modules provide advanced interaction possibilities through the user interface. When the

CameraReader module is run, buttons appear allowing the user to take a snapshot, start a new

sequence or to finish the recording step. Furthermore, the visual output changes, showing also

the live stream of the camera besides the recorded point clouds.

Another notable interaction case appears when using the BoxFilter. Before the filter is

run, execution is paused and the box used for filtering the point cloud is visually displayed in

the source point cloud. The user has then the possibility to change the size and transformation

of the box, adapting it to the input data. Optionally, the modified transformation of the box can

be saved to the configuration file. Figure 4.7 shows the box filter in action.
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Figure 4.7: Box filter interaction

4.3 Command Line Application

The command line application is primarily intended for batch processing of multiple recorded

sequences, or reconstructing a single sequence using different configuration parameters. It has

a single required parameter, the path to a configuration file. Furthermore, all parameters present

in the configuration file can also be specified directly on the command line, allowing to override

these parameters. This makes it easier to run a reconstruction process using different parameters.

Although the command line application is intended to be used for unattended runs and batch

analysis, it also offers a graphical output window using PCL’s renderer component. Most of the

interaction possibilities offered by the graphical user interface discussed in the last section are

also accessible in the command line application through keyboard shortcuts.

37





CHAPTER 5
Evaluation

In this chapter we evaluate the results obtained when reconstructing objects. First, the methods

used to measure the quality of reconstruction are described. Next, we investigate reconstruc-

tion results for different reconstruction setups and configurations. Finally, the results of our

framework are compared to other reconstruction frameworks.

5.1 Evaluation methods

We recorded over 20 different objects using various recording setups for the purpose of evalua-

tion. They are evaluated using different setups and configurations of our reconstruction pipeline.

Analysis of the results is done in two ways. First, we compare the results visually against each

other. Although this approach is subjective, it is sufficient to check the difference between two

reconstruction setups. This comparison shows, whether any errors occurred during the recon-

struction process and if the resulting reconstructed object is visual appealing. Second, we use a

simple cubic object with known size to achieve a measurable value of the quality of the recon-

structed object. Points or vertices in the object are projected onto the surface of the real object

to measure the average deviation of the reconstructed points compared to the real object. Fur-

thermore, this cube has been recorded in 10 degree steps, resulting in a sequence of 36 frames.

This allows to measure 2 additional terms for algorithms which output transformation matrices

(registration and multiview refinement): First, the average registration error is measured, which

should be 10 degree for this sequence. Second, the overall accumulated error is evaluated, since

this value should sum up to 360 degree. In addition, also a sequence has been recorded using

the tracking camera reader.

Besides that, we also compare computational efficiency of each configuration, although this

was clearly not the focus when developing the reconstruction framework. Nevertheless, this

might give interesting data for optimizing future implementations.
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5.2 Results for different setups

In this section, the different components of our reconstruction pipeline are evaluated. Also

different configurations of each algorithm are considered if applicable.

Pairwise registration

This section focusses on comparing pairwise registration using the feature based camera with

different configuration parameters and the checkerboard registration. Table 5.1 shows the aver-

age error for the algorithms.

Method # frames Avg. point error Avg. angle error Accumulated angle error

Checkerboard 36 9.19mm 0.32◦ 1.11◦

Checkerboard 18 7.65mm 0.38◦ 0.26◦

Camera Tracker 36 4.60 mm 0.31◦ 4.41◦

Camera Tracker 18 5.09 mm 0.60◦ 8.10◦

Tracking Reader 30 4.02mm - 2.60◦

Table 5.1: Results of pairwise registration

(a) Tracking Reader (b) Camera Tracker 18 views (c) Checkerboard registration

Figure 5.1: Results for pairwise registration viewed from top

The best results have been obtained by using the tracking camera reader. Using the cam-

era tracker on the prerecorded sequences gave good results for sequences with high number of

frames, but quality decreased dramatically when used only on half of the frames. The checker-

board registration gave the best results for the angular alignment, although the average deviation

of points is worse than using the camera tracker. This shows, that angular alignment of the

checkerboard registration is good, but the positioning is inexact. Figure 5.1 shows the visual

results from the registered point cloud viewed from the top, Figure 5.2 shows the view from

bottom. It can be clearly seen, that using the camera tracker results in an angular error between

the first and last frame, whereas the error for the checkerboard registration is smaller, but the

model looks bloated due to inexact positioning.
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(a) Tracking Reader (b) Camera Tracker 18 views (c) Checkerboard registration

Figure 5.2: Results for pairwise registration viewed from bottom

Multiview reconstruction

This section evaluates results when using multiview reconstruction. Table 5.2 shows the mea-

sured results. The values in parenthesis show the results before applying the multiview recon-

struction from the last section.

Method # frames Avg. point error Avg. angle error Accumulated angle error

Checkerboard 36 8.20mm (9.19mm) 0.33◦(0.32◦) 0.07◦(1.11◦)

Checkerboard 18 7.17mm (7.65mm) 0.38◦(0.38◦) 0.02◦(0.26◦)

Camera Tracker 36 4.47mm (4.60 mm) 0.35◦(0.31◦) 0.14◦(4.41◦)

Camera Tracker 18 4.06mm (5.09 mm) 0.46◦(0.60◦) 2.66◦(8.10◦)

Tracking Reader 30 3.53mm (4.02mm) - 0.06◦(2.60◦)

Table 5.2: Results of pairwise registration

(a) Tracking Reader (b) Camera Tracker 18 views (c) Checkerboard registration

Figure 5.3: Results for multiview refinement viewed from top
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(a) Tracking Reader (b) Camera Tracker 18 views (c) Checkerboard registration

Figure 5.4: Results for multiview refinement viewed from bottom

It can be seen, that for all cases, the multiview reconstruction algorithm was able to improve

the quality of the model. Only for the sequence using the camera tracker on half of the frames,

the accumulated error was a little bit larger. The average point deviation for the checkerboard

is still high, although the visual result looks quite good. This can be explained by investigating

our measurement method: The resulting model is compared against a box model of fixed size.

Because of the inexact positioning of the checkerboard algorithm, the resulting point cloud is

smooth after multiview refinement, but also the overall size of the model is growing, which

explains the higher values. Figure 5.3 shows the results after applying multiview refinement

viewed from the top, Figure 5.4 shows the view from bottom.

Postprocessing

This section evaluates the effects of the postprocessing techniques described earlier.

Method Number of Frames No Multiview Multiview

Checkerboard 36 10.92mm 8.20mm

Checkerboard 18 8.69mm 8.23mm

Camera Tracker 36 4.98mm 4.89mm

Camera Tracker 18 5.44mm 4.08mm

Tracking Reader 30 4.15mm 3.91mm

Table 5.3: Results of postprocessing algorithm

Results in table 5.3 show, that the average deviation of points is getting worse after postpro-

cessing. However, the quality of the model is clearly improved as seen in figure 5.5 and 5.6.

This again can be explained by the way we measure: By applying the postprocessing algorithm,

the model slightly grows, which explains the higher values.
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(a) Tracking Reader (b) Camera Tracker 18 views (c) Checkerboard registration

Figure 5.5: Results for postprocessing viewed from top

(a) Tracking Reader (b) Camera Tracker 18 views (c) Checkerboard registration

Figure 5.6: Results for postprocessing viewed from bottom

Multiple sequences

The alignment of two sequences has been also evaluated on the recordings of the box. During

recording, the box has been flipped around 180 degree in order to allow measurement of the

resulting output.

(a) Box from top (b) Box from bottom (c) Skull from top (d) Skull from bottom

Figure 5.7: Results for multisequence alignment
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After applying the alignment algorithm, we obtained an almost perfect rotation of 179.87◦.

The algorithm has also been evaluated on other sequences, giving an exact alignment for all of

them. Figure 5.7 shows the results for the multisequence alignment.

Surface reconstruction

For evaluation of surface reconstruction, a more complex sequence of a skull was analysed. The

camera tracker has been and multiview refinement has been used for registration. Then, different

configurations of the poisson reconstruction algorithm have been examined. Also the effect of

the resolution in the postprocessing step has been taken into account.

(a) Model resolution: 2mm (b) Model resolution: 8mm

Figure 5.8: Results for Poisson reconstruction using different model resolutions

Figure 5.8 shows the results for different model resolutions. Higher resolution result in

higher detail of the reconstructed surface, but also has a negative effect on runtime of the algo-

rithm.

(a) Depth: 6 (b) Depth: 10

Figure 5.9: Results for Poisson reconstruction using different depth values

Figure 5.9 shows the results for two different depth parameters. This parameter controls the

depth of the octree used in poisson reconstruction and thus affects the detail of the reconstructed
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object. Higher values of this parameter allow a more detailed reconstruction of the object, but

also decreases performance of the algorithm.

(a) 1 sample per node (b) 10 samples per node

Figure 5.10: Results for Poisson reconstruction using different number of samples per node

Finally, the number of samples per node controls the smoothing of the resulting surface.

Higher values smooth the object surface, but also result in some small missing details, which

can be seen in Figure 5.10. In order to obtain detailed and smoothed objects, a high resolution

of the input model should be used to maintain detail and the number of samples per node should

be greater than one to get a smoothed surface.

Texturing

The following section shows the results of the texturing algorithm. It has been evaluated on

two sequences. Figure 5.11 shows the results for the box sequence without multiband blending,

Figure 5.12 shows the results after applying the multiband blending algorithm. As it can be seen,

due to the lack of multiband blending, artifacts are visible especially at the edges of the object.

Figure 5.13 shows the results on the skull sequence. It shows, that texture mapping is inaccurate

especially in complex regions like the eye socket. Also, reflected highlights are visible in the

second picture.
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(a) No multiband blend-

ing

(b) No multiband blend-

ing

Figure 5.11: Results for texturing algorithm on box sequence without multiband blending

(a) With multiband blend-

ing

(b) With multiband blend-

ing

Figure 5.12: Results for texturing algorithm on box sequence with multiband blending

Figure 5.13: Results for texturing algorithm on skull sequence
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General results

In this section, some of the reconstructed objects are shown. Figures 5.14 to 5.21 show the

reconstruction steps involved. For each figure, the first picture shows one of the original input

images. The second image shows the reconstructed and smoothed point cloud. The third picture

shows the reconstructed polygon mesh. The fourth picture shows the final reconstruction result

after applying the texturing algorithm.

Figure 5.14: Reconstructed bottle

Figure 5.15: Reconstructed bottle
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Figure 5.16: Reconstructed floor cleaner tank

Figure 5.17: Reconstructed cornflakes package

Figure 5.18: Reconstructed detergent bottle
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Figure 5.19: Reconstructed coke can

Figure 5.20: Reconstructed milk carton

Figure 5.21: Reconstructed skull
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5.3 Comparison to other frameworks

We compared the results of our reconstruction framework to two other object modelling tools:

Reconstruct Me and PCL In Hand Scanner. In this section we show the results for each frame-

work on a reconstruction of a toy truck. Figure 5.22 shows a picture of the object.

Figure 5.22: Truck source image

First, we reconstructed the object using Reconstruct Me. Figure 5.23 shows the recon-

structed mesh. As it can be seen, the resulting polygon mesh is quite noisy. Also there are

some major registration errors on the front of the car.

Figure 5.23: Reconstructed polygon mesh using ReconstructMe

Figure 5.24 shows the model after applying the texture. While the underlying mesh is the

same, by applying the texture the resulting model looks nicer, and noisy data is not that obvious

for the human eye. The texture itself looks quite blurry, and colors seem to be brighter than they

should.
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Figure 5.24: Textured polygon mesh using ReconstructMe

Next, we evaluated the same object using PCL’s In Hand Scanner. Figure 5.25 shows the

reconstructed point cloud. It looks quite smooth and accurate. However, when looking at the

reconstructed mesh int Figure 5.26a and the textured mesh in Figure 5.26b, quality of the recon-

struction is not satisfying. The algorithm used by this tool produces many holes in regions of

the object, where reconstruction could not be calculated with enough confidence regarding the

accuracy of the model. Also the texture is very blurry and inaccurate regarding color fidelity.

Figure 5.25: Reconstructed point cloud using In Hand Scanner

Finally, we reconstructed the model using our framework. Figure 5.27 shows the recon-

structed mesh. Although the surface is still noisy, it is smoother than the model obtained using

ReconstructMe and also does not contain any holes like the one modelled using the In Hand

Scanner. Figure 5.28 shows the textured mesh using the multiband texture blending approach

presented. It can be seen that the resulting texture is much sharper than compared to the other

two reconstructed models. Furthermore, the colors are closer to the original model. The level

of detail in the texture is much better compared to the other two approaches, which can be seen

especially at the blue sign on the roof of the car and the radiator grill.
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(a) Polygon mesh (b) Textured mesh

Figure 5.26: Reconstructed mesh using In Hand Scanner

However, the biggest downside of our approach is that computation of the model takes much

more time compared to the other tools. Both ReconstructMe and the In Hand Scanner pro-

vide reconstruction in real time, whereas object reconstruction using our framework takes much

longer in the magnitude of a few minutes.

Figure 5.27: Reconstructed polygon mesh using our framework

Figure 5.28: Textured polygon mesh using our framework
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CHAPTER 6
Conclusion

The problem of modelling an object from multiple range images acquired by depth sensors has

been investigated throughout this thesis. We proposed a pipeline for reconstructing textured

objects from multiple recorded poses. First, the pairwise registration was presented, aligning

the different input images into the model coordinate system. An approach was introduced to

reduce the registration error on a global level. Next, a method was introduced to merge the dif-

ferent sequences and smooth the resulting model. Finally, the mesh reconstruction and texturing

algorithm was described.

After evaluation of these algorithms, a highly configurable and extendable framework has

been developed. We showed the simplicity of adding new algorithms to the framework. Fur-

thermore, it has been shown, that the framework is capable of handling various reconstruction

scenarios. A command line application as well as a graphical user interface have been developed

to allow easy use of the framework even for users without programming knowledge.

The resulting framework has been tested on over 20 different sequences. Different registra-

tions setups and configuration parameters have been evaluated. The best reconstruction results

have been achieved using the tracking camera reader. The multiview refinement algorithm was

crucial in order to improve registration accuracy. Using the poisson reconstruction and the de-

scribed texturing algorithm, we were able to reconstruct good looking 3D objects.

Finally, the results have also been compared to other modelling frameworks. Although our

framework can not compete with the other frameworks in terms of computational performance,

we achieved better results in the reconstruction process. Registration of the models is more exact

and the reconstructed surface looks smoother. Also the texturing gives more realistic looking

results.

Although the reconstructed objects using our framework look quite good, there are a few

issues that could be addressed in future work. First, more algorithms for each step in the re-

construction pipeline cloud be implemented. This allows on the one hand to cover even more

reconstruction scenarios. On the other hand, it would allow to have more specific reconstruction

setups depending on the scene. Second, the computational performance of the reconstruction is
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very poor at the moment. Improving the performance by optimizing the algorithms or imple-

menting new algorithms might make it possible to execute reconstruction in real time.
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