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## Abstract

In this thesis we develop exact approaches for solving the Network Design Problem with Relays (NDPR). The NDPR can be motivated as follows. We are given a set $\mathcal{K}$ of vertex pairs that need to communicate with each other in an undirected graph $G=(V, E)$. A signal is sent from a source to a target from $\mathcal{K}$ but after a distance of $d_{\max }$ the signal deteriorates and we need to install a relay to regenerate it. Alternatively, we may install new edges in an existing graph (that can also be empty) to shorten the distance. Every edge $e \in E$ has cost $w_{e}$ and a distance $d_{e}$. The cost for installing a relay at vertex $i \in V$ is $c_{i}$. The goal of the NDPR is to find a selection of edges to install and vertices where relays are to be placed enabling communication between the pairs in $\mathcal{K}$ s.t. the sum of relay and edge costs is minimal.

The NDPR arises in the context of network design when distance limits have to be kept due to signal deterioration. To cover longer distances equipment for signal regeneration is required. This equipment is expensive and thus minimization is required. Another area of application is e-mobility. E-cars need to recharge after traveling a certain distance. Recharging stations are expensive and one only wants to build as few as necessary.

Previous work on the NDPR mainly focuses on heuristic approaches. In the following we are going to present exact solution approaches based on mixed integer linear programming. We introduce compact models, models with an exponential number of constraints, models with an exponential number of variables and models with an exponential number of variables and constraints. We divide our models w.r.t. the underlying graph transformation. The first set of our models is based on layered graphs and the second one on communication graphs.

We test our models against modified versions of instances from the previous literature. One of our algorithms solves the first set of those instances to optimality and also a large amount of the instances of the second set. Moreover, we present a set of entirely new instances containing a larger number of commodity pairs. Some of our algorithms solve most of these instances to optimality but some of the new instances turned out to be very challenging.

## Kurzfassung

In dieser Arbeit entwickle ich exakte Lösungsansätze für das Network Design Problem with Relays (NDPR). Das NDPR kann folgendermaßen motiviert werden. Gegeben ist eine Menge $\mathcal{K}$ von Knotenpaaren die in einem ungerichteten Graphen $G=(V, E)$ kommunizieren müssen. Ein Signal wird vom ersten Knoten des Paares zum anderen gesendet. Nachdem eine Distanz von $d_{\text {max }}$ zurück gelegt wurde verschlechtert sich das Signal zu sehr und muss durch Platzieren eines relays aufgefrischt werden. Als Alternative können neue Kanten in ein bestehendes (möglicherweise leeres) Netzwerk eingefügt werden, um die zurückgelegte Distanz zu verkleinern. Jede Kante $e \in E$ hat Kosten $w_{e}$ und eine Distanz $d_{e}$. Die Kosten um ein relay bei Knoten $i \in V$ zu installieren, betragen $c_{i}$. Das Ziel des NDPR ist es eine Menge von zu installierenden Kanten und relays auszuwählen, die Kommunikation zwischen allen Paaren in $\mathcal{K}$ ermöglichen, sodass die Summe aus relay- und Kantenkosten minimal ist.

Das NDPR findet Anwendung im Netzwerkentwurf, wo Distanzbegrenzungen eingehalten werden müssen, um eine zu starke Signalverschlechterung zu vermeiden. Das Zurücklegen gröBerer Distanzen erfordert Komponenten zur Auffrischung des Signals. Diese Komponenten sind teuer und daher ist Minimierung notwendig. Ein anderes Anwendungsgebiet ist e-mobility. Elektroautos können nur eine bestimmte Distanz zurücklegen, bevor sie wieder aufgeladen werden müssen. Ladestationen sind teuer, deshalb möchte man nur so wenige wie nötig bauen.

Die verfügbare Literatur zum NDPR umfasst hauptsächlich heuristische Ansätze. Im Folgenden werde ich exakte Lösungsansätze vorstellen die auf mixed integer linear programming basieren. In dieser Arbeit stelle ich kompakte Modelle, Modelle mit einer exponentiellen Anzahl an Constraints, Modelle mit einer exponentiellen Anzahl an Variablen und Modelle mit einer exponentiellen Anzahl an Constraints und Variablen vor. Die Modelle werden im Bezug auf die verwendete Transformation des Graphen unterteilt. Die erste Gruppe von Modellen basiert auf sogenannten „layered graphs" und die zweite auf sogenannten „communication graphs".

Wir testen unsere Modelle mit modifizierten Instanzen aus der Literatur. Ein Algorithmus löst alle Instanzen der ersten Gruppe optimal und einen Großteil der Instanzen der zweiten Gruppe. Darüber hinaus stelle ich neue Instanzen mit einer größeren Anzahl an Knotenpaaren vor. Einige Algorithmen finden für einen großen Teil dieser Instanzen die optimale Lösung aber ein kleiner Teil der Instanzen erwies sich als besonders schwierig.
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## CHAPTER

## Introduction

### 1.1 Problem Definition and Motivation

The Network Design Problem with Relays (NDPR) is defined on an undirected graph $G=$ $(V, E, c, w, d)$ with relay costs $c: V \rightarrow \mathbb{Q}^{+}$, edge costs $w: E \rightarrow \mathbb{Q}_{0}^{+}$and edge delays $d: E \rightarrow$ $\mathbb{Q}^{+}$. The edge set $E$ is the disjoint union of the set of free edges $E^{0}=\{e \mid w(e)=0\}$ and the set of augmenting edges $E^{*}=\{e \mid w(e)>0\}$. Although we allow rational delays here, some of the models discussed in this thesis require integral delays. Rational delays may, however, be transformed to integral delays by means of scaling.

Furthermore, we are given a maximum delay $d_{\max } \in \mathbb{N}^{+}$and a set $\mathcal{K} \subseteq V \times V$ of node pairs that need to communicate with each other. W.l.o.g. we assume $\forall(i, j) \in \mathcal{K}: i<j$. In the following we will refer to the pairs in $\mathcal{K}$ also as commodities. According to $\mathcal{K}$ we define two additional sets:

$$
\begin{aligned}
\mathcal{K}_{S} & =\{u \mid(u, v) \in \mathcal{K}\} & & \ldots \text { set of sources } \\
K(u) & =\{v \mid(u, v) \in \mathcal{K}\} & & \ldots \text { set of targets that have to be reached by source } u
\end{aligned}
$$

We define the delay of a path $p$ as the sum of the delays of its edges, i.e., $\Delta(p)=\sum_{e \in p} d_{e}$. Now consider a path $p=\left(s, p_{1}, r_{1}, p_{2}, \ldots, r_{k}, p_{k+1}, t\right)$ for relays $\left\{r_{1}, \ldots r_{k}\right\}$ and subpaths $\left\{p_{1}, \ldots p_{k+1}\right\}$. We refer to the subpaths from source $s$ to the subsequent relay, between every two consecutive relays and from the last relay to the target $t$ as segments of the path. If the path contains no relays the only segment of the path is the path itself. We call a path feasible or feasible connection iff none of its segments has a delay larger than the delay bound $\square_{\square}^{1}$ Note that the considered paths do not have to be simple, i.e., they might contain some vertices more than once which is often referred to as walk. Details on the structure of the paths will be given in Chapter 2

[^0]We define the delay of a vertex $v$ w.r.t. some path $p$ as the delay of the segment between the relay preceding $v$ (or the source if no such relay exists) and $v$. The delay of relays and the source is always zero. As already mentioned vertices might be visited more than once on a path. Thus, a vertex is assigned different delay values depending its the position in the path. We are going to discuss this in detail in Chapter 2, The assignment of delay values to the vertices can be considered as traversing the edges along the path. The current delay starts at zero and whenever we use an edge we increase the current delay by the delay of this edge. When we reach a relay we reset the accumulated delay to zero. The path is a feasible connection iff the accumulated delay never exceeds $d_{\max }$.

A solution to the NDPR consists of a selection of augmenting edges $\hat{E} \subseteq E^{*}$ to install in the network and a subset of vertices $\hat{V} \subseteq V$ where relays are to be placed. A solution is feasible iff all pairs in $\mathcal{K}$ can communicate using the edges in $\hat{E} \cup E^{0}$ and relays at vertices $\hat{V}$. The aim of the NDPR is to find a feasible solution $(\hat{V}, \hat{E})$ that minimized the total costs defined by $\sum_{i \in \hat{V}} c_{i}+\sum_{e \in \hat{E}} w_{e}$.

In addition to the problem specific definitions we also use the following common notation. W.r.t. a graph with vertex set $V$ we define the complement of some subset $S \subseteq V$ as $\bar{S}=V \backslash S$.

For an undirected graph $G=(V, E)$ we denote the set of directed arcs according to subset $X$ of the edges as $A(X)$, i.e. $A(X)=\{(i, j),(j, i) \mid\{i, j\} \in X\}$. For set $S$ we define the set of incident edges as $\delta(S)=\{\{i, j\} \mid i \in S, j \in \bar{S}, S \subset V,\{i, j\} \in E\}$. If $S$ contains only a single vertex $i \in V$ we define $\delta(i):=\delta(\{i\})$.

For a directed graph $G=(V, A)$ we define the set of out-going arcs according to set $S$ as $\delta^{+}(S)=\{(i, j) \mid i \in S, j \in \bar{S}, S \subset V,(i, j) \in A\}$ and the set of in-coming arcs as $\delta^{-}(S)=$ $\{(i, j) \mid i \in \bar{S}, j \in S, S \subset V,(i, j) \in A\}$. We also use these sets w.r.t. undirected graphs using $A=A(E)$ as arc set. Moreover, if $S$ contains only a single vertex $i \in V$ we define $\delta^{+}(i):=\delta^{+}(\{i\})$ and $\delta^{-}(i):=\delta^{-}(\{i\})$.

The NDPR arises when commodities need to be transferred between sets of start and target locations. In addition, the maximum distance that might be covered is restricted. To cover distances beyond this limit we require special equipment along the path. The distance limit has to be kept from the start to the first intermediate stop, between consecutive intermediate stops and the last stop and the target location. The aim is to identify the locations of the intermediate stops and the required route.

Typical NDPR application arise in the ?? of communication networks. No matter if we are talking about telecommunication networks or modern optical networks, they have a technical limitation in common. Signals cannot be transmitted over arbitrary distances. At some point the signal deteriorates too much and has to be regenerated. Otherwise, the signal might be lost or the transmitted information might be falsified. However, the regeneration equipment is usually expensive and therefore the goal is to use as few such devices as possible [6].

In telecommunication networks so called repeaters are used to regenerate signals. In a network design project 422 communities in Alberta had to be connected which required to place a repeater at least every 70 km [4].

For optical networks, for example, there exist different forms of regeneration with increasing complexity:

- 1R (reamplification)
- 2 R (reamplification and reshaping)
- 3R (reamplification, reshaping and retiming)

The first form is relatively cheap but can only be done a limited number of times before reshaping and probably retiming are required (see [31]). In the following we restrict ourselves to the placement of 3 R relays as has been done for the Regenerator Location Problem (RLP). This is motivated by the fact that the placement of this type of relays is more common in practice [6].

A completely different field of application is e-mobility. E-cars can only cover a certain distance before they need to recharge. Thus, recharge stations are required to travel farther. Since such stations are expensive the goal is to have as few as possible whilst enabling travels between arbitrary locations. Furthermore, using certain streets might require a toll. If a company wants to build recharge stations for their fleet they also have to gauge if such connections are to be used. Although building costs occur only once and tolls have to be paid consistently they can be related to each other when considering a longer time span for the tolls.

### 1.2 State of the Art

The NDPR was originally introduced by Cabral et al. [4] in 2007. They argue that the problem is NP-hard as it is a generalization of the Weight Constrained Shortest Path Problem (WCSPP) which is also NP-hard (see [13]). Besides heuristic approaches, intended to solve large instances, a first exact solution approach is presented. Their approach is reviewed in the following.

The formulation considers a set $\mathcal{K}^{\prime}=\mathcal{K} \cup\{(v, u) \mid(u, v) \in \mathcal{K}\}$, i.e., connectivity in both directions is ensured separately. To obtain the arc set $A$, two arcs are generated for each edge with costs $w_{i j}^{\prime}=w_{j i}^{\prime}=\frac{w_{\{i, j\}}}{2}$ and delays $d_{i j}^{\prime}=d_{j i}^{\prime}=d_{\{i, j\}}$, respectively. Furthermore, we denote the set of paths from $u$ to $v$ by $P(u, v)$ and the set of relay patterns turning path $p$ into a feasible connection by $R(p)$. W.r.t. the relay patterns $r \in R(p)$ we define constants $b_{i}^{r}$ that are set to one if vertex $i \in V$ is a relay in the pattern and to zero otherwise.

The model uses variables $y_{i}, \forall i \in V$, to identify relays and variables $x_{i j}, \forall(i, j) \in A$, for the arcs. Furthermore, variables $\lambda_{u v}^{p r}, \forall(u, v) \in \mathcal{K}^{\prime}, \forall p \in P(u, v), \forall r \in R(p)$, are set to one if path $p \in P(u, v)$ with relay pattern $r \in R(p)$ is used to connect the pair $(u, v) \in \mathcal{K}$. Using this notation the problem can be modeled as follows.

$$
\begin{array}{rlr}
\min \sum_{i \in V} c_{i} y_{i}+\sum_{(i, j) \in A} w_{i j}^{\prime} x_{i j} & \\
\sum_{p \in P(u, v), r \in R(p)} \lambda_{p r}^{u v}=1 & \forall(u, v) \in \mathcal{K}^{\prime} \quad\left(\gamma^{u v}\right) \\
\sum_{p \in P(u, v), r \in R(p):(i, j) \in p} \lambda_{p r}^{u v} \leq x_{i j} & \forall(u, v) \in \mathcal{K}^{\prime}, \forall(i, j) \in A & \left(\mu_{i j}^{u v}\right) \\
\sum_{p \in P(u, v), r \in R(p)} b_{i}^{r} \lambda_{p r}^{u v} \leq y_{i} & \forall(u, v) \in \mathcal{K}^{\prime}, \forall i \in V & \left(\alpha_{i}^{u v}\right) \\
x_{i j}-x_{j i} & =0 & \\
y_{i} \in\{0,1\} & \forall\{i, j\} \in E \\
x_{i j} \in\{0,1\} & \forall i \in V \\
\lambda_{p r}^{u v} \in\{0,1\} & \forall(u, v) \in \mathcal{K}^{\prime}, \forall p \in P(u, v), \forall r \in R(p)
\end{array}
$$

The first set of constraints ensures that a feasible connection is selected for each commodity. Constraints (1.2) guarantee that for every selected path all its arcs will be part of the solution. The next set of inequalities states that the relay variables have to be set according to the chosen relay patterns. Equations $(1.4)$ ensure that an arc is either selected in both directions or not at all. This is motivated by the fact that the arcs correspond to edges in the original problem.

The amount of $\lambda$-variables is in general exponential. Thus, the model requires column generation. For references on this topic we refer to Section 1.4 .

## Pricing Subproblem

To state the pricing subproblem, from [4], we relax the path variables to their continuous counterparts, i.e., $\lambda_{p r}^{u v} \geq 0$. To state the dual constraints for the path variables we use dual variables $\gamma^{u v}$ for Constraints (1.1), dual variables $\mu_{i j}^{u v}$ for Constraints (1.2) and dual variables $\alpha_{i}^{u v}$ for Constraints (1.3):

$$
\begin{array}{rr}
\gamma^{u v}-\sum_{(i, j) \in A:(i, j) \in p} \mu_{i j}^{u v}-\sum_{i \in V} b_{i}^{r} \alpha_{i}^{u v} \leq 0 & \forall(u, v) \in \mathcal{K}^{\prime}, p \in P(u, v), r \in R(p) \\
\mu_{i j}^{u v} & \geq 0 \\
\alpha_{i}^{u v} \geq 0 & \forall(u, v) \in \mathcal{K}^{\prime}, \forall(i, j) \in A \\
& \forall(u, v) \in \mathcal{K}^{\prime}, \forall i \in V
\end{array}
$$

Thus, the pricing subproblem for each $(u, v) \in \mathcal{K}^{\prime}$ looks as follows:

$$
\underset{p \in P(u, v), r \in R(p)}{\arg \min }\left\{0-\left(\gamma^{u v}-\left(\sum_{(i, j) \in A:(i, j) \in p} \mu_{i j}^{u v}+\sum_{i \in V} b_{i}^{r} \alpha_{i}^{u v}\right)\right)\right\}
$$

This can be solved by the following subproblem:

$$
\forall(u, v) \in \mathcal{K}^{\prime}, M C P P R_{u v}=\arg \min _{p \in P(u, v), r \in R(p)}^{\arg }\left\{\sum_{(i, j) \in A:(i, j) \in p} \mu_{i j}^{u v}+\sum_{i \in V} b_{i}^{r} \alpha_{i}^{u v}\right\}
$$

The problem $M C P P R_{u v}$ that needs to be solved is the Minimum Cost Path Problem with Relays (MCPPR). The MCPPR is NP-hard but fast pseudo-polynomial algorithms are available to solve this problem. A detailed description of this problem and efficient solution methods can be found in [27]. The MCPPR is essentially the path-variant of the NDPR, i.e., if we set $|\mathcal{K}|=1$ for the NDPR we obtain the MCPPR.

In 2008 Kulturel-Konak and Konak [26] continued to work on the NDPR and presented a hybrid approach based on local search and a genetic algorithm. In Konak [25] an improved genetic algorithm is introduced. In this paper Konak also provides a variant of the exact approach by Cabral et al. [4] based on set covering constraints. In the following we are going to give an overview of this variant.

The model uses the same set of variables but avoids the duplication of $\mathcal{K}$ and as a result also the transformation of costs and delays. The most important difference, however, is that relay patterns are replaced by set covering constraints. To state these constraints we denote by $V^{\mathrm{I}}(p, j)$ the maximal set of nodes that can be traversed on path $p \in P(u, v)$ starting at node $j$ in the direction from node $u$ to node $v$ without violating the delay bound, i.e., the sum of the delays of the corresponding edges must not exceed $d_{\max }$ and adding a further vertex causes a violation.

$$
\begin{array}{rr}
\sum_{p \in P(k)} \lambda_{p}^{u v}=1 & \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E} w_{e} x_{e} \\
\sum_{(u, v) \in \mathcal{K}, p \in P(u, v): e \in p} \lambda_{p}^{u v} \leq|E| \cdot x_{e} & \forall(u, v) \in \mathcal{K}, \forall p \in P(u, v) \\
\sum_{i \in V^{\mathrm{I}}(p, j)} y_{i} \geq \lambda_{p}^{u v} \\
x_{i j}-x_{j i} & =0 \\
y_{i} & \in\{0,1\} \\
x_{i j} & \in\{0,1\} \\
\lambda_{p}^{u v} & \in\{0,1\}
\end{array} \quad \forall e \in E
$$

The first set of constraint is the same as for the previous model. Inequalities 1.9 differ since they sum up over all commodities and thus require a Big-M constant on the right-hand side. Instead of creating extra variables for all the feasible relay arrangements, Constraints (1.10) are used. These set covering constraints state that one of the vertices in set $V^{\mathrm{I}}(p, j)$ has to be a relay whenever $V^{\mathrm{I}}(p, j) \neq p$ since otherwise it is not possible to go on without violating the delay bound. The rest of the formulation is equivalent to the previous model.

In [25] the observations concerning the set covering constraints introduced in this formulation are used to design a genetic algorithm.

### 1.2.1 Regenerator Location Problem

The Regenerator Location Problem (RLP) was introduced in 2010 by Chen et al. [6]. The RLP is closely related to the NDPR but focuses on the placement of regenerators (=relays). The authors
do not deal with the selection of edges, i.e., it is assumed that an existing network is given s.t. all edges have a cost of zero. Furthermore, full connectivity is required, i.e., all node pairs have to be able to communicate. NP-hardness of the RLP was shown in [6]. The RLP is a special case of the NDPR for $E^{*}=\emptyset$ and $\mathcal{K}=\{(i, j) \mid(i, j) \in V \times V, i<j\}$.

Chen et al. [6] provide several Integer Linear Programming (ILP) models for the solution of the RLP Unfortunately, these models cannot be directly used to solve the NDPR since they are not capable of selecting edges. Nevertheless, the authors provide some techniques that are useful for solving the NDPR. The most interesting technique used, are communication graphs. We are going to use this graph transformation for solving the NDPR. A detailed description will be given in Chapter 4 .

In 2013, Chen et al. [5] introduced the so called Generalized Regenerator Location Problem (GRLP), see also [7]. In addition to the standard RLP node sets $S \subseteq V$ and $T \subseteq V$ are defined. Thereby, $S$ is the set of candidate locations where relays may be installed. Furthermore, $T$ is the set of terminal nodes which need to be able to communicate in a feasible solution, i.e., $\mathcal{K}=\{(i, j) \mid(i, j) \in T \times T, i<j\}$. Since the GRLP reduces to the RLP for $S=T=V$ it is also NP-hard.

With some slight modifications the NDPR is also able to solve these problems. We just have to assign infinite costs to the vertices in $V \backslash S$. If we obtain a solution with non-infinite costs we obtained a feasible solution. Otherwise it follows that the respective instance is infeasible. Alternatively, we can add constraints that prohibit that the vertices in $V \backslash S$ become relays which is easy for all models that we are going to present in the following.

### 1.2.2 Maximum Leaf Spanning Tree Problem/Minimum Connected Dominating Set Problem

The goal of the Maximum Leaf Spanning Tree Problem (MLSTP) is to find a spanning tree w.r.t. an undirected graph $G=(V, E)$ with a maximum number of leaves. The MLSTP was shown to be NP-hard by Garey and Johnson [13]. Fujie [12] provided two formulations and a detailed study of the facial structure of the arising polytopes. In 2010 Lucena et al. [30] presented additional formulations. Their first formulation is based on directed graphs which is an improvement of an approach from the previous literature. The second model reformulates the problem as a Steiner arboresence problem.

A closely related problem is the Minimum Connected Dominating Set Problem (MCDSP). A set $D \subseteq V$ of a graph $G=(V, E)$ is called a dominating set iff $\Gamma(D)=V$ for $\Gamma(D)=$ $D \cup\{j \in V \mid\{i, j\} \in E, i \in D\}$. A dominating set is called connected iff the subgraph $G=(D, E(D))$ is connected for $E(D)=\{\{i, j\} \in E \mid i \in D, j \in D\}$. The goal of the MCDSP is to find a connected dominating set of minimum cardinality. It is well known that each solution of the MCDSP can be transformed into a solution of the MLSTP (see, e.g. [14]). In addition, Gendron et al. [14] provide two new approaches for the solution of the MCDSP using Benders Decomposition and Branch-and-Cut.

Chen et al. [6] observed that the RLP can be used to solve the MLSTP as well as a variant in which weights are assigned to the vertices. As a consequence this problem can also be solved by means of the NDPR.

### 1.2.3 Regenerator Placement Problem

Another closely related problem is the Regenerator Placement Problem (RPP). This problem does not restrict the maximum distance that might be covered without visiting a relay but the number of hops. Similar to the RLP it only considers edges of cost zero but the subset of nodes that need to communicate is an arbitrary subset of node pairs. The goal of the RPP is to minimize the number of used relays. Sen et al. [36] give an overview of this problem and present an efficient approximation algorithm. They also point out the importance of considering more general delay constraints. In fact there are various definitions of the RPP and many later versions also consider the same delay constraints as for the NDPR and the RLP Flammini et al. [10] present complexity results and algorithms for several variants of the RPP

The RPP with hop constraints can also be solved by NDPR-algorithms. We just have to use delays of one for the edges and then set the delay bound to the maximum number of allowed hops. To minimize the number of relays we assign the same cost to all of them. Thus, minimizing the costs is equivalent to minimizing the number of relays.

### 1.3 Aim of the Thesis

The NDPR has been solved efficiently using heuristic approaches. The exact solution methods, however, turned out to not work well in practice and are only able to deal with small or simple instances. The exact solution methods for the RLP and the GRLP on the other hand work well in practice but they are not directly applicable to the NDPR

The aim of this thesis is to develop Mixed Integer Linear Programming (MILP) models that are also able to solve larger instances to provable optimality. We are going to apply the concept of communication graphs used in [6] and combine it with column generation. This will be the first set of solution approaches. Furthermore, we are going to apply layered graphs for the solution of the NDPR For the development of the models we will also use common MILP techniques such as flow models and advanced techniques like Branch-and-Cut, Branch-and-Price and Branch-Price-and-Cut.

The models are implemented using CPLEX 12.6 (see [23]). In addition we will also use SCIP 3.1.0 (see [1]) to deal with the column generation approaches since CPLEX only allows for column generation in the root node. Developed models are going to be tested on a large set of benchmark instances.

### 1.4 Structure of the Thesis

We are going to start by developing some structural properties in Chapter 2 . We will discuss the problem itself and explain the aspects that make it difficult. Furthermore, we will prove some properties about optimal solutions that will help to create tighter models. Then we are going to present our models for the solution of the NDPR We start with the models based on layered graphs in Chapter 3 and then continue in the following chapter with the models on communication graphs. In Chapter 5 we will discuss some alterations to our models when
different solution properties are required. Finally we present the computational results on various test instances.

Note that we are not going to repeat the theoretical foundations of MILP as there is already a lot of excellent literature available. There are for example Schrijver [35], Nemhauser and Wolsey [32] and Bertsimas and Tsitsiklis [3]. In addition to the basic techniques we are also going to apply column generation which was introduced in Gilmore and Gomory [15, 16]. For additional literature on column generation and its application in the Branch-and-Bound tree (Branch-andPrice) we refer to Lübbecke and Desrosiers [29] and to Barnhart et al. [2].

## CHAPTER

## Structural Properties and a Basic MILP Model

In this chapter we are going to show certain structural properties concerning feasible and optimal solutions. These properties will be used later on to justify some of the used constraints. Furthermore, we present a first basic MILP model to discuss aspects that make MILP modeling of the NDPR difficult.

We start by presenting an exemplary instance to explain the basic structural properties. The graph shown in Figure 2.1 has three edges, their costs are the numbers in parentheses and the numbers left to the costs denote their delays. Relay costs are the numbers in parentheses to the right of the vertex numbers.

We set $d_{\text {max }}=4$ and consider $\mathcal{K}=\{(0,3)\}$. The unique optimal solution is to select all edges and to place a relay at node 2 as shown in Figure 2.2. The optimal path connecting 0 and 3 is then $(0,1,2,1,3)$. Note that this path is not simple as it uses the edge $\{1,2\}$ twice and also visits the node 1 twice forming a cycle. The previous solution approaches for the NDPR allow such solutions and therefore they will also be considered as valid in the following.


Figure 2.1: Example Instance


Figure 2.2: Cyclic Solution

### 2.1 Solution Characteristics

With the preceding problem instance in mind we are now going to prove some characteristics of optimal solutions for NDPR instances. By considering each source-target path as being directed, we may count the in-degree of each node along that path (see Figure 2.2). We start by studying the in-degree of relays. In the following we are going to show that it is not necessary to visit a relay more than once.

Lemma 2.1.1. In an optimal solution there exists for every pair $(u, v) \in \mathcal{K}$ a path from $u$ to $v$ visiting each relay at most once.

Proof. By the definition of an optimal solution there has to be a feasible path from $u$ to $v$ for each $(u, v) \in \mathcal{K}$. If the in-degree of all relays in these paths is at most one, we are done.

Now assume there exists a path from $u$ to $v$ for some $(u, v) \in \mathcal{K}$ visiting a relay $r$ more than once, i.e., a path of the following shape: $\left(u, p_{1}, r, p_{2}, r, p_{3}, v\right)$ for subpaths $p_{1}$ to $p_{3}$. W.l.o.g. we assume that $r \notin p_{1}, r \notin p_{3}$.

Observe that $p_{1}$ reaches $r$ and $r$ reaches $p_{3}$. Hence, removing subpath $\left(r, p_{2}, r\right)$ preserves connectivity. Furthermore, note that if we remove an entire segment between two relays this has no effect on the other segments. Thus, removing the subpath maintains feasibility and we obtain a modified path with only a single visit to $r:\left(u, p_{1}, r, p_{3}, v\right)$.

If the path obtained this way still contains a relay with in-degree greater than one we may iterate this procedure until all superfluous visits to relays have been removed. Note that we only remove edges and nodes from the path and never increase the in-degree of any vertex, thus termination of the procedure is guaranteed.

According to the instance described in the previous section it makes sense to visit a nonrelay vertex a second time. In the following we are going to show that we do not gain anything by further visits.

Lemma 2.1.2. In an optimal solution there exists for every pair $(u, v) \in \mathcal{K}$ a path from $u$ to $v$ visiting each non-relay vertex at most twice.


Figure 2.3: Path from $u$ to $v$ visiting vertex $i n$ times

Proof. By the definition of an optimal solution there has to be a feasible path from $u$ to $v$ for each $(u, v) \in \mathcal{K}$. In the following we are going to show that whenever a non-relay vertex $i \in V$ is visited more than twice on such a path we may reduce it to a feasible path visiting $i$ at most twice.

Assume that the vertex $i$ is visited $n>2$ times. Then there have to be $n-1$ cycles ${ }_{1}^{1}$ resulting in path $p=\left(u, p_{0}, i, p_{1}, i, \ldots, p_{n-1}, i, p_{n}, v\right)$ with subpaths $\left\{p_{0}, p_{1}, \ldots, p_{n}\right\}$ as shown in Figure 2.3. Now assume subpath $p_{i}$ contains no relay then the delay of the segment that contains $p_{i}$ will stay the same or decrease if we remove the cycle. Thus, we can safely remove all such cycles without affecting feasibility of $p$. If the in-degree of $i$ is now smaller than or equal to two we are done. Otherwise we consider the remaining cycles $\left\{p_{1}, \ldots, p_{k}\right\}$ that contain at least one relay. $(2 \leq k \leq n-1)$

Simply removing a cycle containing relays causes two consecutive segments to merge and the delay of the emerging segment might be larger than $d_{\max }$. In the following we are going to show how to modify the path s.t. only one of the relays in cycles $\left\{p_{1}, \ldots, p_{k}\right\}$ is visited and s.t. the path stays feasible.

Among the remaining cycles we choose the relay $r^{*}$ closest to $i$ w.r.t. the delay over all relays in subpaths $\left\{p_{1}, \ldots, p_{k}\right\}$, i.e., either $\Delta\left(\left(i, q^{\prime}, r^{*}\right)\right)$ or $\Delta\left(\left(r^{*}, q^{\prime \prime}, i\right)\right)$ is minimal for subpaths $q^{\prime}, q^{\prime \prime}$. Note that since we are dealing with edges we can use this minimal subpath to reach and to leave $r^{*}$. Let $q$ be the subpath used in the minimal connection then we construct a path from $u$ to $v$ as follows: $p^{\prime}=\left(u, p_{0}, i, q, r^{*}, q, i, p_{n}, v\right)$. Note that this path only uses a subset of the edges used in the original path and that it connects $u$ and $v$. Moreover, it fulfills the desired condition and visits $i$ only twice. However, we still have to show that this path is also feasible.

Let $r_{0}$ be the last relay in $p_{0}$ or $u$ if such a relay does not exist, $r_{1}$ the first relay in $p_{1}, r_{k}$ the last relay in $p_{k}$ and $r_{n}$ the first relay in $p_{n}$ or $v$ if such a relay does not exist. In the original path the segments between $r_{0}$ and $r_{1}$ and $r_{k}$ and $r_{n}$ are feasible by definition. Note that the subpaths from $r_{0}$ to $i$ and from $i$ to $r_{k}$ stay the same in the modified path. We chose $r^{*}$ to be the relay closest to $i$. Hence, the subpaths from $i$ to $r_{1}$ and from $r_{k}$ to $i$ both have a delay at least as high as when using $\left(i, q, r^{*}\right)$ or $\left(r^{*}, q, i\right)$ respectively. Thus, the new path has to be feasible. Note that if the delay of the subpath between $r_{0}$ and $i$ is smaller than or equal to the delay of the subpath $\left(r^{*}, q, i\right)$ we can even remove the cycle $\left(i, q, r^{*}, q, i\right)$.

[^1]We iteratively apply this procedure to all non-relay vertices that are visited more than twice to finally obtain a path fulfilling the proposed condition.

Note that if either $\left(i, q, r^{*}\right)$ or $\left(r^{*}, q, i\right)$ is not contained in $p$, adding it increases the in-degree of the vertices in $q$. W.l.o.g. we assume that subpath $\left(i, q, r^{*}\right)$ is not used in $p$. Then, there has to be a subpath $\left(i, \hat{q}, r^{*}\right)$ s.t. $\Delta\left(\left(i, \hat{q}, r^{*}\right)\right) \geq \Delta\left(\left(i, q, r^{*}\right)\right)$. Since $k \geq 2$ there has to be at least one further relay $r_{x}$ reached by some path $\left(i, q_{x}, r_{x}\right)$ s.t. $\Delta\left(\left(i, q_{x}, r_{x}\right)\right) \geq \Delta\left(\left(i, q, r^{*}\right)\right)$. The only subpath we add is $\left(i, q, r^{*}\right)$ and we remove at least subpaths $\left(i, \hat{q}, r^{*}\right)$ and $\left(i, q_{x}, r_{x}\right)$. Therefore, $\Delta\left(p^{\prime}\right)<\Delta(p)$ holds, i.e., the delay of the path strictly decreases each time we process a vertex. Note that we only allow positive delays by definition. Thus, the total delay of the path is bounded by zero, guaranteeing termination.

From the proof of Lemma 2.1.2 we conclude that the following condition holds:
Corollary 2.1.1. In an optimal solution there exists for every pair $(u, v) \in \mathcal{K}$ a path from u to $v$ visiting each non-relay vertex at most twice s.t. the delay of the second visit will be strictly smaller than the delay of the first visit.

In Lemmas 2.1.1] and 2.1.2 we have shown two properties independently. In the following we are going to prove that for an optimal solution there exists a path s.t. both hold simultaneously.

Theorem 2.1.1. In an optimal solution there exists for every pair $(u, v) \in \mathcal{K}$ a path from $u$ to $v$ visiting each relay at most once and each non-relay vertex at most twice.

Proof. First of all, by the definition of an optimal solution there has to be a feasible path from $u$ to $v$ for each $(u, v) \in \mathcal{K}$. Furthermore, the proofs of Lemmas 2.1.1 and 2.1.2 showed how an arbitrary connection can be transformed into a connection with the respective properties. We start with the procedure described in Lemma 2.1.2 and then apply the procedure from Lemma 2.1.1. Note that the latter does not increase the in-degree of any vertex. Thus, the resulting path fulfills both properties.

Finally, we are going to prove that these properties do not only hold for a single commodity. They also hold if we consider all commodities with a common source at the same time.

Theorem 2.1.2. In an optimal solution there exists for every source $u \in \mathcal{K}_{S}$ a directed graph rooted at $u$ having a feasible connection to every target $v \in K(u)$ visiting each relay at most once and each non-relay vertex at most twice.

Proof. We prove the existence of such a graph $\hat{G}$ by construction. Let $u$ be the root of our graph. Then, from Theorem 2.1.1 it follows that for each target $v \in K(u)$ there exists a feasible path from $u$ to $v$ with the desired properties.

Initially we set graph $\hat{G}$ equivalent to a path to one of the targets $v \in K(u)$. At this point the graph has the desired properties according to the definition of our paths. Then, we continue to iteratively insert paths for the remaining targets. Whenever we add a path there are three possibilities:

1. the graph already contains the path's target

In that case, we do not extend $\hat{G}$ since we already reach the target in the graph.
2. the graph and the path are vertex-independent (except for the source)

In that case we simply insert the path to $\hat{G}$ because it does not change the in-degree of any vertex. Thus, the new graph still has the required properties.
3. the graph and the path are not vertex-independent (except for the source)

The third case is more difficult since simply adding the path would increase the in-degree for some vertices and thus can destroy some of the properties we need. Thus, we only add parts of the path ensuring connection to the paths' target. Let $p=\left(u, p_{1}, z_{1}, \ldots, p_{n}, z_{n}, p_{n+1}, v\right)$ be the path to add, having $n$ vertices $z_{1}$ to $z_{n}$ in common with the graph $\hat{G}$. Let $d_{i}^{p}$ be the delay of the subpath from the preceding relay (or the source) to $z_{i}$ in $p$ and let $d_{i}^{G}$ be the delay of the subpath from the preceding relay (or the source) to $z_{i}$ in $\hat{G}$.

We start at the common vertex farthest from the source, i.e., $z_{n}$. If $d_{z_{n}}^{\hat{G}} \leq d_{z_{n}}^{p}$ we can simply add the sub-path $\left(z_{n}, p_{n+1}, v\right)$ to the graph. Since we arrive in $\hat{G}$ at $z_{n}$ with smaller delay than on the path, we know that the new segment will be valid according to $d_{\max }$. Furthermore we do not increase the in-degree of any vertex and reach the additional target $v$. Thus, the graph still has the desired properties. Note that we can also add this subpath if the emerging segment remains valid w.r.t. the delay bound.

If $d_{z_{n}}^{\hat{G}}>d_{z_{n}}^{p}$ and the new segment has a delay larger than $d_{\text {max }}$ we also add the sub-path $\left(z_{n}, p_{n+1}, v\right)$ to the graph. However, this results in a delay violation. Thus, we have to perform additional modifications to maintain feasibility. Let $x$ be the closest predecessor of $z_{n}$ in $\hat{G}$ having either an out-degree greater than one or being a target of $u$. If $n=1$ and no predecessor of the described kind exists we set $x=u$. We then consider the sub-path $\left(x, q, z_{n}\right)$ of $\hat{G}$. Next we remove $\left(x, q, z_{n}\right)$ from $\hat{G}$ and add $\left(z_{n-1}, p_{n}, z_{n}\right)$ instead. Note that again we do not increase the in-degree of any vertex and thus, maintain the required properties. However, the graph only remains valid w.r.t. $d_{\max }$ if $d_{z_{n-1}}^{\hat{G}} \leq d_{z_{n-1}}^{p}$. If this condition does not hold we have to iterate the described procedure until either we arrive at some common vertex $z_{i}$ s.t. $d_{z_{i}}^{\hat{G}} \leq d_{z_{i}}^{p}$ or until we reach the source $\left(d_{u}^{\hat{G}}=d_{u}^{p}=0\right)$.

After we have processed all $(u, v)$-paths we know that $u$ reaches all its targets in $\hat{G}$. Furthermore, none of our transformations destroyed the required properties. Hence we know that in the final graph every relay is visited at most once and every other vertex at most twice.

Moreover, we are going to show that in an optimal solution an edge never needs to be traversed more than once in the same direction:

Theorem 2.1.3. In an optimal solution there always exists a path connecting each $(u, v) \in \mathcal{K}$ without traversing an edge more than once in the same direction.

Proof. Assume there exists a path $p=\left(u, p_{1}, i, j, p_{2}, i, j, p_{3}, v\right)$ with subpaths $\left\{p_{1}, p_{2}, p_{3}\right\}$ connecting the pair $(u, v)$ using edge $\{i, j\}$ twice in the same direction. In the following we are going to show how this path can be modified to use the edge only once per direction without affecting optimality and feasibility.

First of all we apply Theorem 2.1.1: In an optimal solution there exists for every $(u, v) \in \mathcal{K}$ a feasible connection from $u$ to $v$ visiting every relay vertex at most once and every non-relay
vertex at most twice. Therefore, we assume that $i$ and $j$ are contained in none of the subpaths $\left\{p_{1}, p_{2}, p_{3}\right\}$ and neither of them is a relay.

If the delay of the first visit to $j$ is smaller than or equal to the delay of the second visit then path $\left(u, p_{1}, i, j, p_{3}, v\right)$ also has to be feasible and we are done. Note that we may also use this path if the second visit to $i$ has larger delay than the first visit. In the following we assume that the delay of the second visit is strictly smaller. Thus, $p_{2}$ has to contain at least one relay. Therefore, we now consider the subpath $p_{2}=\left(i, j, q_{1}, r_{1}, q_{2}, \ldots, r_{n}, q_{n+1}, i, j\right)$ for $n$ relays $\left\{r_{1}, r_{n}\right\}$ and subpaths $\left\{q_{1}, \ldots, q_{n+1}\right\}$.

Assume $\Delta\left(\left(j, q_{1}, r_{1}\right)\right) \leq \Delta\left(\left(r_{n}, q_{n+1}, i\right)\right)$ then $\Delta\left(\left(j, q_{1}, r_{1}\right)\right)<\Delta\left(\left(r_{n}, q_{n+1}, i, j\right)\right)$ and therefore $\left(u, p_{1}, i, j, q_{1}, r, q_{1}, j, p_{3}, v\right)$ has to be feasible. If the opposite holds, i.e., $\Delta\left(\left(j, q_{1}, r_{1}\right)\right)>$ $\Delta\left(\left(r_{n}, q_{n+1}, i\right)\right)$ then also $\Delta\left(\left(i, j, q_{1}, r_{1}\right)\right)>\Delta\left(\left(r_{n}, q_{n+1}, i\right)\right)$ holds and path $\left(u, p_{1}, i, q_{n+1}, r_{n}, q_{n+1}, i, j, p_{3}, v\right)$ has to be feasible.

Thus, in either case we obtain a feasible path using edge $\{i, j\}$ only once per direction. Furthermore, the new path uses a subset of the edges of the original path preserving optimality.

If there are multiple violations of the this kind we may apply the described procedure repeatedly until we obtain the desired path.

Observe that if $\Delta\left(\left(j, q_{1}, r_{1}\right)\right) \leq \Delta\left(\left(r_{n}, q_{n+1}, i\right)\right)$ we add subpath $\left(r_{1}, q_{1}, j\right)$. This can create additional violations. Note that we remove at least path $\left(r_{n}, q_{n+1}, i, j\right)$ and $\Delta\left(\left(j, q_{1}, r_{1}\right)\right)<$ $\Delta\left(\left(r_{n}, q_{n+1}, i, j\right)\right)$. The opposite case is symmetric. As a result, the delay of the path strictly decreases during each iteration. Furthermore, to maintain the condition that each non-relay vertex is visited at most twice we might have to apply the procedure described in Lemma 2.1.2 Note that this procedure also guarantees a strict decrease of the paths delay. Since we are only dealing with positive delays we know that the delay of a path is bounded by zero. Hence, termination is guaranteed.

### 2.2 Basic MILP Model

To illustrate some difficulties w.r.t. MILP modeling of the NDPR we are going to start with a basic model. The model uses only a simple graph transformation and uses only polynomially many variables. We also tested this model in practice. However, it has only been able to solve instances of few nodes and edges. We use it here only for illustrative purposes.

To ensure that $d_{\max }$ is not exceeded, we want to keep track of the delay at every node. According to Corollary 2.1.1, a vertex might be visited twice with different delays. To deal with this problem we split every vertex $v$ into two copies $v_{1}$ and $v_{2}$. We use $v_{1}$ for the initial visit and $v_{2}$ if the vertex is visited again. In addition we need arcs between the vertex copies as shown in Figure 2.4 to enable all possible connections.

Each of the shown connections corresponds to a certain case. The arcs between the vertex copies $\left(\left(u_{1}, u_{2}\right)\right.$ and $\left.\left(v_{1}, v_{2}\right)\right)$ are relay arcs, i.e., if one of these arcs is used this means that we have to place a relay at the corresponding vertex. We arrive at vertex $v_{1}$ with a certain delay then we go directly to its copy $v_{2}$ and the new delay at $v_{2}$ becomes zero. Connections of the type $\left(u_{1}, v_{1}\right)$ correspond to the most basic case (the first visit of $u$ and $\left.v\right)$. $\left(u_{1}, v_{2}\right)$ has to be used if we

[^2]

Figure 2.4: Transformation of a single edge
continue after the first visit of $u$ but we already visited $v$ before and now need a different delay value. Note that the delay at $v_{2}$ always has to be smaller than the delay at $v_{1}$ since otherwise we do not get an improvement by visiting the vertex a second time. $\left(u_{2}, v_{1}\right)$ means that $u$ has been visited for the second time but we visit $v$ for the first time. Finally, $\left(u_{2}, v_{2}\right)$ corresponds to the case that $u$ has been visited for the second time and we also visit $v$ a second time. Thus, we get a new graph $G_{\mathrm{D}}^{\prime}=\left(V_{\mathrm{D}}^{\prime}, A_{\mathrm{D}}^{\prime}\right)$ :

$$
\begin{aligned}
V_{\mathrm{D}}^{\prime}= & \left\{v_{1}, v_{2} \mid v \in V\right\} \\
A_{\mathrm{D}}^{r}= & \left\{\left(v_{1}, v_{2}\right) \mid v \in V\right\} \\
A_{\mathrm{D}}^{\prime}= & \left\{\left(u_{1}, v_{1}\right),\left(u_{1}, v_{2}\right),\left(u_{2}, v_{1}\right),\left(u_{2}, v_{2}\right),\left(v_{1}, u_{1}\right),\left(v_{1}, u_{2}\right),\left(v_{2}, u_{1}\right),\left(v_{2}, u_{2}\right) \mid\{u, v\} \in E\right\} \\
& \cup A_{\mathrm{D}}^{r}
\end{aligned}
$$

Figure 2.5 depicts the graph obtained using the instance shown in Figure 2.1 (relay arcs in dotted lines).

When stating the model we have to take into account that the delay value at every vertex depends on its predecessor. Therefore, we require at least one set of variables per source $u \in \mathcal{K}_{S}$ to identify the predecessor uniquely. To ensure that all commodities are able to communicate we use cut constraints. The model uses delay variables $d_{i}^{u}$ per source $u \in \mathcal{K}_{S}$ for every vertex $i \in V_{\mathrm{D}}^{\prime}$. Furthermore, we require binary variables $y_{i}$ and $x_{e}$ to represent relays $i \in V$ and augmenting edges $e \in E^{*}$. Moreover, we use binary arc variables $X_{a}^{u}$ per source $u \in \mathcal{K}_{S}$ for every arc $a \in A_{\mathrm{D}}^{\prime}$.


Figure 2.5: Graph $G_{\mathrm{D}}{ }^{\prime}=\left(V_{\mathrm{D}}{ }^{\prime}, A_{\mathrm{D}}{ }^{\prime}\right)$ corresponding to the instance in Figure 2.1

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta^{-}(W)} X_{a}^{u} \geq 1  \tag{2.1}\\
& d_{i_{l}}^{u}+d(i, j) \cdot X_{\left(i_{l}, j_{m}\right)}^{u} \leq d_{j_{m}}^{u}+d_{\text {max }} \cdot\left(1-X_{\left(i_{l}, j_{m}\right)}^{u}\right) \\
& d_{i_{l}}^{u}+d(i, j) \cdot X_{\left(i_{l}, j_{m}\right)}^{u} \geq d_{j_{m}}^{u}-d_{\text {max }} \cdot\left(1-X_{\left(i_{l}, j_{m}\right)}^{u}\right) \\
& d_{i_{2}}^{u} \leq d_{\max } \cdot\left(1-X_{\left(i_{1}, i_{2}\right)}^{u}\right) \\
& d_{u_{1}}^{u}=0 \\
& \sum_{a \in \delta^{-}\left(v_{1}\right)} X_{a}^{u}=1 \\
& \sum_{a \in \delta^{-}\left(i_{1}\right)} X_{a}^{u} \leq 1 \\
& \sum_{a \in \delta^{-}\left(i_{2}\right)} X_{a}^{u} \leq 1  \tag{2.8}\\
& X_{\left(i_{1}, i_{2}\right)}^{u} \leq y_{i}  \tag{2.9}\\
& \sum_{l \in\{1,2\}, m \in\{1,2\}} X_{\left(i_{l}, j_{m}\right)}^{u} \leq x_{e} \\
& \begin{aligned}
x_{e} & \in\{0,1\} \\
X_{a}^{u} & \in\{0,1\} \\
0 \leq d_{i}^{u} & \leq d_{\max }
\end{aligned}  \tag{2.11}\\
& \forall u \in \mathcal{K}_{S}, \forall W \subset V_{\mathrm{D}}^{\prime}, \\
& \exists v \in K(u):\left\{v_{1}\right\} \subseteq W,\left\{u_{1}, u_{2}\right\} \cap W=\emptyset \\
& \forall u \in \mathcal{K}_{S}, \forall\left(i_{l}, j_{m}\right) \in A_{\mathrm{D}}^{\prime}: j \neq u \\
& \forall u \in \mathcal{K}_{S}, \forall\left(i_{l}, j_{m}\right) \in A_{\mathrm{D}}^{\prime}: j \neq u \quad \text { (2.3) } \\
& \forall u \in \mathcal{K}_{S}, \forall i \in V: i \neq u \\
& \forall u \in \mathcal{K}_{S} \quad \text { (2.5) } \\
& \forall u \in \mathcal{K}_{S}, \forall v \in K(u) \quad \text { (2.6) } \\
& \forall u \in \mathcal{K}_{S}, \forall i \notin K(u) \quad \text { (2.7) } \\
& \forall u \in \mathcal{K}_{S}, \forall i \in V \\
& \forall u \in \mathcal{K}_{S}, i \in V: i \neq u \\
& \forall u \in \mathcal{K}_{S}, \forall e \in E^{*}, \forall(i, j) \in A(e),(2.10) \\
& \forall e \in E^{*} \\
& \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{D}}^{\prime} \text { (2.12) } \\
& \forall u \in \mathcal{K}_{S}, \forall i \in V_{\mathrm{D}}^{\prime} \text { (2.13) }
\end{align*}
$$

The first set of constraints are the cut inequalities. Every set $W$ of arc variables containing a target copy $v_{1}$ for some $v \in K(u)$ requires an in-coming arc. Since $\left\{u_{1}, u_{2}\right\} \cap W=\emptyset$ this ensures that all targets are connected to their corresponding source. Constraints (2.2) to (2.5) ensure that the delay variables are set correctly. The first two of these constraints set an upper and a lower bound on the delay w.r.t. the preceding vertex. If an in-coming arc is selected the upper and lower bound are the same. Otherwise, they have no effect and leave the bound of $0 \leq d_{i}^{u} \leq d_{\max }$ unchanged. Constraints (2.4) reset the delay to zero when a relay is placed on the vertex and the next set of constraints ensures that we start with a delay of zero at the source. Constraints (2.6) state that each target has exactly one in-coming arc on copy $v_{1}$, the initial copy of the other vertices might have at most one in-coming arc (2.7). Furthermore, all vertices might be visited a second time (2.8). The last two constraints link the arc variables to the relay and edge variables. Note that Constraints 2.10 also ensure that per directed arc of an edge and per source, only one of the four variants can be used.

In addition to the required constraints we also use the following optional ones:

$$
\begin{array}{rlr}
d_{i_{2}}^{u} & \leq d_{i_{1}}^{u} & \forall u \in \mathcal{K}_{S}, \forall i \in V: i \neq u \\
\sum_{a \in \delta^{-}\left(i_{l}\right)} X_{a}^{u} & \geq X_{\left(i_{l}, j_{1}\right)}^{u}+X_{\left(i_{l}, j_{2}\right)}^{u} & \forall u \in \mathcal{K}_{S}, \forall i \in V_{\mathrm{D}}^{\prime}, \forall l \in\{1,2\} \\
\sum_{a \in \delta^{-}\left(i_{1}\right)} X_{a}^{u} & \geq \sum_{a \in \delta^{-}\left(i_{2}\right)} X_{a}^{u} & \forall j \in \delta^{+}\left(i_{1}\right), i \neq u \\
\sum_{l \in\{1,2\}} \sum_{i_{m} \in \delta^{-}\left(u_{l}\right)} X_{\left(i_{m}, u_{l}\right)}^{u} & =0 & \forall u \in \mathcal{K}_{S}, \forall i \in V: i \neq u
\end{array}
$$

Constraints 2.14) represent the results of Corollary 2.1.1. If a vertex is visited twice then the delay of the second visit is smaller than the delay of the first visit. Since the delay of the second visit is even strictly smaller we may add one to the left-hand side if we are dealing with integral delays. Constraints 2.15) ensure that a node only has out-going arcs if it has in-coming arcs and that it only targets one of the two vertex copies per original edge. Constraints 2.16) guarantee that the vertex for the second visit is only used if the initial vertex copy has already been visited. Constraints 2.17) ensure that the source never has in-coming arcs on any of its copies. This especially prevents having a relay on the source.

In the following we are going to show an optimal solution in graph $G_{\mathrm{D}}{ }^{\prime}$. We consider $\mathcal{K}=\{(0,3)\}$ and $d_{\max }=4$ for the instance in Figure 2.1. The corresponding optimal solution is depicted in Figure 2.6. We display the values of the delay-variables at every vertex that is reached by some arc.

We start at the commodity source $0_{1}$ with a delay of zero. Then we continue to the initial copy of vertex 1 . At this point we cannot reach target vertex 3 without violating the delay bound (since edge $(1,3)$ has a delay of three). Thus, we need to place a relay. To avoid the high cost for a relay at vertex 1 we instead proceed to vertex 2 . Here we use the $\operatorname{arc}\left(2_{1}, 2_{2}\right)$ to reset the delay. Hence, we have to place a relay at vertex 2 . Now we return to vertex 1 . Since we already visited this vertex we have to use copy $1_{2}$. Due to the lower delay we are now able to reach the target node within the delay bound.

The presented MILP model requires a large number of constraints to set the delay variables. This is caused by the fact that the delays are recursive, i.e., the delay at some vertex depends on its predecessor. Unfortunately, the predecessor is chosen dynamically. Naturally, this would


Figure 2.6: Optimal solution for $\mathcal{K}=\{(0,3)\}, d_{\max }=4$
require quadratic constraints of the form $\sum_{(i, j) \in \delta^{-}(j)}\left(\left(d_{i}^{u}+d(i, j)\right) X_{i j}^{u}\right)$. The linearization of these quadratic constraints using Big-M values induces weak Linear Programming ( $\overline{\mathrm{LP})}$ bounds. With this problem in mind it is desirable to avoid delay variables. The models mentioned in the previous chapter accomplish this by using variables that represent whole paths. Since the paths are known, it is possible to state constraints to enforce a relay placement that turns the path into a feasible connection. The use of path variables implicitly ensures connectivity between source and target of a commodity. The model above requires additional constraints, i.e., the cut constraints, to ensure connectivity.

Although formulations with path variables are able to address both issues at once, the overhead by the required column generation may be high. In the following we are going to deal with both problems separately. We will use graph transformations to deal with the delay bound indirectly and then add constraints (like the cut constraints in the model above) to ensure that all commodities can communicate.

## Models on Layered Graphs

The models presented in this chapter use extended, so called layered graphs. This type of graph encodes the delays in its structure which contains only paths that are feasible w.r.t. the delay bound $d_{\max }$.

In the following we are assuming integral delays, again we may deal with rational delays by means of scaling.

Picard and Queyranne [33] were among the first to consider layered graphs in 1978. They use this technique to solve the time-dependent traveling salesman problem. More recent applications of layered graphs by Godinho et al. include [17] for the solution of unit demand vehicle routing problems, [18] for solving the ATSP and in [19] the approach of Picard and Queyranne is extended. Further applications involve Ljubić and Gollowitzer [28] for the solution of the hop constrained connected facility location problem and Gouveia et al. [21] for the solution of hop-constrained and diameter-constrained minimum spanning tree problems. Moreover, the technique has been applied to various tree problems in Ruthmair [34]. An application dealing with multiple layered graphs includes Gouveia et al. [22].

### 3.1 Model on a Single Layered Graph

We start by providing a model that is based on a single layered graph. First we give a formal definition of the graph and then we discuss the model.

### 3.1.1 Definitions

Given a graph $G=(V, E, d)$ with delays $d: E \rightarrow \mathbb{N}^{+}$the layered digraph $G_{\mathrm{L}}=\left(V_{\mathrm{L}}, A_{\mathrm{L}}\right)$ is defined as follows:

$$
\begin{aligned}
& V_{\mathrm{L}}^{0}=\left\{v_{0} \mid v \in V\right\} \\
& V_{\mathrm{L}}^{l}=\left\{v_{l} \mid u_{m} \in V_{\mathrm{L}}^{l-1}, v \in \delta^{+}(u), m+d(u, v)=l\right\} \cup V_{\mathrm{L}}^{l-1} \\
& V_{\mathrm{L}}=V_{\mathrm{L}}^{d_{\text {max }}}
\end{aligned}
$$

The set $V_{\mathrm{L}}^{l}$ contains all vertex copies on layers smaller than or equal to $l$. We define this set recursively. Layer zero contains copies of all vertices $v \in V$. Set $V_{\mathrm{L}}^{l}$ contains all vertices that can be reached with a total delay of $l$ starting at existing vertices on lower layers. To avoid exceeding the delay bound only vertex copies on layers smaller than or equal to the delay bound are considered. Thus, we define $V_{\mathrm{L}}=V_{\mathrm{L}}^{d_{\text {max }}}$.

$$
\begin{aligned}
& A_{\mathrm{L}}^{r}=\left\{\left(i_{l}, i_{0}\right) \mid i_{l} \in V_{\mathrm{L}}, l>0\right\} \\
& A_{\mathrm{L}}^{a}=\left\{\left(i_{l}, j_{m}\right) \mid i_{l} \in V_{\mathrm{L}}, j_{m} \in V_{\mathrm{L}},\{i, j\} \in E, d(i, j)=m-l\right\} \\
& A_{\mathrm{L}}=A_{\mathrm{L}}^{a} \cup A_{\mathrm{L}}^{r}
\end{aligned}
$$

The arcs in $A_{\mathrm{L}}^{r}$ target layer zero. They correspond to the case of placing a relay at the respective node. The $\operatorname{arcs}$ in $A_{\mathrm{L}}^{a}$ connect vertices on different layers w.r.t. to their delays. Vertices have to be connected if there is an edge between them in the original graph and its delay matches the difference between the layers of the vertices. These arcs are always directed from a lower to a higher layer.

Figure 3.1 shows the layered graph corresponding to the instance given in Figure 2.1 and the optimal solution w.r.t. $\mathcal{K}=\{(0,3)\}$. The $\operatorname{arcs}$ in $A_{\mathrm{L}}^{r}$ are depicted in dashed lines and the remaining arcs in solid lines. Note that a path starting at layer zero using only arcs in $A_{\mathrm{L}}^{a}$ corresponds to a segment. As soon as an arc in $A_{\mathrm{L}}^{r}$ is used we return to layer zero and start a new segment. Due to the restriction of the allowed vertex copies a segments delay can never exceed the delay bound.

## Different Layer Structure

In the layered graph defined above we use a uniform way to reset the delay at relays, i.e., we use a separate arc to return to layer zero and continue from here to the next vertex. Instead of using the $\operatorname{arcs}$ in $A_{\mathrm{L}}^{r}$ it is also possible to target the next vertex directly. Hence we reach the vertex on the layer corresponding to the delay of the used arc. The modified set of arcs looks as follows:

$$
\begin{aligned}
A_{\mathrm{L}}^{r}{ }^{\prime} & =\left\{\left(i_{l}, j_{m}\right) \mid i_{l} \in V_{\mathrm{L}}, l>0,\{i, j\} \in E, d(i, j)=m\right\} \\
A_{\mathrm{L}}^{\prime} & =A_{\mathrm{L}}^{a} \cup A_{\mathrm{L}}^{r \prime}
\end{aligned}
$$

This gives a different layered graph $G_{\mathrm{L}}{ }^{\prime}=\left(V_{\mathrm{L}}, A_{\mathrm{L}}^{\prime}\right)$, see Figure 3.2 for an example. This layered graph contains more arcs than the previous one. $G_{\mathrm{L}}$ requires one relay arc per vertex copy on a layer greater than zero. However, in $G_{\mathrm{L}}{ }^{\prime}$ we require one relay arc per incident edge for each vertex copy on a layer greater than zero, i.e. the worst case complexity increases from $O\left(\left|V_{\mathrm{L}}\right|\right)$ to $O\left(\left|V_{\mathrm{L}}\right| \cdot|E|\right)$. We also tested variants of the following models based on this graph, but they turned out to be less efficient so we decided to stick to the former variant.


Figure 3.1: Layered graph $G_{\mathrm{L}}=\left(V_{\mathrm{L}}, A_{\mathrm{L}}\right)$ corresponding to the instance in Figure 2.1 for $d_{\max }=4$


Figure 3.2: Layered graph $G_{\mathrm{L}}{ }^{\prime}=\left(V_{\mathrm{L}}{ }^{\prime}, A_{\mathrm{L}}{ }^{\prime}\right)$ corresponding to the instance in Figure 2.1 for $d_{\max }=4$

### 3.1.2 Cut Model on a Single Layered Graph

In this section we introduce our so called layered cut formulation on a single layered graph to which we will refer as $L_{C U T S}$. We use binary arc variables $X_{a}$ for the layered arcs in $a \in A_{\mathrm{L}}$. In addition we use binary variables $x_{e}, \forall e \in E^{*}$, to map the layered arcs to the original edges. Furthermore, we require binary variables $y_{i}, \forall i \in V$, to identify the relays.

$$
\begin{array}{rr}
\min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} & \\
\forall u \in \mathcal{K}_{S}, \forall W \subset V_{\mathrm{L}}, \\
\sum_{a \in \delta^{-}(W)} X_{a} \geq 1 & \exists v \in K(u):\left\{v_{l} \mid v_{l} \in V_{\mathrm{L}}, l>0\right\} \subseteq W, \\
W \cap\left\{u_{l} \mid u_{l} \in V_{\mathrm{L}}\right\}=\emptyset \\
X_{\left(i_{l}, i_{0}\right)} \leq y_{i} & \forall\left(i_{l}, i_{0}\right) \in A_{\mathrm{L}}^{r} \\
X_{\left(i_{l}, j_{m}\right)} \leq x_{\{i, j\}} & \forall\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{a},\{i, j\} \in E^{*} \\
X_{a} \in\{0,1\} & \forall a \in A_{\mathrm{L}}  \tag{3.6}\\
y_{i} \in\{0,1\} \\
x_{e} \in\{0,1\} & \forall i \in V \\
\forall e \in E^{*}
\end{array}
$$

The first set of constraints are the cut-inequalities, ensuring that all commodities are able to communicate. Each subset of the vertices containing all copies of some target $v \in K(u)$ has to be connected to the corresponding source $u$. Note that due to the dependence on subsets the number of these constraints is in general exponential. Corresponding separation methods will be discussed in Chapter 6, Constraints (3.2) link the relay arcs to the relay variables and Constraints (3.3) link the layered arcs to the original augmenting edges. Note that although $A_{\mathrm{L}}^{a}$ contains augmenting and free arcs we only need linking constraints for the augmenting edges since the free edges have no influence on the objective.

In addition to the required constraints we add the following optional constraints:

$$
\begin{array}{rlr}
\sum_{\forall\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{a}} X_{\left(i_{l}, j_{m}\right)} \leq\left|\delta^{+}\left(i_{l}\right)\right| \cdot\left(1-y_{i}\right) & \forall i_{l} \in V_{\mathrm{L}}, l>0 \\
\sum_{a \in \delta^{+}\left(i_{l}\right)} X_{a} \leq\left|\delta^{+}\left(i_{l}\right)\right| \cdot \sum_{\left.a \in \delta^{-( } i_{l}\right)} X_{a} & \forall i_{l} \in V_{\mathrm{L}}, l>0 \tag{3.8}
\end{array}
$$

Constraints 3.7) are useful to avoid symmetries. They state that whenever we place a relay on some vertex we always have to use it. This means that we do not use any arcs in $A_{\mathrm{L}}^{a}$ starting at vertex copy of $i \in V$ on a layer greater than zero if $i$ is a relay. Constraints (3.8) ensure that a vertex only has out-going arcs if it has an in-coming arc.

To reduce the number of dynamically generated cuts we add for every source $u \in \mathcal{K}$ constraints corresponding to sets $W=\left\{v_{l} \mid v_{l} \in V_{\mathrm{L}}, l>0\right\}$ for all targets $v \in K(u)$ in advance using the fact that every target has to be reached on some layer greater than zero:

$$
\sum_{v_{l} \in V_{\mathrm{L}}: l>0} \sum_{a \in \delta^{-}\left(v_{l}\right)} X_{a} \geq 1 \quad \forall u \in \mathcal{K}_{S}, \forall v \in K(u)
$$

This model uses only one set of arc variables. As a consequence we have to deal with all pairs in $\mathcal{K}$ at the same time. In the following we are going to develop models that use multiple graphs and disaggregation of commodities.

### 3.2 Models on Multiple Layered Graphs

We now generate one graph $G_{\mathrm{L}}^{u}=\left(V_{\mathrm{L}}^{u}, A_{\mathrm{L}}^{u}\right)$ per unique source $u \in \mathcal{K}_{S}$. To define $G_{\mathrm{L}}^{u}$ we delete a subset of vertices and their incident edges from $G_{\mathrm{L}}$.

$$
\begin{array}{ll}
V_{\mathrm{R}}^{u}=\left\{u_{l} \mid l>0\right\} & \forall u \in \mathcal{K}_{S} \\
V_{\mathrm{L}}^{u}=V_{\mathrm{L}} \backslash V_{\mathrm{R}}^{u} & \forall u \in \mathcal{K}_{S} \\
A_{\mathrm{L}}^{u}=A_{\mathrm{L}} \backslash\left\{(i, j) \mid(i, j) \in A_{\mathrm{L}}, i \in V_{\mathrm{R}}^{u} \vee j \in V_{\mathrm{R}}^{u}\right\} & \forall u \in \mathcal{K}_{S}
\end{array}
$$

When dealing with a single source we know that this source requires no in-coming arcs. Since we start with a delay of zero at the source we cannot reach it with a lower delay and thus it makes no sense to return to it. For the same reason it makes no sense to place a relay at the source. Thus, we can remove all copies of the source on layers greater than zero (see set $V_{\mathrm{R}}^{u}$ ). In addition, we remove all arcs that start at or target the removed vertices.

The idea followed by the MILP models given in this section is to model feasible paths between every source $u \in \mathcal{K}_{S}$ and its targets $v \in K(u)$ using layered graphs $G_{\mathrm{L}}^{u}$. To end up with a feasible solution, these layered graphs are finally joined using variables $x_{e}, \forall e \in E$, and $y_{i}, \forall i \in V$, to obtain a solution on the original graph $G=(V, E)$.

### 3.2.1 Multi-Commodity Flow Formulation on Multiple Layered Graphs

We start with a completely disaggregated variant. To this end, we utilize one set of variables for each commodity $(u, v) \in \mathcal{K}$ in graph $G_{\mathrm{L}}^{u}$. We define a multi-commodity flow for each variable set.

We will refer to this model as multi-commodity flow formulation on multiple layered graphs $\left(L_{M C F M}\right)$. The formulation utilizes three sets of variables. First we have a set of flow variables $f_{a}^{u v}$ for the $\operatorname{arcs} a \in A_{\mathrm{L}}^{u}$ of each graph $G_{\mathrm{L}}^{u}, \forall u \in \mathcal{K}_{S}$, and per target $v \in K(u)$. Furthermore, we need variables to link the individual variable sets to. To this end, we use binary variables $x_{e}, \forall e \in E^{*}$, that are set to one if an augmenting edge $e$ is used in any variable set and to zero otherwise. Moreover, we require binary variables $y_{i}, \forall i \in V$, that are set to one if vertex $i$ is a relay and to zero otherwise.

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta^{+}\left(u_{0}\right)} f_{a}^{u v}=1  \tag{3.9}\\
& \forall(u, v) \in \mathcal{K}, u_{0} \in V_{\mathrm{L}}^{u} \\
& \sum_{a \in \delta^{-}\left(i_{i}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}+\left(i_{l}\right)} f_{a}^{u v}=0  \tag{3.10}\\
& \sum_{v_{l} \in V_{\mathrm{L}}^{u}} \sum_{a \in \delta-\left(v_{l}\right)} f_{a}^{u v}=1  \tag{3.11}\\
& \forall(u, v) \in \mathcal{K}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \neq u, i \neq v \\
& \sum_{v_{l} \in V_{\mathrm{L}}^{u}} \sum_{a \in \delta+\left(v_{l}\right)} f_{a}^{u v}=0  \tag{3.12}\\
& \forall(u, v) \in \mathcal{K} \\
& \forall(u, v) \in \mathcal{K} \\
& \sum_{\left(i, i, i_{0}\right) \in A_{L}^{u}} f_{\left(i_{i}, i_{0}\right)}^{u v} \leq y_{i} \quad \forall(u, v) \in \mathcal{K}, \forall i \in V, i \neq u  \tag{3.13}\\
& \sum_{\left(i, j, j_{m}\right) \in A_{L}^{u}} f_{\left(i, j_{m}\right)}^{u v} \leq x_{e} \quad \forall(u, v) \in \mathcal{K}, \forall e \in E^{*}, \forall(i, j) \in A(e)  \tag{3.14}\\
& \sum_{\left(i, j, j_{m}\right) \in A_{L}^{u}} f_{\left(i, j_{m}\right)}^{u v} \leq 1 \quad \forall(u, v) \in \mathcal{K}, \forall e \in E^{0}, \forall(i, j) \in A(e)  \tag{3.15}\\
& y_{i} \in\{0,1\} \quad \forall i \in V  \tag{3.16}\\
& x_{e} \in\{0,1\} \quad \forall e \in E^{*}  \tag{3.17}\\
& 0 \leq f_{a}^{u v} \leq 1  \tag{3.18}\\
& \forall(u, v) \in \mathcal{K}, \forall a \in A_{\mathrm{L}}^{u}
\end{align*}
$$

Inequalities (3.9) state that for each commodity the source sends out one unit of flow on layer zero. Constraints (3.10) ensure flow conservation per layer for vertices that are neither source nor target of the commodity. Equations (3.11) guarantee that the target node consumes one unit of flow on one of its layers. We split the usual flow inequality because we know that we do not have to continue after we reached the target. This is enforced by Constraints (3.12). Constraints (3.13) link the relay arcs to the relay variables. From Theorem 2.1.1 it follows that at most one of the relay arcs per vertex might be selected because every relay is visited at most once. Constraints (3.14) link the layered arcs to the corresponding augmenting edges. If an augmenting edge is used on any layer in any variable set then it has to be part of the solution. Observe that we have to use one constraint per direction of an edge because loops are possible. Note that although $A_{\mathrm{L}}^{u}$ contains augmenting and free arcs we only need linking constraints for the augmenting edges since the free edges have no influence on the objective. For the free edges we use Constraints (3.15) to ensure that only one flow arc per direction of an edge is used. These Constraints are based on Theorem [2.1.3 using the fact that an edge is traversed at most once per direction.

In addition to the required constraints we add the following optional constraints:

$$
\begin{equation*}
\sum_{\left(i_{1}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0} f_{\left(i_{i}, j_{m}\right)}^{u v} \leq 2 \cdot\left(1-y_{i}\right) \quad \forall(u, v) \in \mathcal{K}, \forall i \in V, i \neq u \tag{3.19}
\end{equation*}
$$

Constraints (3.19) are similar to Constraints 3.7) of the previous model. These constraints ensure that whenever a node $i \in V$ is marked as relay for some commodity, all commodities use it as relay. Thus, we may only use the arcs targeting layer zero. Note that the right-hand side
is multiplied by two. This is a consequence of Theorem 2.1.1 and Corollary 2.1.1. A non-relay vertex might be visited at most twice with different delays and thus there can be out-flow on two different layers.

When using this model we have to take into account that it requires a huge amount of variables when $\mathcal{K}$ contains many commodity pairs.

### 3.2.2 Single-Commodity Flow Formulation on Multiple Layered Graphs

To reduce the number of variables needed we may aggregate this multi-commodity flow approach into a single-commodity flow formulation (per source). To this end, we only use one set of flow variables per graph $G_{\mathrm{L}}^{u}=\left(V_{\mathrm{L}}^{u}, A_{\mathrm{L}}^{u}\right)$.

Note that this greatly reduces the number of variables when dealing with a large amount of commodities. We might have at most $\frac{n^{2}-n}{2} \mathcal{K}$-pairs but only a maximum of $(n-1)$ sources. However, if we have only few pairs or few targets per source, we do not gain much.

We call this modified version single-commodity flow formulation on multiple layered graphs ( $L_{S C F M}$ ). This model also utilizes three sets of variables. First we have a set of flow variables $f_{a}^{u}$ for the $\operatorname{arcs} a \in A_{\mathrm{L}}^{u}$ of each graph $G_{\mathrm{L}}^{u}, \forall u \in \mathcal{K}_{S}$. In addition, we again use binary variables $x_{e}, \forall e \in E^{*}$, to link the augmenting edges and binary variables $y_{i}, \forall i \in V$, for the relays.

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta^{+}\left(u_{0}\right)} f_{a}^{u}=|K(u)| \quad \forall u \in \mathcal{K}_{S}, u_{0} \in V_{\mathrm{L}}^{u}  \tag{3.20}\\
& \sum_{a \in \delta^{-}\left(i_{l}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u}=0 \quad \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \neq u, i \notin K(u)  \tag{3.21}\\
& 0 \leq \sum_{a \in \delta^{-}\left(i_{l}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u} \leq 1 \quad \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \in K(u)  \tag{3.22}\\
& \sum_{i_{l} \in V_{\mathrm{L}}^{u}}\left(\sum_{a \in \delta^{-}\left(i_{l}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u}\right)=1  \tag{3.23}\\
& \sum_{\left(i_{l}, i_{0}\right) \in A_{\mathrm{L}}^{u}} f_{\left(i_{l}, i_{0}\right)}^{u} \leq|K(u)| \cdot y_{i}  \tag{3.24}\\
& \forall u \in \mathcal{K}_{S}, i \in K(u) \\
& \sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}} f_{\left(i_{l}, j_{m}\right)}^{u} \leq|K(u)| \cdot x_{e} \quad \forall u \in \mathcal{K}_{S}, \forall e \in E^{*}, \forall(i, j) \in A(e)  \tag{3.25}\\
& y_{i} \in\{0,1\} \quad \forall i \in V  \tag{3.26}\\
& x_{e} \in\{0,1\} \quad \forall e \in E^{*}  \tag{3.27}\\
& 0 \leq f_{a}^{u} \leq|K(u)| \quad \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{L}}^{u} \tag{3.28}
\end{align*}
$$

The model is analogous to the previous one. The difference is that the source sends out flow according to the number of its targets. Consequently, the flow variables might take values greater than one. To accommodate for this we have to use Big-M values in Constraints (3.24) and (3.25). Furthermore, it is now possible that we do not stop at some targets but continue to reach further targets. As a result targets might even be relays. Therefore, we now also have to
enforce flow conservation for the targets. Since we do not know the layer at which we reach the target we have to state these constraints per layer (3.22) and across all layers (3.23). Note that actually both are required. Omitting (3.22) allows to keep the flow balance by having in-flow on some layer and out-flow on a different layer and without (3.23) some targets might not be reached.

We also use an adaption of the optional constraints of the previous model:

$$
\begin{equation*}
\sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0} f_{\left(i_{i}, j_{m}\right)}^{u} \leq\left(1-y_{i}\right) \cdot|K(u)| \cdot 2 \quad \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u \tag{3.29}
\end{equation*}
$$

### 3.2.3 Cut Model on Multiple Layered Graphs

This model also uses one set of variables per graph $G_{\mathrm{L}}^{u}=\left(V_{\mathrm{L}}^{u}, A_{\mathrm{L}}^{u}\right)$. However, we do not send flow to ensure connectivity. Instead we use connectivity inequalities to ensure that all targets can communicate.

We will refer to this formulation as cut formulation on multiple layered graphs ( $L_{C U T M}$ ). The model uses binary arc variables $X_{a}^{u}$ for the arcs $a \in A_{\mathrm{L}}^{u}$ per source $u \in \mathcal{K}_{S}$. In addition, we again use binary variables $x_{e}, \forall e \in E^{*}$, for the linking of the augmenting edges and binary variables $y_{i}, \forall i \in V$, for the relays.

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \begin{array}{rr}
\sum_{a \in \delta^{-}(W)} X_{a}^{u} \geq 1 & \forall u \in \mathcal{K}_{S}, \forall v \in K(u), \\
\left\{v_{l} \mid v_{l} \in V_{\mathrm{L}}^{u}\right\} \subseteq W \subset V_{\mathrm{L}}^{u}, \\
\sum_{i_{l} \in V_{\mathrm{L}}^{u}: l>0} \sum_{a \in \delta^{-}\left(i_{l}\right)} X_{a}^{u} \leq 2-y_{i} & \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u \\
\sum_{\left(i_{l}, i_{0}\right) \in A_{\mathrm{L}}^{u}} X_{\left(i_{l}, i_{0}\right)}^{u} \leq y_{i} & \forall u \in \mathcal{K}_{S}, \forall i \in V \\
\sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}} X_{\left(i_{l}, j_{m}\right)}^{u} \leq x_{e} & \forall u \in \mathcal{K}_{S}, \forall e \in E^{*}, \forall(i, j) \in A(e) \\
X_{a}^{u} \in\{0,1\} \\
y_{i} \in\{0,1\} & \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{L}}^{u} \\
x_{e} \in\{0,1\} & \forall i \in V \\
& \forall e \in E^{*}
\end{array} \tag{3.30}
\end{align*}
$$

The first set of constraints are the cut-inequalities. Each subset of the vertices containing all copies of some target $v \in K(u)$ on all layers requires an in-coming arc. Since $u_{0} \notin W$ we know that each target has to be connected to its corresponding source in graph $G_{\mathrm{L}}^{u}$. Note that due to the dependence on subsets the number of these constraints is in general exponential. Corresponding separation methods will be discussed in Chapter 6. Constraints (3.31) state that every relay is reached at most once and all non-relays are reached at most twice (see Theorem 2.1.2). Constraints (3.13) link the relay arcs to the relay variables. Due to Theorem 2.1.1 we know that at most one of the relay arcs per vertex might be selected. Constraints (3.33) link the layered arcs to the augmenting edges. If an augmenting edge is used on any layer in any graph
then it has to be part of the solution. Observe that we have to use one constraint per direction of an edge because loops are possible. Note that although $A_{\mathrm{L}}^{u}$ contains augmenting and free arcs we only need linking constraints for the augmenting edges since the free edges have no influence on the objective.

In addition to the required constraints we again add some optional constraints:

$$
\begin{array}{rr}
\sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0 \wedge m>0} X_{\left(i_{l}, j_{m}\right)}^{u} \leq(|K(u)|+1) \cdot\left(1-y_{i}\right) & \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u \\
\sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0} X_{\left(i_{l}, j_{m}\right)}^{u} \leq 2 \cdot\left(1-y_{i}\right) & \forall u \in \mathcal{K}_{S}, \forall i \in V, \forall\{i, j\} \in E, \\
\sum_{a \in \delta^{+}\left(i_{l}\right)} X_{a}^{u} \leq \min \left(|K(u)|,\left|\delta^{+}\left(i_{l}\right)\right|\right) \cdot \sum_{a \in \delta^{-}\left(i_{l}\right)} X_{a}^{u} & \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \neq u \tag{3.39}
\end{array}
$$

Constraints 3.37) are similar to Constraints 3.29) of the previous flow model. These constraints ensure that whenever a vertex $i \in V$ is marked as relay in one variable set, all variable sets use it as relay. Thus, we may only use the arcs targeting layer zero. Note that here we have a stronger restriction for the right-hand side than for $L_{S C F M}$. We use Theorem 2.1.2 and Corollary 2.1.1. A non-relay vertex might be visited at most twice with different delays and thus there can be out-going arcs on two different layers. Since we are not dealing with flows here we know that we require at most one arc to visit the relay and at most $|K(u)|$ more arcs to reach all targets, i.e., $|K(u)|+1$. Constraints (3.38) are a variant of these constraints that are formulated per edge instead of over all incident edges. However, this only pays off if $|K(u)|$ is large. Inequalities (3.39) ensure that a vertex might only have out-going arcs if it has an in-coming arc and the number of out-going arcs is bounded by the minimum of targets to reach and its out-degree.

To reduce the number of dynamically generated cuts we add for every source $u \in \mathcal{K}$ constraints corresponding to sets $W=\left\{v_{l} \mid v_{l} \in V_{\mathrm{L}}^{u}, l>0\right\}$ for all targets $v \in K(u)$ in advance using the fact that every target has to be reached on some layer greater than zero:

$$
\sum_{v_{l} \in V_{\mathrm{L}}^{u}: l>0} \sum_{a \in \delta^{-}\left(v_{l}\right)} X_{a}^{u} \geq 1 \quad \forall u \in \mathcal{K}_{S}, \forall v \in K(u)
$$

## CHAPTER

## Models on Communication Graphs

A communication graph is created by adding edges between all vertices that can be connected with a path having delay smaller than or equal to $d_{\max }$ in the original graph $G=(V, E)$. We will refer to the edges added this way that are not part of the original graph as communication edges. This transformation has been used in [6] and [5] to solve the RLP and GRLP, respectively. Both problems deal with edges of cost zero only. If an arbitrary pair of vertices can be connected using only free edges then we know that this is the only relevant connection between them. Note that there might be different feasible paths using only free edges but it is sufficient if at least one such connection exists. We do not care about the specific path because the costs will stay the same regardless of the used free edges.

However, if there are only feasible connections containing at least one edge with positive costs, it is not sufficient to select one of these connections. Using the cheapest connection is in general not the optimal strategy. An edge might be used in multiple connections. This reuse can make a connection that is dominated for a certain vertex pair still profitable, concerning the overall costs. In Figure 4.1 we depict free edges in solid lines and augmenting edges in dotted lines. The numbers next to the edges denote their delays and the numbers in parentheses their costs. In this example the cheapest connection between nodes 0 and 2 is the augmenting edge $(0,2)$ and the cheapest connection between nodes 0 and 3 is edge $(0,3)$, both with a cost of two yielding an overall cost of 4 . However, if we use edge $(0,1)$ with a cost of 3 instead (which is not optimal for either of the individual connections) we can decrease the overall costs to 3 . As a result, we have to consider all such connections. Unfortunately, the number of possible connections is in general exponential.

### 4.1 Definitions

Two nodes can communicate in a given instance without the use of relays if there exists a path between them whose total delay does not exceed $d_{\max }$. Let $\hat{P}_{\{i, j\}}$ be the set of all paths between $i$ and $j$ in $G=(V, E)$. Note that the original graph is undirected. Thus, there exists for each


Figure 4.1: Dominated Connection
path a symmetric path in the opposite direction. For our purposes it is sufficient to consider one of them. W.l.o.g. we only consider the paths from $i$ to $j$ for $i<j$. We denote the set of paths between vertices $i$ and $j$ having a delay smaller than or equal to $d_{\max }$ by $P_{\{i, j\}}$, i.e., $P_{\{i, j\}}=\left\{p \mid p \in \hat{P}_{\{i, j\}}, \Delta(p) \leq d_{\text {max }}\right\}$. If there are different paths containing the same set of augmenting edges having the same delay it is sufficient to select one of them arbitrarily since the free edges have no effect on the costs of the path.

We use the following functions to determine the minimum delay between two vertices w.r.t. a certain edge set:

$$
\begin{aligned}
m d^{0}(i, j) & =\min _{p \in \hat{P}_{\{i, j\}}} \Delta(p) \text { w.r.t. } G^{0}=\left(V, E^{0}\right) \\
m d(i, j) & =\min _{p \in \hat{P}_{\{i, j\}}} \Delta(p) \text { w.r.t. } G=(V, E)
\end{aligned}
$$

Accordingly, we define sets of node pairs that are able to communicate w.r.t. these edge sets:

$$
\begin{aligned}
C^{0} & =\left\{\{i, j\} \mid m d^{0}(i, j) \leq d_{\max }, i \in V, j \in V, i<j\right\} & & \text { connected in } E^{0} \\
C & =\left\{\{i, j\} \mid m d(i, j) \leq d_{\max }, i \in V, j \in V, i<j\right\} & & \text { connected in } E \\
C^{*} & =C \backslash C^{0} & & \text { connected in } E \text { but not in } E^{0}
\end{aligned}
$$

In general we transform the original graph $G=(V, E)$ to a communication graph $G_{\mathrm{C}}=$ ( $V_{\mathrm{C}}, E_{\mathrm{C}}$ ) as follows:

$$
\begin{aligned}
V_{\mathrm{C}} & =V \\
E_{\mathrm{C}} & =C
\end{aligned}
$$

Figure 4.2 shows the stepwise generation of a communication graph. Figure 4.2 (a) shows the original graph. Free edges are depicted in solid lines and augmenting edges in dotted lines. The numbers next to the edges denote their delays and in the following we assume $d_{\max }=6$.

To create $G_{\mathrm{C}}$ we start by adding all connections that are not yet present but that can be established by using only free edges and no relays. The edges we have to add correspond to the set $C^{0} \backslash E^{0}$. In the example we have to add an edge from 0 to 2 (dashed line) according to path $(0,1,2)$ with $m d^{0}(0,2)=6$ which does not exceed $d_{\max }$. Note that this edge overlaps with an augmenting edge. Although the augmenting edge has smaller delay we consider the free edge as only relevant option for the connection of 0 and 2 because its cost will never be higher than that of the augmenting edge. Nevertheless, we still might use the augmenting edge as part of some other connection. Due to its smaller delay it might enable a connection within $d_{\max }$ that cannot be established when using the free edge.

In the next step we add connections that are only possible by installing augmenting edges. The edges we have to add correspond to the set $C^{*}$ and are depicted in Figure 4.2 (c) in dotdashed lines. Note that these connections overlap with the augmenting edges. The reason for this is the fact that an augmenting edge is only one possibility of realizing the connection. The edge between 1 and 3 for example can be established by using the augmenting edge $\{1,3\}$ but also by the paths $(1,0,3)$ and $(1,2,3)$. It is of central importance that although we do not know the optimal choice to establish the connection, we still know which connections are possible at all. To identify these connections we may use well known all-pairs shortest path algorithms (using the delays as costs) such as the Floyd-Warshall algorithm (see [11]) or Johnson's algorithm (see [24]).

Figure 4.2 (d) shows the final communication graph. We display the connections in $C^{0}$ in solid lines and the connections in $C^{*}$ in dash-dotted lines.

The graph generated this way contains all feasible connections that can be established without the use of relays. Hence, it is admissible to enforce all intermediate vertices on a path in $G_{\mathrm{C}}$ to be relays.

### 4.2 Model on a Single Communication Graph

Similar as for the layered approach we start with a model that is based on a single graph. To identify relays we split each vertex $i$ into two copies $i_{1}, i_{2}$. We then create arcs s.t. for each vertex $i$ all in-coming arcs target $i_{1}$ and all out-going arcs start at $i_{2}$. Moreover, we add arcs $\left(i_{1}, i_{2}\right)$ to connect the vertex copies. We obtain the graph $G_{\mathrm{C}}^{\prime}=\left(V_{\mathrm{C}}^{\prime}, A_{\mathrm{C}}^{\prime}\right)$ :

$$
\begin{aligned}
V_{\mathrm{C}}^{\prime} & =\left\{i_{1}, i_{2} \mid i \in V_{\mathrm{C}}\right\} \\
A_{\mathrm{C}}^{r} & =\left\{\left(i_{1}, i_{2}\right) \mid i \in V_{\mathrm{C}}\right\} \\
A_{\mathrm{C}}^{\prime} & =\left\{\left(i_{2}, j_{1}\right),\left(j_{2}, i_{1}\right) \mid\{i, j\} \in E_{\mathrm{C}}\right\} \cup A_{\mathrm{C}}^{r}
\end{aligned}
$$

The arcs $\left(i_{1}, i_{2}\right) \in A_{\mathrm{C}}^{r}$ are used to identify relays. If there is an in-coming arc and an out-going arc but the connection of the vertex copies is not selected then the vertex is target and source but not part of another connection and thus, needs not to be relay. If, however, the


Figure 4.2: Generation of the Communication Graph


Figure 4.3: Communication Graph $G_{\mathrm{C}}^{\prime}=\left(V_{\mathrm{C}}^{\prime}, A_{\mathrm{C}}^{\prime}\right)$ according to the instance in Figure 4.2 (a)
connection of the copies is selected we need to place a relay as there has to be a connection going through this vertex. Figure 4.3 shows the modified version of the graph in Figure 4.2. We depict free connections in solid lines, connections with augmenting edges in dotted lines and relay arcs in dashed lines.

### 4.2.1 Cut Model on a Single Communication Graph

We call this model cut formulation on a single communication graph ( $C G_{C U T S}$ ). We utilize binary variables $x_{e}$ for the augmenting edges and binary variables $X_{a}$ for the arcs of the communication graph. Due to the one-to-one correspondence between the arcs in $A_{\mathrm{C}}^{r}$ and the relays we can use the arc variables directly to identify the relays. Moreover, we use continuous variables $\lambda_{b}^{p}$ for the paths $p$ that connect the node pairs $b \in C^{*}$ s.t. $\Delta(p) \leq d_{\max }$.

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} X_{\left(i_{1}, i_{2}\right)}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta-(W)} X_{a} \geq 1  \tag{4.1}\\
& |\delta(i)| \cdot X_{\left(i_{1}, i_{2}\right)} \geq \sum_{a \in \delta+\left(i_{2}\right)} X_{a}  \tag{4.2}\\
& \sum_{a \in A(b)} X_{a} \leq 2 \cdot \sum_{p \in P_{b}} \lambda_{b}^{p}  \tag{4.3}\\
& \sum_{p \in P_{b}: e \in p} \lambda_{b}^{p} \leq x_{e}  \tag{4.4}\\
& x_{e} \in\{0,1\}  \tag{4.5}\\
& X_{a} \in\{0,1\}  \tag{4.6}\\
& \lambda_{b}^{p} \geq 0  \tag{4.7}\\
& \forall u \in \mathcal{K}_{S}, \forall W \subset V_{\mathrm{C}}^{\prime} \\
& \exists v \in K(u):\left\{v_{1}\right\} \subseteq W, u_{2} \notin W \\
& \forall i \notin \mathcal{K}_{S} \\
& \forall b \in C^{*} \quad\left(\mu_{b}\right) \\
& \forall e \in E^{*}, \forall b \in C^{*} \quad\left(\alpha_{b}^{e}\right) \\
& \forall e \in E^{*} \\
& \forall a \in A_{\mathrm{C}}^{\prime} \\
& \forall b \in C^{*}, p \in P_{b}
\end{align*}
$$

The first set of constraints are the cut inequalities. Each subset of the vertices containing a target copy $v_{1}$ requires an in-coming arc. Since $u_{2} \notin W$ this means that every target has to be connected to its source. Thus, we enforce a connection from source copy $u_{2}$ to each target copy $v_{1}$. Note that due to the dependence on subsets the number of these constraints is in general exponential. Corresponding separation methods will be discussed in Chapter 6. Constraints (4.2) ensure that non-source vertices might only have out-going arcs if they are relays. The next set of constraints ensures that if a connection in $b \in C^{*}$ is used then at least one path realization from $P_{b}$ has to be selected. Due to the presence of multiple sources both arc directions of an edge might be part of the solution. Thus, we need to multiply the right-hand side by two. The final set of constraints ensures that all augmenting edges of the selected realizations are part of the solution.

In addition to the required constraints we add the following optional ones:

$$
\begin{array}{ll}
X_{\left(i_{1}, i_{2}\right)} \leq \sum_{a \in \delta^{+}\left(i_{2}\right)} X_{a} & \forall i \notin \mathcal{K}_{S} \\
X_{\left(i_{1}, i_{2}\right)} \leq \sum_{a \in \delta^{-}\left(i_{1}\right)} X_{a} & \forall i \in V \tag{4.9}
\end{array}
$$

Constraints (4.8) state that all relays have an out-going arc and Constraints (4.9) state that all relays require an in-coming arc. Note that sources always have at least one out-going arc.

To reduce the number of dynamically generated cuts we add the following constraints in advance:

$$
\begin{array}{rr}
\sum_{a \in \delta^{-}\left(v_{1}\right)} X_{a} \geq 1 & \forall v \in \bigcup_{u \in \mathcal{K}_{S}} K(u) \\
\sum_{a \in \delta^{+}\left(u_{2}\right)} X_{a} \geq 1 & \forall u \in \mathcal{K}_{S}
\end{array}
$$

The first set of these constraints uses the fact that every target requires an in-coming arc, i.e. we consider sets $W=\left\{v_{1}\right\}, \forall u \in \mathcal{K}_{S}, \forall v \in K(u)$. The second set of constraints depends
on the fact that every source has at least one out-going arc. Thus, this corresponds to sets $W=V_{\mathrm{C}}^{\prime} \backslash\left\{u_{2}\right\}, \forall u \in \mathcal{K}_{S}$.

## Pricing Subproblem

The presented MILP model contains an exponential number of variables. To solve the LPrelaxation, we will use column generation. The underlying pricing subproblem is defined as follows. To state the dual constraints for the path variables we use dual variables $\mu_{b}$ for Constraints (4.3) and dual variables $\alpha_{b}^{e}$ for Constraints (4.4):

$$
\begin{array}{rr}
2 \cdot \mu_{b}-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e} \leq 0 & \forall b \in C^{*}, \forall p \in P_{b} \\
\mu_{b} \geq 0 & \forall b \in C^{*} \\
\alpha_{b}^{e} \geq 0 & \forall e \in E^{*}, \forall b \in C^{*}
\end{array}
$$

Thus, we obtain the following pricing subproblem for each $b \in C^{*}$ :

$$
\underset{p \in P(b)}{\arg \min }\left\{0-\left(2 \cdot \mu_{b}-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e}\right)\right\}
$$

This can be solved by the following subproblem (since $\mu_{b}$ is a constant for a fixed $b$ ):

$$
\forall b \in C^{*} R_{b}=\underset{p \in P(b)}{\arg \min } \sum_{e \in E^{*} \cap p} \alpha_{b}^{e}
$$

The subproblems $R_{b}$ are Weight Constrained Shortest Path Problems WCSPP). The models in the following section require this subproblem as well. We are going to discuss this problem in detail in Section 4.4.

Note that the provided model also uses an exponential number of constraints. Thus, we require Branch-Price-and-Cut to solve it. Details will be given in Chapter6. Fortunately, we can separate these parts s.t. column generation can be done independently of cut generation, i.e., the added cuts do not influence the structure of the pricing subproblem.

### 4.3 Models on Multiple Communication Graphs

As for the layered graph approaches we present models using one graph per source vertex. We create graphs $G_{\mathrm{C}}^{u}=\left(V_{\mathrm{C}}^{u}, A_{\mathrm{C}}^{u}\right)$ per source $u \in \mathcal{K}_{S}$. Again we omit the arcs targeting the source vertex:

$$
\begin{aligned}
& V_{\mathrm{C}}^{u}=V_{\mathrm{C}} \\
& A_{\mathrm{C}}^{u}=\left\{(i, j),(j, i) \mid\{i, j\} \in E_{\mathrm{C}}\right\} \backslash\left\{(i, u) \mid\{i, u\} \in E_{\mathrm{C}}\right\}
\end{aligned}
$$



Figure 4.4: Cyclic Solution

Figure 4.4 shows the optimal solution for $d_{\max }=4$ and $\mathcal{K}=\{(0,3)\}$ in $G_{\mathrm{C}}^{u}$ w.r.t. the previously introduced example. Note that although the path in the communication graph is acyclic this still corresponds to the cyclic solution shown in Figure 2.2.

Due to the specific structure of the communication graph and the disaggregation per source $u \in \mathcal{K}_{S}$ we obtain the following result:

Corollary 4.3.1. In an optimal solution on a communication graph there exists for every $u \in \mathcal{K}_{s}$ an arborescence rooted at $u$ reaching all targets $v \in K(u)$.

Proof. From Theorem 2.1.2 it follows that an optimal solution contains for every $u \in \mathcal{K}_{S}$ a digraph rooted at $u$ reaching all targets $v \in K(u)$ and visiting each relay at most once. In a communication graph all intermediate nodes are relays and we never need to return to the source. Hence all vertices have an in-degree of at most one. Thus, the considered digraph is an arborescence rooted at $u$.

We conclude that using one graph per source makes it a lot easier to identify relays. Since the optimal solution per source will be a arborescence all vertices different from the source with out-going arcs have to be relays (see Figure 4.4).

### 4.3.1 Multi-Commodity Flow Formulation on Multiple Communication Graphs

As for the layered approaches we start with the completely disaggregated variant using one set of variables per pair in $\mathcal{K}$. Then, we define a multi-commodity flow on each of these variable sets. Due to the fact that we only deal with a single commodity we obtain a stronger version of Corollary 4.3.1.

Corollary 4.3.2. In an optimal solution on a communication graph there exists for every $(u, v) \in$ $\mathcal{K}$ a feasible path visiting each vertex at most once, i.e., a simple path.

Proof. Theorem 2.1.1 implies that an optimal solution contains for every pair in $\mathcal{K}$ a connection visiting each relay at most once. In a communication graph all intermediate nodes are relays, we never need to return to the source and we do not continue after the target has been reached. Hence, it follows that in a communication graph there exists for every $(u, v) \in \mathcal{K}$ a simple feasible path from $u$ to $v$.

We will refer to the new formulation as multi-commodity flow formulation on multiple communication graphs $\left(C G_{M C F M}\right)$. We use flow variables $f_{a}^{u v}$ for all arcs $a$ of the graphs $G_{\mathrm{C}}^{u}, \forall u \in \mathcal{K}_{S}$, and for each target $v \in K(u)$. We use variables $\lambda_{b}^{p}$ that correspond to the paths $p$ that have been identified as possible realizations for the connections $b \in C^{*}$. The variables $y_{i}$ are set to one if vertex $i$ is used as relay and to zero otherwise. Finally we use variables $x_{e}$ to link the augmenting edges to the path variables. The MILP model reads as follows

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta^{-}(i)} f_{a}^{u v}-\sum_{a \in \delta^{+}(i)} f_{a}^{u v}=\left\{\begin{array}{ll}
-1 & i=u \\
0 & i \neq u, i \neq v
\end{array} \quad \forall(u, v) \in \mathcal{K}, \forall i \in V_{\mathrm{C}}^{u}\right.  \tag{4.10}\\
& \sum_{a \in \delta^{-}(v)} f_{a}^{u v}=1  \tag{4.11}\\
& \sum_{a \in \delta^{+}(v)} f_{a}^{u v}=0  \tag{4.12}\\
& \sum_{a \in \delta^{+}(i)} f_{a}^{u v} \leq y_{i}  \tag{4.13}\\
& \forall(u, v) \in \mathcal{K}, \forall i \in V, i \neq u, i \neq v \\
& \sum_{a \in A(b)} f_{a}^{u v} \leq \sum_{p \in P_{b}} \lambda_{b}^{p} \quad \forall(u, v) \in \mathcal{K}, \forall b \in C^{*} \quad\left(\mu_{b}^{u v}\right)  \tag{4.14}\\
& \sum_{p \in P_{b}: e \in p} \lambda_{b}^{p} \leq x_{e} \quad \forall e \in E^{*}, \forall b \in C^{*} \quad\left(\alpha_{b}^{e}\right)  \tag{4.15}\\
& y_{i} \in\{0,1\} \quad \forall i \in V  \tag{4.16}\\
& x_{e} \in\{0,1\} \quad \forall e \in E^{*}  \tag{4.17}\\
& \lambda_{b}^{p} \geq 0 \quad \forall b \in C^{*}, p \in P_{b}  \tag{4.18}\\
& 0 \leq f_{a}^{u v} \leq 1  \tag{4.19}\\
& \forall(u, v) \in \mathcal{K}, \forall a \in A_{\mathrm{C}}^{u}
\end{align*}
$$

The first set of constraints ensures flow conservation. The source of each variable set sends out one unit of flow. For vertices that are neither source nor target, flow conservation has to hold.

Since we are only dealing with a single target per variable set, this target consumes the single unit of flow (4.11) and has no out-going flow (4.12). Inequalities 4.13) enforce that vertices with out-going flow that are not the source of their corresponding commodity become relays. Constraints 4.14) ensure that flow among connections $b \in C^{*}$ is only possible if at least one of the available realizations has been selected. Due to Corollary 4.3.2, the solution for each variable set will be a simple path. Hence, we know that only one arc per edge will be selected in each variable set. The last set of inequalities guarantees that for all selected realizations the corresponding augmenting edges will be part of the solution.

## Pricing Subproblem

The presented MILP model contains an exponential number of $\lambda$ variables and for solving its LP relaxation, we will use column generation. The underlying pricing subproblem is defined as follows. To state the dual constraints for the path variables we use dual variables $\mu_{b}^{u v}$ for Constraints (4.14) and dual variables $\alpha_{b}^{e}$ for Constraints (4.15):

$$
\begin{array}{rr}
\sum_{(u, v) \in \mathcal{K}} \mu_{b}^{u v}-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e} \leq 0 & \forall b \in C^{*}, \forall p \in P_{b} \\
\mu_{b}^{u v} \geq 0 & \forall(u, v) \in \mathcal{K}, \forall b \in C^{*} \\
\alpha_{b}^{e} \geq 0 & \forall e \in E^{*}, \forall b \in C^{*}
\end{array}
$$

Thus, for each $b \in C^{*}$ the pricing subproblem decomposes into:

$$
\underset{p \in P(b)}{\arg \min }\left\{0-\left(\sum_{(u, v) \in \mathcal{K}} \mu_{b}^{u v}-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e}\right)\right\}
$$

This can be solved by the following subproblem:

$$
\forall b \in C^{*} R_{b}=\underset{p \in P(b)}{\arg \min } \sum_{e \in E^{*} \cap p} \alpha_{b}^{e}
$$

The problems defined by $R_{b}$ are WCSPPs. Details on this problem will be given in Section 4.4

Note that when dealing with a large amount of commodity pairs this model requires a large number of variables.

### 4.3.2 Single-Commodity Flow Formulation on Multiple Communication Graphs

To reduce the number of variables we again aggregate the pairs in $\mathcal{K}$ as for the layered approach. We then use one set of variables per graph $G_{\mathrm{C}}^{u}=\left(V_{\mathrm{C}}^{u}, A_{\mathrm{C}}^{u}\right)$ for each source $u \in \mathcal{K}_{S}$.

We will refer to this formulation as single-commodity flow formulation on multiple communication graphs $\left(C G_{S C F M}\right)$. The formulation we obtain uses the same variables as the previous model. The only difference is that we only need flow variables $f_{a}^{u}$ per source $u \in \mathcal{K}_{S}$.

$$
\begin{align*}
\min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} & \\
\sum_{a \in \delta^{-}(i)} f_{a}^{u}-\sum_{a \in \delta^{+}(i)} f_{a}^{u}= \begin{cases}-|K(u)| & i=u \\
1 & i \in K(u) \\
0 & i \neq u, i \notin K(u)\end{cases} & \forall u \in \mathcal{K}_{S}, \forall i \in V_{\mathrm{C}}^{u}  \tag{4.20}\\
\sum_{a \in \delta^{+}(i)} f_{a}^{u} \leq|K(u)| \cdot y_{i} & \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u  \tag{4.21}\\
\sum_{a \in A(b)} f_{a}^{u} \leq|K(u)| \cdot \sum_{p \in P_{b}} \lambda_{b}^{p} & \forall u \in \mathcal{K}_{S}, \forall b \in C^{*} \quad\left(\mu_{b}^{u}\right)  \tag{4.22}\\
\sum_{p \in P_{b}: e \in p} \lambda_{b}^{p} \leq x_{e} & \forall e \in E^{*}, \forall b \in C^{*} \quad\left(\alpha_{b}^{e}\right)  \tag{4.23}\\
y_{i} \in\{0,1\} &  \tag{4.24}\\
x_{e} \in\{0,1\} & \forall i \in V  \tag{4.25}\\
\lambda_{b}^{p} \geq 0 & \forall e \in E^{*}  \tag{4.26}\\
0 \leq f_{a}^{u} \leq|K(u)| & \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{C}}^{u}
\end{align*}
$$

The constraints are quite similar to the previous formulation. The difference is that the source sends out flow w.r.t. the number of its targets $|K(u)|$. Thus, we have to use Big-Ms in inequalities 4.21 and 4.22 to accommodate for this. Furthermore, the targets might have out-flow now. Hence, we use the usual flow-balance constraints 4.20).

## Pricing Subproblem

The presented MILP model contains an exponential number of variables. To solve the LPrelaxation, we will use column generation. The underlying pricing subproblem is defined as follows. To state the dual constraints for the path variables we use dual variables $\mu_{b}^{u}$ for Constraints (4.22) and dual variables $\alpha_{b}^{e}$ for Constraints 4.23):

$$
\begin{aligned}
\sum_{u \in \mathcal{K}_{S}}\left(|K(u)| \cdot \mu_{b}^{u}\right)-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e} \leq 0 & \forall b \in C^{*}, \forall p \in P_{b} \\
\mu_{b}^{u} \geq 0 & \forall u \in \mathcal{K}_{S}, \forall b \in C^{*} \\
\alpha_{b}^{e} \geq 0 &
\end{aligned}>e \in E^{*}, \forall b \in C^{*} .
$$

Thus, we obtain the following pricing subproblem for each $b \in C^{*}$ :

$$
\underset{p \in P(b)}{\arg \min }\left\{0-\left(\sum_{u \in \mathcal{K}_{S}}\left(|K(u)| \cdot \mu_{b}^{u}\right)-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e}\right)\right\}
$$

which can be solved by the following subproblem:

$$
\forall b \in C^{*} R_{b}=\underset{p \in P(b)}{\arg \min } \sum_{e \in E^{*} \cap p} \alpha_{b}^{e}
$$

The problems defined by $R_{b}$ are WCSPP; (see Section 4.4).

### 4.3.3 Cut Model on Multiple Communication Graphs

For the cut model we also use one set of variables per source vertex. Instead of the flows we utilize cuts to ensure connectivity.

We call this formulation cut formulation on multiple communication graphs ( $C G_{C U T M}$ ). The model uses variables $X_{a}^{u}$ for the arcs $a$ of the graphs $G_{\mathrm{C}}^{u}$ per source $u \in \mathcal{K}_{s}$. The remaining variable sets are equivalent to those used in the flow models.

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta^{-}(W)} X_{a}^{u} \geq 1  \tag{4.28}\\
& \forall u \in \mathcal{K}_{S}, \forall W \subset V_{\mathrm{C}}^{u}, \\
& W \cap K(u) \neq \emptyset, u \notin W \\
& \sum_{a \in \delta^{+}(i)} X_{a}^{u} \leq \min \left(|K(u)|,\left|\delta^{+}(i)\right|-1\right) \cdot y_{i}  \tag{4.29}\\
& \sum_{a \in A(b)} X_{a}^{u} \leq \sum_{p \in P_{b}} \lambda_{b}^{p}  \tag{4.30}\\
& \forall u \in \mathcal{K}_{S}, \forall b \in C^{*} \quad\left(\mu_{b}^{u}\right) \\
& \sum_{p \in P_{b}: e \in p} \lambda_{b}^{p} \leq x_{e}  \tag{4.31}\\
& y_{i} \in\{0,1\}  \tag{4.32}\\
& \forall e \in E^{*}, \forall b \in C^{*} \quad\left(\alpha_{b}^{e}\right) \\
& x_{e} \in\{0,1\}  \tag{4.33}\\
& \forall i \in V \\
& X_{a}^{u} \in\{0,1\} \\
& \forall e \in E^{*} \\
& \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{C}}^{u}  \tag{4.34}\\
& \lambda_{b}^{p} \geq 0  \tag{4.35}\\
& \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u
\end{align*}
$$

The first set of constraints are the cut inequalities. For each graph $G_{\mathrm{C}}^{u}$ every set $W$ containing one of the targets $v \in K(u)$ has to be connected to the rest of the graph and since $u \notin W$ finally to the source $u$. Note that due to the dependence on subsets the number of these constraints is in general exponential. Corresponding separation methods will be discussed in Chapter 6 , Constraints 4.29) identify the relays. The number of out-going arcs is bounded by the minimum of the amount of targets that have to be reached and the out-degree of the vertex. The out-degree is reduced by one since paths in communication graphs are acyclic and thus the arc targeting the predecessor is never selected. The final two constraints are identical to $C G_{S C F M}$. They ensure that arcs in $C^{*}$ are only possible if some realization is selected and that all augmenting edges of the chosen realizations are set to one.

In addition to the required constraints we add the following optional ones:

$$
\begin{array}{rlrl}
\sum_{a \in \delta^{-}(v)} X_{a}^{u} & =1 & \forall u \in \mathcal{K}_{S}, \forall v \in K(u) \\
\sum_{a \in \delta^{+}(i)} X_{a}^{u} \leq \min \left(|K(u)|,\left|\delta^{+}(i)\right|-1\right) \cdot \sum_{a \in \delta^{-}(i)} X_{a}^{u} & \forall u \in \mathcal{K}_{S}, \forall i \notin K(u), i \neq u \tag{4.37}
\end{array}
$$

Constraints (4.36) ensure that all targets have exactly one in-coming arc (see Corollary 4.3.1). To reduce the number of dynamically generated cuts we add Inequalities 4.37). They state that a vertex, different from source and target, might only have out-going arcs if it has an in-coming arc and the number of out-going arcs is bounded by the minimum of the amount targets that have to be reached and the out-degree of the vertex. The out-degree is reduced by one
since paths in communication graphs are acyclic and thus the arc targeting the predecessor is never selected. We do not impose these constraints on the target because targets always require an in-coming arc regardless of their out-degree.

To reduce the number of dynamically generated cuts we add the following constraints in advance using the fact that there is at least one arc leaving the source, i.e., we consider sets $W=V_{\mathrm{C}}^{\prime} \backslash\{u\}, \forall u \in \mathcal{K}_{S}:$

$$
\sum_{a \in \delta^{+}(u)} X_{a}^{u} \geq 1 \quad \forall u \in \mathcal{K}_{S}
$$

## Pricing Subproblem

The pricing subproblem associated to this MILP model is defined as follows. To state the dual constraints for the path variables we use dual variables $\mu_{b}^{u}$ for Constraints 4.30) and dual variables $\alpha_{b}^{e}$ for Constraints (4.31):

$$
\begin{aligned}
\sum_{u \in \mathcal{K}_{S}} \mu_{b}^{u}-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e} & \leq 0 & & \forall b \in C^{*}, \forall p \in P_{b} \\
\mu_{b}^{u} & \geq 0 & & \forall u \in \mathcal{K}_{S}, \forall b \in C^{*} \\
\alpha_{b}^{e} & \geq 0 & & \forall e \in E^{*}, \forall b \in C^{*}
\end{aligned}
$$

Thus, we obtain the following pricing subproblem for each $b \in C^{*}$ :

$$
\underset{p \in P(b)}{\arg \min }\left\{0-\left(\sum_{u \in \mathcal{K}_{S}} \mu_{b}^{u}-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e}\right)\right\}
$$

which can be solved by the following subproblem:

$$
\forall b \in C^{*} R_{b}=\underset{p \in P(b)}{\arg \min } \sum_{e \in E^{*} \cap p} \alpha_{b}^{e}
$$

Again we are dealing with the WCSPP (see below).
Note that this model uses an exponential number of constraints and an exponential number of variables. Thus, we require Branch-Price-and-Cut to solve it. Details will be given in Chapter 6. Fortunately, column generation can be done independently of cut generation, i.e., the added cuts do not influence the structure of the pricing subproblem.

### 4.4 Solving the Pricing Subproblems

The subproblems $R_{b}, \forall b \in C^{*}$, required by the models presented in this chapter are Weight Constrained Shortest Path Problems (WCSPPs). The WCSPP is in general NP-hard but fast pseudo-polynomial exact solution algorithms are available. For the implementation in our models we use the algorithm presented by Gouveia et al. [20]. Algorithm 4.1] shows the corresponding pseudo code using delays as weights. The algorithm is based on dynamic programming
using states (i,h) for $i \in V$ and $h \in\left\{0, \ldots, d_{\text {max }}\right\}$. The values $f(j, h)$ correspond to the costs of the cheapest path from source $s$ to vertex $j$ with a delay of at most $h$ and can be computed recursively as follows:

$$
f(j, h)=\min _{\{j, i\} \in E: d_{\{j, i\}} \leq h}\left(f\left(j, h-w_{\{j, i\}}\right)+w_{\{j, i\}}\right)
$$

For the source we define $f(s, h)=0, \forall h \in\left\{0, \ldots, d_{\max }\right\}$. Furthermore, MinCost labels are used to keep track of the minimum cost found so far, to avoid dealing with already dominated connections. The algorithm runs in time $O\left(|E| \cdot d_{\max }\right)$. However, by using the fact that the edge costs are non negative and that $f(j, h) \geq f\left(j, h^{\prime}\right)$ for $h^{\prime}>h$ the algorithm achieves better runtimes in practice. In addition, Gouveia et al. note that the algorithm can be further improved by using a good upper bound on the cost of the shortest path from the given source to the target. The MILP models presented in this chapter rely on pricing subproblems that only have negative reduced costs if the cost of the cheapest path is smaller than the sum of the $\mu$ value(s). Hence, we can use this sum as upper bound.

Note that we do not use the communication graph for pricing. Instead we use the original graph. The reason for this is the fact that we require information on the original augmenting edges used in the path to state the respective linking constraints.

Furthermore, note that the pairs $\{i, j\} \in C^{*}$ are undirected. As already mentioned in the beginning of this chapter there exists for every path a symmetric one in the opposite direction in the original undirected graph. As a consequence, it is sufficient to solve the problem in either of the directions, w.l.o.g. we consider the weight constrained shortest path from $i$ to $j$ for $i<j$.

```
Input: \(G=(V, E\),\() , edge costs w_{e}\), edge delays \(d_{e}\)
Input: Source \(s\), target \(t\)
\(S_{0}=\{s\} ;\)
forall the \(h \in\left\{1, \ldots, d_{\max }\right\}\) do
    \(S_{h}=\emptyset ;\)
end
\(\operatorname{MinCost}(s)=0\);
forall the \(h \in\left\{0, \ldots, d_{\max }\right\}\) do
    \(f(s, h)=0 ;\)
end
forall the \(i \in V \backslash\{s\}\) do
    \(\operatorname{MinCost}(i)=\infty\);
    forall the \(h \in\left\{0, \ldots, d_{\max }\right\}\) do
        \(f(i, h)=\infty ;\)
    end
end
forall the \(h \in\left\{0, \ldots, d_{\text {max }}-1\right\}\) do
    forall the \(j \in S_{h}\) with \(f(j, h) \leq \operatorname{MinCost}(t)\) do
        \(\operatorname{MinCost}(j)=\min (\operatorname{MinCost}(j), f(j, h))\);
    end
    forall the \(j \in S_{h}\) with \(f(j, h) \leq \operatorname{MinCost}(t)\) do
        for \(\{j, i\} \in E\) with \(d_{\{j, i\}}+h \leq d_{\text {max }}\) and
        \(f(j, h)+w_{\{j, i\}}<\min \left(\operatorname{MinCost}(i), \operatorname{MinCost}(t), f\left(i, h+d_{\{j, i\}}\right)\right)\) do
                if \(i \notin S_{h+d_{\{j, i\}}}\) then
                    \(S_{h+d_{\{j, i\}}}=S_{d_{\{j, i\}}+h} \cup\{i\} ;\)
            end
                \(f\left(i, h+d_{\{j, i\}}\right)=f(j, h)+w_{\{j, i\}} ;\)
                if \(i=t\) then
                    \(\operatorname{MinCost}(t)=f\left(i, h+d_{\{j, i\}}\right) ;\)
            end
        end
    end
end
```

Algorithm 4.1: Weight Constraint Shortest Path Problem
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## Acyclic Problem Variant

As shown before (cf. Chapter 22, optimal solutions to the NDPR may contain cycles. For practical applications, however, it might be required to enforce acyclic solutions.

### 5.1 Solution Properties

In terms of the RPP the relevance of acyclic solutions has already been considered by Sen et al. [36]. They distinguish between three types of connections between the commodities. For the acyclic case only simple paths between a pair of vertices are allowed, and for the cyclic case all feasible connections (including cycles) are possible. In addition, they consider a third case for which only connections that traverse an edge twice in the same direction are prohibited, i.e., path $(a, b, c, b, d, e)$ is allowed but $(a, b, c, d, b, c, e)$ is not since edge $(b, c)$ is used twice in the same direction. According to Theorem 2.1.3 this case is irrelevant for the NDPR.

As a consequence of this result we want to consider acyclic solutions by enforcing that every pair $(i, j) \in \mathcal{K}$ has to be connected by a feasible path that is also simple.

In Chapter 2 we presented an instance with a cyclic solution. If we enforce an acyclic solution we get a different result as shown in Figure 5.1. By enforcing this additional property we reduce the amount of possible solutions. As a result this might prevent the former optimal solution and increase the costs significantly.

Observe that enforcing simple paths as connections for the commodities does not mean that the overall solution is acyclic. Figure 5.2 shows an instance with three commodities that are connected with simple paths. When considering the union of the individual paths we get a cycle, which has to be considered when stating MILP models. Note that this is only relevant if we consider more than one source:

Corollary 5.1.1. In an optimal acyclic solution there exists for every source $u \in \mathcal{K}_{S}$ a directed graph rooted at $u$ having a feasible connection to every target $v \in K(u)$ visiting each vertex at most once.


Figure 5.1: Different Solutions

Proof. By the definition of an acyclic solution there has to be for every $(u, v) \in \mathcal{K}$ a simple feasible path from $u$ to $v$. In Theorem 2.1.2 we have shown how to merge paths with a common source into a single graph without increasing the in-degree of any vertex while preserving feasibility and optimality. If we consider only simple paths we know that each vertex has an in-degree of at most one in the resulting graph.

Note that Figure 5.2 depicts the only optimal solution for $\mathcal{K}=\{(0,2),(2,3),(3,4)\}$ and $d_{\max }=6$. The numbers next to the edges denote their delay and the numbers in parentheses their costs. The numbers next to the vertices are the relay costs. This instance shows that a similar condition as stated in Corollary 5.1 .1 cannot be proposed when considering more than one source at the same time.

In this chapter we are going to present adaptations of some of our models that only allow simple paths for the connection of the commodities. Note that at this point we focus on the necessary adjustments. For detailed explanations of the underlying models please refer to Chapter 3 (models on layered graphs) and 4 (models on communication graphs).


$$
\mathcal{K}=\{(0,2),(2,3),(3,4)\}, d_{\text {max }}=6
$$



Simple path connecting $(0,2) \in \mathcal{K}$


Simple path connecting $(3,4) \in \mathcal{K}$


Simple path connecting $(2,3) \in \mathcal{K}$


Union of simple paths connecting the individual commodities

Figure 5.2: Exemplary Instance

### 5.2 Models on Communication Graphs

Unfortunately, some considerations concerning communication graphs make it difficult to enforce acyclic solutions. The reason for this is that we do not consider the individual edges of which a communication edge consists if free edges are involved. Moreover, the original formulation also requires no information on the orientation of the edges. It does not matter which of the arcs is used, we only need to know if it is used. Even worse we required this information per source since it is possible that all pairs in $\mathcal{K}$ can be connected with simple paths but when looking at them altogether we might end off with cycles (see Figure 5.2).

The required modifications would destroy the properties that make the MILP models presented in the previous chapter efficient. Since the necessary adjustments affect the path variables and the associated linking constraints, none of the models on communications graphs is suited to enforce acyclic solutions.

### 5.3 Models on Layered Graphs

The models on layered graphs are in general well suited to enforce acyclic solution. For some constraints we obtain stronger restrictions due to the required modifications. However, note that model $L_{C U T S}$ is unsuitable to enforce acyclic solutions since it considers more than one source per variable set. In the following we present adaptations of our two most promising approaches based on multiple layered graphs.

### 5.3.1 Flow Model

We start by presenting a modified version of the layered single-commodity flow formulation on multiple layered graphs $\left(L_{S C F M}\right)$. For a detailed description of the underlying model we refer to Section 3.2.2.

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta+\left(u_{0}\right)} f_{a}^{u}=|K(u)|  \tag{5.1}\\
& \forall u \in \mathcal{K}_{S}, u_{0} \in V_{\mathrm{L}}^{u} \\
& 0 \leq \sum_{a \in \delta^{-}\left(i_{l}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u} \leq 1  \tag{5.2}\\
& \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \in K(u) \\
& \sum_{a \in \delta^{-}\left(i_{l}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u}=0  \tag{5.3}\\
& \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \neq u, i \notin K(u) \\
& \sum_{i_{m} \in V_{\mathrm{L}}^{u}} \sum_{a \in \delta^{-}\left(i_{m}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u} \leq 1  \tag{5.4}\\
& \sum_{i_{m} \in V_{\mathrm{L}}^{u}} \sum_{a \in \delta^{-}\left(i_{m}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u}=0  \tag{5.5}\\
& \sum_{i_{l} \in V_{\mathrm{L}}^{u}}\left(\sum_{a \in \delta^{-}\left(i_{l}\right)} f_{a}^{u}-\sum_{a \in \delta^{+}\left(i_{l}\right)} f_{a}^{u}\right)=1  \tag{5.6}\\
& \sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0 \wedge m>0} f_{\left(i_{l}, j_{m}\right)}^{u} \leq|K(u)| \cdot\left(1-y_{i}\right)  \tag{5.7}\\
& \sum_{\left(i_{l}, i_{0}\right) \in A_{\mathrm{L}}^{u}} f_{\left(i_{l}, i_{0}\right)}^{u} \leq|K(u)| \cdot y_{i}  \tag{5.8}\\
& \sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}} f_{\left(i_{l}, j_{m}\right)}^{u}+\sum_{\left(j_{l}, i_{m}\right) \in A_{\mathrm{L}}^{u}} f_{\left(j_{l}, i_{m}\right)}^{u} \leq|K(u)| \cdot x  \tag{5.9}\\
& y_{i} \in\{0,1\}  \tag{5.10}\\
& \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \in K(u) \\
& \forall u \in \mathcal{K}_{S}, \forall i_{l} \in V_{\mathrm{L}}^{u}, i \neq u, i \notin K(u) \\
& \forall u \in \mathcal{K}_{S}, i \in K(u) \\
& \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u \\
& \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u \\
& \forall u \in \mathcal{K}_{S}, \forall\{i, j\} \in E^{*} \\
& x_{e} \in\{0,1\} \quad \forall e \in E^{*}  \tag{5.11}\\
& 0 \leq f_{a}^{u} \leq|K(u)|  \tag{5.12}\\
& \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{L}}^{u}
\end{align*}
$$

To guarantee that all commodities are connected with simple paths we have to ensure that across all layers at most one vertex copy has an in-coming arc. To accomplish this we add Constraints (5.4) and (5.5). They ensure flow balance between the total in-flow on all layers and the out-flow on each layer. Since these constraints might be difficult to understand we are going to prove them in the following.

Lemma 5.3.1. Constraints (5.2) to (5.6) ensure that the solution contains no cycles.
Proof. We assume that the constraints still allow cycles and derive a contradiction. W.l.o.g. we assume there is in-flow on two layers for some vertex $i \in V$. Then, we also require out-flow on both layers due to Constraints (5.2) and (5.3).

Case 1: Assume we are dealing with a non-target vertex. Furthermore, let $g$ and $h$ be the amount of in-flows s.t. $g \geq h>0$. Thus, we require out-flows of the same amount. As a result some Constraints of type (5.5) will be violated since $(g+h)-g \neq 0$ and also $(g+h)-h \neq 0$.

Case 2: Now we deal with the case of a target vertex. Again we consider in-flows $g$ and $h$ s.t. $g \geq h>0$. According to Constraints (5.2) and (5.6) we have either out-flows $g$ and $(h-1)$ or $(g-1)$ and $h$. Thus, Constraints (5.4) supply either of the two lines:

$$
\begin{array}{lrrr}
\text { 1. } & (g+h)-g \leq 1 & \wedge & (g+h)-(h-1) \leq 1 \\
\text { 2. } & (g+h)-(g-1) \leq 1 & \wedge & (g+h)-h \leq 1
\end{array}
$$

After simplification we get:

$$
\begin{array}{ll}
\text { 1. } & h \leq 1 \\
\text { 2. } & h \leq 0 \\
0 & \wedge \\
g \leq 1
\end{array}, \text { or }
$$

Since $g \geq h>0$ we obtain a contradiction in both cases which concludes the proof.
Constraints (5.7) are the modification of Constraints 3.29 from model $L_{S C F M}$. We remove $\cdot 2$ on the right-hand side which accommodates for the fact that without loops the maximum outflow per vertex across all layers is limited by $|K(u)|$. The last modification is to alter the sum of Constraints 5.9 ) In the original version we have a sum per arc of an edge. When cycles are not allowed we know that it is not possible that both arcs are required. Thus, we can combine the two sums.

### 5.3.2 Cut Model

The second model we want to adapt is the layered cut formulation on multiple layered graphs ( $L_{\text {CUTM }}$ ) presented in Section 3.2.3. The corresponding MILP model reads as follows:

$$
\begin{align*}
& \min \sum_{i \in V} c_{i} y_{i}+\sum_{e \in E^{*}} w_{e} x_{e} \\
& \sum_{a \in \delta^{-}(W)} X_{a}^{u} \geq 1  \tag{5.13}\\
& \forall u \in \mathcal{K}_{S}, \forall v \in K(u), \\
& \left\{v_{l} \mid v_{l} \in V_{\mathrm{L}}^{u}\right\} \subseteq W \subset V_{\mathrm{L}}^{u}, \\
& u \notin W \\
& \sum_{i_{l} \in V_{\mathrm{L}}^{u}: l>0} \sum_{a \in \delta^{-}\left(i_{l}\right)} X_{a}^{u} \leq 1  \tag{5.14}\\
& \forall u \in \mathcal{K}_{S}, \forall i \notin K(u), i \neq u \\
& \sum_{i_{l} \in V_{\mathrm{L}}^{u}: l>0} \sum_{a \in \delta^{-}\left(i_{l}\right)} X_{a}^{u}=1  \tag{5.15}\\
& \forall u \in \mathcal{K}_{S}, \forall i \in K(u) \\
& \sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0 \wedge m>0} X_{\left(i_{l}, j_{m}\right)}^{u} \leq|K(u)| \cdot\left(1-y_{i}\right)  \tag{5.16}\\
& \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u \\
& \sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0 \wedge m>0} X_{\left(i_{l}, j_{m}\right)}^{u} \leq 1-y_{i}  \tag{5.17}\\
& \forall u \in \mathcal{K}_{S}, \forall i \in V, \forall\{i, j\} \in E, \\
& i \neq u, j \neq u \\
& \sum_{\left(i_{l}, i_{0}\right) \in A_{\mathrm{L}}^{u}} X_{\left(i_{l}, i_{0}\right)}^{u} \leq y_{i}  \tag{5.18}\\
& \sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}} X_{\left(i_{l}, j_{m}\right)}^{u}+\sum_{\left(j_{l}, i_{m}\right) \in A_{\mathrm{L}}^{u}} X_{\left(j_{l}, i_{m}\right)}^{u} \leq x_{e}  \tag{5.19}\\
& X_{a}^{u} \in\{0,1\}  \tag{5.20}\\
& \forall u \in \mathcal{K}_{S}, \forall a \in A_{\mathrm{L}}^{u} \\
& y_{i} \in\{0,1\}  \tag{5.21}\\
& \forall i \in V \\
& x_{e} \in\{0,1\}  \tag{5.22}\\
& \forall e \in E^{*}
\end{align*}
$$

This model is obtained from the model $L_{C U T M}$ after the following modifications. First of all we split the constraints

$$
\sum_{i_{l} \in V_{\mathrm{L}}^{u}: l>0} \sum_{a \in \delta^{-}\left(i_{l}\right)} X_{a}^{u} \leq 2-y_{i} \quad \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u
$$

w.r.t. target and non-target vertices resulting in Constraints (5.14) and (5.15). All non-target vertices are reached at most once and targets are reached exactly once. Note that this is already sufficient to prevent cycles. Due to the binary arc variables it is much easier to ensure cyclefree solutions, compared to the flow formulation. Constraints (5.16) originally had a Big-M of $(|K(u)|+1)$. This can to be reduced to $|K(u)|$ since the additional arc for the loop is no longer allowed. Constraints (5.17) ensure that an arc leaving node $i$ at some layer greater than zero can only be used if no relay was installed at $i$. For Constraints (5.19) we again combine the two sums as described for the flow model.
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## Computational Results

In this chapter we are going to present the computational results for the presented algorithms. We start with some remarks on preprocessing that help to reduce the size of the problem instances for certain cases. Then, we present details for the algorithms that worked well in practice. We especially give details about the parameters used for computing the results. Furthermore, we are going to discuss the used sub-algorithms for cutting and pricing. Then, we give details on the used test instances. Finally, we present the test results of our algorithms w.r.t. these test instances.

### 6.1 Preprocessing

The easiest form of preprocessing is to remove all edges from both $E^{0}$ and $E^{*}$ having a delay larger than $d_{\max }$. Using one of these edges would result in an immediate violation of the delay bound. Thus, we do not consider them during the solution process.

After these edges have been removed it makes sense to check if there exists a feasible solution for the given instance. If the graph consists of more than one connected component and there exists a pair $(u, v) \in \mathcal{K}$ s.t. $u$ and $v$ belong to different components then there cannot be a feasible solution. If the start and end point of each commodity are part of the same connected component the instance has a feasible solution.

The next thing we want to consider are pairs in $\mathcal{K}$ that can be connected solely within the free edges and without the use of relays. To find such pairs we compute the shortest path distance in $G=\left(V, E^{0}\right)$ for all vertex pairs using an all-pairs shortest path algorithm (see [11] and [24]) and then check if the distance is smaller than or equal to the delay bound. Note that these pairs can be connected without influencing the objective. Therefore, we remove these pairs from $\mathcal{K}$. Next, we solve the reduced problem and check if the removed pairs are connected in the obtained solution. If some pair $(u, v)$ is not connected we compute the shortest path between $u$ and $v$ in $G=\left(V, E^{0}\right)$ and add the missing free edges to the solution. Since these edges have no cost this leaves the overall costs unchanged and thus preserves optimality of the solution.

The next preprocessing technique we want to mention has been introduced by Chen et al. [6] for the RLP but can also be applied to the NDPR with some modifications and extensions. To this end, we consider vertices $i$ that are leaves in the graph and appear as source or target in $\mathcal{K}$. Let $\{j, i\}$ be the edge connecting $i$ to the graph. If all combinations of in-coming edges to $j$ and the edge $\{j, i\}$ exceed the delay bound $j$ has to be a relay in any feasible solution. Otherwise it would not be possible to reach $i$ within the delay bound. Furthermore if $\{j, i\}$ is an augmenting edge we also know that this edge is required since it is the only possible way of connecting $i$ to the graph. If $j$ has degree two, i.e., $j$ is a leaf if we do not consider $i$, it makes sense to apply this procedure again at $j$. In general we iterate this procedure until we arrive at some vertex of degree greater than two. This leads to Algorithm 6.1.

```
Input: \(G=(V, E)\left(E=E^{0} \cup E^{*}\right)\)
Input: Set \(\mathcal{K}\) of commodities
Input: Delay bound \(d_{\text {max }}\)
Result: Set \(\mathcal{R}\) of required relays
Result: Set \(\mathcal{E}\) of required augmenting edges
\(\mathcal{S}=\{i \mid i \in V, \delta(i)=1 \wedge \exists j((i, j) \in \mathcal{K} \vee(j, i) \in \mathcal{K})\} ;\)
\(\mathcal{R}=\emptyset ;\)
\(\mathcal{E}=\emptyset ;\)
forall the \(i \in S\) do
    \(\mathcal{S}=\mathcal{S} \backslash\{i\} ;\)
    \(e=\{j, i\} ;\)
    if \(\forall\{k, j\} \in \delta(j) \backslash\{\{j, i\}\}\left(d_{\{k, j\}}+d_{e}>d_{\text {max }}\right)\) then
        \(\mathcal{R}=\mathcal{R} \cup\{j\} ;\)
        if \(\delta(j)=2\) then
            \(\mathcal{S}=\mathcal{S} \cup\{j\} ;\)
            \(V=V \backslash\{i\} ;\)
            \(E=E \backslash\{j, i\} ;\)
        end
    end
    if \(e \in E^{*}\) then
        \(\mathcal{E}=\mathcal{E} \cup\{e\} ;\)
    end
end
```

Algorithm 6.1: Preprocessing Algorithm

The first three preprocessing techniques have been used in the sense that we only consider instances for which they do not apply. Especially, we only consider instances that are connected, i.e., they consist of a single connected component. Furthermore, we define the set $\mathcal{K}$, s.t. pairs that can be connected using only free edges are not part of it. We did not use the last preprocessing technique in our implementation.

| Graph Transformation | Model | Type | Results |
| :---: | :--- | :---: | :---: |
| Layered Graphs | $L_{C U T S}$ | B\&C |  |
|  | $L_{M C F M}$ | compact |  |
|  | $L_{S C F M}$ | compact | $\checkmark$ |
|  | $L_{C U T M}$ | B\&C | $\checkmark$ |
| Communication Graphs | $C G_{C U T S}$ | B\&P\&C | $\checkmark$ |
|  | $C G_{M C F M}$ | B\&P | $\checkmark$ |
|  | $C G_{S C F M}$ | B\&P | $\checkmark$ |
|  | $C G_{C U T M}$ | B\&P\&C |  |

Table 6.1: Algorithm Overview

### 6.2 Algorithm Details

In this section we are going to give an overview on the presented algorithms. We also discuss important implementation details. Although we have preliminary tested all the algorithms, we will focus on those with the best performance. Table 6.1 summarizes the presented MILP formulations and associated algorithms. B\&C stands for Branch-and-Cut, B\&P stands for Branch-and-Price and $B \& P \& C$ stands for Branch-Price-and-Cut, respectively. Only the models marked in the 'Results' column will be discussed in detail.

Furthermore, we recall that the computational study is only performed for the NDPR in which cycles are allowed.

### 6.2.1 Separation

Some of our algorithms use cutting planes to ensure that all commodities can communicate with each other. The amount of these constraints is in general exponential. Thus, it is not feasible to add all of them into a black-box MILP solver. They need to be dynamically generated by separation procedures. In this section we give details on the used separation methods.

## Separation on Layered Graphs

We are going to explain the separation procedure w.r.t. the model $L_{C U T M}[1$. For the layered graph approaches we generate vertex copies w.r.t. the possible layers. We do not know at which layer we will reach the target. Thus, we have to consider all copies (on layers greater than zero) as potential targets. Disconnected source-target pairs can be found by computing the maximum flow between source and target with arc-capacities set according to the current solution. For the maximum flow computation we use the implementation by Cherkassy and Goldberg in [8]. To check if a source is connected to its target we need to check if it is connected to one of the target copies. To avoid multiple maximum flow computations per target we create an artificial linking vertex that is reached by all target copies. Hence for each target $v \in K(u)$ we create a new vertex $v^{t}$ and $\operatorname{arcs} A_{v}^{t}=\left\{\left(v_{l}, v^{t}\right) \mid v_{l} \in V_{\mathrm{L}}^{u}, l>0\right\}$. The capacities of the $\operatorname{arcs}$ in $A_{v}^{t}$ are set

[^3]to two. Then we compute per source-target pair $(u, v) \in \mathcal{K}$ the maximum flow between $u$ and $v^{t}$. If the maximum flow is smaller than one then the pair is not connected and we identified a violated inequality.

The maximum flow algorithm we use gives us not only the flow value but also two cut sets $S_{u}$ and $S_{v}$. Hence, the maximum flow computation between $u$ and $v$ for current arc values $X^{u}$ is defined by $f_{\max }=\operatorname{MaxFlow}\left(G_{\mathrm{L}}^{u}, X^{u}, u, v, S_{u}, S_{v}\right) . S_{u}$ contains the source $u$ and induces a minimum cut closest to $u$. Similarly, $S_{v}$ contains $v$ and induces a minimum cut closest to it. Thus, $f=\sum_{a \in \delta^{+}\left(S_{u}\right)} X_{a}^{u}=\sum_{a \in \delta^{-}\left(S_{v}\right)} X_{a}^{u}$ holds. We can add forward-cuts using set $S_{u}$, back-cuts using set $S_{v}$, or both. Tests showed that it is most efficient to only use back-cuts. Algorithm 6.2illustrates the separation procedure.

```
Input: Graphs, \(G_{\mathrm{L}}^{u}=\left(V_{\mathrm{L}}^{u}, A_{\mathrm{L}}^{u}\right), \forall u \in \mathcal{K}_{S}\)
Input: Current values \(X^{u}\) on \(\operatorname{arcs}\) of \(G_{\mathrm{L}}^{u}, \forall u \in \mathcal{K}_{S}\)
Input: Set of sources \(\mathcal{K}_{S}\)
Result: Violated cut-inequalities
forall the \(u \in \mathcal{K}_{S}\) do
    \(\tilde{X}^{u}=X^{u}\);
    forall the \(v \in K(u)\) do
        \(\tilde{G}_{\mathrm{L}}^{u}=\left(V_{\mathrm{L}}^{u} \cup\left\{v^{t}\right\}, A_{\mathrm{L}}^{u} \cup A_{v}^{t}\right) ;\)
        \(\tilde{X}_{a}^{u}=2, \forall a \in A_{v}^{t} ;\)
        \(f_{\max }=\operatorname{MaxFlow}\left(\tilde{G}_{\mathrm{L}}^{u}, \tilde{X^{u}}, u, v, S_{u}, S_{v}\right)\);
        if \(f_{\text {max }}<1\) then
            Add violated cut: \(\sum_{a \in \delta^{-}\left(S_{v}\right)} X_{a}^{u} \geq 1\);
            forall the \(a \in \delta^{-}\left(S_{v}\right)\) do
                \(\tilde{X}_{a}^{u}=2 ;\)
            end
        end
    end
end
```

Algorithm 6.2: Separation Procedure ( $L_{C U T M}$ )

Note that we adjust the arc values of the backward cut on line 10. Since we only have one arc set per source, the added cut for some target might also affect the others. To reduce the amount of added cuts we only add arc-disjoint cut-inequalities. This is ensured by setting arc capacities to two, after we added a violated constraint associated to $\delta^{-}\left(S_{v}\right)$ (cf. lines 9 to 11 ).

Due to the numerical instability, we prefer sparse cuts, and enforce them by searching for violet cut-set inequalities of minimal cardinality.

## Separation on Communication Graphs

Model $C G_{C U T S}$ also uses vertex copies. However, we know that we require a connection from $u_{2}$ to $v_{1}$ for all $(u, v) \in \mathcal{K}$. Thus, we can compute the maximum flow without any modifications to the graph as shown in Algorithm 6.3.

```
Input: \(G_{\mathrm{C}}^{2}=\left(V_{\mathrm{C}}^{2}, A_{\mathrm{C}}^{2}\right)\)
Input: Current arc values \(X\)
Input: Set of sources \(\mathcal{K}_{S}\)
Result: Violated cut-inequalities
\(\tilde{X}=X\);
forall the \(u \in \mathcal{K}_{S}\) do
    forall the \(v \in K(u)\) do
        \(f_{\max }=\operatorname{MaxFlow}\left(G_{\mathrm{C}}^{2}, \tilde{X}, u_{2}, v_{1}, S_{u}, S_{v}\right) ;\)
        if \(f_{\text {max }}<1\) then
            Add violated cut: \(\sum_{a \in \delta^{-}\left(S_{v}\right)} X_{a}^{u} \geq 1 ;\)
            forall the \(a \in \delta^{-}\left(S_{v}\right)\) do
                \(\tilde{X}_{a}=2 ;\)
        end
        end
    end
end
```

Algorithm 6.3: Separation Procedure ( $C G_{C U T S}$ )

We again enforce arc-disjoint cut inequalities by the adjustment on line 8 and we also search for sparse cuts of minimum cardinality.

## Implementation Details

Concerning the implementation separation is always performed on integral LP solutions (LazyConstraintCallbackI). When the LP solution is fractional we only add cuts for which $f_{\max }<0.5$ (UserCutCallbackI). However, when computing the quality of LPD bounds of the corresponding models we add cuts for which $f_{\max }<1$.

### 6.2.2 Column Generation

We use column generation to deal with the exponential amount of path variables used in the communication graph models. We already mentioned that the relevant subproblem for pricing is a Weight Constrained Shortest Path Problem (WCSPP) which is in our case defined by:

$$
\forall b \in C^{*} R_{b}=\underset{p \in P(b)}{\arg \min } \sum_{e \in E^{*} \cap p} \alpha_{b}^{e}
$$

We look for the shortest path $p$ connecting the pair $b$ within the delay bound $d_{\max }$. The arc lengths of the augmenting edges are given by the dual values of the linking constraints for the augmenting edges and the lengths of the free edges remain zero. The weights of the edges are set according to their delays. We already argued that this problem can be solved using the algorithm by Gouveia et al. [20].

After we have identified the shortest path, we still need to check if this path gives us negative reduced costs. To this end, we have to consider the dual variables $\mu$ for the linking of path and

| Model | $B$ |
| :--- | :---: |
| $C G_{C U T S}$ | $2 \cdot \mu_{b}$ |
| $C G_{M C F M}$ | $\sum_{(u, v) \in \mathcal{K}} \mu_{b}^{u v}$ |
| $C G_{S C F M}$ | $\sum_{u \in \mathcal{K}_{S}}\left(\|K(u)\| \cdot \mu_{b}^{u}\right)$ |
| $C G_{C U T M}$ | $\sum_{u \in \mathcal{K}_{S}} \mu_{b}^{u}$ |

Table 6.2: Reduced Cost Bounds
arc or flow variables, respectively. The sums of the $\mu$-variables per connection $b \in C^{*}$ w.r.t. the individual models are shown in Table 6.2 ,
Using column $B$ of the table we can state the pricing subproblem in a more general form:

$$
\underset{p \in P(b)}{\arg \min }\left\{0-\left(B-\sum_{e \in E^{*} \cap p} \alpha_{b}^{e}\right)\right\}
$$

Thus, the length of the shortest path has to be smaller than $B$ to give us negative reduced costs. Per pricing iteration we might find at most $\left|C^{*}\right|$ columns with negative reduced costs. Hence, we have the choice to add all of them or only a subset in each iteration. After some preliminary tests we decided to only add the first detected column with negative reduced costs and then finish the current iteration. Algorithm 6.4 illustrates the pricing procedure. $W \operatorname{CSPP}\left(G, u, v, d_{\max }, p\right)$ computes the length of the shortest path $p$ from $u$ to $v$ in $G$ with a maximum delay of $d_{\max }$ and stores the obtained path in $p$.

## Initial set of Columns

To start with a feasible LP model, we initiate every connection $b \in C^{*}$ with one possible realization. To this end, we choose a feasible connection having minimal delay. Such a connection can easily be found with Dijkstra's algorithm (see [9]) using the edge delays as costs.

## Column generation at the Root Node vs. Branch-and-Price

To find an optimal solution we are required to do column generation in the Branch-and-Bound tree, i.e., to perform Branch-and-Price. Unfortunately, this is not supported by CPLEX and we are limited to column generation at the root node. Therefore, our CPLEX implementation works as follows: Complete column generation is performed at the root node. After that, branch-and-bound is executed on the sub-model with the columns provided at the root node. This is a heuristic procedure.

Tests showed that for all NDPR instances whenever this approach terminated within the time limit, the returned solution has been optimal. However, this is not the case for some ARLP instances. Instances for which the reduced approach cannot find the optimal solution can be recognized by having a negative optimality gap.

```
Input: \(G=(V, A(E), d)\left(E=E^{0} \cup E^{*}\right)\)
Input: Dual values \(\alpha\) and \(\mu\)
Input: Set of connections \(C^{*}\)
Result: Column with negative reduced costs
forall the \(\{i, j\} \in E^{0}\) do
    \(l_{i j}=0\);
    \(l_{j i}=0 ;\)
end
forall the \(b \in C^{*}\) do
    forall the \(e=\{i, j\} \in E^{*}\) do
        \(l_{i j}=\alpha_{b}^{e}\);
        \(l_{j i}=\alpha_{b}^{e} ;\)
    end
    \((u, v)=b\);
    \(L=W C S P P\left(G, u, v, d_{\text {max }}, p\right)\);
    Set \(B\) according to \(\mu\); // cf. Table 6.2
    if \(L<B\) then
        Add column \(\lambda_{b}^{p}\) to the model;
        Stop iteration;
    end
end
```

Algorithm 6.4: Column Generation Procedure

To investigate the influence of doing full Branch-and-Price we also implemented the respective models in SCIP. Details on the results will be given in Section 6.5 .

### 6.2.3 Column-and-Row Generation at the Root Node

Some of our algorithms even require the combination of cutting planes and column generation. Since CPLEX provides no direct support for column generation we implemented our own loop to add columns at the root node. In order to remain consistent with the usual approach and the way SCIP implements this we do pricing until we find no further columns with negative reduced costs and then check for cutting planes once before we continue with pricing. Algorithm 6.5 shows the resulting Branch-Price-and-Cut loop.

### 6.2.4 Optional Constraints

In addition to the constraints that make the considered models valid, we also introduced various optional ones. All mentioned constraints are implemented and used in our computational experiments except for Constraints (3.38) from model $L_{C U T M}$ (see Subsection 3.2.3):

```
// addColumns() returns true if it added columns and false
    otherwise
    // addCuts() returns true if it added cuts and false
    otherwise
repeat
    repeat
        solve_LP();
        col_added = addColumns();
    until col_added == false;
    cut_added = addCuts();
until cut_added == false;
```

Algorithm 6.5: Branch-Price-and-Cut Loop

|  | LP bound | compact | B\&C | B\&P | B\&C\&P |
| :--- | :---: | :---: | :---: | :---: | :---: |
| LP solver | dual simplex | dual simplex | dual simplex | dual simplex | dual simplex |
| Threads | 1 | 1 | 1 | 1 | 1 |
| Presolving |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Probing |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Heuristics |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Cuts |  | $\checkmark$ |  |  |  |

Table 6.3: Solver Settings

$$
\sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0 \wedge m>0} X_{\left(i_{l}, j_{m}\right)}^{u} \leq 2 \cdot\left(1-y_{i}\right) \quad \forall u \in \mathcal{K}_{S}, \forall i \in V, \forall\{i, j\} \in E, ~ i \neq u, j \neq u
$$

These constraints are essentially a disaggregated variant of Constraints 3.37):

$$
\sum_{\left(i_{l}, j_{m}\right) \in A_{\mathrm{L}}^{u}: l>0 \wedge m>0} X_{\left(i_{l}, j_{m}\right)}^{u} \leq(|K(u)|+1) \cdot\left(1-y_{i}\right) \quad \forall u \in \mathcal{K}_{S}, \forall i \in V, i \neq u
$$

We tried to implement Constraints $(3.38$ by adding all of them initially and by adding them by means of a separation procedure. It turned out that they are almost never violated. Since their benefits do not compensate for the additionally required runtime we decided to remove them from the implementation and only keep Constraints 3.37.

### 6.3 Solver Configuration

In this section we are going to explain the used solver settings. Table 6.3 gives an overview of the configurations for the respective model types.

The first choice regards the used LP solver. For column generation models usually the primal simplex method is preferred as it maintains primal feasibility after a column has been added. Another common choice are interior point methods like the barrier method. We made tests with the available algorithms and figured out that the dual simplex method is the best choice (even for column generation). We use for all our models only a single thread. Furthermore, we always use presolving, probing and the solvers heuristics. However, we only allow solver cuts for compact models. When computing the $\boxed{L P}$ bound solely we disable all additional help from the solver.

In particular we use CPLEX 12.6 and SCIP 3.1.0. To obtain comparable results we use CPLEX as LP solver for SCIP. We also tried to use the same settings as far as possible. We use SCIP only to implement full Branch-and-Price since this is not supported by CPLEX.

### 6.4 Test Instances

In this section we are going to give details on the used test instances. We use modified versions of instances introduced in the previous literature and an entirely new set of instances.

### 6.4.1 NDPR instances

These instances have originally been introduced by Konak [25]. The instances have been randomly generated by placing vertices on a grid and connecting them. The instances use Euclidean distances for the delays. The costs are either set equal to the delays (Type I) or to $c_{\{i, j\}}=d_{\max }-d_{\{i, j\}}$ (Type II). The instances with their parameters are shown in Table 6.4 For each vertex size the instances with the same delay maximum use the same underlying graph. Only the number of commodities differs within instances of the same group. The original instances use the Euclidean distances directly and thus have fractional costs and delays. To better fit into the domain of MILP we decided to round these values up to obtain integral instances.

### 6.4.2 ARLP instances

These instances are entirely new. We call them augmented RLP (ARLP) instances since all commodities need to communicate like for the RLP However, not all edges have a cost of zero. Thus, it is an augmented variant that can be solved by the NDPR.

The instances have been generated as follows. We start with a $100 \times 100$-grid on which we randomly place vertices. Then we add edges between all vertices not farther apart than a Euclidean distance of 30 . We set the delay of an edge equal to its rounded up Euclidean distance. We decide whether an edge is augmenting or free at random. We generate instances for which the chance of a free edge is either 20,50 or $80 \%(20 F, 50 F, 80 F)$. For augmenting edges we set their cost $c_{\{i, j\}}$ randomly according to a normal distribution with parameters $\mu=d_{\{i, j\}}, \sigma=5$ (rounded up). For the relay costs we first compute the average costs of the augmenting edges $\bar{c}$. Then we set the costs of the relays randomly according to the normal distribution $\mu=10 \cdot \bar{c}, \sigma=$ 20 (rounded up). We set $d_{\max }=50$ and enforce connectivity for all pairs except those that can be connected using solely free edges, i.e., $\mathcal{K}=\{(i, j) \mid(i, j) \in V \times V, i<j\} \backslash C^{0}$ (see Section 6.1 .

| Instance | $\|V\|$ | $\left\|E^{*}\right\|$ | $\left\|E^{0}\right\|$ | $\|\mathcal{K}\|$ | $d_{\max }$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| 40N5K30L | 40 | 198 | 0 | 5 | 30 |
| 40N5K35L | 40 | 272 | 0 | 5 | 35 |
| 40N10K30L | 40 | 198 | 0 | 10 | 30 |
| 40N10K35L | 40 | 272 | 0 | 10 | 35 |
| 50N5K30L | 50 | 279 | 0 | 5 | 30 |
| 50N5K35L | 50 | 372 | 0 | 5 | 35 |
| 50N10K30L | 50 | 279 | 0 | 10 | 30 |
| 50N10K35L | 50 | 372 | 0 | 10 | 35 |
| 60N5K30L | 60 | 305 | 0 | 5 | 30 |
| 60N5K35L | 60 | 412 | 0 | 5 | 35 |
| 60N10K30L | 60 | 305 | 0 | 10 | 30 |
| 60N10K35L | 60 | 412 | 0 | 10 | 35 |
| 80N5K30L | 80 | 641 | 0 | 5 | 30 |
| 80N5K35L | 80 | 853 | 0 | 5 | 35 |
| 80N10K30L | 80 | 641 | 0 | 10 | 30 |
| 80N10K35L | 80 | 853 | 0 | 10 | 35 |
| 160N5K30L | 160 | 2773 | 0 | 5 | 30 |
| 160N5K35L | 160 | 3624 | 0 | 5 | 35 |
| 160N10K30L | 160 | 2773 | 0 | 10 | 30 |
| 160N10K35L | 160 | 3624 | 0 | 10 | 35 |

Table 6.4: NDPR Instances

We generate two instances per combination of the vertex number and the probability of creating free edges. This first set of instances is shown in Table 6.5. To investigate the influence of a reduced number of commodities we generated a second set of instances. These instances have been created by removing $\sim 75 \%$ of the commodities of the original ARLP-instance. We refer to these instances as 'ARLP - p25'. The second set of instances is shown in Table 6.6.

### 6.5 Test Results

In this section we are going to present the computational results of our algorithms performed on the introduced instances. The test runs have been executed on a 2x Intel Xeon E5540, 2.53 GHz Quad Core with 24GB RAM and comparable hardware. The execution time limit has been set to 7200 seconds.

The column generation approaches have been implemented with column generation only at the root node followed by branch-and-bound in CPLEX $(C G)$ and also with full branch and price in SCIP $\left(C G^{B P}\right)$. Nevertheless, the LP bound for both implementations has to be the same. This holds for models $C G_{M C F M}$ and $C G_{S C F M}$. Unfortunately, we obtained different LP bounds for model $C G_{C U T S}$. In the following we provide both results. We believe that both solvers could uses some additional features that we have not been able to deactivate that cause the different $\overline{L P}$ bound. As a reference value, we took those obtained by CPLEX.

| Instance | $\|V\|$ | $\left\|E^{*}\right\|$ | $\left\|E^{0}\right\|$ | $\|\mathcal{K}\|$ | $d_{\max }$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| 40N50L20F_A | 40 | 124 | 26 | 724 | 50 |
| 40N50L20F_B | 40 | 123 | 35 | 688 | 50 |
| 40N50L50F_A | 40 | 78 | 89 | 513 | 50 |
| 40N50L50F_B | 40 | 72 | 71 | 586 | 50 |
| 40N50L80F_A | 40 | 32 | 146 | 443 | 50 |
| 40N50L80F_B | 40 | 35 | 154 | 423 | 50 |
| 50N50L20F_A | 50 | 212 | 44 | 1111 | 50 |
| 50N50L20F_B | 50 | 235 | 59 | 1022 | 50 |
| 50N50L50F_A | 50 | 157 | 132 | 719 | 50 |
| 50N50L50F_B | 50 | 132 | 117 | 873 | 50 |
| 50N50L80F_A | 50 | 51 | 175 | 788 | 50 |
| 50N50L80F_B | 50 | 58 | 212 | 682 | 50 |
| 60N50L20F_A | 60 | 269 | 72 | 1549 | 50 |
| 60N50L20F_B | 60 | 268 | 63 | 1588 | 50 |
| 60N50L50F_A | 60 | 204 | 216 | 1036 | 50 |
| 60N50L50F_B | 60 | 200 | 197 | 1103 | 50 |
| 60N50L80F_A | 60 | 85 | 311 | 854 | 50 |
| 60N50L80F_B | 60 | 74 | 283 | 1041 | 50 |
| 80N50L20F_A | 80 | 557 | 145 | 2599 | 50 |
| 80N50L20F_B | 80 | 545 | 124 | 2659 | 50 |
| 80N50L50F_A | 80 | 345 | 313 | 1922 | 50 |
| 80N50L50F_B | 80 | 375 | 366 | 1902 | 50 |
| 80N50L80F_A | 80 | 148 | 548 | 1834 | 50 |
| 80N50L80F_B | 80 | 121 | 536 | 1709 | 50 |

Table 6.5: ARLP Instances

In the following we provide for every set of instances a chart showing the cumulative percentage of instances solved w.r.t. the runtime. Furthermore, we present results considering the quality of the LP bounds. We show the runtime until the LP bound has been found and give the gap between the LP bound and the best known feasible solution in percent. Furthermore, we provide a table showing the total computation time and the gap between lower and upper bound (optimality gap).

We marked in every table row the best value unless too many approaches have the same results. Due to the problems with the LP bound mentioned above, we do not consider the SCIP results when marking optimal results in the LP tables. Furthermore, the SCIP implementation has problems with the memory limit for some instances. The concerned instances have been marked with $M L$ in the runtime column. Moreover, we encountered a confirmed CPLEX bus $\square^{2}$ w.r.t. preprocessing for some instances using model $L_{C U T M}$. The concerned instances have been marked with $C B$ in the runtime column.

[^4]| Instance | $\|V\|$ | $\left\|E^{*}\right\|$ | $\left\|E^{0}\right\|$ | $\|\mathcal{K}\|$ | $d_{\max }$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| 40N50L20F_A | 40 | 124 | 26 | 181 | 50 |
| 40N50L20F_B | 40 | 123 | 35 | 172 | 50 |
| 40N50L50F_A | 40 | 78 | 89 | 129 | 50 |
| 40N50L50F_B | 40 | 72 | 71 | 147 | 50 |
| 40N50L80F_A | 40 | 32 | 146 | 111 | 50 |
| 40N50L80F_B | 40 | 35 | 154 | 106 | 50 |
| 50N50L20F_A | 50 | 212 | 44 | 278 | 50 |
| 50N50L20F_B | 50 | 235 | 59 | 256 | 50 |
| 50N50L50F_A | 50 | 157 | 132 | 180 | 50 |
| 50N50L50F_B | 50 | 132 | 117 | 219 | 50 |
| 50N50L80F_A | 50 | 51 | 175 | 197 | 50 |
| 50N50L80F_B | 50 | 58 | 212 | 171 | 50 |
| 60N50L20F_A | 60 | 269 | 72 | 388 | 50 |
| 60N50L20F_B | 60 | 268 | 63 | 397 | 50 |
| 60N50L50F_A | 60 | 204 | 216 | 259 | 50 |
| 60N50L50F_B | 60 | 200 | 197 | 276 | 50 |
| 60N50L80F_A | 60 | 85 | 311 | 214 | 50 |
| 60N50L80F_B | 60 | 74 | 283 | 261 | 50 |
| 80N50L20F_A | 80 | 557 | 145 | 650 | 50 |
| 80N50L20F_B | 80 | 545 | 124 | 665 | 50 |
| 80N50L50F_A | 80 | 345 | 313 | 481 | 50 |
| 80N50L50F_B | 80 | 375 | 366 | 476 | 50 |
| 80N50L80F_A | 80 | 148 | 548 | 459 | 50 |
| 80N50L80F_B | 80 | 121 | 536 | 428 | 50 |

Table 6.6: ARLP - p25 - Instances

For some instances we were not able to find an optimal solution. Table 6.7 shows the corresponding instances together with the highest lower (LB) and the smallest upper bound (UB) we obtained. For the respective instances the $\boxed{L P}$ and optimality gaps have been computed using the upper bounds given in this table.

### 6.5.1 Results on NDPR Instances

The NDPR instances require only five or ten commodities to be connected. Thus, these instances are in general easier than the ARLP instances. However, it turned out that the instances with delays equivalent to the costs (Type I) are significantly more difficult than the instances with indirectly correlated costs (Type II).

## Results for Type I Instances

The performance chart is given in Figure 6.1, and Tables 6.8 and 6.9 provide details on the LP and MILP computations respectively.

| Instance | Instance set | LB | UB |
| :--- | :---: | :---: | :---: |
| 60N10K30L |  | 658.59 | 692 |
| 80N5K30L |  | 330.51 | 361 |
| 80N5K35L |  | 283.29 | 344 |
| 80N10K30L |  | 354.58 | 480 |
| 80N10K35L | NDPR - Type I | 305.15 | 502 |
| 160N5K30L |  | 223.5 | 342 |
| 160N5K35L |  | 212.08 | 311 |
| 160N10K30L |  | 280.25 | 492 |
| 160N10K35L |  | 0 | INF |
| 50N50L20F_A |  | 725.65 | 820 |
| 50N50L20F_B |  | 557.72 | 656 |
| 60N50L20F_A |  | 656.05 | 932 |
| 60N50L20F_B |  | 727.17 | 9420 |
| 80N50L20F_A |  | 561.74 | 15879 |
| 80N50L20F_B |  | 345.27 | 17478 |
| 50N50L20F_A |  | 760.34 | 815 |
| 50N50L20F_B |  | 606.13 | 661 |
| 60N50L20F_A |  | 709.77 | 1098 |
| 60N50L20F_B | ARLP - p25 | 778.3 | 1444 |
| 80N50L20F_A |  | 596.18 | 16730 |
| 80N50L20F_B |  | 374.48 | 16751 |

Table 6.7: Instances with unknown optimal solution

The obtained results indicate that the layered single commodity flow formulation worked best on this set of instances. Unfortunately, even this approach has not been able to solve the larger instances to optimality. However, many of the smaller instances have been solved fast. $L_{C U T M}$ is slower but provides the best $\boxed{L P}$ gap whenever the computation terminates within the time limit.

The models on multiple communication graphs implemented in SCIP solved six of the smaller instances. The implementations with reduced column generation in CPLEX found the optimal solution for an additional instance. Model $C G_{C U T S}$ solved only a single instance optimally. We believe that this model is outperformed by the flow models due to the small number of commodities. Considering all commodity pairs at once weakens the lower bounds, but does not provide sufficient speed up to compete against the disaggregated flow based models.

## Results for Type II Instances

The performance chart for this group of instances is shown in Figure 6.2 Results referring to the LP and MILP performance are provided in Table 6.10 and 6.11 , respectively.

The results obtained on this set of NDPR instances are similar to the ones obtained on Type I instances. As already mentioned these instances have been easier to solve. The most successful
approach is again $L_{S C F M}$. This approach solves all instances to optimality within the time limit. The cut variant is again slower but outperformed all communication graph approaches this time. It has again the smallest LP gaps for all instances for which the LP computation terminated.

The communication graph approaches solved many of the smaller instances to optimality. Reduced column generation is again faster than the full Branch-and-Price implementation. Furthermore, the multi-commodity flow approach is faster than the single-commodity flow approach. The reason for this is that due to the low amount of commodities (we only have few $(1-2)$ targets per source). Hence, we do not gain much by aggregating per source, but loose on the quality of lower bounds. The communication graph model on a single graph exhibits the worst performance.


Figure 6.1: Performance Chart - NDPR - Type I instances


| dNI | dNI | dNI | dNI | dNI | HNI | L8\％ 0 | 001 | TW | TW | TW | S＇IOZL | 610IZL | iz゙LOZL | 91．00ZL | Lで00ZL | T与\＆ย10tn09 T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| dNI | 4NI | dNI | dNI | dNI | HNI | ガとL | 61．Et | TW | TW | TW | ャモ゙JOZL | 6でヤ0ZL | しがzozl | 「00ZL | $66 . L L L Z$ | T0عย0tn09t |
| dNI | ani | dNI | dNI | dNI | HNI | Lで 69 | $8 \uparrow \boldsymbol{\tau} \boldsymbol{\varepsilon}$ | TW | TW | TW | ıでて0zL | E1＇tozL | 90＇tozL | L0＇00ZL | 7698IE |  |
| dNI | 4NI | dNI | dNI | dNI | HNI | ガと9 | $96 \cdot ¢ \varepsilon$ | TW | TW | TW | S8＇I0ZL | 9t＇zozL | ャでzozL | 900002L | 85＇ItE | T0عя¢n09t |
| L9\％\％ | dNI | dNI | dNI | dNI | dNI | ＋6＇9s | to ¢t | E8002L | 80＇IOZL | 20＇tozl | IL＇66IL | 7666IL | E「＇00ZL | ＋0002L | ＋6． 2 | tseyotnos |
| $80 \cdot 59$ | $6 \downarrow^{\prime \prime} 95$ | $60 \cdot \varepsilon ร$ | dNI | $66^{\prime \prime} 95$ | $60^{\circ} \mathrm{E}$ s | くがLE | ขでzย | IどLL9S | 9 9＇1 $^{1} 60 \varepsilon$ |  | IE゙66IL | 61＇LtLて | 68．0982 | E0002L | $8 \varepsilon^{\prime \prime \varepsilon \varepsilon}$ | toeyotnos |
| LL＇9 | $6 \varepsilon^{\circ} 6 \mathrm{~S}$ | dNI | dNI | $6 \varepsilon^{\prime} 65$ | 10＇ts | L．9\％ | しだ6て | 86002L | 6¢＇S60¢ | t0＇IOZL | 88＇66IL | で9†を9 | 88＇2999 | 10002L | $\boldsymbol{\tau}$－II | T¢عห์¢ 08 |
| Et＇09 | $9{ }^{\circ} \mathrm{O}$ | 99.8 | dNI | 91．0s | 99 ¢ $\dagger$ | 1991 | てぐって | 98＇I¢E9 | 1899¢ | s8̇zi9l | \＆z＇00ZL | 6で十tsI | \＆1＇LZ91 | L000ZL | L0．9 | T0عチ¢N08 |
| て¢゙て¢ | ¢0＇E์ | S0＇£ | E6＇st | ¢0 ¢ $\varepsilon$ | ¢0 ¢ ¢ | เでı | Iz＇ız | \＆L＇İII | て＇¢z¢ | ¢E゙L62 | \＆t＇sz91 | $69^{\circ} \mathrm{LLZ}$ | $90^{\circ} 082$ | £¢＇LE8t | zど0I | tseyotno9 |
| で・¢ | $97 ゙ て \varepsilon$ | 9 9゙てを | 97 It | $97 \%$ ¢ | $97 ゙ て \varepsilon$ | ¢どtz | ¢どって | t¢゙68I | $8 . t L$ | 91.65 | EL＇0zを | IL＇0L | Lでて9 | 81908 | $\angle L \cdot \tau$ | toeyotnog |
| S9＇6を | ャどャて | ャどャて | โย゙6を | ャどャて | ャモ゙ャて | Lt＊0I | $\angle t^{\circ} 0 \mathrm{I}$ | Et＇92sI | £8．66 | 68＇III | \＆どてLzI | 62＇6EI | $90 \cdot \varepsilon$ ¢ | $8 \varepsilon^{\circ} 0 ¢ \mathrm{~S}$ | $\mathrm{La}^{\circ} \mathrm{z}$ |  |
| $97 \times ร$ | 21．82 | て1＇82 | LI＇s¢ | て1＇8z | てI＇8z | LE＇tz | $L \varepsilon^{\prime} I z$ | Iで66I | L8＇\＆z | I＇zz | $65^{\circ} \varepsilon \varepsilon \varepsilon$ | が 6 て | が「E | ¢＇88 | 8 $L^{\circ} 0$ | тоعя¢ ${ }^{\text {¢ }}$ |
| 8でした | $80 \cdot 87$ | $19 . L z$ | 50＇LE | 80.82 | $19 . L Z$ | てがリI | $86 \cdot \varepsilon$ | てL＇ıE9 | I＇¢62 | $90^{\circ} 062$ | 8でと8II | い「ちゃて | 10018 | 2000ZL | E0 ${ }^{\circ}$ | tseyotnos |
| $91 . \varepsilon \varepsilon$ | $91 \cdot ¢ z$ | 29＇ヶて | $\dagger^{\dagger}$＇ $\mathcal{E}$ | 91 ＇sz | て9＇ヶて | 19\％I | $66^{\circ} \mathrm{tI}$ | szozz | 97 Cs | E8＊0 | $\downarrow\llcorner$＇6IE | $6 \chi^{\prime \prime}+5$ | ti＇ss | E9 sozz | tre | T0عчotnos |
| ¢゙LE | $6 \varepsilon \cdot ¢ z$ |  | S＇LE | $6 \varepsilon \cdot s z$ | 6 がてz | $99^{\circ} 0$ | scz | $6 \downarrow^{\prime}+\angle \tau$ | ZL＇EL | tS＇66 | ¢S＇ゅLて | ゅ＇て8 | 86.66 | LでLS | $99^{\circ} \mathrm{I}$ |  |
| て0ヶャて | $\varepsilon \varsigma^{\prime} \varepsilon$ I | 678 | S6＇\＆z | $\varepsilon \varsigma^{\prime} \varepsilon$ I | 678 | S8＇I | St＇t | I＇L6 | ¢ $¢ 91$ | てや＇\＆1 | 86. II | 98.61 | てI＇zz | 66 S | IE\％ | тоعя年Nos |
| ¢1．0s | \＆ど0t | で0t | 26．8t | \＆ど0t | で0t | $\pm て ゙ \boldsymbol{*}$ | でっzz | 8 t＇0¢ $^{\text {d }}$ | L80¢ | $89^{\circ} 98$ | 666tr | IでSt | 8L＇6E | 60.068 | $\tau^{\prime} \tau$ | TSEY0tnot |
| $\angle \varepsilon \%$ ¢ | 6.92 | ャで9て | Lモ̇てE | 6.97 | ャで9z | tt＇si | 19.41 | $58 . \mathrm{cz}$ | 569 | L＇L | 18＊9z | $99^{\circ} 8$ | $10^{\circ} 8$ | St＇SSt | I | toeyotnot |
| $6 て ゙ \mathrm{~s}$ | Lt＇8¢ | Lt＇8を | $66^{\prime}$ IS | Lt＇8¢ | Lt＇8¢ | st＇tz | st＇tz | Et＇98 | 20\％z | sz＇61 | £882I | 50：z\％ | £s＇ャて | ${ }^{68} 68$ | $8 L^{\circ} 0$ | TSEYGNOt |
| L80¢ | IS＇Iz | IS＇Iz | L8＇0¢ | IS＇Iz | IS＇Iz | 66．zI | 66．zI | 9L＇LI | $19 . \varepsilon$ | $8 \mathrm{~S}^{\circ} \mathrm{t}$ | で＇ャて | じャ | ＋0＇9 | $\varepsilon \varsigma^{\circ} \mathrm{L}$ | st\％ |  |
| SLID | $\begin{gathered} \text { WHDS } \\ \text { dgSD } \end{gathered}$ | WHDN | $\begin{aligned} & \text { SLAD } \\ & {[\%] \mathrm{d}} \end{aligned}$ | $\begin{gathered} \text { NHDS } \\ \text { D, } \\ \text { de9 dT } \end{gathered}$ | WHDW | $\mathrm{I}_{7} \mathrm{~F}_{1}$ | WHDS | SLAD | $\begin{gathered} \text { WHDS } \\ \text { dGND } \end{gathered}$ | WHDN | SLOD | $\begin{gathered} \text { WHDS } \\ \vdots D \\ \text { d7-1 } \end{gathered}$ | WHDN |  | NHDS | әэие1suI |


| Instance | t [s] |  |  |  |  |  |  |  | Optimality-Gap [\%] |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  |
|  | SCFM | CUTM | MCFM | SCFM | CUTS | MCFM | $S C F M$ | CUTS | $S C F M$ | CUTM | MCFM | SCFM | CUTS | MCFM | $S C F M$ | CUTS |
| 40N5K30L | 3.61 | 184.74 | 62.65 | 95 | 7199.5 | 740.97 | 933.39 | 7200.02 | 0 | 0 | 0 | 0 | 5.48 | 0 | 0 | 13.21 |
| 40N5K35L | 117.72 | 7200.04 | 7199.2 | 7199.25 | 7199.08 | 7200.08 | 7200.08 | 7200.05 | 0 | 3.84 | 10.9 | 10.45 | 36.74 | 17.01 | 16.68 | 38.87 |
| 40N10K30L | 56.04 | 7200.01 | 1930.8 | 2425.92 | 7199.12 | 7200.05 | 7200.04 | 7200.05 | 0 | 4.99 | 0 | 0 | 11.55 | 4.9 | 4.89 | 15.76 |
| 40N10K35L | 5632.78 | 7200.02 | 7199.35 | 7199.25 | 7199.09 | 7200.05 | 7200.08 | 7200.07 | 0 | 23.98 | 18.45 | 18.82 | 36.87 | 21.57 | 22.18 | 43.77 |
| 50N5K30L | 0.75 | 12.24 | 39.32 | 42.41 | 3912.02 | 73.02 | 122.98 | 6653.18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 50N5K35L | 1.29 | 51.63 | 192.93 | 305.97 | 7199.26 | 820.52 | 1056.22 | 7200.16 | 0 | 0 | 0 | 0 | 25.48 | 0 | 0 | 25.8 |
| 50N10K30L | 261.34 | 3817.06 | 6645.6 | 6855.81 | 7199.45 | 6839.7 | 5685 | 7200.07 | 0 | 0 | 0 | 0 | 23.06 | 0 | 0 | 26.48 |
| 50N10K35L | 870.6 | 7200.01 | 7199.22 | 7199.79 | 7199.24 | 7200.14 | 7200.19 | 7200.13 | 0 | 5.93 | 6.07 | 5.62 | 32.11 | 13.47 | 13.61 | 37.87 |
| 60N5K30L | 34.57 | 968.74 | 348.46 | 615.27 | 7199.36 | 842.98 | 829.41 | 7200.11 | 0 | 0 | 0 | 0 | 21.6 | 0 | 0 | 21.86 |
| 60N5K35L | 69.77 | 1232.45 | 950.76 | 1007.63 | 7199.43 | 2462.46 | 3570.6 | 7200.17 | 0 | 0 | 0 | 0 | 35.5 | 0 | 0 | 34.27 |
| 60N10K30L | 7200.01 | 7200.02 | 7199.3 | 7199.17 | 7199.07 | 7200.12 | 7200.1 | 7200.08 | 4.83 | 20.21 | 5.82 | 6.67 | 32.04 | 9.24 | 9.75 | 34.91 |
| 60N10K35L | 5755.97 | 7200.02 | 7199.5 | 7199.89 | 7199.97 | 7200.22 | 7200.21 | 7200.21 | 0 | 26.7 | 15.88 | 14.46 | 42.05 | 17.99 | 16.09 | 49.18 |
| 80N5K30L | 7200.01 | 7200.02 | 7200.02 | 7199.52 | 7199.32 | 7200.49 | 7200.46 | 7200.45 | 8.45 | 22.81 | 37.38 | 44.87 | INF | 41.18 | 48.63 | 64.73 |
| 80N5K35L | 7200.02 | 7200.05 | 7200.24 | 7200.02 | 7199.66 | 7201.16 | 7201.08 | 7201.14 | 17.65 | 28.91 | 53.94 | 59.17 | INF | 54.01 | 59.39 | 77.45 |
| 80N10K30L | 7200.03 | 7200.03 | 7199.4 | 7199.7 | 7199.91 | 7200.53 | 7200.46 | 7200.47 | 26.13 | 39.05 | 52.99 | 53.56 | INF | 51.86 | 55.95 | 67.97 |
| 80N10K35L | 7200.04 | 7200.04 | 7199.47 | 7199.61 | 7199.79 | 7201.13 | 7201.11 | 7201.13 | 39.21 | 57.98 | INF | INF | INF | INF | INF | 85.63 |
| 160N5K30L | 7200.07 | 7200.06 | 7203.19 | 7202.71 | 7203.74 | ML | ML | ML | 34.65 | 63.76 | INF | INF | INF | INF | INF | INF |
| 160N5K35L | 7200.15 | 7200.07 | 7210.81 | 7203.39 | 7206.56 | ML | ML | ML | 31.81 | 68.6 | INF | INF | INF | INF | INF | INF |
| 160N10K30L | 7200.11 | 7200.13 | 7206.15 | 7203.73 | 7203.04 | ML | ML | ML | 43.04 | 71.97 | INF | INF | INF | INF | INF | INF |
| 160N10K35L | 7200.2 | 7200.16 | 7206.48 | 7209.96 | 7204.88 | ML | ML | ML | 100 | 69.84 | INF | INF | INF | INF | INF | INF |

Table 6.9: Comparing MILP models on NDPR - Type I instances


Figure 6.2: Performance Chart - NDPR - Type II instances

| Instance | t - LP [s] |  |  |  |  |  |  |  | LP Gap [\%] |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  |
|  | SCFM | CUTM | MCFM | SCFM | CUTS | MCFM | SCFM | CUTS | $S C F M$ | CUTM | MCFM | SCFM | CUTS | MCFM | SCFM | CUTS |
| 40N5K30L | 0.08 | 0.35 | 3.62 | 3.14 | 12.48 | 2.43 | 4.06 | 10.57 | 0 | 0 | 0.26 | 0.26 | 12.45 | 0.26 | 0.26 | 12.45 |
| 40N5K35L | 0.37 | 0.48 | 19.48 | 16.87 | 60.17 | 14.06 | 18.01 | 55.61 | 7.33 | 7.33 | 7.76 | 7.76 | 24.14 | 7.76 | 7.76 | 24.14 |
| 40N10K30L | 0.61 | 6.82 | 11.04 | 8.25 | 38.44 | 7.81 | 7.61 | 26.28 | 3.95 | 1.79 | 6.63 | 8 | 18.78 | 6.63 | 8 | 19.7 |
| 40N10K35L | 2.4 | 19.93 | 57.83 | 39.87 | 168.91 | 57.24 | 34.05 | 146.07 | 8.28 | 7.05 | 10.06 | 10.89 | 27.96 | 10.06 | 10.89 | 30.38 |
| 50N5K30L | 0.18 | 0.39 | 4.54 | 4.35 | 31.32 | 4.76 | 4.22 | 43.53 | 6.5 | 0 | 0 | 6.5 | 17.48 | 0 | 6.5 | 17.48 |
| 50N5K35L | 0.39 | 2.15 | 46.64 | 41.24 | 772.42 | 59.9 | 38.15 | 580.56 | 9.75 | 0.63 | 1.89 | 9.84 | 27.36 | 1.89 | 9.84 | 27.36 |
| 50N10K30L | 1.27 | 12.74 | 14.58 | 12.97 | 155.47 | 13.42 | 12.95 | 144.58 | 3.82 | 0.35 | 2.5 | 5.71 | 17.69 | 2.5 | 5.71 | 18.78 |
| 50N10K35L | 2.7 | 20.64 | 156.39 | 108.73 | 3715.29 | 164.52 | 124.25 | 1077.27 | 0.7 | 0 | 2.97 | 3.97 | 20.68 | 2.97 | 3.97 | 30.85 |
| 60N5K30L | 0.5 | 5.3 | 18.97 | 19.97 | 172.08 | 16.86 | 16.56 | 149.84 | 13.73 | 13.73 | 14.89 | 14.89 | 21.92 | 14.89 | 14.89 | 22.02 |
| 60N5K35L | 0.34 | 2.31 | 53.62 | 58.83 | 143.57 | 44.58 | 37.76 | 193.34 | 0 | 0 | 0 | 0 | 21.1 | 0 | 0 | 21.1 |
| 60N10K30L | 3.23 | 120.78 | 59.95 | 46.93 | 551.17 | 40.41 | 45.77 | 310.81 | 10.97 | 10.97 | 13.72 | 13.72 | 24.62 | 13.72 | 13.72 | 28.55 |
| 60N10K35L | 4.22 | 233.37 | 149.26 | 133.54 | 1146.36 | 137.46 | 96.69 | 710.11 | 1.69 | 1.69 | 6.94 | 6.94 | 26.03 | 6.94 | 6.94 | 40.53 |
| 80N5K30L | 1.67 | 21.81 | 572.22 | 436.13 | 7199.75 | 381.64 | 357.95 | 3463.27 | 13.83 | 5.67 | 7.85 | 15.93 | INF | 7.85 | 15.93 | 34.15 |
| 80N5K35L | 5.28 | 145.94 | 2042.66 | 1661.43 | 7199.69 | 2074.14 | 1545.12 | 7201.14 | 13.64 | 0.91 | 6.16 | 16.14 | INF | 6.16 | 16.14 | 42.19 |
| 80N10K30L | 10.64 | 849.66 | 991.46 | 1210.31 | 7200.24 | 1165.53 | 985.78 | 7200.58 | 11.8 | 6.6 | 12.1 | 16.14 | INF | 12.1 | 16.14 | 39.4 |
| 80N10K35L | 72.96 | 7200.04 | 5700.94 | 6646.51 | 7200.4 | 5892.59 | 6450.45 | 7200.92 | 9.56 | 5.59 | 18.92 | 23.36 | INF | 18.92 | 23.36 | 53.25 |
| 160N5K30L | 331.1 | 406.84 | 7201.36 | 7202.77 | 7203.14 | ML | ML | ML | 5.95 | 5.95 | INF | INF | INF | INF | INF | INF |
| 160N5K35L | 288.63 | 590.5 | 7201.06 | 7201.2 | 7209.94 | ML | ML | ML | 9.7 | 9.7 | INF | INF | INF | INF | INF | INF |
| 160N10K30L | 1096.47 | 7200.1 | 7203.47 | 7204.38 | 7203.26 | ML | ML | ML | 4.73 | 4.93 | INF | INF | INF | INF | INF | INF |
| 160N10K35L | 661.84 | 7200.17 | 7210.86 | 7208.31 | 7206.54 | ML | ML | ML | 4.17 | 15 | INF | INF | INF | INF | INF | INF |

Table 6.10: Comparing LP relaxations on NDPR - Type II instances


| dNI | HNI | dNI | dNI | dNI | dNI | 2681 | 0 | TW | TW | TW | 19＇S0ZL | 99＇t0zL | 20LOZL | troozl | 59．998 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| dNI | dNI | dNI | dNI | dNI | dNI | \＆1．t | 0 | TW | TW | TW | 6L＇E0ZL | 90＇t0zL | Iz＇sozL | 80002L | 8z＇L6II | T0\＆ソ0tn09t |
| dNI | HNI | dNI | dNI | dNI | dNI | 0 | 0 | TW | TN | TW | $60^{\circ} \mathrm{E}$ ILL | \＆で0IZL | E8＇z0zL | てL＇zzol | E0\％${ }^{\text {ct }}$ |  |
| dNI | dNI | dNI | dNI | dNI | dNI | 0 | 0 | TW | TW | TW | 9¢゙Z0zL | ＋8＇102L | LI＇tozL | か9てE81 | zt＇s6I |  |
| ¢ $\langle$＇Ss | 9 ¢＇¢z | 2681 | dNI | $\varepsilon \varepsilon^{\prime \prime} \varepsilon \square$ | S9：81 | 0 | 0 | 10zL | 81＇02L | t0＇t0ZL | ど00zL | L＇66IL | L9＇66IL | 80＇L69E | 66\％6t | TSEY0 Tn08 |
| 9c＇98 | ¢¢＇$\varepsilon$ I | ¢ $L^{\circ}$ OI | dNI | $9{ }^{\prime} \mathrm{S}$ | 0 | 0 | 0 | t90002L | IS ${ }^{\text {coozl }}$ | IS 00 ZL | 9666 L | E666IL | 88＇zS9s | 81＇E9SI | 9¢゙6を | тоعч0 tnos |
|  | 6 L ＇zI | L0＇t | dNI | ， | 0 | 0 | 0 | 16002L | L8．00ZL | 8．00ZL | LZ＇00ZL | で̇¢0It | 98．092E | SL＇IS | s9＇LI | T¢\＆ |
| $69 . \downarrow$ ¢ | ¢S\％ 6 | 0 | dNI | 0 | 0 | 0 | 0 | St＇00ZL | Lt＇00ZL | L＇96te | 60002L | 6S＇0LSI | IL＇968 | $6 \varepsilon^{\prime \prime} \mathrm{I}$ L | モど9 | T0¢й¢N08 |
| 2188 | 0 | 0 | $\pm$ ¢ ${ }^{\text {¢ }} 9$ | 0 | 0 | 0 | 0 | 91＇00ZL | 28＇16S | £9＇9¢L | 28．66IL | 8L＇0zz | $9 \varepsilon \% 8 \varepsilon$ | £で8IS | 2S\％6 | Tsع̌0 tn09 |
| 18＇II | 0 | 0 | St＇9 | 0 | 0 | 0 | 0 | 60002L | 9¢＇508 | 85＇86S | 9t＇66IL | \＆L＇982 | t6：Siz | 80.029 | 61 ＇to | товчо tn09 |
| 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | L6．8ちI9 | ¢¢¢¢ | $6{ }^{6}$ | 69\％Stl | 9989 | 26．IL | S9＇ıI | $\llcorner\cdot 0$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | l＇0tIL | Iで981 | tぐżz | İ＇L6Ez | \＆t＇ts | ＋8．9t | セ9＇ャて | $86 \cdot \mathcal{E}$ | т0عч्र¢N09 |
| $97 \times 6$ | 0 | 0 | ıで¢ | 0 | 0 | 0 | 0 | 91＇002L | $680 ¢ 8$ | $85^{\prime} \varepsilon \varepsilon 9$ | LI＇66IL | 290¢z | 89＇192 | 1で8z | $L^{1 / \varepsilon}$ | Ts¢̧0tnos |
| $9 L^{\circ} \mathrm{L}$ |  | 0 |  | 0 | 0 | 0 | 0 | 90002L | L8＇8t | ¢8＇s¢ | 9z＇0¢\＆t | IL＇Lz | 1688 | $19 \%$ | 9s＇I | товчоtnos |
| Lで 61 |  |  | 0 | 0 | 0 | 0 | 0 | 91002L | ＋E゙881 | 99.89 | LがLELS | 18.69 | to 0 ¢ | 2S．9 | $80^{\circ} \mathrm{I}$ | TsEu¢nos |
| 0 |  |  | 0 | 0 | 0 | 0 | 0 | 6L＇z8I | 8681 | LE＇9 | 20901 | $99^{\circ} 01$ | $9 \cdot 9$ | $6{ }^{1}$ | $88^{\circ}$ | тоєй¢nos |
| 80 zl |  | 0 | 0 | 0 | 0 | 0 | 0 | 90＇00ZL | Et ${ }^{\text {ctil }}$ | St＇99s | 659szs | 2で9tI | IE゙891 | L＇6I | 81.7 | TsEyotnot |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | で＇sz8I | E6 10 T | L0＇8S | 81－89t | L＇61 | てt＇si | II |  | товчоtnot |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 58＇16けて | 8：85 | $69^{\circ} 6 \mathrm{~L}$ | 76．LOU | £9．62 | $96 . \varepsilon z$ | ゅ「¢ | 660 | TsEugnot |
| ， | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1986 | $91^{\prime} 9$ | $87^{\circ} \mathrm{L}$ | $9 \varepsilon^{\prime} \angle t$ | $1 て ゙ \varepsilon$ | $18^{\circ} \varepsilon$ | $87^{\circ} \mathrm{I}$ | $61^{\circ} 0$ |  |
| SLAD | $\begin{gathered} \text { WHDS } \\ \text { dGOD } \end{gathered}$ | WHDN | $\begin{aligned} & \text { SLAD } \\ & {[\%] \text { dẹ-人 }} \end{aligned}$ | $\begin{gathered} \text { WHDS } \\ \text { DD } \\ \text {-кичш! } \end{gathered}$ | WHDN | $W_{T}$ | NHDS | SLITD | $\begin{gathered} \text { WHDS } \\ \text { dGDD } \end{gathered}$ | NHDN | SLOD | $\begin{gathered} \text { WHDS } \\ \text { D, } \end{gathered}$ | WHDN | $W_{T}$ | WHOS |  |

### 6.5.2 Results on ARLP Instances

These instances are in general much harder than the NDPR instances since they consider a much larger number of commodities. On the other hand they also include free edges, s.t. sometimes they become easier. Therefore, the most difficult instances are those with only $20 \%$ of free edges. We were only able to solve the smallest two instances of this type. The easiest instances are those containing $80 \%$ of free edges.

Approach $L_{C U T M}$ did not solve any of these instances and also the LP computation did not terminate within the time limit. Thus, we have omitted this algorithm from the performance charts. The performance chart is given in Figure 6.3, and Tables 6.12 and 6.13 provide details on the LP and MILP computations respectively.

In contrast to the NDPR instances the models on communication graphs now have a better performance than the approaches on layered graphs. Furthermore, due to the fact that we have a larger number of targets per source the single-commodity flow approach on multiple communication graphs now has the best performance and solves more instances than any other approach. Moreover, the multi-commodity flow formulation on communication graphs exhibits the worst performance. This is caused by the high amount of variables induced by the large number of commodities. The approach on a single communication graph has been ineffective on the NDPR instances but works well for the ARLP instances. In most cases it is even faster than $C G_{S C F M}$ but it solves one instance less. The better performance is again a consequence of the large number of commodities since having only one set of variables helps to reduce the model size in this case.

Model $L_{S C F M}$ is not able to find the optimal solution in many cases but it has small LP gaps. This approach especially excels when dealing with instances with a low amount of free edges. The reason for this is that augmenting edges have less influence on the layered graph approaches since they only increase the amount of linking constraints. For the communication approaches however, the larger number of augmenting edges increases the amount of connections that require column generation, and this also makes column generation itself more difficult.

## ARLP - p25

The performance chart for this group of instances is shown in Figure 6.4 Results referring to the LP and MILP performance are provided in Table 6.14 and 6.15, respectively.

Surprisingly, reducing the amount of commodities by $75 \%$ had only a small impact on the algorithmic performance of our approaches. Those that require a large number of variables depending on the number of commodity pairs could solve additional instances, but the faster approaches did not find optimal solutions for further instances. Moreover, in many cases the optimal solution remains the same as for the original instance.


Figure 6.3: Performance Chart - ARLP instances

| Instance | t-LP [s] |  |  |  |  |  |  |  | LP Gap [\%] |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  |
|  | SCFM | CUT | MCFM | SCFM | CUTS | MCFM | SCFM | CUTS | SCFM | CUTM | MCFM | SCFM | CUTS | MCFM | SCFM | CUTS |
| 40N50L20F_A | 295.33 | 7200.37 | 7199.8 | 431.73 | 512.85 | 7201.51 | 353.41 | 269.15 | 23.27 | 71.66 | INF | 31.54 | 16.46 | INF | 31.54 | 22.96 |
| 40N50L20F_B | 611.6 | 7200.16 | 7199.44 | 247.38 | 270.21 | 7201.45 | 207.96 | 386.89 | 20.15 | 63.72 | INF | 30.84 | 20.58 | INF | 30.84 | 23.89 |
| 40N50L50F_A | 63.79 | 7200.18 | 283.77 | 2.17 | 4408.78 | 83.23 | 1.81 | 40.94 | 16.77 | 61.15 | 15.59 | 19.55 | 15.59 | 15.59 | 19.55 | 26.1 |
| 40N50L50F_B | 81.16 | 7200.15 | 3994.72 | 3.03 | 427.59 | 618.35 | 2.75 | 381.58 | 9.54 | 43.34 | 6.56 | 13.24 | 6.56 | 6.56 | 13.24 | 6.56 |
| 40N50L80F_A | 8.9 | 7200.17 | 2.22 | 0.18 | 40.08 | 3.66 | 0.27 | 651.26 | 0 | 35.19 | 0 | 0 | 0 | 0 | 0 | 0 |
| 40N50L80F_B | 22.25 | 7200.2 | 18.45 | 0.65 | 845.73 | 9.92 | 0.9 | 575.35 | 8.09 | 49.08 | 6.63 | 8.73 | 6.63 | 6.63 | 8.73 | 7.26 |
| 50N50L20F_A | 1509.79 | 7200.23 | 7201.25 | 6621.96 | 6261.55 | ML | 5082.6 | 3349.44 | 17.89 | 80.92 | INF | 26.78 | 11.66 | INF | 26.78 | 13.13 |
| 50N50L20F_B | 1739.22 | 7200.65 | 7201.02 | 5960.35 | 7199.47 | ML | 4803.03 | 884.62 | 16.27 | 100 | INF | 26.07 | INF | INF | 26.07 | 32.9 |
| 50N50L50F_A | 204.46 | 7200.21 | 7199.56 | 27.41 | 7199.19 | ML | 28.5 | 7200.04 | 13.14 | 90.73 | INF | 14.65 | INF | INF | 14.65 | 29.57 |
| 50N50L50F_B | 152.83 | 7200.23 | 7199.84 | 20.41 | 1688.28 | ML | 20.1 | 192.69 | 7.42 | 72.21 | INF | 9.79 | 6.13 | INF | 9.79 | 24.32 |
| 50N50L80F_A | 48.69 | 7200.18 | 7.75 | 0.85 | 7199.19 | ML | 0.93 | 406.32 | 14.05 | 82.54 | 11.11 | 14.08 | INF | INF | 14.08 | 23.71 |
| 50N50L80F_B | 51.13 | 7200.18 | 7.19 | 0.48 | 1708.71 | ML | 0.9 | 7200.01 | 0.35 | 80.08 | 0 | 0.35 | 0 | INF | 0.35 | 3.15 |
| 60N50L20F_A | 7036.04 | 7200.35 | 7202.21 | 7199.65 | 7199.44 | ML | 7200.38 | 769.9 | 29.61 | 88.51 | INF | INF | INF | INF | INF | 54.84 |
| 60N50L20F_B | 5641.07 | 7200.35 | 7202.08 | 7199.67 | 7199.95 | ML | 7200.33 | 658.47 | 92.67 | 98.09 | INF | INF | INF | INF | INF | 96.36 |
| 60N50L50F_A | 1627.48 | 7201.18 | 7199.44 | 76.61 | 7199.46 | ML | 77.44 | 379.41 | 13.19 | 100 | INF | 14.26 | INF | INF | 14.26 | 53.25 |
| 60N50L50F_B | 957.36 | 7200.25 | 7199.83 | 123.76 | 7199.3 | ML | 123.28 | 1354.8 | 18.28 | 95.31 | INF | 20.44 | INF | INF | 20.44 | 24.53 |
| 60N50L80F_A | 438 | 7200.36 | 215.76 | 4.31 | 7199.32 | ML | 4.84 | 7200.08 | 2.24 | 99.93 | 2.09 | 2.24 | INF | INF | 2.24 | 35.79 |
| 60N50L80F_B | 662.32 | 7200.65 | 91.52 | 3.48 | 7199.54 | ML | 3.39 | 7200.03 | 12.09 | 86.95 | 9.94 | 12.09 | INF | INF | 12.09 | 18.07 |
| 80N50L20F_A | 7200.84 | 7201.23 | 7206.46 | 7199.6 | 7199.32 | ML | 7201.41 | 4790.51 | 100 | 100 | INF | INF | INF | INF | INF | 97.95 |
| 80N50L20F_B | 7200.63 | 7200.61 | 7206.73 | 7199.55 | 7199.41 | ML | 7201.44 | 7200.81 | 100 | 99.66 | INF | INF | INF | INF | INF | 98.35 |
| 80N50L50F_A | 7200.75 | 7201.46 | 7200.22 | 613.03 | 7200.16 | ML | 570.33 | 7200.68 | 100 | 100 | INF | 21.17 | INF | INF | 21.17 | 72.19 |
| 80N50L50F_B | 7200.84 | 7200.57 | 7200.66 | 683.1 | 7199.66 | ML | 701.76 | 7200.36 | 100 | 98.27 | INF | 11.67 | INF | INF | 11.67 | 31.01 |
| 80N50L80F_A | 2042.42 | 7200.51 | 1893.38 | 34.7 | 7199.52 | ML | 40.68 | 7200.2 | 1.86 | 85.07 | 2.56 | 2.62 | INF | INF | 2.62 | 21.88 |
| 80N50L80F_B | 727.49 | 7200.57 | 1369.11 | 35.56 | 7199.72 | ML | 44.11 | 7200.04 | 3.98 | 97.32 | 3.91 | 4.15 | INF | INF | 4.15 | 23.74 |

Table 6.12: Comparing LP relaxations on ARLP instances


| 0 | 0 | HNI | 0 | 0 | 0 | 00I | IL＇E | ts゙¢9 | £E．091 | TW | \＆6．LEI | てL＇0zI | 89＇\＆L6S | si．00zL | 68．002L | $\mathrm{a}^{-408 T 09 n 08}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | dNI | 0 | 0 | Et＇0 | 00I | 28.1 | 98＇$\llcorner$ | I＇Z6 | TW | E0．0z | 6 ＇9 | H＇00ZL | が00ZL | Lt＇00ZL | $\mathrm{H}^{-}$－08T0SN08 |
| 0 | 0 | dNI | 0 | 0 | dNI | 001 | 001 | IS゙L9I | 9でャて6I | TW | ャでL8Z | 68899t | 95\％00LL | LI 00ZL | 19002L | $\mathrm{a}^{-}$H0ST0SN08 |
| 6L．0工 | 0 | dNI | dNI | が91 | dNI | 00I | 001 | 65 ${ }^{\circ} 00 \mathrm{ZL}$ | ¢ $\tau \cdot 888$ s | TW | ¢ 66 IL | ES＇66IL | ［1002L | が00ZL | 19002L | $\mathrm{H}^{-}$H0ST0SN08 |
| 20.86 | dNI | dNI | dNI | dNI | HNI | 001 | 001 | 18＇IOZL | LがIOZL | TW | 18．00ZL | EL＇66IL | 6t＇sizL | \＆1．00ZL | 19002L | $\mathrm{a}^{-}$H0ZT0sn08 |
| 9t「96 | dNI | dNI | dNI | dNI | dNI | 00I | 00I | sz＇IOZL | \＆$¢^{\prime}$ IOZL | TW | 8L＇66IL | It．002L | stioll | \＆1．00ZL | 65002L | $\mathrm{t}^{-}$H0ZT0sn08 |
| 0 | 0 | dNI | 0 | 0 | 0 | 9t＇t8 | 0 | 196 | 2008 | TN | $\dagger$ ¢ | ゆく＇Iz | 8S＇sill | zで00ZL | 9 ＇t8tて | $\mathrm{a}^{-}$－ $0870 \mathrm{SN09}$ |
| 0 | 0 | dNI | 0 | 0 | 0 | ャ¢゙66 |  | $L \varepsilon^{\prime} \mathrm{S}$ | 6 6゙坟 | TW | $65^{\circ} \mathrm{S}$ | $66^{\circ} 02$ | ＋E゙18t | £で00ZL | £ $\mathrm{S}^{0} 0 \mathrm{L62}$ |  |
| 0 | 0 | dNI | 0 | $85^{\circ} \mathrm{I}-$ | dNI | 6でI6 | S6tI | เどャレ | でしくで | TN | Es＇zL |  | H＇00ZL | Lて＇00ZL | Iで002L | $\mathrm{a}^{-}$H0STOSN09 |
| 0 | 0 | HNI | 0 | $\downarrow$ ¢ ¢－ | dNI | ちI＇て6 | E001 | EI＇tL | L8＇ESS | TW | 9 9 ZLI | 87＇89¢ | ャで00ZL | 9z＇00ZL | IS ${ }^{\text {couzL }}$ | $\mathrm{t}^{-}$dostosno9 |
| $87^{\prime} \mathbf{7 6}$ | ${ }^{\text {a }}$ I | － NI | dNI | dNI | dNI | $8 t^{\prime \prime} 86$ | L9 26 | $9 z^{\prime \prime} 00 Z L$ | 9ど00ZL | TW | sz＇66IL | IS 66 IL | $91^{\text {TOOLL }}$ | ¢ $L^{\circ} 002 \mathrm{~L}$ | sz＇00zL | $\mathrm{a}^{-}$－ 0 ZTOSN09 |
| I0＇IE | HNI | HNI | dNI | HNI | dNI | LE＇88 | 19.62 | 8E＊00ZL | で゚00てL | TW | $\dagger^{6} 66 \mathrm{IL}$ | SL．66IL | LI＇tozL | 9E：00ZL | ع：00ZL | $\mathrm{t}^{-}$－ $02 \mathrm{ZTOSN09}$ |
| 0 | 0 | dNI | ， | 0 | ， | E6IL | 0 | ¢ $L^{\circ} 0$ | $18 . \mathrm{Z}$ | TW | 190 | 60 | てL＇8 | LI＇00ZL | E6LE | $\mathrm{a}^{-}$－ 0810 SNOG |
| 0 | 0 | dNI | 0 | 0 | 0 | E0＇I8 | 0 | I $\varepsilon$ ¢ | $90^{\circ} 01$ | TN | tis | 10 S | て¢＇9\＆ | triouzl | L＇E6E | $\mathrm{H}^{-}$H08IOSNOS |
| 0 | 0 | dNI | 0 | 0 | dNI | 59゙てL | $69^{\circ} \mathrm{Z}$ | S9＇IL | LI＇08z | TW | IL＇00I | S＇LOI | 8E66IL | 91＇00ZL | 91．002L | $\mathrm{a}^{-}$HOSTOSNOS |
| 0 | 0 | dNI | 0 | 0 | dNI | 95＇88 | £ど8 | St＇s¢ | If＇II | TW | st＇8I | 88．9t | ＋6661L | Lて＇00ZL | 61002L | $\mathrm{t}^{-}$dostognos |
| $68 . \varepsilon 1$ | $80^{\circ} \mathrm{\dagger z}$ | dNI | dNI | S＇tr | dNI | dNI | $86 \downarrow$ I | 91．00ZL | ゅで00zL | TN | LZ゙66IL | 1666IL | sでzozl | gว | ャで00ZL | $\mathrm{a}^{-}$Hoztosnos |
| 2s＇ll | 92 | －${ }^{\text {NI }}$ | Is＇II | L9．Ez | ${ }^{\text {and }}$ | $8 t^{\circ} 0 \mathrm{~L}$ | 5991 | 91002L | ャで00zL | TW | Lt＇66IL | Lt 66 IL | ts＇zozl | Iて＇00ZL | 81．00ZL | $\mathrm{t}^{-}$doztognos |
| 0 | 0 | 0 | 0 | で「 $\mathrm{I}^{-}$ | でじ「－ | $66^{\circ} \mathrm{It}$ | 0 | 18＇LI | 6.51 | ＋0＇ャ8 | どを | カで乏 | ＋9＋9 | E「00ZL | L．9zz | $\mathrm{q}^{-}$－ 0810 SNOD |
| 0 | 0 | 0 | 0 | 0 | 0 | $9 \varepsilon^{\prime \prime}$ ¢ | 0 | ャで0 | $69^{\circ}$ | 898 | $9{ }^{1} 0$ | ャモ゚ | セどて | SI＇00ZL | L6\％ | $\mathrm{t}^{-}$－ 0810 SNOD |
| 0 | 0 | 0 | 0 | 0 | $160^{-}$ | dNI | 0 | ts゙0I | 95：88 | 16\％LEE | E9＇II | £9 $\varepsilon$ I | ＋8＇z9 29 | gว | 8＊IてIt | $\mathrm{a}^{-}$－ 0 STOSNOt |
| 0 | 0 | 0 | 0 | 0 | 0 | ${ }^{\text {N }}$ NI | ${ }_{0}^{0}$ | $98^{\circ} \mathrm{LI}$ | ${ }^{\text {I＇SS }}$ | 61＇¢91z | z $L^{\circ} 0 \mathrm{I}$ | 8 ${ }^{\prime} 61$ | ＋8．01Iz | gว | て¢＇ızzs | $\mathrm{t}^{-}$dostognot |
| 0 | 0 | ${ }^{\text {a }}$ NI | ${ }^{0}$ | 0 | ${ }^{\text {and }}$ | HNI | Sc＇si | St＇scsi | 9＇s¢Iz | tS＇IOZL | Ss＇LSt | 9L＇588 | 9L66IL | gว | $81^{\circ} 002 \mathrm{~L}$ | $\mathrm{a}^{-}$doztognot |
| 0 | 0 | HNI | $10^{\circ} 0$ | 0 | dNI | 61＇8E | 96＇si | It＇9とLZ | 6L＇E68E | sozozL | 88078I | \＆9892z | ャع66IL | 91＇00ZL | 80，002L | $\mathrm{t}^{-}$Hoztognot |
| SLID | $\begin{gathered} \text { NHDS } \\ \text { dgSD } \end{gathered}$ | WHDN | $\begin{aligned} & \text { SLRD } \\ & {[\%] \text { deD }} \end{aligned}$ |  |  | INLOD | ${ }_{T}{ }^{N H D S}$ | SLAD | $\begin{gathered} \text { NHDS } \\ \text { dgND } \end{gathered}$ | WHON | SLAD | $\begin{gathered} \text { NHDSS } \\ \text { SD } \end{gathered}$ | NHON | WLOD | NHDS | әэuelsuI $^{\text {a }}$ |



Figure 6.4: Performance Chart - ARLP - p25 instances


| $88^{\prime 6}$ | \％$\varepsilon$ | INI | dNI | 16＇ | 16＇ | L＇06 | 16．${ }^{\text {c }}$ | 2000zL | を＇zて | TW | で「66IL | 6.11 | t＇SII | tto00ZL | Iど8It | $\mathrm{a}^{-10808109 n 08}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $6 \mathrm{~S}^{\circ} \mathrm{OE}$ | $9 ¢^{\prime} \tau$ | HNI | dNI | $9 ¢^{\prime}$ \％ | $99^{\prime}$ \％ | 68.18 | z8． | 00ZL | $87^{\prime} 97$ | TW | IS 66 IL | $9 \cdot \mathrm{sz}$ | tL＇8tI | ¢ ${ }^{\text {¢ }} 00 \mathrm{ZL}$ | とでわでI | $\mathrm{H}^{-}$－0810gn08 |
| L608 | 68.8 | dNI | NI | 688 | dNI | 9 9＇z6 | 001 | Iで00ZL | 20＇LLt | TW | E966IL | 6988 | 85＇66IL | ¢c．00ZL | $9 \cdot 00 \mathrm{LL}$ | $\mathrm{a}^{-}$－ 0 STOSN08 |
| $90^{\circ} \mathrm{Lt}$ | 6で6I | dNI | ${ }^{\text {an }}$ | $6 \mathrm{Cl}^{61}$ | HNI | ITと6 | 1881 | LI＇00ZL | £6．8E9 | TN | ちど66IL | $89^{\circ}+\angle S$ | †で00ZL | 6 ＇$^{\prime} 002 \mathrm{~L}$ | が06t9 | $\mathrm{U}^{-} \mathrm{HOSTOGNO8}$ |
| 9.16 | dNI | dNI | ${ }^{\text {an }}$ | dNI | dNI | 19.66 | 001 | $65^{\prime} \mathrm{E}$ LS9 | IE＇IOLL | TW | S8．66IL | 9 ¢ $^{\prime} 66 \mathrm{IL}$ | 20zozl | ¢c．00ZL | 29002L | $\mathrm{a}^{-}$－ 0 ZTOSN08 |
| 2986 | dNI | dNI | dNI | dNI | dNI | Es＇66 | 00I | $8 \chi^{\circ} \mathrm{LSO} 0$ | L「00ZL | TW | 89\％66IL | －00ZL | S「IOLL | $85^{\prime} 002 \mathrm{~L}$ | 29002L | $\mathrm{H}^{-}$－ $02 \mathrm{~T} 0 \mathrm{SN08}$ |
| ゅ！ 0 ¢ | てع＇ı | ＋6\％ | dNI | で＇リ | ＋6\％ | でヤく | てどı | 60 ZII | Et＇ | ¢6＇si | ャど66IL | 96． | LS゙ゅI | LZ＇00ZL | £1＇1єを | $\mathrm{a}^{-}$－ $08 \mathrm{CO} 0 \mathrm{sm09}$ |
| \＆と＇9 | $60 \%$ | $60 \%$ | dNI | $60 \%$ | $60 \%$ | L9．99 | $60 \%$ | 61＇s08t | ts＇s | UL＇si | 85＇66IL | $99^{\circ} \mathrm{E}$ | 6L＇tI | ゅで00ZL | L9＇szz | $\mathrm{U}^{-10808109 n 09}$ |
| $\varepsilon \varepsilon \% 6 \tau$ | I\％ | ¢＇8 | dNI | I\％ | dNI | ¢L＇ZL | E0．8 | 8＇S6 | $6 \mathrm{Cl}^{6} 65$ | 6L＇896I | さど66IL | 80\％s | LS＇66IL | ど00zL | て1＇t89 | $\mathrm{a}^{-}$H0Stosn09 |
| ゅでとを | LI＇8 | ＋0．8 | dNI | LI＇8 | HNI | S8．6L | $9 \cdot L$ | ¢8＇$¢ ¢$ | 10＇z9 | E8SI | St＇66IL | 66.69 | LI＇66IL | ES ${ }^{\circ} 00 \mathrm{ZL}$ | 26\％6II | $\mathrm{H}^{-}$H0Stosno9 |
| เが98 | dNI | dNI | dNI | dNI | dNI | 20.88 | $1 \cdot 97$ | 60 ¢91 | ＋E：00ZL | 16． 102 L | It66IL | E0002L | E9002L | ES ${ }^{\text {coizL }}$ | 67\％66LE | $\mathrm{a}^{-}$H0ZT0sn09 |
| $6 t^{\prime}+t$ | HNI | HNI | HNI | HNI | HNI | 85＇t8 | 9 E ¢ | 98：68s9 | 68：00ZL | 8L＇86IL | $69^{6661 L}$ | S666IL | 8t＇002L | LI＇00ZL | ع＇6LLt | $\mathrm{t}^{-}$－ 0 ZTOSN09 |
| 0 | 0 | 0 | 0 | 0 | 0 | It＇0て | ， | 002 L | $6 \dagger^{\circ} 0$ | $96^{\prime} \mathrm{I}$ | 98.60 S | ISO | 560 | Iで00ZL | LĽて | $\mathrm{a}^{-}$－ 0810 gnog |
| 22 | 2S＇II | H＇ti | dNI | てS＇It | II＇LI | ¢z＇s9 | $9 \varepsilon^{\prime \prime} \mathrm{I}$ | EL＇LE | E90 | L6＇z | EE＇66IL | $85^{\circ} 0$ | $99^{\circ} \mathrm{Z}$ | Lで00ZL | 85＇sz | $\mathrm{t}^{-}$H08TOSNOS |
| LS 0 O | 9t＇9 | \＆1＇9 | ع 1 ＇9 | $9 t^{\prime} 9$ | \＆1＇9 | で8t | E0＇s | ャ¢゙と9 | $\varepsilon \cdot L$ | $98 . \varepsilon L \tau$ | 29＇1992 | II＇II | ェモ゙で9を | て「00ZL | 96 $\llcorner 9$ | $\mathrm{a}^{-}$Hosiosnos |
| 10 ¢ ${ }^{\text {c }}$ | ででで | ¢¢\％ | dNI | ででで | Sc\％ | 99 ＇29 | 2I＇01 | E0＇LL9E | 9 ¢ $^{\text {¢ }}$ | 98 tI | E＇66IL | 1でゅI | IL＇0¢8 | で00ZL | $6 \mathrm{tb}^{\prime} \mathrm{tSI}$ | $\mathrm{t}^{-}$Hosiosnos |
| $95: 82$ | HNI | dNI | dNI | dNI | dNI | LE＇08 | $t<\cdot 8$ | ¢L＇89Sz | 2z＇00ZL | 6L＇00ZL | ¢L＇66IL | 1000ZL | で「66IL | IS＇00ZL | Es＇z6SI | $\mathrm{a}^{-}$Hoztosnos |
| 19 ¢ $\varepsilon$ | てL＇9z | dNI | 81＇II | dNI | dNI | 18＇LL | $6 て ゙ L I$ | 10．86L | I8＇ELLt | LI＇IOLL | 85＇6681 | 61\％66IL | 9で66IL | 61002L | 2886II | $\mathrm{t}^{-}$Hoztosnos |
| $66^{\text {Iz }}$ | E99 | E9＇9 | £9 | \＆9＇9 | E9＇9 | I＇61 | tで9 | 86 | で・ | $\varepsilon{ }^{\prime \prime}$ | İ0II | IE\％ | てE＇1 | H．00ZL | 6901 | $\mathrm{a}^{-}$－ 0810 SNOt |
| 0 | 0 | 0 | 0 | 0 | 0 | ¢＇$\varepsilon$ | 0 | 80＇88t | $620^{0}$ | L＇0 | 801 | z \％$^{\prime}$ | Ez＇0 | S0＇00ZL | 8L＇9 | $\mathrm{t}^{-}$\＃0810SN0t |
| じも | L0\％ 6 | 95＊9 | $59^{\circ} \mathrm{L}$ | L0\％ 6 | 95＊9 | 68 ¢ | E¢9 | Sc＇LI | 28. | $9 \downarrow$－\％ | S6901 | LL＇Z | L0＇ャて | ［ 000 L | 960 L | $\mathrm{a}^{-}$Hosiosnot |
| 19.91 | $65^{\prime} \mathrm{SI}$ | $65^{\prime} \mathrm{SI}$ | $65^{\circ} \mathrm{SI}$ | $65^{\prime \prime} \mathrm{SI}$ | $65^{\prime} \mathrm{S}$ I | てモ゙Lย | ¢゙¢I | Lt＇て8 | tS＇ I | 8＇t | ย9\％と01 | E¢＇I | Sc＇s | I ${ }^{\circ} 00 \mathrm{OL}$ | $85^{\prime} \angle Z$ | $\mathrm{H}^{-}$\＃0STOSNOt |
| 6 ¢ | 50＇ャて | dNI | $85^{\circ} 02$ | ＋0＇tて | dNI | ¢0＇s¢ | İ¢¢ | L0 $\chi^{\circ} \varepsilon$ |  | 92．002L | IS゙と6I | 89 ＇tez | ti 66 IL | st．00ZL | 98. ¢ $\downarrow$ | $\mathrm{a}^{-}$\＃oztosnot |
| ¢L．8̇ | ¢çzz | HNI | $88^{\circ} 91$ | ¢s゙zz | HNI | ¢60\％ | ¢゙とI | ＋6：08 | Es 0 ¢ | てE＇00ZL | 6806E | $69^{\circ} \mathrm{E} 8$ ع | t0．002L | 60＇00ZL | 60．8tE | $\mathrm{H}^{-}$HOZTOSNOt |
| SLID | $\begin{gathered} \text { WHDS } \\ \text { dGSD } \end{gathered}$ | WHDN | $\begin{array}{\|c\|c\|} \hline \text { SLLD } \\ {[\%]} \end{array}$ | $\begin{aligned} & \text { WHDS } \\ & \text { DD } \\ & \text { deg d7 } \end{aligned}$ | WHON | WLOD | WHOS | SLAD | $\begin{gathered} \text { WHDS } \\ \text { dgSD } \end{gathered}$ | NHDN |  | $\begin{gathered} \text { WHDS } \\ \text { DOS } \\ \text { d7-1 } \end{gathered}$ | WHDN | $W L \Omega$ | NHDS | ${ }^{\text {ouelifuI }}$ |


| Instance | t [s] |  |  |  |  |  |  |  | Optimality-Gap [\%] |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  | $L$ |  | $C G$ |  |  | $C G^{B P}$ |  |  |
|  | SCFM | CUTM | MCFM | SCFM | CUTS | MCFM | SCFM | CUTS | SCFM | CUTM | MCFM | SCFM | CUTS | MCFM | $S C F M$ | CUTS |
| 40N50L20F_A | 7200.05 | 7200.06 | 7199.33 | 767.79 | 1047.65 | 7200.38 | 1858.02 | 3272.94 | 12.31 | 27.62 | INF | -1.6 | 0 | INF | 0 | 0 |
| 40N50L20F_B | 7200.09 | CB | 7199.47 | 738.16 | 1190.94 | 7200.3 | 1235.15 | 1269.38 | 7.42 | 27.62 | INF | -0.11 | 0.01 | INF | 0 | 0 |
| 40N50L50F_A | 462.92 | CB | 103.38 | 8.01 | 5.61 | 131.88 | 33.95 | 7.8 | 0 | 24.42 | 0 | 0 | 0 | 0 | 0 | 0 |
| 40N50L50F_B | 195.89 | CB | 114.98 | 10.5 | 8.33 | 159.13 | 31.72 | 3.9 | 0 | 27.78 | 0 | 0 | 0 | 0 | 0 | 0 |
| 40N50L80F_A | 6.21 | 7200.1 | 0.52 | 0.3 | 0.07 | 1.68 | 0.62 | 0.08 | 0 | 12.74 | 0 | 0 | 0 | 0 | 0 | 0 |
| 40N50L80F_B | 40.89 | 7200.11 | 6.77 | 1.51 | 3.77 | 16.2 | 8.14 | 2.21 | 0 | 22.54 | -1.42 | -1.42 | 0 | 0 | 0 | 0 |
| 50N50L20F_A | 7200.24 | 7200.18 | 7199.66 | 7199.45 | 7199.85 | 7201.15 | 7200.23 | 7200.07 | 15.43 | 60.12 | INF | INF | 6.71 | INF | 26.72 | 9.6 |
| 50N50L20F_B | 7200.17 | 7200.27 | 7199.66 | 7199.29 | 7199.21 | 7201.04 | 7200.3 | 7200.12 | 8.3 | 74.67 | INF | INF | INF | INF | INF | 9.72 |
| 50N50L50F_A | 4457.32 | 7200.15 | 810.93 | 30.78 | 18.17 | 263.13 | 41.53 | 5.12 | 0 | 50.11 | 0 | 0 | 0 | 0 | 0 | 0 |
| 50N50L50F_B | 1989.47 | 7200.13 | 4359.43 | 26.12 | 51.16 | 2611.81 | 108.64 | 50.22 | 0 | 49.1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 50N50L80F_A | 81.02 | 7200.16 | 8.13 | 2.08 | 2.02 | 22.76 | 6.37 | 0.7 | 0 | 52.79 | 0 | 0 | 0 | 0 | 0 | 0 |
| 50N50L80F_B | 30.85 | 7200.12 | 1.84 | 0.52 | 0.14 | 4.09 | 1.04 | 0.27 | 0 | 13.86 | 0 | 0 | 0 | 0 | 0 | 0 |
| 60N50L20F_A | 7200.27 | 7200.25 | 7199.52 | 7200 | 7199.3 | 7202.29 | 7200.39 | 7200.17 | 35.36 | 86.59 | INF | INF | INF | INF | INF | 42.4 |
| 60N50L20F_B | 7200.23 | 7200.34 | 7200.18 | 7199.93 | 7199.95 | 7202.3 | 7200.36 | 7200.16 | 46.1 | 86.03 | INF | INF | INF | INF | INF | 47.11 |
| 60N50L50F_A | 7200.26 | 7200.41 | 7199.77 | 190.87 | 73.84 | 3755.41 | 220.94 | 44.15 | 5.5 | 68.95 | INF | -2.23 | 0 | 0 | 0 | 0 |
| 60N50L50F_B | 7200.24 | 7200.24 | 7199.21 | 177.88 | 44.07 | 7201.38 | 312.88 | 58.16 | 5.85 | 70.97 | INF | -1.48 | 0 | 7.34 | 0 | 0 |
| 60N50L80F_A | 1115.32 | 7200.21 | 42.58 | 19.83 | 4.97 | 71.16 | 29.55 | 2.03 | 0 | 45.49 | 0 | 0 | 0 | 0 | 0 | 0 |
| 60N50L80F_B | 1550.46 | 7200.21 | 44.42 | 13.2 | 3.22 | 69.39 | 18.56 | 1.68 | 0 | 58.92 | 0 | 0 | 0 | 0 | 0 | 0 |
| 80N50L20F_A | 7200.58 | 7200.14 | 7204.17 | 7199.55 | 7200.09 | ML | 7201.48 | 7200.79 | 100 | 100 | INF | INF | INF | INF | INF | 96.44 |
| 80N50L20F_B | 7200.56 | 7200.13 | 7203.99 | 7199.35 | 7199.82 | ML | 7201.62 | 7201.03 | 100 | 100 | INF | INF | INF | INF | INF | 97.76 |
| 80N50L50F_A | 7200.78 | 7200.32 | 7199.39 | 7199.18 | 7199.35 | ML | 4010.51 | 7200.17 | 18.31 | 93.47 | INF | 12.82 | INF | INF | 0 | 10.49 |
| 80N50L50F_B | 7200.59 | 7200.15 | 7199.6 | 1778.93 | 270.56 | ML | 1516.73 | 75.02 | 100 | 100 | 6.04 | 0 | 0 | INF | 0 | 0 |
| 80N50L80F_A | 2747.14 | 7200.48 | 398.45 | 43.38 | 14 | ML | 71.34 | 18.84 | 0 | 100 | 0 | 0 | 0 | INF | 0 | 0 |
| 80N50L80F_B | 4464.64 | 7200.12 | 357.97 | 54 | 10.93 | ML | 84.54 | 11.68 | 0 | 100 | 0 | 0 | 0 | INF | 0 | 0 |

Table 6.15: Comparing MILP models on ARLP - p25 instances

## CHAPTER

## 7

## Conclusion

In this thesis we provided various MILP formulations for the solution of the NDPR, An extension of the NDPR with zero-cost edges has also been considered. We started by proving several conditions holding for optimal solutions to help stating the MILP models (cf. Chapter 2).

In Chapter 3 we presented the first set of models based on layered graphs. Our first model is based on a single graph and uses cut inequalities to ensure connectivity. Then we introduced further models based on multiple layered graphs, one for each source vertex. Two of these models are based on flows including a multi-commodity and a single commodity flow formulation. The third model uses cut-set inequalities.

In Chapter 4 we considered models based on communication graphs. Again we started with a cut model based on a single graph and then continued with models utilizing multiple graphs. To this end we stated two models using flow approaches and another model based on connectivity constraints as for the layered graphs.

In Chapter 5] we investigated required changes when acyclic solutions are required. We first showed that prohibiting cycles traversing an edge more than once in the same direction imposes no restriction concerning optimality. Next, we argued that our models on communication graphs are not well suited to enforce acyclic solutions. Then, we discussed the necessary adjustments to prevent cycles using selected models on layered graphs.

Finally, in Chapter 6 we provided details on our computational study. We presented the required cutting plane and column generation algorithms to deal with exponential amounts of constraints and/or variables. Furthermore, we discussed the settings used for the MILP solvers. Then, we introduced modified versions of instances from the previous literature and two sets of entirely new instances. We solved the one set of modified instances to optimality using one of our layered graph approaches. The other set of modified instances turned out to be more challenging but we still found optimal solutions for 11 out of 20 instances. Regarding the two sets of new instances we found in each set optimal solutions for 18 out of 24 instances. It turned out that for these instances that compose a large number of commodity pairs, models on communication graphs perform better in practice

### 7.1 Future work

In the first chapter we argued that the NDPR generalizes many other combinatorial optimization problems, such as the RLP or the MCPPR, In terms of usability of our algorithms this means that the proposed models and algorithmic techniques can also be applies to all simplifications of the NDPR. However, there is a trade off between the generality of our models and their performance in particular cases. We think that considering specific cases for certain parameters might help to develop faster algorithms. One option would be to consider a rooted case for which a single node needs to communicate with all other nodes but the remaining nodes do not require to communicate directly, i.e., we consider set $\mathcal{K}=\{(r, i) \mid i \in V, i \neq r\}$ for some root $r \in V$. Another case would be to consider only sets $\mathcal{K}$ containing all node pairs as has been done for the RLP. In general a high number of commodities makes the problem difficult but knowing more about the structure might allow additional modeling approaches.

Finally, note that many of our optional constraints require Big-M constants. Most of them can be disaggregated to impose stronger bounds. We decided to use aggregated variants since this helps to reduce the overall number of constraints. Nevertheless, it might be interesting to also consider disaggregation, either as replacement or as additional constraints. Dynamic separation would also be an option.

## APPENDIX

## Acronyms

NDPR Network Design Problem with Relays
MCPPR Minimum Cost Path Problem with Relays
RLP Regenerator Location Problem
GRLP Generalized Regenerator Location Problem
RPP Regenerator Placement Problem
WCSPP Weight Constrained Shortest Path Problem
MLSTP Maximum Leaf Spanning Tree Problem
MCDSP Minimum Connected Dominating Set Problem
LP Linear Programming
ILP Integer Linear Programming
MILP Mixed Integer Linear Programming
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[^0]:    ${ }^{1}$ If there is a feasible connection between two vertices we also say that these vertices can communicate and that they are connected.

[^1]:    ${ }^{1}$ Note that these cycles do not have to be simple.

[^2]:    ${ }^{2}$ Note that together with the initial assumption this also guarantees that in the final path every relay vertex is visited at most once and every non-relay vertex at most twice.

[^3]:    ${ }^{1}$ The approach for $L_{C U T S}$ is almost the same except that we only have a single set of arc values.

[^4]:    ${ }^{2}$ For details see https://www.ibm.com/developerworks/community/forums/html/topic? id=94f6acaa-60cf-48e8-a773-bbb394c04633\&ps=25

