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Abstract

Wireless cellular networks are currently experiencing a tremendous growth of data

traffic. The resulting network densification leads to ever-increasing levels of Inter-

Cell Interference (ICI) that cannot be managed with (semi)-static interference-

avoidance schemes deployed in 3GPP Long Term Evolution (LTE) systems. Coor-

dinated Multi-Point (CoMP) transmission is therefore adopted in LTE Advanced,

the next development stage of LTE. The basic idea of CoMP is to enhance network

performance by mitigating ICI through cooperation between several network cells.

Among the CoMP schemes, Coordinated Beamforming (CB) and Coordinated

Scheduling (CS) stand out, as they do not rely on the exchange of user data between

network nodes and thereby avoid additional network overhead. Instead, the network

nodes coordinate their scheduling decisions and precoder design in order to minimize

ICI and increase system throughput, especially at the cell edge. During the last

decade, a multitude of algorithms achieving this objective has been proposed. But

until now, no systematic study of their performance has been conducted.

This thesis aims to characterize and evaluate the performance of multiple pro-

posed CB and CS schemes in a downlink multi-cell system. First, the fundamentals

of LTE-A as well as the system model are introduced. CB is described next, CB

algorithms are derived and evaluated by means of Monte Carlo simulations. The

concept of CS is outlined, followed by a detailed description of a CS algorithm

and Monte Carlo simulations. Besides throughput and spectral efficiency, fairness

is also taken into account. The simulation results show that CoMP transmission

significantly improves the system performance.
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Chapter 1. Introduction

Chapter 1

Introduction

Data traffic in wireless cellular networks has increased considerably during the last

decade, and the growth is expected to continue [1]. Figure 1.1 shows the predicted

eleven-fold increase of mobile data traffic over the next four years. The cause

of this exponential growth are modern mobile devices, in particular smartphones

and tablets. In order to limit the traffic load per network node, a denser network

deployment is necessary. However, this comes at the price of increased Inter-Cell

Interference (ICI) which significantly degrades the network performance, especially

at the cell edge. Unlike in the central area of the cell, User Equipments (UEs) at

the cell boundary suffer from high interference power caused by neighboring cells.

In cellular networks, ICI has been an issue for many years. Traditionally, to

mitigate the interference between them, the neighboring cells used different parts of

the frequency spectrum and the frequency was reused at cells that were distanced
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Figure 1.1: Estimated growth of mobile data traffic [1].
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Chapter 1. Introduction

far enough. However, the main drawback of frequency reuse is a poor spectral

efficiency. Since frequency spectrum is a scarce resource and needs to be utilized

efficiently, cells in Long Term Evolution (LTE) systems all share the same spectrum.

To reduce interference between cells, LTE Release 8 introduces a coordination mech-

anism called ICI Coordination (ICIC) [2]. It allows neighboring base stations, i.e.

eNodeBs in 3GPP terminology, to jointly allocate resources to their cell-edge UEs.

The exchange of interference-coordination information between eNodeBs (eNBs) is

supported by a standardized interface named X2.

Interest in interference coordination methods has significantly grown in recent

years. Consequently, the methods have evolved from simple (semi)-static ICIC

to dynamic cooperation schemes, such as Coordinated Multi-Point (CoMP) trans-

mission. CoMP relies on cooperation between eNBs to enhance the cell-edge UE

throughput in particular, but also the average system throughput [3, 4]. This is

achieved by either avoiding or exploiting ICI. After comprehensive study, 3GPP

adopted CoMP as one of the key features in LTE-A Release 11 [5]. The CoMP

transmission schemes considered in Release 11 can be classified as Joint Processing

(JP), Coordinated Scheduling (CS) and Coordinated Beamforming (CB).

The idea of CB goes back to the work of [6], where the beamforming coefficients

and power levels are calculated to satisfy a set of target Signal-to-Interference-

plus-Noise Ratios (SINRs) for a given set of transmission links. Deployment of CS

in cellular networks was proposed later. Initially, CS was considered for systems

where cells are grouped in clusters so that eNBs within a cluster can jointly schedule

transmissions to their UEs [7]. In recent works CS and CB are used as a tool to

reduce ICI [8, 9, 10]. Unlike JT, these techniques rely only on the exchange of

control information among eNBs and don’t require user data exchange. For this

reason, CS and CB are considered more suitable for practical implementation.

This master thesis investigates basic principles of CS and CB, as well as their

capability to remove ICI and so improve the network performance. A systematic

comparison between different scheduling and beamforming algorithms is provided.

The focus of the thesis lies on homogeneous cellular networks with only one UE

per cell served simultaneously. The network eNBs are capable of coordinating their

scheduling decisions and precoder designs. In order to evaluate and compare the

performance of the presented algorithms, the Vienna LTE-A Link Level Simulator,

a standard-compliant Matlab-based simulator [11, 12], is utilized. Note that simu-

lations are necessary to test and optimize algorithms prior to their implementation.

Following this introductory chapter, Chapter 2 gives an overview of LTE-A, in

particular the physical and Medium Access Control (MAC) layer, and introduces

the system model. It provides the theoretical and mathematical basis for the anal-
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Chapter 1. Introduction

yses conducted in later chapters. A detailed study of Coordinated Beamforming

is carried out in Chapter 3. It presents the beamforming algorithms and discusses

their performance in terms of throughput and spectral efficiency for different simu-

lation scenarios. Chapter 4 then examines Coordinated Scheduling. The scheduling

algorithm is described in detail and the obtained simulation results are analyzed

with respect to throughput and fairness. Chapter 5 finally concludes the work and

gives an outlook on possible future research areas.

The following notation is used throughout this thesis. E{x} denotes the expected

value of a random variable x. Vectors are represented in lowercase boldface letters,

matrices using uppercase boldface letters. Terms a∗ and ‖a‖ refer to the complex

conjugate and Euclidean norm of vector a, respectively. AH , A−1, tr(A) and ‖A‖F
stand for the conjugate transpose, inverse, trace and Forbenius norm of matrix A,

respectively. Vector vmax,i{A} denotes the eigenvector of A corresponding to the

i-th largest eigenvalue. Ir represents an r×r identity matrix and 0r×s denotes an

r×s zero matrix.
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Chapter 2. Theoretical Background

Chapter 2

Theoretical Background

2.1 LTE-(A) Overview

LTE-A is an enhancement of LTE developed by 3GPP in Release 10 and beyond.

Therefore, LTE-A shares the technological fundamentals of LTE. The relevant

physical and MAC layer aspects of this technology are discussed in the following.

2.1.1 MIMO OFDM Transmission

The radio transmission in LTE downlink is based on Orthogonal Frequency Division

Multiplexing (OFDM), which converts the broadband frequency-selective wireless

channel into multiple orthogonal frequency-flat subchannels, called subcarriers [13].

Subcarriers are organized in sets of twelve consecutive subcarriers. Figure 2.1 illus-

trates the transmission structure for the Frequency Division Duplex (FDD) mode

considered in this thesis. In the time domain, a radio frame of length 10 ms is

divided into ten subframes of 1 ms duration each. Every subframe consists of two

equally sized slots with seven OFDM symbols per slot. One subcarrier during one

OFDM symbol interval constitutes a Resource Element (RE), the smallest unit for

data transmission. In order to keep the signaling overhead manageable, feedback

is provided in Resource Block (RB) granularity. As shown in Figure 2.1, an RB

consists of one 0.5 ms slot (seven OFDM symbols) in the time domain and one sub-

carrier set (twelve subcarriers) in the frequency domain, i.e. 7×12 = 84 REs. Note

that this resource structure is valid for the normal-length cyclic prefix and 15 kHz

subcarrier spacing.

Every RB is uniquely identified by the pair [η, κ] where η and κ represent indices

of the slot and the subcarrier set, respectively. Similarly, each RE of a specific RB

[η, κ] is identified by the pair [n, k], where n ∈ {7η − 6, 7η − 5, . . . , 7η} is the time-

symbol index and k ∈ {12κ − 11, 12κ − 10, . . . , 12κ} is the subcarrier index. The
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Chapter 2. Theoretical Background

Figure 2.1: LTE time-frequency resource structure [14, 15].

relation between the index pairs [η, κ] and [n, k] is therefore given by

η =

⌈
n

7

⌉
, κ =

⌈
k

12

⌉
. (2.1)

The amount of RBs available for transmission depends on the allocated bandwidth.

The available channel bandwidths as well as the resulting number of RBs and sub-

carriers defined in the LTE standard are listed in Table 2.1.

LTE supports the application of multiple transmit antennas at the eNB and

multiple receive antennas at the UE, thus enabling the Multiple Input Multiple

Output (MIMO) transmission. The additional antennas can be used as a tool

to further improve SINR and achieve higher diversity gain compared to the use

of a single transmit antenna or a single receive antenna. However, there is also

the possibility of multiplexing several transmissions in the spatial domain. The

spatial multiplexing allows parallel transmissions of multiple data streams, termed

Channel bandwidth [MHz] 1.4 3 5 10 15 20

Number of Resource Blocks 6 15 25 50 75 100

Number of subcarriers 72 180 300 600 900 1200

Table 2.1: LTE system bandwidths and available resources [16].
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Chapter 2. Theoretical Background

spatial layers, on the same RB. This provides an additional multiplexing gain, but

introduces interference between the spatial layers as well. LTE-A defines support

for up to eight transmit antennas, enabling up to eight-layer spatial multiplexing

in the downlink.

Figure 2.2 schematically illustrates the physical layer processing of user data

at the eNB. Within each Transmission Time Interval (TTI), corresponding to one

subframe, up to two transport blocks of dynamic size are delivered to the physical

layer, processed and transmitted. Channel coding and modulation are performed

first, generating complex-valued modulated symbols. The eNB can dynamically ad-

just the applied code rate and modulation scheme and so adapt to quality variations

of the transmission link. The process of link adaptation is detailed in Section 2.1.2.

Figure 2.2: LTE physical layer processing [17, 15].

The modulated symbols arrive at the layer mapping unit next, where they are

mapped to one or several spatial layers. The number of employed layers is often

referred to as the transmission rank. Subsequently, the precoding unit maps the

spatial layers to the antenna ports. For linear transceiver architectures considered

here, this mapping can be described by a precoding matrix.

LTE-A defines two types of precoding, namely codebook-based precoding and

non-codebook-based precoding. They differ in how the precoding matrix is selected

by the eNB and made known to the UE. Note that UEs require this information

to properly process the received signal and recover the data symbols. In the case

of codebook-based precoding, the precoding matrix is selected from a pre-specified

codebook. As the codebook is known at both eNB and UE, only the index of the

selected matrix needs to be signaled. With non-codebook-based precoding there

is no need to signal any precoder matrix information to UEs. The reason for this

is the transmission of so-called UE specific reference signals. They are processed
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Chapter 2. Theoretical Background

with the same precoding matrix as the user data, thus enabling the UE to estimate

the channel including the precoder. In consequence, the eNB can use an arbitrary

matrix for precoding.

The last step of physical layer processing is the transmit signal composition.

This includes resource element mapping, followed by OFDM signal generation, both

performed separately for each antenna port. The resulting baseband signal is then

shifted to the desired carrier frequency and transmitted.

2.1.2 Link Adaptation and Scheduling

Rapid variations in transmission link quality, characteristic for mobile communi-

cations, require a dynamical adjustment of transmission parameters. In LTE, link

adaptation is achieved by means of Adaptive Modulation and Coding (AMC), i.e.

by adapting the code rate and modulation scheme to instantaneous channel quality.

The higher the code rate and modulation order are, the higher is the transmission

data rate but also the Block Error Ratio (BLER). The goal of AMC is to maximize

the obtainable throughput while maintaining BLER below a certain threshold, set

to 10−1 [18].

Since the eNB does not have the necessary channel knowledge, it is dependent

on receiving channel feedback from UEs to employ AMC. The UE feedback is

calculated in form of the Channel Quality Indicator (CQI). As shown in Table 2.2,

CQI index Modulation Code rate Data rate [bit/symbol]

1 4-QAM 0.08 0.15

2 4-QAM 0.12 0.23

3 4-QAM 0.19 0.38

4 4-QAM 0.30 0.60

5 4-QAM 0.44 0.88

6 4-QAM 0.59 1.18

7 16-QAM 0.37 1.48

8 16-QAM 0.48 1.91

9 16-QAM 0.60 2.41

10 64-QAM 0.46 2.73

11 64-QAM 0.55 3.32

12 64-QAM 0.65 3.90

13 64-QAM 0.75 4.52

14 64-QAM 0.85 5.12

15 64-QAM 0.93 5.55

Table 2.2: LTE modulation alphabets and coding rates [20].
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Chapter 2. Theoretical Background

each CQI value specifies a pair of coding rate and modulation scheme. LTE supports

fifteen CQIs corresponding to code rates between 0.08 and 0.93, and 4-, 16- and

64-QAM modulations.

The UE feedback should reflect the quality of the transmission link. The post-

equalization SINR, as the most suitable quality measure, is used for the CQI cal-

culation. Since the feedback is provided on an RB basis, it is necessary to average

the post-equalization SINR over the corresponding REs. This is achieved by means

of Mutual Information Effective SINR Mapping (MIESM) which maps multiple

SINR values to a single AWGN-equivalent SNR [17]. This hypothetical AWGN

SNR would result in the same average spectral efficiency as the original channel,

considering the allocated resources. Finally, the AWGN SNR is mapped to CQI

so that a BLER lower than 10−1 is achieved. In this case the mapping function is

linear, according to simulations performed in [19].

Figure 2.3: LTE time and frequency domain scheduling.

Another way to exploit link quality variations is scheduling. In this case, channel

conditions of different UEs are taken into account during resource allocation among

them. Scheduling and link adaptation are closely related. They are both performed

by the scheduler located on the MAC layer.

Due to the use of OFDM, the LTE scheduler has access to both time and fre-

quency domains. In other words, different RB pairs (two consecutive RBs) can

be assigned to different UEs. Figure 2.3 shows an example of resource allocation

among three UEs. Similar as for AMC, UEs provide CQI feedback to signalize their

channel quality and so support scheduling at the eNB.

LTE standard defines feedback and signaling framework to support schedul-

ing, but it specifies no scheduling algorithms whatsoever. Consequently, there are

several scheduling algorithms with different resource allocation strategies [13]. The

best CQI scheduler assigns resources to those UEs with the best channel conditions.
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Chapter 2. Theoretical Background

Although maximizing the system throughput, this approach cannot guarantee qual-

ity of service to all UEs because the ones with bad channel conditions, e.g. cell-edge

UEs, are never scheduled. The round robin scheduling provides more fairness among

the UEs in a sense that the same amount of resources is assigned to each UE, re-

gardless of the channel conditions. This scheduling approach degrades the system

throughput and still doesn’t provide the same service quality to all UEs.

A practical scheduler should strike a balance between maximizing the system

throughput and maintaining fairness among UEs. An example of such a scheduler

is the Proportional Fair (PF) scheduler. The UE chosen by this scheduler has

the highest relative channel quality, i.e. the highest instantaneous channel quality

relative to its average value. The PF scheduler used in this thesis is described in

Section 4.2.1.

2.1.3 CoMP Operation

The term CoMP refers to a wide range of techniques for dynamic coordination be-

tween radio communications that is taking place in adjacent cells. The coordination

is performed in such a way that the interference between cells is mitigated or even

exploited, thereby enhancing the network performance. During the development of

LTE-A Release 10, CoMP techniques have been the focus of many 3GPP studies,

but weren’t standardized until Release 11 [5]. 3GPP adopted CoMP transmission as

a tool to improve the coverage of high data rates, and to increase the cell-edge and

system throughput. Consequently, a feedback and signaling framework necessary

for CoMP operation was defined in LTE-A Release 11.

Downlink CoMP operation requires cooperation among multiple eNBs. The set

of eNBs that coordinate their transmissions is defined as the CoMP cooperation set.

Typically there are two or three eNBs within one cooperation set. Coordination of

more than three eNB is not practical due to the high signaling and processing com-

plexity. The two main types of CoMP cooperation sets are the network predefined

and UE-centric cooperation set [10]. In the first case, eNBs are statically divided

into sets at the network level. This approach is simple but requires large CoMP

cooperation sets. In the case of UE-centric cooperation sets, each UE can determine

the set of cooperating eNBs and so supress the ICI more efficiently. The disadvan-

tage of this approach is increased scheduler complexity and signaling overhead. The

coordination in the CoMP cooperation set is performed either in centralized man-

ner with a central processing unit, or in distributed manner with eNBs exchanging

information over the X2 interface.

The CoMP transmission schemes can basically be classified as Joint Processing

(JP), Coordinated Scheduling (CS) and Coordinated Beamforming (CB). With

9



Chapter 2. Theoretical Background

Figure 2.4: CoMP transmission schemes. (a) Joint Transmission (JT), (b) Dy-

namic Cell Selection (DCS), and (c) Coordinated Scheduling/Beamforming

(CS/CB) [3].

JP, the UE data is available at one cooperating set of eNBs. The data can either

be transmitted simultaneously from several eNBs in one RB (Joint Transmission,

JT) or be transmitted from one eNB, which can be switched to the best suited

eNB within the set for every RB dynamically (Dynamic Cell Selection, DCS). The

operating principles of JT and DCS are shown in Figure 2.4 (a) and (b), respectively.

JT can be used in combination with DCS, enabling the dynamic selection of multiple

transmitting cells.

With CS and CB, the data is only available at one eNB. Within the set, ei-

ther scheduling decisions (CS) or precoder design (CB) is coordinated to minimize

ICI. Figure 2.4 (c) illustrates the principles of CS/ CB. While JP is a more so-

phisticated CoMP approach, the backhaul requirements are too demanding to be

implemented on a commercial scale. Compared with JP, CS and CB require less

backhaul overhead and are therefore more suitable for practical implementation.

10



Chapter 2. Theoretical Background

2.2 System Model

The system considered is a multi-cell network with three cells forming a CoMP

cooperation set. Each cell i ∈ {1, 2, 3} in the cooperation set contains an eNB

with NTX transmit antennas and J UEs with NRX receive antennas each. The

scheduling algorithm selects one UE per cell to be served, leading to a total of three

transmitter-receiver pairs on any given time-frequency resource. A model of the

resulting interference channel is shown in Figure 2.5.

Both eNB and UE belonging to the cell i are labeled with the same index as the

cell, i.e. i. The channel between eNB j and UE i at RE [n, k] is represented by an

NRX×NTX dimensional complex-valued matrix Hi,j[n, k], defined by

Hi,j[n, k] = γi,jH̃i,j[n, k] . (2.2)

The parameter γi,j quantitatively describes large-scale path loss, whereas the matrix

H̃i,j[n, k], whose elements are assumed to have unit variance, characterizes the

small-scale fading between eNB j and UE i. Furthermore, it is assumed that

channels remain static over the time of scheduling and transmission, and change in

i.i.d. fashion across subframes. In this block-fading channel case the time-symbol

index n can be dropped.

The symbols to be transmitted from eNB j are compactly written as L dimensi-

onal complex symbol vector sj[k], where L denotes the number of spatial layers

Figure 2.5: Interference channel with three transmitter-receiver pairs.

11
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employed at the eNB and L ≤ LM = min(NRX , NTX). Before transmission, the

symbol vector sj[k] is multiplied by a precoding matrix Fj[k] ∈ CNTX×L, thus

mapping the L symbols to NTX transmit antennas, i.e.

xj[k] = Fj[k]sj[k] , (2.3)

where xj[k] ∈ CNTX constitutes the transmit signal vector at eNB j. The transmit

symbol vector and the precoding matrix are normalized as

E{sj[k]sj[k]H} = IL , (2.4)

tr
(
Fj[k]Fj[k]H

)
= 1 . (2.5)

Note that equal power allocation among cooperating eNBs and spatial streams is

assumed and the transmitted power per UE is normalized to one.

After transmission over the channels, desired and interfering signals as well as

the noise add up at each receiver. The signal vector yi[k] ∈ CNRX received at UE i

can therefore be written as

yi[k] = Hi,i[k]Fi[k]si[k] +
3∑
j=1
j 6=i

Hi,j[k]Fj[k]sj[k] + ni[k] , (2.6)

where ni[k] ∈ CNRX denotes the additive white Gaussian noise with distribution

CN (0, σ2
nINRX

). The first summand in Equation (2.6) is the desired signal at UE i

while the second summand represents ICI. Interference from cells outside the CoMP

cooperation set is considered a part of the noise. If the number of out-of-set inter-

ferers is large, the out-of-set interference is approximately Gaussian distributed due

to the central limit theorem.

Given the assumptions above, the average Signal-to-Noise Ratio (SNR) and

Signal-to-Interference Ratio (SIR) of UE i are defined as

SNRi =
γi,i
σ2
n

, (2.7)

SIRi =
γi,i∑3
j=1
j 6=i

γi,j
, (2.8)

with γi,j being the path loss parameter (see Equation (2.2)).

The received signal yi[k] is processed further at UE i, as shown in Figure 2.5. In

order to map the NRX streams to L layers an equalizing matrix Gi[k]H ∈ CL×NRX

is applied, yielding

ri[k] = Gi[k]Hyi[k] , (2.9)

12



Chapter 2. Theoretical Background

or equivalently

ri[k] = Gi[k]HHi,i[k]Fi[k]si[k] +
3∑
j=1
j 6=i

Gi[k]HHi,j[k]Fj[k]sj[k] + Gi[k]Hni[k] , (2.10)

where ri[k] ∈ CL denotes the receive symbol vector, an estimation of the corre-

sponding symbol vector si[k] transmitted from eNB i. It is assumed that each UE

is able to perfectly estimate its own channel as well as both of the interference

channels and send this information to the serving eNB over a zero-delay error-free

feedback channel. The transmitter thus has perfect channel knowledge. In addition,

perfect timing and frequency synchronization of UEs and eNBs is assumed.

The symbols originating from different eNBs are assumed statistically indepe-

ndent and also independent of noise. Then the instantaneous post-equalization

SINR of UE i, defined for every spatial layer l ∈ {1, 2, . . . , L}, can be computed as

SINR
(l)
i [k] =

∣∣∣g(l)
i [k]HHi,i[k]f

(l)
i [k]

∣∣∣2∑L
p=1
p 6=l

∣∣∣g(l)
i [k]HHi,i[k]f

(p)
i [k]

∣∣∣2 +
∑3

j=1
j 6=i

∥∥∥g(l)
i [k]HHi,j [k]Fj [k]

∥∥∥2 + σ2n

∥∥∥g(l)
i [k]

∥∥∥2 ,
(2.11)

where g
(l)
i [k] and f

(l)
i [k] denote the l-th column of matrices Gi[k] and Fi[k], re-

spectively. The first term in the denominator of Equation (2.11) is the residual

interference power between the layers. The second and third term represent the

ICI power and the noise power, respectively. Although typically used as perfor-

mance indicating parameter, SINR can also be employed to design beamforming

and scheduling algorithms, as will be shown in Sections 3.1 and 4.1.

13
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Chapter 3

Coordinated Beamforming

3.1 Beamforming Algorithms

The main goal of eNB coordination in CB is to mitigate ICI in order to maximize

the throughput of every cell in the CoMP cooperation set. As commonly known,

the achievable per-user throughput is upper bounded by Shannon’s channel capacity

[21]

C = log2(1 + SINR) . (3.1)

A good way to enhance the system throughput is therefore to increase the SINR.

In this chapter, it is assumed that the UE scheduling is already performed, i.e.

the set of scheduled UEs is already determined. The focus lies on the CB part

where eNBs jointly design transmit beamforming matrices such that the SINR for

each UE is maximized. However, this is a complicated optimization problem that

involves coupled variables. Several alternative CB strategies have been proposed

instead. Some of them focus on canceling ICI perfectly, others aim at minimizing

the Mean Squared Error (MSE) of the signal estimation. The three algorithms

with different linear precoding strategies are described in the following. To shorten

notations, the subcarrier index k is mostly omitted.

3.1.1 ZIOP Algorithm

The Zero Interference by Orthogonal Precoding (ZIOP) algorithm aims at perfectly

removing ICI while also maximizing the desired signal power. Similar beamforming

schemes, such as block diagonalization [22] and interference alignment [23], focus

solely on interference elimination completely ignoring the transmission gain of the

desired signal.

The derivation presented in this section is an extension of the one considered in

[24] for multiple transmission streams. Assuming that equalizing matrices applied
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at every UE are a-priori known at eNB i, the ICI elimination condition can be

formulated as
GH
j Hj,iFi = 0L×L ,

GH
mHm,iFi = 0L×L ,

(3.2)

∀i, j,m ∈ {1, 2, 3} and i 6= j 6= m. By defining the matrix Γi ∈ C2L×NTX as

Γi = [HH
j,iGj, HH

m,iGm]H , (3.3)

the previously given set of conditions reduces to

ΓiFi = 02L×L , (3.4)

implying that Fi has to lie in the null space of Γi. Assuming Γi is a full rank matrix,

the relation between the rank and nullity of Γi gives the feasibility condition

NTX ≥ 3L , (3.5)

that has to be fulfilled to assure the existence of the solution for Fi. This imposes

a restriction on the number of transmit antennas and employed spatial layers.

Provided the feasibility condition is satisfied, the resulting precoding matrix can

be written in general form as

FZIOP
i = αiBiF̃i , (3.6)

with Bi ∈ CNTX×(NTX−2L) and F̃i ∈ C(NTX−2L)×L. The scaling factor αi ensures

that the power constraint on the precoding matrix, given by Equation (2.5), holds.

The matrix Bi lies in the left null space of Γi and F̃i is chosen such that the desired

signal power at UE i is maximized. This optimization problem is formulated for

every column l of F̃i as

f̃
(l)
i = arg max

f̃

∣∣∣(g(l)
i )HHi,if̃

∣∣∣2 . (3.7)

In the case of single stream transmission (L = 1), the precoding vector of eNB i

is given by

fZIOP
i = αi

(
INTX

− Γ̂H
i (Γ̂iΓ̂

H
i )−1Γ̂i

)
HH
i,igi , (3.8)

where Γ̂i ∈ C2×NTX can be defined analogous to Γi as

Γ̂i = [HH
j,igj, HH

m,igm]H . (3.9)

In order to reduce overhead, the UE feedback is provided on a RB-basis. Conse-

quently, the precoder is calculated only once for all subcarriers k in RB [η, κ]. The
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channel matrix observed at the last subcarrier, Hi,j[12κ], is chosen as feedback for

the ZIOP algorithm.

Since the ICI is precanceled at eNBs, every UE can select its equalizing matrix

so that the own channel gain is maximized. For this purpose, the channel between

eNB i and UE i is decomposed using the compact-form Singular Value Decomposi-

tion (SVD)

Hi,i = Ui,iΣi,iV
H
i,i , (3.10)

with semi-unitary matrices Ui,i ∈ CNRX×LM and Vi,i ∈ CNTX×LM denoting the

matrices of left singular vectors and right singular vectors, respectively, and diagonal

matrix Σi,i ∈ CLM×LM containing LM = min(NRX , NTX) singular values of Hi,i in

decreasing order. The equalizing matrix at UE i is thus obtained by collecting the

first L left singular vectors of Hi,i, i.e.

Gi = [u
(1)
i,i ,u

(2)
i,i , . . .u

(L)
i,i ] . (3.11)

3.1.2 LBP Algorithm

The aim of Leakage-Based Precoding (LBP) at the eNB is to maximize the desired

signal power at the target UE while minimizing the interference power caused to

other co-scheduled UEs. The LBP algorithm is based on the idea in [25], originally

proposed for broadcast channels, where the so-called Signal-to-Leakage-plus-Noise

Ratio (SLNR) is used as the optimization metric for the precoder design.

When eNB i transmits the signal xi = Fisi, the target UE i receives Hi,iFisi as

the desired component of yi (see Equation (2.6)). However, the transmitted signal

also reaches other scheduled UEs, causing the total interference of
∑3

j=1
j 6=i

Hj,iFisi.

The SLNR of eNB i, defined as the ratio of the desired signal power at UE i to the

interference power caused to other UEs plus noise, can thus be expressed as

SLNRi =
E
{
sHi FH

i HH
i,iHi,iFisi

}
E
{

sHi FH
i

∑3
j=1
j 6=i

HH
j,iHj,iFisi

}
+ E

{
nHi ni

} . (3.12)

Using Equations (2.4) and (2.5), the expression can be further simplified to

SLNRi =
tr
(
FH
i HH

i,iHi,iFi

)
tr

(
FH
i

(∑3
j=1
j 6=i

HH
j,iHj,i +NRXσ2

nINTX

)
Fi

) . (3.13)

The precoder design problem for eNB i is then formulated as

FLBP
i = arg max

Fi

SLNRi ,

subject to: tr
(
FiF

H
i

)
= 1 .

(3.14)
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Such maximization problem has a closed form solution only for L = 1, i.e. single

stream transmission [26]. In this case, the SLNR of eNB i is given as

SLNRi =
fHi HH

i,iHi,ifi

fHi

(∑3
j=1
j 6=i

HH
j,iHj,i +NRXσ2

nINTX

)
fi

. (3.15)

Notice that the Equation (3.15) is in the form of a Rayleigh quotient with respect

to precoding vector fi. The solution of the resulting generalized eigenvalue problem

is the eigenvector corresponding to the largest eigenvalue of the matrix

Mi =

 3∑
j=1
j 6=i

HH
j,iHj,i +NRXσ

2
nINTX


−1

HH
i,iHi,i , (3.16)

compactly written as

fLBP
i = αivmax,1{Mi} . (3.17)

with a scaling factor αi that ensures ‖fi‖ = 1.

For the case of multiple spatial streams (L ≥ 2), the columns of the precoding

matrix Fi are chosen as eigenvectors corresponding to L largest eigenvalues of the

matrix Mi, i.e.

FLBP
i = αi[vmax,1{Mi},vmax,2{Mi}, . . . ,vmax,L{Mi}] . (3.18)

As explained in the previous section, the UE feedback is provided only once per

RB. For this purpose, the spatial correlation matrix is utilized [27]. On the RB

[η, κ] and for the channel between eNB i and UE j, it is obtained as

Rj,i[η, κ] =
1

12

12κ∑
k=12κ−11

Hj,i[k]HHj,i[k] . (3.19)

The precoder at eNB i for all twelve subcarriers k ∈ {12κ−11, 12κ−10, . . . , 12κ} is

then calculated with Equation (3.17) for single stream transmission and Equation

(3.18) for multiple stream transmission, utilizing the matrix Mi in modified form,

given as

Mi[k] =

 3∑
j=1
j 6=i

Rj,i[η, κ] +NRXσ
2
nINTX


−1

Ri,i[η, κ] . (3.20)

Clearly, the LBP algorithm does not eliminate ICI. To reduce the impact of the

residual interference, a Minimum Mean-Squared Error (MMSE) receiver is employed
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at the UEs. The equalizer for UE i is computed to maximize the instantaneous

SINR, given by Equation (2.11). The solution can be obtained directly as [13]

Gi =

(
3∑
j=1

Hi,jFjF
H
j HH

j,i + σ2
nINRX

)−1
Hi,iFi . (3.21)

3.1.3 Iterative Algorithm

The main objective of this algorithm is to minimize the MSE of the symbol estimation

by optimizing both precoder and equalizer. It has been shown, e.g. in [28], that

minimizing the MSE is equivalent to maximizing SINR. The following mathemati-

cal description is analogous to that shown in [24].

The received symbol vector ri at UE i, given by Equation (2.10), is an estimate

of the corresponding symbol vector si transmitted from eNB i. The estimation

deviation is described by the error vector

ei = si − ri = si −GH
i Hi,iFisi −

3∑
j=1
j 6=i

GH
i Hi,jFjsj −GH

i ni . (3.22)

The MSE of the estimation is formulated as

MSEi = E{tr
(
eie

H
i

)
} , (3.23)

and with the assumptions introduced in Section 2.2, it can be reformulated to

MSEi = tr

( (
IL −GH

i Hi,iFi
) (

IL − FHi H
H
i,iGi

)
+

3∑
j=1
j 6=i

GH
i Hi,jFjF

H
j H

H
i,jGi +σ2nG

H
i Gi

)
.

(3.24)

The design problem can then be stated as

{GIter
i , FIter

i } = arg min
Gi,Fi

MSEi ,

subject to: tr
(
FiF

H
i

)
= 1 ,

(3.25)

or equivalently as

{GIter
i , FIter

i } = arg min
Gi,Fi

(
MSEi + λi

(
tr
(
FiF

H
i

)
− 1
))
, (3.26)

where λi ≥ 0 is the Lagrange multiplier that ensures a power constraint on precoding

vector Fi, i.e. that it is maximally unitary.

Differentiating the expression in Equation (3.26) with respect to Gi and Fi, and

using the Karush-Kuhn-Tucker conditions [29], the following expressions for Gi and
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Fi are obtained

Gi =

(
3∑
j=1

Hi,jFjF
H
j HH

i,j + σ2
nINRX

)−1
Hi,iFi , (3.27)

Fi =
(
HH
i,iGiG

H
i Hi,i + λiINTX

)−1
HH
i,iGi . (3.28)

Since both equations depend on each other, the equalizer and the precoder must

be calculated iteratively. As the starting point, the equalizing matrix given by

Equation (3.11) is utilized. Subsequently, both Gi and Fi are sequentially updated

using Equations (3.27) and (3.28), respectively. Note that the Lagrange multiplier

λi must be recalculated at each iteration, e.g. by Newton’s method [29].

In the case of single stream transmission (L = 1), Equations (3.27) and (3.28)

can be reformulated using the matrix inversion lemma [29]. They are thus given as

[28]

gi =

 3∑
j=1
j 6=i

Hi,jfjf
H
j HH

i,j + σ2
nINRX


−1

Hi,ifi , (3.29)

fi =
HH
i,igi

λi + gHi Hi,iHH
i,igi

. (3.30)

The last equation simply states that fi ∼ HH
i,igi. Therefore, the Iterative algorithm

simplifies to

gi =

 3∑
j=1
j 6=i

Hi,j

HH
i,igig

H
i Hi,i

gHi Hi,iHH
i,igi

HH
i,j + σ2

nINRX


−1

Hi,ifi , (3.31)

fi =
HH
i,igi∥∥HH
i,igi
∥∥ . (3.32)

Regarding feedback, the channel matrix observed at the last subcarrier of RB [η, κ]

(Hi,j[12κ]) is fed back by the UE. Consequently, the same precoder and equalizer

are employed for all twelve subcarriers k ∈ {12κ− 11, 12κ− 10, . . . , 12κ}.

3.2 Performance Evaluation

The performance of the presented algorithms is assessed by means of extensive link

level simulations. In the following sections, the simulation setup and the applied

metrics are described. Further, the simulation results are presented and discussed.
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3.2.1 Methodology

A network consisting of three cells is considered. Every cell contains five active UEs

accommodated by one eNB with four uncorrelated transmit antennas. Simulations

for two and four receive antennas at UEs are conducted. Prior to transmission, a

set of served UEs is determined by means of Proportional Fair (PF) scheduling.

The employed PF scheduler is described in Section 4.2.1. The carrier frequency

2.1 GHz, with a total bandwidth of 1.4 MHz (six RBs) is assumed. For propagation,

two channel models, namely frequency-flat Rayleigh and frequency-selective typical

urban [30] are used. The transmission rank is restricted to one (single stream

transmission). The simulation parameters are summarized in Table 3.1.

Parameter Value

Carrier frequency 2.1 GHz

System bandwidth 1.4 MHz

Channel models Flat Rayleigh, 3GPP Typical urban [30]

Channel estimation Perfect channel knowledge

Number UEs of per cell (J) 5

Antenna configurations (NTX×NRX) 4×2, 4×4

Antenna correlation Zero correlation

Transmission rank (L) 1

Scheduling algorithm PF

Table 3.1: Main simulation parameters.

Two different simulation scenarios are employed:

• CSB Scenario: The average path loss parameter γi,i between eNB i and UE

i is set to one. All other parameters γi,j between eNB j and UE i, and receiver

noise variance σ2
n are globally defined. As a consequence, the average SNR

(Equation (2.7)) and average SIR (Equation (2.8)) are the same for every UE.

• 3BS Scenario: The UEs are uniformly distributed within 60◦ sectors of three

hexagonal cells with 500 m radius. The SIR and SNR are determined by the

path loss model, individually for every UE. Shadow fading is not considered.

The network layout parameters are listed in Table 3.2.

As a reference design for downlink transmission, a non-CoMP scheme based on

SVD is also simulated. This scheme aims to maximize the channel gain between

the UE and its serving eNB while treating ICI as additional noise. Therefore, the

precoding matrix Fi applied at eNB i consists of the first L right singular vectors

v
(l)
i,i of the channel matrix Hi,i (see Equation (3.10)), i.e.

FNon-CoMP
i = [v

(1)
i,i ,v

(2)
i,i , . . .v

(L)
i,i ] . (3.33)
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Parameter Value

Cell layout Hexagonal grid, 3 cells with 60◦ sectors

Cell radius (rc) 500 m

UE distribution Uniform

Distance-dependent path loss 128.1 + 37.6 log10(d) dB, d in kilometers

Table 3.2: Network layout parameters.

The equalizing matrix Gi used by UE i contains the first L left singular vectors of

Hi,i and is given by Equation (3.11). It is easy to show that both LBP and Iterative

algorithm reduce to this scheme if the ICI is negligible compared to noise.

The performance of the system is characterized by the UE throughput, cell

throughput and Area Spectral Efficiency (ASE) [31], averaged over multiple sub-

frames (300 in the CSB scenario and 100 in the 3BS scenario). The UE throughput

is referred to as the number of information bits inside a correctly received subframe.

The cell throughput is the sum of all UE throughputs in a given cell.

The ASE is used as a metric for the overall network efficiency. In [32], it is

estimated as

ASE ≈ 1

r2cπ

M∑
m=1

T̃UE(rm)

(
U
r2m − r2m−1

r2c

)
, (3.34)

where rc is the cell radius, T̃UE(rm) denotes the average UE throughput at a distance

from the serving eNB between rm and rm−1, and U is the total number of UEs in all

three cells. For estimation, the cell area is thus split into M rings. For every ring,

the average UE throughput is multiplied by the expected number of UEs in this

area, given in Equation (3.34) by the term in brackets. The sum is then calculated

over all M rings. The value of T̃UE(rm) is estimated from 1200 random positions

per user. As the radius increment, ∆r = rm − rm−1 = 10 m is used.

3.2.2 Results and Discussion

The simulation results obtained with the CSB scenario are presented in Figures

3.1-3.6, including the 95% confidence intervals. Note that the y-scaling varies among

plots.

The first set of simulations evaluates the performance of the algorithms for

different channel models and antenna configurations. An SNR of 100 dB is used to

make noise negligible and set the focus on the ability to remove interference. Note

that the maximal achievable throughput is restricted to about 5.05 Mbit/s, due to

the finite set of code rates and finite transport block lengths supported by LTE.

21



Chapter 3. Coordinated Beamforming

−5 0 5 10 15 20 25
1.5

2

2.5

3

3.5

4

4.5

5

5.5

SIR [dB]

A
ve

ra
ge

 C
el

l T
hr

ou
gh

pu
t [

M
bi

t/s
]

 

 

Flat Rayleigh, 4x4
Flat Rayleigh, 4x2
Typical urban, 4x4

(a) ZIOP Algorithm

−5 0 5 10 15 20 25
3.5

3.8

4.1

4.4

4.7

5

5.3

SIR [dB]

A
ve

ra
ge

 C
el

l T
hr

ou
gh

pu
t [

M
bi

t/s
]

 

 

Flat Rayleigh, 4x4
Flat Rayleigh, 4x2
Typical urban, 4x4

(b) LBP Algorithm

Figure 3.1: Average cell throughput over SIR for different channels and antenna setups

at SNR = 100 dB.

Figure 3.1 (a) shows the average cell throughput achieved with the ZIOP algo-

rithm. For flat Rayleigh channels, ZIOP is able to completely remove ICI. Because

the interference is precanceled at the eNB, the performance is not affected by the

number of receive antennas. In typical urban environment, a mismatch between the

channel feedback received during precoder calculation and the channel for which the

precoder is employed occurs, due to the fact that the precoder is calculated only

once per RB. The algorithm is therefore incapable of canceling all ICI, causing the

throughput drop in the low SIR region.

The performance of the LBP algorithm is illustrated in Figure 3.1 (b). The

spatial correlation matrix, used as feedback for LBP, reflects channel variations.

This scheme is thus robust to channel changes and reaches the highest possible

throughput in typical urban channels. However, in the case of two receive antennas

a strong performance degradation is observed. This is mainly due to the inability of

the MMSE receiver to remove the residual interference. In the case of two receive

antennas there is a possibility to completely suppress only one interferer.

In Figure 3.2 (a), different number of iterations NI for the Iterative algorithm

are considered for a flat Rayleigh channel with the 4×4 antenna configuration. It

can be seen that the algorithm converges as the number of iterations increases. For

cost/benefit reasons, NI equal to 10 is chosen for all further evaluations.

As shown in Figure 3.2 (b), the Iterative algorithm performs best in the case

of frequency-flat channel and four receive antennas. As the channel feedback is

obtained in the same way as for ZIOP, the same effect of throughput reduction

as in Figure 3.1 (a) is observed for typical urban channels. Furthermore, the ICI
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Figure 3.2: Average cell throughput over SIR for the Iterative algorithm at

SNR = 100 dB

removal is performed by the receiver, so the reduction of the receive antennas has

the same impact on the performance as for the LBP algorithm.

In Figures 3.3 (a) and (b), the algorithms are compared to each other and to the

Non-CoMP scheme in case of the flat Rayleigh fading channel. It can be seen that

all CB schemes significantly outperform the Non-CoMP scheme, especially in the

low SIR region. This is attributed to the fact that this scheme treats the interference

as an additional noise and does not try to reduce it. Notice that the performance
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(a) Antenna cofiguration: 4×4
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(b) Antenna cofiguration: 4×2

Figure 3.3: Average cell throughput over SIR for different beamforming algorithms and

flat Rayleigh channel at SNR = 100 dB

23



Chapter 3. Coordinated Beamforming

−5 0 5 10 15 20 25
1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

SIR [dB]

A
ve

ra
ge

 C
el

l T
hr

ou
gh

pu
t [

M
bi

t/s
]

 

 

Iterative
LBP
ZIOP
Non−CoMP

Figure 3.4: Average cell throughput over SIR for different beamforming algorithms and

typical urban channel at SNR = 100 dB

loss of the Iterative algorithm in the two receive antenna case is significantly higher

than that of the LBP algorithm. Unlike LBP, the precoder for the Iterative scheme

is calculated only to maximize the channel gain, no interference considered.

Figure 3.4 shows the algorithm comparison for the typical urban channel and

4×4 antenna configuration. The Non-CoMP scheme is here also outperformed by

the CB schemes. However, the performance improvement of the ZIOP and Iterative

algorithm is smaller than in the flat Rayleigh case.

The next set of simulations investigates the behavior of the algorithms in de-

pendance of the noise level. For these simulations, the SIR value is set to 10dB to
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(b) Antenna cofiguration: 4×2

Figure 3.5: Average cell throughput over SNR for different beamforming algorithms

and flat Rayleigh channel at SIR = 10 dB
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Figure 3.6: Average cell throughput over SNR for different beamforming algorithms

and typical urban channel at SIR = 10 dB

reflect a realistic amount of interference.

In Figure 3.5, the algorithms are compared for the flat Rayleigh channel case.

Both plots show ZIOP under-performing in regions where the SNR is lower than

the SIR, since ZIOP is primarily focused on eliminating ICI. As soon as the SNR

is significantly higher than the SIR (at about 13dB), ZIOP gains in throughput,

outperforming the Non-CoMP scheme. Additionally, when 2 receive antennas are

employed, it also outperforms the LBP and the Iterative scheme at high SNR. It

can be seen that in the low SNR region, Iterative, LBP and Non-CoMP achieve the

same throughput. As explained in Section 3.2.1, the precoders and equalizers are

equivalent to each other in this case. Similar effects can be observed in Figure 3.6

for the typical urban channel model.

The simulation results obtained with the 3BS scenario are presented in the

following. In this scenario, the UEs are uniformly distributed over the 60◦ sectors.

The throughput distribution within the sector can be depicted by an Empirical

Cumulative Distribution Function (ECDF). For all simulations, the flat Rayleigh

channel model is used.

In Figure 3.7 (a) and (b), the distribution of the average cell throughput for

the four and two transmit antenna case, respectively, is illustrated. The ZIOP

algorithm performs worst in both cases, due to the relatively high noise level caused

mainly by the interference from outside of the CoMP cooperation set. The LBP

and the Iterative algorithm both outperform the Non-CoMP scheme. When four

antennas are employed by the eNBs, the Iterative algorithm achieves the highest

throughput. However, if the number of receive antennas is reduced to two, this

scheme is outperformed by the LBP algorithm.
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Figure 3.7: Cell throughput distributions of different beamforming algorithms

The next simulations show the influence the different algorithms have on the

average UE throughputs. In Figure 3.8, the bottom 5% of the ECDF depict the

cell-edge throughput. ZIOP performs worse than all other schemes at cell-edge, as

well as near the eNB. However, within the cell there are regions where ZIOP has

an advantage over the Non-CoMP scheme. In similar regions, LBP outperforms

the Iterative scheme in a 4×2 antenna configuration, while the Iterative algorithm

provides the best performance in the 4×4 antenna setup.

In Figure 3.9 (a), the average throughput is used as an overall system perfor-

mance measure, while Figure 3.9 (b) shows the cell-edge throughput. Compared
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Figure 3.8: UE throughput distributions of different beamforming algorithms
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Figure 3.9: UE throughput of different beamforming algorithms

to Non-CoMP, ZIOP provides slightly lower average throughput (−1%,−3%), but

performs significantly worse (−17%,−22%) at the cell-edge. LBP on the contrary

gains both in average (6%, 7%) and cell-edge throughput (3%, 6%). The iterative

algorithm outperforms Non-CoMP on average by 13% for 4×4 and 6% for 4×2

antennas, also on the cell edge with 19% and 11% respectively. Note the difference

in the achieved UE throughput between 2 and 4 receive antennas.

Figure 3.10 depicts the Area Spectral Efficiency (ASE) of the algorithms. Com-

pared to Non-CoMP, all algorithms achieve a higher ASE. ZIOP has minimal

advantage, with only +4%,+2%.While it might seem counterintuitive that ZIOP

has a higher ASE than Non-CoMP while performing worse in Figure 3.9, this is due

to the fact that in a significant portion of the cell, ZIOP outperforms Non-CoMP

as can be seen in Figure 3.8. LBP utilizes the 4×2 configuration most efficiently

with +14%, the Iterative scheme gains most in the 4x4 configuration (+19%).
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Figure 3.10: ASE of different beamforming algorithms
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Chapter 4

Coordinated Scheduling

4.1 Scheduling Algorithm

The scheduler attempts to optimally allocate resources among UEs in the time and

frequency domain, so that the system throughput is as high as possible. With

ICI being a considerable obstacle in this context, eNBs have to cooperate in their

scheduling processes to effectively prevent interference, thus employing the concept

of CS. With CS, eNBs gather channel feedback from UEs located in the CoMP

cooperation set and schedule UE groups according to their summed throughput.

With channel feedback being provided in RB granularity, scheduling is done on

an RB-basis. The i-th set of UEs considered for scheduling in RB [η, κ] is denoted

as Si[η, κ]. The presented algorithm is based on exhaustive search employing the

achievable sum rate, that is defined for UE set Si[η, κ] as

CSi [η, κ] =
∑
s∈Si

12κ∑
k=12κ−11

L∑
l=1

log2(1 + SINR(l)
s [k]) , (4.1)

where SINR(l)
s is the instantaneous SINR for UE s, given by Equation (2.11).

Thereby, it is assumed that eNBs are going to calculate their precoders with LBP

algorithm and UEs will employ MMSE receivers. The scheduling scheme is therefore

called Leakage-Based (LB) scheduling. It is built upon the algorithms presented in

[27, 33].

The LB scheduling steps are described below. As the procedure is the same for

every RB, the corresponding indices η and κ are omitted.

1. Build all possible sets (J3) consisting of one UE from each cell in the CoMP

cooperation set, respectively. The i-th UE set Si contains three elements

s1, s2, s3 ∈ {1, 2, . . . , J} where UE s1 belongs to the first cell, UE s2 to the

second and UE s3 to the third cell. Gather feedback in form of spatial corre-

lation matrices (Equation (3.19)) for all involved UEs.
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Repeat the steps 2. and 3. for all i ∈ {1, 2, . . . , J3}.

2. Compute precoding and equalizing matrices for all UEs in Si using LBP and

MMSE equalization, respectively. The corresponding expressions are derived

in Section 3.1.2 and are given by Equations (3.18) and (3.21).

3. Calculate the achievable sum rate of Si using the Equation (4.1).

4. Select the UE set with the highest achievable sum rate CS .

Notice that the required computational effort grows cubically with J . This is feasible

only for a small number of UEs per cell. Otherwise, a limited number of UEs should

be preselected to reduce complexity. The UE preselection in a cell can be done e.g.

based on the proportional fairness metric [34].

4.2 Performance Evaluation

In this section, link level simulations are used to asses the performance of the

presented algorithm. A brief description of the simulation setup is followed by

simulation results and discussion.

4.2.1 Methodology

In the following simulations, LB and PF scheduling are compared. The simulation

setup is basically the same as in Section 3.2.1, with the exception that the LBP

algorithm is applied at the eNBs and MMSE receivers at the UEs. The simulation

parameters are summarized in Table 4.1.

Parameter Value

Carrier frequency 2.1 GHz

System bandwidth 1.4 MHz

Channel models Flat Rayleigh, 3GPP Typical urban [30]

Channel estimation Perfect channel knowledge

Number UEs of per cell (J) 5

Antenna configurations (NTX×NRX) 4×2, 4×4

Antenna correlation Zero correlation

Transmission rank (L) 1

Precoding algorithm LBP

Receiver algorithm MMSE

Table 4.1: Main simulation parameters.
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The PF scheduling, which is utilized here as the benchmark for comparison,

does not allow for cell coordination. The decision which UE is served on a given

RB is therefore made independently in each cell. In order to ensure fair resource

allocation, the scheduling decision is based on the metric defined for UE j as

Rj [η, κ] =
Cj [η, κ]

T̄j [η]
, (4.2)

where Cj is computed by Equation (4.1), with the UE set containing only UE j,

and T̄j denotes the UE throughput averaged over tc slots. This throughput value is

computed recursively, using an exponentially weighted low-pass filter [34]

T̄j[η] =


(

1− 1
tc

)
T̄j[η − 1] + 1

tc
Cj[η − 1] if UE j scheduled at η − 1 ,(

1− 1
tc

)
T̄j[η − 1] if UE j not scheduled at η − 1 .

(4.3)

At any scheduling instant, the UE with the highest weighted rate R is chosen for

transmission. The parameter tc is set to 10.

The performance of a scheduler is not solely characterized by the achieved

throughput, the fairness in the resource allocation has to be considered as well.

Jain’s Fairness Index (JFI) [35] is used as a metric for fairness comparison. It is

computed as

JFI =

(∑J
j=1 T̃j

)2
J
∑J

j=1 T̃
2
j

, (4.4)

where T̃j is the average throughput of UE j. The value of JFI ranges from 1
J

, when

one UE gets all resources, to 1, when the achieved throughputs of all UEs are the

same and perfect fairness is achieved.

4.2.2 Results and Discussion

The results obtained with the CSB simulation scenario are presented first, including

the 95% confidence intervals. Note that the y-scaling varies from plot to plot.

Figure 4.1 evaluates LB scheduling for different channel models and antenna

configurations. For two receive antennas, a drop in cell throughput occurs with

decreasing SIR. This is due to the employed MMSE receiver. The same effect can

be seen in Figure 3.1 (b) and was already accounted for in Section 3.2.2. In case

of the frequency selective channel, the maximal achievable throughput is slightly

lower than in the flat Rayleigh case. This happens because the algorithm schedules

several UEs in TTI, resulting in shorter transport blocks compared to the frequency-

flat case where the same UE is always scheduled. Thereby, the system overhead

increases, reducing the useful information transmitted.
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Figure 4.1: Average cell throughput over SIR for the LB scheduling algorithm at

SNR = 100 dB

In Figure 4.2, the performance of the LB scheduler is compared to that of the PF

scheduler for typical urban channel and 4×2 antenna configuration. In the low SIR

region, LB scheduling provides a persistent throughput gain over PF scheduling.

With increasing SIR, a similar effect to the one discussed for Figure 4.1 becomes

apparent, because the PF algorithm also schedules different UEs per TTI.

Figure 4.3 shows the average cell throughput as a function of SNR for the two

scheduling algorithms. In both low and high SNR regions, a similar behavior as in

Figure 4.2 can be observed. The schedulers select UEs based on the achievable sum

rate (Equation (4.1)), making them equally susceptible to both SNR and SIR.
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Figure 4.2: Average cell throughput over SIR for different scheduling algorithms and

typical urban channel at SNR = 100 dB
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Figure 4.3: Average cell throughput over SNR for different scheduling algorithms and

flat Rayleigh channel at SIR = 10 dB

The simulation results obtained with the 3BS scenario are presented next. All

simulations are conducted using the flat Rayleigh channel model.

The ECDF of the average cell throughput for LB and PF scheduling with a 4x4

antenna setup is depicted in Figure 4.4. As already illustrated in Figures 4.2 and

4.3, the LB scheme clearly outperforms the PF scheme. It is extremely likely that

a high cell throughput is achieved by the LB scheduler.

The average and cell-edge UE throughputs are illustrated in Figure 4.5 (a) and

(b), respectively. Like in Figure 4.4, LB scheduling is more than tripling average

UE throughput. However, Figure 4.5 (b) shows that UEs at the cell-edge are pe-

nalized by the LB scheduler to nearly a fifth of the throughput compared to the PF

scheduler.
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Figure 4.4: Cell throughput distributions of different scheduling algorithms
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Figure 4.5: UE throughput of different scheduling algorithms

Figure 4.6 (a) depicts the ASE of the two scheduling algorithms, showing a

clear advantage of the LB algorithm (18% for 4, and 29% for 2 receive antennas).

However, Figure 4.6 (b) evidently shows that the tradeoff for the high throughput

of the LB scheduler is unfairness, Jain’s Fairness Index (JFI) being close to the

worst case of 0.2 = 1
5
. This is because the LB algorithm only serves the UE with

the best channel conditions, ignoring all other UEs.
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Figure 4.6: Additional performance comparisons
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Chapter 5

Conclusion and Outlook

Throughout this thesis, cooperative transmission schemes for wireless cellular net-

works called Coordinated Scheduling (CS) and Coordinated Beamforming (CB)

were investigated. They aim at suppressing the interference between adjacent cells

in order to enhance the system throughput, especially at the cell edge.

The investigation begun by introducing the underlying framework, namely the

LTE-A architecture and the corresponding system model. The subsequent chapters

provided theoretical and mathematical descriptions of CS and CB algorithms. Their

performance was then evaluated by means of physical-level simulations, utilizing the

Vienna LTE-A Link Level Simulator.

The CB algorithms investigated in this thesis are ZIOP, LBP and Iterative

beamforming. ZIOP is capable of completely removing ICI, leading to optimal

results in high interference and low noise channels. However, in more realistic

scenarios, ZIOP is performing highly suboptimal. LBP achieves an overall good

performance. In 4×2 antenna setups, it suffers a slight loss, but still outperforms

Non-CoMP schemes. The Iterative algorithm has clear strengths in 4×4 setups,

but falls behind LBP when utilizing a 4×2 antenna configuration. The choice of

a suitable CB scheme therefore heavily depends on the aspects of the considered

system, such as SIR and SNR.

Regarding CS, the LB scheduling algorithm is studied and compared to the Non-

CoMP PF scheduler. The LB scheduler is capable of achieving much higher cell

throughputs than the PF scheduler, but does so at the expense of fairness, serving

only few UEs that experience high channel quality.

The analyses conducted in this thesis assume perfect and a-priori channel knowl-

edge at the transmitter. The future evaluations should investigate the impact of

channel estimation errors on the performance gains achieved with CS and CB. In

this context, the effects of feedback delay and UE mobility should be carefully

considered. Further investigations regarding feedback and signaling overhead are
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also necessary. And while simulations are a great way to check the feasibility of

new algorithms, only measurements under realistic circumstances can evaluate their

performance in a real system. For the use of CS and CB in commercial wireless

communication systems, measurement-based evaluations are therefore necessary.

To conclude, it has been demonstrated that CS and CB have a considerable po-

tential for improving cellular network performance. Now that these CoMP schemes

are integrated into the LTE standard, there is no doubt about them having a huge

impact on future wireless networks.
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Appendix A

List of Abbreviations

3GPP Third Generation Partnership Project

AMC Adaptive Modulation and Coding

ASE Area Spectral Efficiency

AWGN Additive White Gaussian Noise

BLER Block Error Ratio

CB Coordinated Beamforming

CoMP Coordinated Multi-Point

CQI Channel Quality Indicator

CS Coordinated Scheduling

DCS Dynamic Cell Selection

ECDF Empirical Cumulative Distribution Function

eNB eNodeB

eNodeB Evolved Base Station

FDD Frequency Division Duplex

ICI Inter-Cell Interference

ICIC ICI Coordination

i.i.d. independent and identically distributed

JFI Jain’s Fairness Index

JP Joint Processing

JT Joint Transmission

LB Leakage-Based

LBP LB Precoding

LTE Long Term Evolution

LTE-A LTE Advanced

MAC Medium Access Control

MIESM Mutual Information Effective SINR Mapping

MIMO Multiple Input Multiple Output
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MMSE Minimum Mean-Squared Error

MSE Mean-Squared Error

OFDM Orthogonal Frequency Division Multiplexing

PF Proportional Fair

QAM Quadratur Amplitude Modulation

RB Resource Block

RE Resource Element

SINR Signal-to-Interference-plus-Noise Ratio

SIR Signal-to-Interference Ratio

SLNR Signal-to-Leakage-plus-Noise Ratio

SNR Signal-to-Noise Ratio

SVD Singular Value Decomposition

TTI Transmission Time Interval

UE User Equipment

ZIOP Zero Interference by Orthogonal Precoding
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