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Abstract

Due to the continuous increase of data storage e.g. by Google and Facebook an increasing need
for data protection is created. One basic requirement for implementing data protection is an
overview of the technological state of the art. In the fast moving IT industry this is especially
difficult, as technological developments, changed habits, and as a consequence the risk exposure
may change fast.

For everyone dealing with the implementation of systems for data protection it is thus espe-
cially important to know recent developments and possibilities. This is particularly important for
persons dealing with this topic for the first time. Unfortunately, there exists few literature pro-
viding an overview about this topic which allows to get started fast - especially if the importance
of up to date information is considered.

For this reason, this thesis offers an overview about recent developments in the field of
Privacy Enhancing Technologies. To provide a better structure a taxonomy is desired - unfor-
tunately, there does not exist an appropriate one for this purpose. Thus an own taxonomy for
Privacy Enhancing Technologies is created. The techniques are evaluated by means of this tax-
onomy. Finally, an evaluation of possible combinations of the clusters of techniques as well as
exemplary combinations of specific techniques is provided.
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Kurzfassung

Aufgrund der kontinuierlich steigenden Datensammlung unter anderem durch Google und Fa-
cebook entsteht ein stärker werdendes Bedürfnis nach Datenschutz. Eine Grundvoraussetzung,
um Datenschutz implementieren zu können, ist einen Überblick über den Stand der Technik zu
haben. Das ist in der schnelllebigen IT Industrie besonders wichtig, da sich hier technologische
Entwicklungen, geänderte Verhaltensweisen und damit einhergehend auch das Gefährdungspo-
tential rasch ändern können.

Für alle, die sich mit der Implementierung von Systemen zum Datenschutz befassen, ist es
daher besonders wichtig, aktuelle Entwicklungen und Möglichkeiten zu kennen. Ganz beson-
ders gilt das für Personen, die neu in dieses Thema einsteigen wollen. Leider gibt es jedoch
wenig Überblicksliteratur, die einen raschen und schnellen Start ermöglicht - speziell, wenn die
Wichtigkeit von aktuellen Informationen berücksichtigt wird.

In dieser Arbeit wird deshalb ein Überblick über aktuelle Entwicklungen im Bereich der
Privacy Enhancing Technologies gegeben. Zur besseren Strukturierung ist eine Taxonomie wün-
schenswert - leider gibt es jedoch noch keine für diesen Zweck geeignete. Daher wird eine ent-
sprechende Taxonomie für Privacy Enhancing Technologies erstellt. Anhand dieser Taxonomie
werden die untersuchten Techniken evaluiert. Abschließend erfolgt eine Auswertung über Kom-
binationsmöglichkeiten der gebildeten Gruppen von Techniken sowie beispielhaft von mehreren
konkreten Techniken.
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CHAPTER 1
Introduction

Privacy becomes more and more important - not only for experts, but also in public perception.
Examples for the growing importance of privacy are discussions related to data collection by
Google (e.g. resistance against street view) and Facebook [34] (automatic facial recognition,
timeline, the initiative Europe vs. Facebook [111]), discussions related to data retention (in
German „Vorratsdatenspeicherung“), passports with biometrical information included, and the
growing concentration of video monitoring.

Every time when handling sensitive data, considerations about privacy have to be taken into
account. Except for enforcement by laws, it is also an important consideration from the business
point of view as a lack of privacy may harm/prevent business. On the other hand, one may be
able to attract customers from a competitor if privacy is implemented well (and of course this
may be - depending on the business domain - an important point for the customers).

Various ways of enhancing privacy with specific pros and cons and areas of application
exist, and not all of them are equally good. Therefore, they are described in detail and then
compared to each other to provide a solid base for choosing the correct technique for the correct
application scenario. However, it is hard to compare characteristics without a taxonomy for
means of classification.

For this reason, a taxonomy (cf. page 9) is highly desirable to support discussions by the use
of a standardised naming convention. In the field of security, there already exist some important
taxonomies: [3] introduce a taxonomy on secure and dependable computing which, due to its
general focus, is (at least partially) applicable on security in general. Unfortunately, its focus
is too broad for being able to deal with privacy. On the other hand, [1] introduce a taxonomy
which deals with privacy from the policy/requirements point of view. Although it seems to
be somehow close to what is needed in this case, it takes privacy from a different point of
view into account; it enables to classify policies e.g. on websites but not Privacy Enhancing
Technologies. The taxonomy presented in [99] is related to privacy too. However, it is not
suitable to classify Privacy Enhancing Technologies as the provided dimensions do not fit the
requirements for a taxonomy like it is proposed here. [5] provide a taxonomy that has got some
interesting aspects like the purpose for that data may be used. Unfortunately, it is not sufficient
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either to classify Privacy Enhancing Technologies properly. [59] introduces a taxonomy related
to privacy too, but it is too limited due to its narrow focus on the threats (rather than possibilities
to deal with these threats) and „(...)mobile computing and communications technologies used for
personal-health monitoring“, [59, p1]. [110] focus on possibilities to deal with threats, but focus
on information security in general causing the resulting taxonomy being too general and with
too many irrelevant aspects. [91] focus on the information security for service centric systems,
but is again too generic.

While these taxonomies all deal with information security in general, they are inadequate
to precisely cover the privacy-specific properties of PETs. Therefore, in this thesis, a taxonomy
specialised on Privacy Enhancing Technologies is proposed.

The underlying research question regarding the taxonomy is: How can Privacy Enhancing
Technologies be classified in a standardised way? Besides providing a classification scheme it
should ease the evaluation of techniques in this field by providing a base for structured discus-
sions on this topic. In order to establish the taxonomy, literature research is conducted to collect
information about Privacy Enhancing Technologies. This information is analysed and used to
derive a proper classification.

1.1 Motivation

In general, there are several reasons for the need for privacy. Three of the most common reasons
are enforcement through law or the market (competitors), the customers’ need for privacy and
privacy as a requirement to reach own goals. The first two reasons are easy to understand: if
one wants to stay in a market and it is requested by the customers (e.g. sales of products with
sexual relation) or even law (e.g. elections), one has to conform with it. However, it may also be
in one’s own interest to respect privacy to ensure a base of trust and openness that maybe would
not be possible otherwise. For example, complaints might be published anonymously to prevent
potential negative consequences.

But why is privacy so important? One common argument against the need of privacy (espe-
cially when privacy infringement is enforced by law, society, or an organisation) is that if one
has not done anything wrong, one need not have concerns about privacy and therefore no need
for privacy exists (if you have nothing to hide, you have got nothing to fear). However, this
cannot be seen as an argument. You alone should decide how your data is used. If you do not
want it to be used it should not be necessary to tell reasons for it. For example, if a stranger
just walks around asking, what one has eaten at the last meal or how long it is ago that one has
taken a shower, it would probably not harm anyone to answer, but it seems not to be likely that
this stranger would get a lot of answers (because it is not his/her business). Another example is
if a stranger (or even a familiar person) does not stop staring and observing one’s actions - this
may easily cause people to feel uncomfortable even if they have not done anything wrong (and
therefore have nothing to hide).

Of course privacy may also be exploited to harm others, the society, or state misuse should
be prevented. However, a balance must be found between the freedom of the individual and the
needs of the society to prevent misuse. Anyway, one has to always take care of existing laws
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as well as basic concepts of democracy, and the constitutional state („Grundsatz der Verhältnis-
mäßigkeit“).

1.2 Problem Statement and Aim of the Work

Unfortunately, currently available literature related to privacy or Privacy Enhancing Technolo-
gies is often specialised and has got a quite narrow focus - concrete problems or techniques
are addressed and often a specific domain like Radio Frequency Identification (RFID) or health
care like in [66] and [105] are addressed. This is sufficient for people already involved in this
field but in turn makes it hard to get started with this topic (as basic knowledge is missing as
well as knowledge about the state of the art). Unfortunately, this implies a limited number of
publications which address people, who want to get started with privacy or Privacy Enhancing
Technologies. As in the IT industry changes occur in a short period of time, up-to-date liter-
ature is very important. This is because this progress may have impacts like new approaches
for protecting/threatening privacy, adopted habits related to the usage of IT and, last but not
least, the evolution of existing technologies. As a consequence, literature which has been pub-
lished several years ago, may not be up to date, rendering out-dated publications and their results
obsolete.

Therefore, in this master thesis the state of the art knowledge related to Privacy Enhancing
Technologies is summed up, in order to provide an overview over recent advances in the area
of PETs. Furthermore, a taxonomy on PETs is introduced to allow a structured analysis and
discussion of technologies regarding this topic, followed by an examination of recent develop-
ments concerning PETs. Additionally, basic techniques are also taken into account which have
not changed recently but are relevant as the basis for other more advanced techniques. Then the
techniques are evaluated based on the taxonomy in order to show which parts are covered by
which technique. As each technique has got strengths and weaknesses, some possibilities for
combinations of techniques are suggested.

The most important topics that are examined in this thesis are

• How could Privacy Enhancing Technologies be compared?

• Which (recent) approaches exist to enhance privacy?

• What are the pros and cons and in which contexts may these approaches be applied?

• Comparison of the different approaches based on the taxonomy.

• How may different approaches be combined to enhance privacy for different scenarios and
needs?

1.3 Methodological Approach & Structure of the Work

This work consists of 4 main parts (namely a taxonomy to classify Privacy Enhancing Technolo-
gies, approaches how to achieve privacy, an evaluation of the investigated approaches based on
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the taxonomy introduced in this thesis, and finally suggestions for combinations of techniques),
which require different methodologies.

In the first part (cf. chapter Taxonomy at page 15) a taxonomy for classifying Privacy En-
hancing Technologies is described. To the best of my knowledge no appropriate taxonomy
covering all needed aspects exists - for this reason, a custom taxonomy for the classification is
introduced within this thesis. This taxonomy consists of two (sub)-taxonomies: one from a tech-
nical point of view and one for the different perspectives. In order to find out if an appropriate
taxonomy exists, literature research has been conducted. The resulting taxonomy was developed
using knowledge from the investigated taxonomies as well as knowledge from the literature re-
search of the second part (approaches for Privacy Enhancing Technologies) by using abstraction
and clustering to find out common and differentiating attributes of these approaches.

For the second part (cf. chapters Basics of Privacy at page 5 and Techniques at page 33)
recent developments in the field of Privacy Enhancing Technologies are presented which are
organised in 3 sub-parts depending on what aspect is considered: the identity, the content, or the
behaviour. Literature research is required for this part because currently available information
is spread over a great number of publications and often with a very narrow scope. To ensure a
broad scope of application (which is one aim of this thesis), it is important that the approaches
discussed are generic and applicable in various scenarios/contexts and domains. For example,
shielding in order to block electromagnetic waves may be an good idea for enhancing privacy
in the field of RFID but is obviously less useful for protecting data stored in a database. There-
fore, approaches which are quite limited will only be discussed in special cases and at least the
majority of approaches are applicable in a broad scope.

In the third part (cf. chapter Evaluation at page 57), each investigated technique is evaluated
with respect to the taxonomy. Afterwards, a summary is presented so that a quick overview
about the techniques and their evaluation is possible. Therefore, the knowledge gathered in the
first two parts is accumulated. The investigated approaches for enhancing privacy are evaluated
regarding the introduced taxonomy in order to find clusters of related/similar techniques, check if
the taxonomy can be used for classification, and to provide a better overview of the investigated
techniques. This is done based on the knowledge gathered in the second part and comparing the
described characteristics of the approaches to the characteristics defined for the taxonomy.

In the last part (cf. chapter Synergy Effects of PET Groups at page 105), combinations are
investigated. First techniques are clustered into groups which are then combined afterwards.
Finally a selection of specific techniques is combined in order to allow more precise judgement
about the combination. These combinations of techniques intent to cover more aspects of privacy
than one single approach. For this chapter, combining and applying all knowledge gathered in
the previous parts is required.
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CHAPTER 2
Basics of Privacy

This section covers the most important terms, concepts, and considerations related to the topic
of privacy in general as well as Privacy Enhancing Technologies. First, a set of definitions for
important terms is introduced, followed by some considerations regarding the topic.

2.1 Definitions

The definitions provided below should give an introduction to the reader to form a base to get
started with this topic and enable him to follow the considerations, discussions, and evaluations
later on in this thesis. Furthermore, these definitions are required to build up a base of com-
mon vocabulary so that misunderstandings due to unclear or ambiguous terms are avoided. If
not stated otherwise, every time a term is used within this thesis, it is used referring to these
definitions.

Privacy

„Privacy is the claim of individuals, groups or institutions to determine for themselves when,
how and to what extent information about themselves is communicated to others“, [119] quoted
in [72, p124] is a good way to start defining privacy. It sums up that everyone is able to determine
which parts of one’s data are communicated to others and how this takes place. However -
especially in context of modern IT systems and data processing it seems necessary to add these
issues to the definition too. Therefore, a new definition is introduced which builds up on the first
one:

Privacy is the claim of individuals or institutions to determine for themselves when, how and
to what extend data about themselves is communicated to whom and which information may be
processed by whom including the purpose of processing.

Important laws in the context of privacy and data protection are the Austrian DSG 2000 (Data
Protection Law, in German Datenschutzgesetz) [25], the German BDSG (Federal Data Protec-
tion Law, in German Bundesdatenschutzgesetz) [16], the Data Protection Directive 95/46/EG
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of the European Union [31], and the US Privacy Act [81]. However, these laws will not be
investigated in detail as this thesis has a technical and not a legal focus.

Anonymity and Anonymisation

„Anonymity of a subject (...) means that the attacker cannot sufficiently identify the subject
within a set of subjects (...)“, [79, p10]. This set of subjects is called anonymity set and has
the property that the items are not characterised in a unique way by their attributes (within
the set). Therefore, one can measure the anonymity by measuring how many items cannot be
distinguished, which corresponds to the probability of knowing the real identity of an item.

Of course the anonymity is the stronger, the more items cannot be distinguished, which
corresponds to a lower probability. Anyway, unprotected or unconsidered attributes which allow
the identification may exist. This may, for example, be the combination of date and time, the
handwriting, or the content of the message itself. If, for example, an employee or customer
always complains about something (and no one else complains about it) and then a message
related to this appears in the complaint box, it will assumed to be related to this person (however,
this may be exploited in sense of spoofing).

The anonymity for every item may differ. Therefore, in a set with usually high anonymity,
items with low anonymity or even uniquely characterised items may also be contained (cf. [79,
p8-11]). The process of establishing anonymity is called anonymisation.

Pseudonymity and Pseudonymisation

„A pseudonym is an identifier of a subject other than one of the subject’s real names.“, [79,
p21]. Pseudonym is composed of the Greek words pseudo (false) and onuma (name) which
means false name (or as stated in the definition an other name than the real one). The use of
a pseudonym by a group (group pseudonymity) is possible too, as well as the transfer of the
pseudonym (transferable pseudonym). For a group pseudonym it is however not sufficient that a
pseudonym has more than one holder but it has really to be the same pseudo identity (however,
the same name may be used several times by different persons or in different systems). In case
of the group pseudonymity, privacy may be restricted if the members that hold the pseudonym
are known (cf. [79, p21ff]). If the members and the usage of a group pseudonym are not known
(and one single person is assumed to hold the pseudonym), privacy may even be increased as it
gets more difficult to analyse the data related to the pseudonym. The use of pseudonyms instead
of the real identity is called pseudonymisation: „A subject is pseudonymous if a pseudonym is
used as identifier instead of one of its real names.“, [79, p21].

Distinction between Anonymity and Pseudonymity

Both terms seem to be close, which is to a certain extend true if the pseudonyms are applied
carefully. However, some differences exist: pseudonymisation only ensures that not the real
identity is used (cf. [79, p22]) - however, the used pseudonym may be weak and therefore the real
identity obvious. „PeterZimmermann“, „PeterZimmerm.“, and „PeterZimmermann1234“ are all
pseudonyms as they do not correspond to my real identity. However, they won’t help to improve
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my privacy as it is easy to guess that they are used instead of my identity. Even if the pseudonyms
are used carefully, another point which distinguishes anonymity from pseudonymity exists:
anonymity defines that the real identity is not known. With pseudonymity, it is supposed that the
real identity is not known (for public). However, persons may exist who may know it (this may
also be used for ensuring accountability - this is explained later on).

Trusted Third Party

„A trusted third party (TTP) is an entity that facilitates the interactions between two parties who
both trust the third party. In TTP models, the relying parties use this trust to secure their own
interactions. However, in real life a TTP can become untrusted or malicious.“, [120, p2]. The
use of trust in this sense suggests that it is a boolean attribute stating that a Third Party may
either be trusted or not. While this may be true in some cases, the question comes up if trust
should be considered as something in between absolute trust and absolute distrust. However, this
issue should only indicate possible need for further research and is out of scope for this thesis.
Therefore, it will not be discussed in more detail and will not be considered beyond its common
meaning within this thesis.

Privacy Enhancing Technology

„Privacy-enhancing technologies (PET) have been developed (...) to meet the demand of tech-
nological controls providing protection of personal information and online privacy. Various
technologies are available (...) from encryption to anonymisation and to full identity manage-
ment systems. (...) PETs are referred to a variety of technologies that safeguard personal privacy
by minimizing, masking, or eliminating the collection of identifiable information (...) to protect:
the identities of users by providing anonymity, pseudonymity, unlinkability, unobservability of
users(...) and the confidentiality and integrity of personal data.“ [102, p3]. This definition covers
only the identity protection. However, the content as well as the access itself are protected by
PET too. Therefore, for this thesis the above definition gets extended and it is defined that PET
protect these aspects too.

Security

A popular definition of security is as follows: „Security is a composite of the attributes of con-
fidentiality, integrity, and availability, requiring the concurrent existence of 1) availability for
authorized actions only, 2) confidentiality, and 3) integrity with ’improper’ meaning ’unautho-
rized.’“, cf. [3, p13].

Computational Security

„A scheme is said to be computationally secure if the security depends on (...) carrying out some
computation that in principle is possible but in which all of the known methods of execution
require an infeasible amount of computation.“, [96]
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Information Theoretic Security

„A system is called (...) information-theoretically (or unconditionally) secure if the ciphertext
provides no information about the plaintext, regardless of the adversary’s computational power.“,
cf. [26, p200].

Although the definition above targets cipher systems, it can be applied to privacy too. The
definition below will be used for Information Theoretic Security in this thesis. It is based on the
definition above and takes the contrary of Computational Security into account:

In contrast to Computational Security schemes providing Information Theoretic Security
cannot be compromised even with unlimited time and computing resources. The only thing an
adversary may know is a probability that he or she is right. However, this probability cannot be
increased to 100%.

Deniability

For the scope of this thesis it is defined that „(...) a deniable scheme is also non-committing (...)
and secure under selective opening attacks on whichever parties can equivocate.“, [76, p525].

Indistinguishability, Unlinkability

Indistinguishability and Unlinkability refer to similar concepts that are applied to the Protected
Aspects Identity (Indistinguishability) respectively Behaviour or Content (both Unlinkability).
They are used within this thesis as defined below.

Unlinkability is defined as „the infeasibility of an adversary to correlate two transactions
initiated by the same user“, [57].

„Two (..) ensembles (...) are said to be indistinguishable if there exists no witness algorithm
(...)“, [128, p83]. Or in other words: „Two ensembles (...) are called statistically indistinguish-
able if their statistical difference is negligible“, [30, p256]. Although both definitions refer to
ensembles, they are applicable within the scope of this thesis too. Therefore, these definitions
are joined and form the base for a new definition for Indistinguishability:

Two identities are said to be indistinguishable if there exists no witness algorithm and their
statistical difference is negligible.

Both definitions state that it is not possible to differentiate between several instances of the
Protected Aspect (Identity respectively Behaviour or Content). Both concepts (Indistinguisha-
bility and Unlinkability) are part of the taxonomy introduced in the chapter Taxonomy starting
at page 15.

Data Minimisation

„Data minimization means that first of all, the possibility to collect personal data about others
should be minimized. Next within the remaining possibilities, collecting personal data should be
minimized. Finally, the time how long collected personal data is stored should be minimized.“,
[79, p6].

For example, for buying goods online with age restriction it is not necessary to reveal your
identity - the only thing of interest is your age. Therefore, a third party may check your identity
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(for example, with your passport number) against your age and then only transmit the informa-
tion to the shop if you are allowed to buy the good or not.

In reality of course other measures have to be found so that no link to the identity is possible
because the example mentioned is somehow a contradiction: it would be difficult to argue, why
this sensitive data is given to a third party (even if it would only contain the mapping between
passport number and age) just to enhance privacy. Additionally, the passport number alone is of
course not enough to identify a person over the internet as persons from the same household (as
under aged kids for example) could use it. Therefore, an additional PIN or password is necessary.
Data Minimisation may be seen as a general way of improving privacy and the handling of data.
Additionally, it may also improve the usability as one has to enter less data (maybe without
decreasing the quality of service).

Explicit Identifier

The Explicit Identifier is the „set of attributes, such as name and social security number (SSN),
containing information that explicitly identifies record owners“, [40, p14:4]. In terms of Re-
lational Data Base Management Systems (RDBMS), this corresponds to the primary key and
potentially also to the candidate keys (as they too distinguish all records in a relation). However,
some candidate keys may not be explicit identifiers as they either may only be Quasi Identifiers
(e.g. there may occur non-unique values, although no records with duplicate values are present)
or for some reason (e.g. relation with at some point in time few records) common combinations.

Quasi Identifier

The Quasi Identifier is the „set of attributes that could potentially identify record owners“, [40,
p14:4]. In this work, common abbreviation QID is used. In RDBMS this may be a subset of
the candidate keys (as explained above) as well as combinations of attributes, which are not
considered as key candidates (e.g. in a table of 1 million entries, a QID that occurs only twice
must not be considered as a key candidate but nearly identifies one record).

Taxonomy

For the scope of this thesis, the definition of a taxonomy is as stated here: „A taxonomy consists
of the core part which is a schema (or more schemas) and linkbases. The schema is the part that
contains definitions of elements whereas linkbases provide relationships between them. The
definition of elements and their attributes are the basic of the taxonomy.“, cf. [114, p11].

The main purpose of taxonomies is to „allow for a complex subject involving many items
(...) to be simplified into a limited number of major categories of related items, to make them
more accessible for identification and use. They [the taxonomies, author’s comment] aid in
the understanding of a group of items by allowing for a standardized and heuristic approach to
defining and describing the items that make up the subject.“ [22] cited in [60, p2].

Furthermore, taxonomies can be used to analyse, compare, and categorise existing as well
as future schemes, are able to show needs for further research (if, for example, one classifica-
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tion is not covered sufficiently) (cf. [67, p385], [106, p1]) and enable classification and, as a
consequence, (structured) discussions become easier.

Metadata

„Metadata is data linked to some data item, i.e., metadata is data about data. The metadata of a
data item specifies how the data item was created, in which context it can be used, how its was
transformed, or how it can be interpreted or processed.“, [54].

Confidentiality

Confidentiality is „the absence of unauthorized disclosure of information“, cf. [3, p13] or in
other words: Confidentiality ensures that only authorised information disclosure is possible.

2.2 General Considerations

After getting known to the most important definitions, some general considerations are made
which are important for the topic of privacy (enhancement) and data protection. In addition to
the definitions above, this is important to get started with this topic and to correct some possibly
wrong assumptions (e.g. regarding misuse).

Considerations to Anonymity - Misuse

Anonymity, as well as pseudonymity, may increase the risk of misuse. This is because people
may feel more confident about their increased privacy and therefore do things they usually would
not do, especially because they may have less fear of reprisals. One may expect a noticeable
amount of misuse of anonymisers, but an evaluation of the JAP Project [82] however showed
a completely different result: in a timespan of more than three years (July 2001 to December
2004), about four to five requests per month have been made from law enforcement or private
persons related to abuse (the absolute peak was ten) (cf. [36, p6f]). Especially when considering
the amount of data anonymised (three to four terabytes per month), this is only a small proportion
of misuse. Another interesting fact is that although the number of users increased, the number
of inquiries stayed constant. Two possible explanations for this are (i) a low number of people,
who exploit the system for misuse, or (ii) the fact that authorities got used to the fact that they
will not receive data from the project (cf. [79, p6f]). Although this data is already several years
old, it shows interesting relations and especially only a small portion of misuse.

However, this is not an effect that could only be observed in former times when anonymi-
sation services have not been as popular as they are now, or which is limited to one specific
service. A recent research on various anonymisation services (TOR [83], I2P [74], and the com-
mercial GoTrusted System [44]) from October 2010 shows an increased proportion of misuse.
However, this too can be considered as only a small overall percentage. Two big problems of
misuse were investigated: Spam and illegal filesharing. Only a small percentage of the overall
misuse was conducted by using anonymisation services. Depending on the investigation method,
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this means 0,67-4,42% (Spam) and below 0,05% (filesharing) (cf. [63]). This shows that ille-
gal activities take place anyway, independently if there exist systems for anonymisation or not.
Persons conducting illegal activities are somehow attracted to anonymisation services, but the
broad majority of these activities is conducted without the usage of anonymisation services. As
a consequence, neither the observation nor the ban of anonymisation services would improve the
situation significantly. Therefore, they should be seen as a way how honest people may improve
their privacy, and for fighting illegal activities, other countermeasures have to be taken.

So the essence is that misuse of anonymisation services occurs (as with any other service
too) but it is not as common as one may expect, and the majority of users is honest and only in-
teresting in protecting their privacy. In contrast to pseudonymity, it is more difficult to deal with
misuse in case of anonymity as the real identity usually cannot be reconstructed (one exception
to this are some techniques building on Anonymous Credentials, cf. page 53). Depending if one
takes identity protection for the Data Consumer or the Record Owners into account, undesired
activities have to be handled differently. In case of the Data Consumer, one way to deal with
misuse may be the revocation of users, which may be possible anonymously. In case of the
Record Owner, things get more complicated but one may preserve a copy of the original data so
that users could be re-identified in predefined scenarios. One may consider this as pseudonymity
as the published data may be seen as a pseudonym for the real (full) data, but it will still be con-
sidered to be anonymous for the scope of this thesis. The reason for this is that one wants to
protect sensitive data from Data Consumers. This happens even if a copy of the original data is
kept. Furthermore, no new identifier (pseudonym) to the published data is assigned and, last but
not least, it is usually not possible to identify one single person but only a group of persons be-
cause most techniques protecting the Record Owner ensure that there exists a minimum number
of records per group. For these reasons, keeping a copy of the original data does not exclude
anonymity - at least from the view of the external „attacker“.

Considerations to Pseudonymity

Generation and Assignment

The generation of the pseudonyms and their assignment to the users is a crucial task, on which a
big part of the protection of the real identity depends. If, for example, the user is able to choose
his or her pseudonym, it may allow to draw conclusions about the real identity. Additionally,
the date, time, or place of creation (or all of these), as well as the place where the real person
usually stays may be revealed (cf. [79, p21]). All these things probably lower the protection of
the real identity and, as a consequence, privacy. To ensure adequate privacy, one may decide to
refuse user defined pseudonyms and only allow the use of automatically generated pseudonyms
which fit all necessary criteria.

Misuse and Accountability

Two ways of preventing or at least limiting the consequences of misuse are the identity broker
[79, p22] and funds attached to a pseudonym as deposit. The identity broker is a possibility to
manage the relationship between pseudonym and real identity. When a pseudonym is created,
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the identity broker stores information about the real identity. Under well defined conditions
(like e.g. criminal prosecution or abuse), the real identity may get revealed (at least to a limited
group of persons). The deposit is an easy way of preventing damage from a system: under the
assumption that everyone wants the deposit back, one will probably behave in a way which does
not exclude this. Anyway, if someone behaves in an undesired way, the deposit may be used
to cover the expenses caused by the damage. Of course a hybrid system combining those two
approaches is also possible (cf. [79, p24]). This provides a higher security to the providers of
the system as well as affected partners, but on the other hand, it may lower the attractiveness
(even for users who do not intent to abuse it) a lot. If you are about to build up a system
(especially with a not well known organisation like for example, a start-up), it is probable that a
broad majority will not be willing to pay a deposit or to give you information which makes them
identifiable (which can be considered as really sensitive data) to you. In this case, a balance
between attractiveness and security for the provider has to be found.

Requirements of Privacy Enhancing Systems

The most important requirements of privacy enhancing systems include that one must not trust
the network operator nor a centralised node (this may be either a server, natural person, or-
ganisation, or any other kind of involved subject). Other important requirements are usability,
performance (for example, no one would use a world wide web anonymiser that needs 5 minutes
for every request), and reliability (cf. [36, p2ff]). A survey of the JAP Project [82] shows that a
broad majority (more than 70%) of the users of the anonymiser are heavy users (more than three
times per week), 44% are intensive users (more than 5 hours per day online), and 98% use it at
least partly for business purposes (cf. [100]). Taking this into account shows how important the
reliability - especially for commercial products one has to pay for - is.

Market

A survey of the JAP Project [82] showed, that only 60% of the users are willing to pay for this
service and that only 10% are willing to pay more than 5 euro per month. The intensity of
the usage of the service has however no significant influence on the willingness to pay. From
the billing model, a flatrate with a monthly payment is the most preferred option for the heavy
users (cf. [100]). This shows that it is possible to earn money with privacy services; however,
the willingness to pay is limited. Therefore, the question if an economically viable operation is
possible has to be investigated carefully. The broad majority (44%) of the requested content of
the JAP Project [82] is related to entertainment (the biggest subcategory is sexual content with
33%), followed by services like route planning, and search engines (18%) (cf. [79, p5].

Data Protection in the EU and US

The approach for data protection in the US is completely different than in the EU. In the EU, data
has to be considered as private unless there exists another regulation, which means that the usage
of data is only allowed for specified purposes. However, in the US, data protection works just the
other way round: one can do anything with data, except it is forbidden. Additionally, the review
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and control of access to sensitive data by authorities like, for example, the FBI (Federal Bureau
of Investigation) is not possible in the US, as access to the data is not documented (cf. [109]).
All this raises a lot of questions related to misuse by authorities, the principles of data protection,
how much and which kind of data may be used by the state for law enforcement and counter
terrorism etc. As this would exceed the limits of this thesis, these questions will not be answered
in detail but it seems like in this field further considerations are necessary. Important points to be
considered may be the necessity and effectiveness, proportionality, and control/review of access
(cf. [109]) as well as secondary use of data.
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CHAPTER 3
Taxonomy

As mentioned in chapter Introduction at page 1, a taxonomy for Privacy Enhancing Technolo-
gies is required. As no appropriate taxonomy exists yet, a custom taxonomy is introduced in
this chapter [51]. The evaluation of the investigated techniques (cf. page 57) is based on this
taxonomy. However, this evaluation is enriched with suggestions for combinations of different
technologies in order to make them more powerful and combine their pros (cf. chapter Synergy
Effects of PET Groups at page 105). Note that an underlined term in the figures indicates a link
between a generic and a more fine grained figure.

This taxonomy is based on two different viewpoints concerning privacy (cf. figure 3.1 at
page 15):

• The Technology used to ensure privacy with a focus on general approaches than on spe-
cialised and specific techniques.

• The Perspective on privacy dealing with different Views/stakeholders that one can take
into account regarding privacy.

Each of these aspects which is explained in more detail in a separate section is the base of a
separate (sub)taxonomy. These Views on privacy may overlap in certain aspects. Note that these
taxonomies were inspired by and are (partially) based on the taxonomies mentioned in chapter
1.

Figure 3.1: 2 Points of view on the taxonomy for Privacy Enhancing Technologies
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3.1 Technology

The taxonomy aspect Technology (cf. figure 3.2 at page 16) considers privacy as the root of the
taxonomy and takes various technological considerations on and characteristics of privacy into
account. From a technological point of view, Privacy Enhancing Technologies can be classified
into the following groups of attributes: Protected Aspect, Means of Protection, Affected Data
Type, Strength of Privacy, and Base of Security (cf. figure 3.2 at page 16). Each of these groups
is explained in more detail in a separate section.

Figure 3.2: Taxonomy from the technological point of view

Protected Aspect

The Protected Aspect states what should be protected. This may be the Content, the Identity,
or the Behaviour (cf. figures 3.3, 3.4). The Protected Aspect forms the base structure for the
techniques presented in chapter Techniques at page 33.

Content

The Content is what communication or interaction is about. It may be any kind of Content as
specified in the Affected Data Type criteria (cf. page 19).

• One part of the Content is the Metadata which may either be added afterwards (e.g. tags,
keywords etc.) or is generated during the usual process (like e.g. communication partners,
date, and time etc.). This distinction is important because usually generated Metadata is
related to the process itself and for this reason, the possibility to include it in privacy
protection exists. Adding Metadata like tags, however, cannot be prevented as this would
mean to prevent the adversary from having control of any system (including his or her
own ones), which is obviously not possible.

• The second part is the actual Data related to the process.

Identity

Figure 3.4 at page 18 shows the different instances of the Protected Aspect Identity: Anonymity
and Pseudonymity. As they may be a bit difficult to distinguish sometimes, section Distinction
between Anonymity and Pseudonymity at page 6 offers some considerations regarding this topic.
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Figure 3.3: Taxonomy from the technological point of view: Protected Aspect

Anonymity and Pseudonymity are characterised by an important property: the Directional-
ity. It states whether Anonymity/Pseudonymity is guaranteed only in one direction/for one party
(One-Sided) or for both/all parties (Two-Sided).

In addition to Anonymity, Pseudonymity has two more important properties:

• The Holder defines by whom the Pseudonym is held. This may either be an Individual,
so the Pseudonym is only used by one entity or person, or a Group that shares a common
Pseudonym.

• The Cardinality states if the number of pseudonyms a Holder can create is limited (inde-
pendent to which number) or if he or she has no restrictions and could create an unlimited
number of pseudonyms. Depending on the number of allowed pseudonyms, limited Car-
dinality may very well have similar properties as unlimited Cardinality. As the maximum
Cardinality is a property that may be configured for a specific system and therefore, can
be changed as desired and adopted to the specific needs of the system/users, this variety
is assumed to be from administrative nature. Therefore, it will not be considered in more
detail within this taxonomy.
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Figure 3.4: Taxonomy from the technological point of view: Identity

Behaviour

As the name already suggests, the Protected Aspect Behaviour covers all criteria related to how
and when which parts of a service are used including reactions to interactions from the system.
Although the Behaviour itself is usually not an identifier, it may be used in order to identify
a user and to generate profiles, so it is an important aspect that needs to be protected from a
privacy point of view. It can further be classified into:

• Access Patterns characterised, for example, by the timestamp (date and time), accessed
records, or the location from which the access takes place (e.g. country, region, or range
of IP addresses). When comparing this description to the one of (generated) Metadata (cf.
page 16), it becomes obvious that some similarities and common attributes exist and that
Metadata could be used in order to find out about Access Patterns.

• Actions taken by the user like, for example, the used functions, their parameters, and any
other characteristic describing how the user acts.

• Perception refers to the physical perception (e.g. movement of eyes) as well as the mental
perception (e.g. how some content is perceived).

Means of Protection

The Means of Protection states by which means privacy should be protected. This may ei-
ther be Deniability, Indistinguishability, Unlinkability, or Confidentiality (cf. figure 3.5). An
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Figure 3.5: Taxonomy from the technological point of view: Means of Protection

important technical property of all elements within the Means of Protection attribute is the pos-
sibility of Enforced Reversal stating if it is possible to reverse the protection (i.e. reverse the
privacy-enforcing operations) without the consent/Cooperation of the Data Owner or not using
the technique as specified (cf. Reversibility at page 22).

Indistinguishability & Unlinkability

Indistinguishability and Unlinkability refer to similar concepts that are applied to the Identity
(Indistinguishability) and Behaviour or Content (both Unlinkability). For more details cf. the
respective definitions and explanations at page 8.

Deniability

Deniability (cf. definition at page 8) states that an entity is able to deny having anything to do
with some Data or Action. It is the contrary of accountability. It may be important to privacy as
it may allow actions which would usually be punished. On the other hand, one has to take care
of misuse. For considerations on misuse cf. section Considerations to Anonymity - Misuse at
page 10.

Confidentiality

Confidentiality (cf. definition at page 10) states that access is only possible for authorised per-
sons.

Affected Data Type

The Affected Data Type states which kind of information (in a technical way) is treated. This
may be: Stored, Transmitted, Processed, or Combined (cf. figure 3.6). Stored means that only
stored data is considered. A typical example are online storage services. Transmitted data ex-
cludes storage and any kind of processing. It states that the counterpart just receives (and maybe
forwards/(re)distributes) data. A typical example is a proxy server which receives requests and
then just forwards the request and the respective reply without altering or processing it in any
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Figure 3.6: Taxonomy from the technological point of view: Affected Data Type

way nor (under the assumption that it does not have log files) storing it. Processed data states
that the counterpart receives data, then conducts operations on it and optionally returns the re-
sult. It must not store data nor transmit it to any third party. After all operations are completed,
no evidence exists that it has ever dealt with the data. A typical example are online calculators
e.g. for exchange rates of currencies (again under the assumption that they do not keep log files).
As in practice a lot of systems do not only deal with one of these data types, the Affected Data
Type Combined is required to model combinations of the three elementary types.

Strength of Privacy

The Strength of Privacy defines how strongly and robustly privacy is protected. It has the fol-
lowing attributes: Enforceability, Strength of Security, Trusted Third Party Participation, and
Reversibility (cf. figure 3.7). Each of them is described in more detail in a separate section
below.

Enforceability

Enforceability is the ability of one party (this may either be the Server or the Client) to force
the counterpart to participate in a protocol in the specified manner. One simple example is
ordinary cryptography: if one party starts sending only encrypted messages, the counterpart has
to participate in this new protocol (or one is not able to participate at all).

Privacy enhancement may be enforced (with increasing security) by: no one (None), the
Client, the Server, or Both (Client and Server).

Note that Enforceability: None need not mean that the technique is not worth anything and
that privacy may be compromised easily. Although cooperation may be required for a technique
it may only improve another technique or approach which has higher Enforceability but e.g.
lower performance. Furthermore, it does not mean that privacy is violated - it only states that
both parties could prevent this specific technique from being used.
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Figure 3.7: Taxonomy from the technological point of view: Strength of Privacy

Strength of Security

The Strength of Security defines the security model of the technology. It can be distinguished
between:

• Computational Security (cf. definition at page 7) which is based on the assumption that
an attacker has limited computing resources. Therefore, he or she is assumed of not being
able to solve the computational hard problems privacy is based on within a reasonable
amount of time. Cryptographic problems, are - in general - solvable by anyone. A prede-
fined algorithm exists how the underlying problem could be solved which is usually known
publicly (Kerckhoffs’ Principle: „only secrecy of the key provides security“ respectively
Shannon’s assumption that „the adversary knows the system“, cf. [70] cited in [9]). The
protection comes from the secret (key) that authorised persons know. This speeds up de-
cryption a lot. If, for example, the used algorithm is RSA, the underlying problem is
prime factorisation (cf. [15, p165-175]). This can in general be performed by any arbi-
trary person, but the algorithm is considered secure as long as the required resources to
execute the algorithm without secret information are infeasibly high (which means that
the algorithm cannot be broken by an attacker with polynomial or any other form of lim-
ited resources in reasonable time). However, the term limited resources is relative as the
advances in computational power of computer systems have shown limitations of existing
cryptographic algorithms. With increased computational power, simple attacks such as
brute forcing become feasible, effectively circumventing the algorithms’ hard problems.
One exception that cannot be broken (even with unlimited resources) is, encryption based
on a one-time pad that has equal length as the plaintext (cf. [92], [15, p99-102]) which is
actually an information theoretically secure approach (see below).
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• In contrast to this Information Theoretic Security (cf. definition at page 8) means that even
with infinite computational power it is not possible to solve the problems, on which pri-
vacy is based. An example for this is the trivial solution for Private Information Retrieval,
where one downloads the whole database in order to hide the accessed records. Of course,
it is impossible to find out which records are accessed - even with infinite computer power.

Trusted Third Party Participation

The Trusted Third Party Participation deals with the question if/how a Trusted Third Party is
involved in some technique (for an illustration cf. figure 3.8). It has three attributes:

• The Frequency states how often the TTP participates in the protocol. This may either be
Always, only in Specific Scenarios (such as e.g. dissent or problems) or Never.

• The Phase states when the TTP (cf. page 7) participates in the protocol. This may either
be in the Setup Phase only, during the whole Operation Phase or None in case that no
Trusted Third Party is required.

• The Background is a property defining whether a TTP is involved for performing Oper-
ations or Checks, or if No TTP participation at all is desired in the protocol. In case of
Operations, parts of one host’s workload may be delegated to the TTP while in case of
Checks, it is only verified if some specified condition is (not) satisfied. Note that Opera-
tions and Checks involving a TTP need not necessarily cause a decrease of privacy like in
case when Homomorphic Encryption is used. The Background of the Trusted Third Party
Participation should be seen as an agreement between Data Owner and service provider
on how trust and checks are handled within the system.

Reversibility

The Reversibility states if and how much of the original information may be restored and if some
kind of cooperation of the data owner is required (for an illustration cf. figure 3.9). It therefore
consists of two sub-criteria:

• The Degree which may be

– Fully Reversible: all information can be restored

– Partially Reversible: parts of the information can be restored

– Not Reversible: no information at all can be restored

– Deniable Reversible: the Data Owner is able to reverse either the original or an
alternative information. The latter may be used if the Data Owner is forced to reveal
information. It is not possible to identify if the information revealed is the original
or the alternative information.
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Figure 3.8: Taxonomy from the technological point of view: TTP Participation

These classifications are ordered by increasing security. Note that the strength of Not
Reversible and Deniable Reversible may, depending on the arguments, be reversed. How-
ever, Deniable Reversible is assumed as the strongest Degree of Reversibility in this tax-
onomy, as it offers the most possibilities for the Data Owner.

• The Cooperation states if cooperation from the Data Owner is required to reverse the
process of protection or not. However, the basic assumption within this thesis is that
the technique is used as specified i.e. attacks or other action beyong the specification is
neglected.

Base of Security

The Base of Security describes how privacy is guaranteed. Basically three different approaches
exist (cf. figure 3.10):

• The approach based on Statistics intents to prevent e.g. the identification of a person
by lowering the probability of correctly guessing him or her. An example for this is k-
Anonymity where privacy is based on the principle that an identifying attribute is shared
by at least k records. It therefore makes it statistically hard to unambiguously identify
that person within this group (this is only possible with some probability). Usually tech-
niques following this approach cannot be reversed (increasing the probability of guessing
an attribute to 100% again). As they are not based on number-theoretic assumptions, they
offer Information Theoretic Security as the Strength of Privacy but only under specific
circumstances (i.e. without access to additional information): statistical methods/attacks
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Figure 3.9: Taxonomy from the technological point of view: Reversibility

exist that could help to increase the probability again - in case of poor chosen data, even
up to 100% (resulting in re-identification).

• In contrast to this, the second Base of Security builds on computational hardness of Cryp-
tography. This may further be distinguished into symmetric encryption, where the same
key is used for encryption and decryption, and asymmetric encryption, where different
keys are used for encryption and decryption (cf. [96]), like it is the case in the RSA al-
gorithm (cf. [87]). Furthermore, an even more fine grained distinction of cryptography
would be possible - however, this is out of the scope of this thesis. Cryptography relies
on the secrecy of certain information that helps in conducting some kind of computation.
This implies that with unlimited computing resources one will usually be able to solve
the problem and compromise privacy. Therefore, Cryptography as the Base of Security
usually offers only Computational Security as the Strength of Privacy. With unlimited
resources, cryptography can be broken or circumvented such that the problem of deci-
phering a ciphertext can be solved without the secret decryption key.

• The third Base of Security are Mathematical Problems like e.g. the Quadratic Residuosity
Problem which may be used in cryptography (cf. e.g. [43]) as well as for Private Infor-
mation Retrieval (cf. [129, p14ff]). In case of usage for Private Information Retrieval,
this problem has no cryptographic background but still protects privacy as it obfuscates
which bit of a database is of interest to the user (cf. [129, p14ff]). In contrast to Statis-
tics, it is (with unlimited resources) possible to reverse this process, break the protection
and therefore gain again 100% certainty. However, Mathematical Problems may have a
broad variety of hardness. For example, the problem to calculate the sum of two numbers
could be considered as a mathematical problem too - however, it is not a hard problem
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Figure 3.10: Taxonomy from the technological point of view: Base of Security

at least with the computational power and mathematical understanding of today. The dis-
crete logarithm problem (cf. e.g. [69,95], and [15, p177-192]) on the other hand, is a hard
problem. In order to classify the hardness of these problems, the concept of computational
complexity has been introduced. Popular complexity classes are P (solvable in polyno-
mial time), NP (Nondeterministic Polynomial), and EXP (solvable in exponential time),
cf. [77, p260-265].

The comparison above demonstrates that Cryptography and Mathematical Problems have
a strong relation to each other. It is important to note that Cryptography is based often on
Mathematical Problems. However, it is possible too to use Cryptography without Mathemati-
cal Problems (e.g. one-time pad) or to use Mathematical Problems for other approaches than
Cryptography (e.g. the Quadratic Residuosity Problem for Private Information Retrieval). For
an illustrative picture cf. figure 3.11. Most current asymmetric encryption schemes are based on
Mathematical Problems while most symmetric ones are based on other concepts like S-boxes.
For this reason, Cryptography (especially asymmetric Cryptography) and Mathematical Prob-
lems are often but not always correlated and are treated and evaluated independently. Note that
although symmetric Cryptography could be based on Mathematical Problems, this is usually not
the case (for current schemes).

Cryptography does not only consist of encryption techniques. For example, key exchange
protocols like the Diffie Hellman Key Exchange Protocol (cf. [28]) which is based on the discrete
logarithm problem and digital signature schemes are part of cryptography too.

3.2 Perspectives

The taxonomy aspect Perspective (cf. figure 3.12 at page 27) considers privacy from a perspec-
tive oriented approach as the root of the taxonomy and takes the different Perspectives on privacy
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Figure 3.11: Relation of Mathematical Problems and Cryptography (symmetric and asymmetric
separated by the white vertical line)

into account. All distinctions are based on the stakeholder. This may be either the Data Provider
or the Data Consumer (user) which results in:

• The Users View which can further be differentiated into the User Perspective protecting
his or her Identity and the Profile Perspective preventing the generation of profiles about
the user. The Profile Perspective can further be distinguished into the Content Perspec-
tive protecting the actual Content and the Access Perspective protecting the privacy of the
accessed records by hiding what the user is interested in. Note that the User Perspective
and the Data Perspective may seem somehow similar. For a discussion and some con-
siderations on this please, cf. section Similarities between the User Perspective and the
Data Perspective at page 31. For the Users View, the adversary is another user or a Data
Provider the user is communicating with. The user wants to protect himself or herself
by hiding his or her Identity (User Perspective) or preventing the generation of profiles
(Profile Perspective).

• The Data Providers View which does not get further divided into more Perspectives con-
sists only of the Data Perspective. In this case, the adversary is the Data Consumer rather
than the Data Provider. The Data Provider intents to protect sensitive information by hid-
ing the user’s Identity in order to be allowed to publish this sensitive data. Data Consumers
(as well as other Data Providers) may, however, have an interest in reconstructing the Data
Owner’s Identity e.g. by combining information from various sources or performing sta-
tistical analysis. These Data Providers and Data Consumers, trying to reconstruct the
Identity, are considered as the adversary for techniques of the Data Perspective.

In order to provide a better overview and allow more structured discussions, the User Per-
spective and the Profile Perspective are summed up to the Users View. The corresponding coun-
terpart is the Data Source View which consists of the Data Perspective. For explanations and
additional information on this topic, cf. section Two Views and Four Perspectives on Privacy at
page 27.
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Users View

The Users View consists of the User Perspective and the Profile Perspective which is composed
of the Content Perspective and the Access Perspective.

User Perspective

The User Perspective intents to protect the user’s Identity which is similar to the Data Perspec-
tive. These two approaches have similar ideas as a common base but are associated to a different
stakeholder are assigned to different Perspectives. However, they are not identical similarities.
For more details on the similarities and differences between these Perspectives cf. section Simi-
larities between the User Perspective and the Data Perspective at page 31.

Profile Perspective

The second Perspective associated to the Users View is the Profile Perspective which protects
the user from the generation of profiles. It consists of the Content Perspective (Protected Aspect
Content) and the Access Perspective, taking the Protected Aspect Behaviour into account.

Data Source View

The only instance of the Data Source View is the Data Perspective which intents to protect the
user’s Identity e.g. in published data.

Figure 3.12: Taxonomy from the Perspective point of view

Two Views and Four Perspectives on Privacy

In order to provide a better overview and an easier understanding, the Perspectives are illustrated
(cf. figures 3.13, 3.14, 3.15, 3.16). Note that the dotted lines illustrate what is visible to the
server/user, and the solid lines illustrate the information flow.
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In case of the Access Perspective, the Data Consumer requests data without the Data Provider
knowing which data he or she is interested in. For this reason, the Data Provider receives a
request for some data and processes it (however, this processing is a blackbox to it symbolised
by the cloud symbol). The Data Consumer, however, knows exactly which data he or she is
interested in (cf. figure 3.13 at page 29). An example for the Access Perspective is the trivial
solution for Private Information Retrieval (cf. page 44): if the Data Consumer requests the whole
database, although he or she is only interested in one record, the Data Provider has no possibility
to find out which record actually was interesting for the Data Consumer.

In contrast to the Access Perspective, the Content Perspective has no intention of hiding
which record the user is interested in. The Data Provider knows exactly which record it is
expected to deliver - however, it has no idea what this record is about as the record is a blackbox
to the Data Provider, which is indicated by the cloud symbol (cf. figure 3.14 at page 29). A
typical example for the Content Perspective is encryption preventing unauthorised access to
confidential data.

The Data Perspective, on the other hand, hides the relation between a record and the user
this record is about. Therefore, the Data Consumer is able to request some specific record but
he or she does not know who is affected by this record (often the Data Provider does not know
it neither to enforce stronger privacy and security). This is illustrated in figure 3.15 at page 30.
Techniques like k-Anonymity (cf. page 47), that allow Anonymisation of records, are able to
protect privacy from the view of the Data Perspective.

Last but not least, the User Perspective hides from the Data Provider who is requesting
data but not which data is requested. Therefore, the Data Consumers are separated from the
Data Provider by a blackbox (again illustrated with the cloud symbol) so that the Data Provider
finally knows what records it should deliver but neither who receives which record nor which
Data Consumers are involved in the current requests at all (cf. figure 3.16 at page 30). A
simple example for a technique from the User Perspective is a proxy server preventing that the
counterpart knows about one’s identity.

One may ask why the distinction into the Views is necessary when a further distinction into
the Perspectives with a strong similarity is introduced. Although it would actually be possible
to relinquish the Views and just use the four Perspectives, it seems to be more intuitive to have
the stakeholder as a criterion too. Furthermore, it allows a quick categorisation (and selection)
of Privacy Enhancing Technologies appropriate for a specific scenario and stakeholder as well
as a more intuitive way to enable research for a combination of several approaches to deal with
various different needs. For these reasons, this thesis sticks to the use of the two Views as well
as the four Perspectives.

In this thesis, the Data Source View will usually be referred to as the Data Perspective
while on the other hand, the term Users View is used to refer to both the Users Perspective
and the Profile Perspective. Although this classification seems to be strict, techniques exist that
cover both Views (Users View and Data Source View) or more than one of the four introduced
Perspectives (Data Perspective, User Perspective, Content Perspective, and Access Perspective).
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Figure 3.13: Access Perspective

Figure 3.14: Content Perspective
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Figure 3.15: Data Perspective

Figure 3.16: User Perspective
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Similarities between the User Perspective and the Data Perspective

The User Perspective and the Data Perspective take care of similar affairs. Both want to protect
the user’s Identity and intend to prevent others from learning about it. Therefore, they basically
tackle the same problems from a different points of view and within slightly different scenarios:
the Data Provider in the Data Perspective may be seen as a merchant offering data. However, he
or she is only allowed to offer this data under certain conditions like e.g. that it is not possible to
draw one’s conclusions about the person’s Identity when taking a look at the provided data when
and the Data Provider does not trust the Data Consumers. It is assumed that pooled data already
exists. On the other hand, the User Perspective assumes that data is not pooled at the beginning
but that data is collected and then may be assembled to profiles. Of course, data may be pooled
too, but the difference is that this has to be done by the counterpart and is an ongoing process,
whereas at the Data Perspective the pooled data already exists.
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CHAPTER 4
Techniques

In this chapter Privacy Enhancing Technologies are presented. The majority of these techniques
reflects recent developments starting from the year 2009. However, there exist some excep-
tions where older publications are considered because there exist important developments or the
technique itself is important to demonstrate basic concepts or forms the base of other techniques.

4.1 Proxy Re-Encryption

A common problem with encrypting data is that one may decide to share it with another person.
In traditional encryption schemes, one would decrypt it and then share it encrypted under a new
key. The well studied problem of key exchange over an insecure channel is not very hard to
solve anymore: either one uses algorithms for key exchange or uses Public Key Encryption.
However, in recent time a tendency that more and more data is stored remotely instead of locally
exists. This means that it has to be retrieved from a server, then re-encrypted, uploaded again
to the server, and the recipient has to download it again so the data has to be transferred 3
times in order to share it. While this may be nasty but feasible with small files, this may cause
problems if big files have to be shared (although in a local environment it may still be possible).
Things get even worse if the server is not located within the same network, but data is transferred
over the internet (e.g. using cloud services or servers without local connection) or even mobile
devices are involved. To solve this kind of problem, Proxy Re-Encryption (PRE) has been
invented. It builds on Public Key Encryption and enables a semi-trusted third party to transform
a ciphertext (encrypted under some public key) into a ciphertext encrypted under some different
public key without actually decrypting it (or in other words without learning anything about
the plaintext). If, for example, Alice (delegator) decides to share some encrypted data with
Bob (delegatee), she does not need to download it but advises the server (proxy) to re-encrypt
it so that Bob can decrypt it with his own Private Key. The plaintext never gets exposed to the
server. Furthermore, no need for sharing any keys exists (neither her own Secret Key nor any
symmetric key which would have to be managed). An application for PRE is sharing any kind
of data without decrypting it as e.g. when forwarding an encrypted email.
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The two main fields of security in PRE tackle Message Security and Collusion Resistance.
Message Security defines that only authorised users can know the plaintext. It can be classified
into the security levels Chosen Plaintext Secure (CPA-secure), Replayable Chosen Ciphertext
Secure (RCCA-secure) and Chosen Ciphertext Secure (CCA-secure) where CPA-secure pro-
vides the weakest and CCA-secure the strongest security. Collusion Resistance defines that
proxy and delegatee cooperate in order to - as supposed - calculate the Re-Encryption Key
(weak Private Key), but they are not able to calculate the delegator’s Private Key. The delegatee
then uses the Re-Encryption Key to decrypt the ciphertext (cf. [93, p1]). In general there exist
some fundamental differences in implementing PRE. It may be uni-/bidirectional and it may
be transferable/non-transferable. Unidirectional PRE is considered to be stronger as it could be
used twice so that bidirectional PRE is created. Non-transferable states that a delegatee is not
able to re-delegate his or her decryption rights. However, this may be hard to prevent as the
delegatee always may redirect the decrypted plaintext (cf. [49, p1]).

In recent time a lot of new possibilities to deal with weaknesses when applying PRE have
been developed, improving existing schemes, or adding new functionality. Some of the progress
refers to different security models whereas other parts offer new/enhanced functionality. How-
ever, this enhanced functionality may require additional restrictions. What sounds a bit strange
at the beginning may actually be useful. For example, one may want to limit the messages that
may be re-encrypted using Conditional PRE (C-PRE) (cf. [117]) which was improved in [118] or
Type-based PRE (cf. [103]). C-PRE uses conditions to restrict the re-encryption rights whereas
in Type-based PRE there are types associated to data and the decryption capabilities are re-
stricted to specific types. K-times PRE (cf. [116]) has been introduced to bound the number of
times a ciphertext can be re-encrypted. If the proxy would re-encrypt data too often, the proxy’s
Private Key would get revealed (however, this implies that the proxy has got its own Private Key
and Public Key). Another restriction is unidirectional PRE which deals with situations where
trust relations are not symmetric (e.g. in a hierarchy) (cf. [64]). In [93] this got extended to a
Multi-Use Unidirectional PRE (stating that the number of re-encryptions is not limited as in K-
times PRE). If the number of re-encryptions should be bounded or unbounded depends of course
on the aim of the system. Therefore, a flexible way to switch between these schemes would be
desirable.

The next four developments are all based on C-PRE and the first and fourth again enforce
(desired) restrictions. However, the third approach also increases functionality. The first one is
Attribute-based C-PRE and enables the delegator a more fine grained control of the decryption
rights by „(...) setting conditions in the form of access structure and attribute set.“, [135, p1]. It
is based on key-policy attribute-based encryption and token-based encryption (cf. [135]). The
second development is Identity-based C-PRE (cf. [94]) and the main difference to C-PRE is
that not a Public Key but the recipient’s identity is used to encrypt data. This seems to be an
interesting approach when C-PRE should be introduced with avoiding big structural changes
for the end users (such as e.g. in Email Systems). The third approach combines the ideas
of Searchable Encryption (cf. page 36) and C-PRE into one scheme (cf. [136]). The fourth
development deals with Anonymous C-PRE stating that no information about the condition has
to be revealed to the proxy (cf. [35]).

Another development regards Non-Transferability of the ciphertexts. The delegator’s Private
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Key is needed to construct the Re-encryption Key which intents to solve two Problems in PRE:
the PKG despotism problem and the key escrow problem. Non-Transferability is insured by
revealing one’s secrets instead of adding tracing information in order to find out who actually has
distributed data in a non legitimate way (cf. [49]). Another important advance is the introduction
of PRE with an invisible proxy (satisfying CCA-Security). The invisible proxy property refers
to the fact that the „(...) adversary cannot distinguish a regular ciphertext from a re-encryption
of a type-based ciphertext, even if the adversary can obtain all the keys.“, [55, p1]. As stated in
the definition above, the proposed scheme builds on Type-based PRE (cf. [55]). Furthermore,
an efficient Identity-base PRE scheme which achieves master secret security, was proposed (cf.
[115]).

Another interesting proposal is Accountable Anonymity (cf. [123]) which protects the sender’s
privacy as long the sender behaves well. However, it enables a victim, the Registration Database
and the Key Generator to reveal the senders identity if they cooperate. In theory this sounds
like an interesting approach that intents to deal with the problem of misuse in privacy enhancing
systems. However, there are some weak points in the system. According to the definitions of
Anonymity (cf. page 6) and Pseudonymity (cf. page 6) the system does not provide Anonymity
but Pseudonymity. In this case the pseudonym is the whole chain of information that is used to
reveal the identity as described in [123, p113]. Actually it is a system similar to the IP addresses:
as long as no complaint occurs, one uses both of them as a pseudonym and on order of a court
the mapping between Pseudonym and real identity gets revealed. Furthermore, it only enables
accountability when the receiver of some message is a victim. If the receiver is not a victim
but a perpetrator too, the receiver has no interest to report the message and therefore the system
will not work. This may be the case, for example, with illegal filesharing as well as reputational
damage by rumours, consuming illegal services, and arrangements for criminal activities and
terrorism. As argued above, lots of illegal activities could be conducted without fear of getting
caught. Therefore, the idea was interesting, but it seems like Accountable Anonymity is still not
achieved with this system. It is arguably impossible to achieve it with reference to the definition
of Anonymity. However, this approach offers an interesting possibility to fight some specific
type of misuse like blackmailing or spamming.

4.2 Homomorphic Encryption

With ordinary encryption one faces the problem that data has to be decrypted before operations
can be conducted on it (and naturally has to be re-encrypted after the operation). However, this
may be impossible, for example, when data is stored on a third party server which must not
be able to decrypt stored data. Homomorphic Encryption deals with this problem as it allows
operations on data without the need to decrypt it (the result of the operation is the same as if
one would decrypt the value first and re-encrypt it afterwards). This implies that an untrusted
server in a data centre could perform these operations as it is not able to learn anything about the
encrypted values.

In former times, Homomorphic Encryption suffered from a variety of drackbacks like e.g.
that it was inefficient or could only perform additions or multiplications but not both of them
(cf. [107, p5f]). However, in 2009, a thesis was published that presented the first approach
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for Fully Homomorphic Encryption that could be conducted efficiently on arbitrary operations
which led to compact ciphertext [42] by Craig Gentry. Although the constructions based on
Gentry’s Blueprint suffered from several weaknesses like limited efficiency (concerning perfor-
mance as well as the length of keys and ciphertext) and non standard cryptographic assumptions,
this was a big step for further research. Although there has been made progress in improving
the original scheme (cf. [107]), it seems like further research is necessary in order to provide the
possibility for usage under real world conditions. As a simplification Somewhat Fully Homo-
morphic Encryption (Somewhat FHE) has been introduced. It has the weakness that (especially)
the number of multiplications that may be conducted without fostering noise, is limited. This
noise may lead to errors preventing decryption.

Although it seems that further research is necessary, recent developments seem to be promis-
ing for the practical application of Fully Homomorphic Encryption. These developments include
the extension from bitwise encryption as proposed in Gentry’s Blueprint (cf. [42]) to integers
(cf. [108]) which was further improved with respect to its complexity [84, 125]). Furthermore,
there has been developed an extension to messages of arbitrary length that is based on matrix
calculations where the results are transformed into a vector, which implies easy calculations
(cf. [56]). Last but not least, an algorithm has been developed that enables privacy preserving
outsourcing of calculations. It allows to protect the whole equation (including exponents and
not only coefficients) that is the base for the calculations while still enabling the calculation of
the result. Naturally, this implies that the involved server is not able to learn anything from the
calculations (neither the form of the equation nor the values and obviously not the result) so it is
a non-interactive way of outsourcing calculations (cf. [20]).

Under the assumption that Homomorphic Encryption works in a practical way, rights man-
agement may be needed so that only authorised persons can perform operations on encrypted
data e.g. in order to prevent problems with integrity/digital signatures or (illegal) manipula-
tion of encrypted data. Another example are restrictions on which kind of operation may be
conducted by whom. In other scenarios, it may be interesting to retrieve the result of a compu-
tation (decrypted) while it is not possible to get any information about the base of the calcula-
tions. Last but not least, a big improvement may be to base Fully Homomorphic Encryption not
on lattice problems but number theoretical problems like factorisation or logarithmic functions
(cf. [107, p13f]). Anyway, there have already been promising developments in Homomorphic
Encryption but besides technical issues (like e.g. complexity, key size, and the maximum num-
ber of multiplications) one crucial issue seems to be the involved complexity for understanding
the techniques and algorithms as well as implementing them.

4.3 Searchable Encryption

Searchable Encryption deals with the problem that with ordinary encryption it is not possible
to perform search requests on encrypted data. One exception that may be realised easily are
search queries with an exact match. This may be done by encrypting the keyword that one wants
to look up and then looking for the encrypted keyword. However, strong limitations are the
consequence: first it may only be applied to deterministic encryption schemes where the same
plaintext is always encrypted to the same ciphertext (when using the same key). Next it is only
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possible if data gets encrypted word by word (from the moment on, where 2 words are encrypted
together this technique will not work anymore) meaning that fulltext search is excluded. Last but
not least, a lot of well developed search techniques in the plaintext domain cannot be performed,
such as wildcard search, error tolerant search, or multi-keyword search. In order to deal with
these problems, a lot of techniques have been developed. As this thesis cannot deal with all of
them, the most important recent developments are summed up below.

Recent developments can be categorised in two different groups: enhanced functional-
ity/usability and improved performance. Below the most important developments according
to those two groups are presented:

Enhanced functionality/usability

In this group many advances were made leading to important developments. Although the per-
formance is a critical point, it is scalable (at least to a certain amount). Therefore, usability
and functionality are probably the most important things (which cannot be modified by the used
infrastructure). Additionally, increased functionality is often related to increased performance
too, as it does not need to be implemented in an ineffective and complicated way. One example
for this suboptimal implementation is the trivial solution to the fulltext search problem: one has
„just“ to retrieve the whole set of documents, decrypt them on the client and then perform fulltext
search over the plaintext. However, it is obvious that this is inefficient (bandwidth, computation
effort, local storage and time) nor does it make sense to outsource documents and then retrieve
all of them with every search request. Another example is the problem that one faces if one of
the formerly authorised users get revoked (cf. [127, p1]). In case of symmetric re-encryption,
one had to decrypt the whole database in order to prevent unauthorised access (especially if one
does not consider an access control system as sufficient for dealing with this task).

Fortunately, there exist solutions for these problems like e.g. [127] which allow Multi User
Handling for Searchable Encryption in this case. In this paper, a Searchable Encryption Scheme
was developed that deals with accountability (including unforgeablity of the queries) as well as
user management (adding/revoking users). A drawback of this approach is that only one user
has got write access to the database (cf. [126]). Anyway, those approaches need to be combined
in order to meet all needs of outsourced databases. Even if they get combined, traditional (un-
encrypted) data has got more sophisticated mechanisms for access control. Nevertheless, these
approaches are big steps towards the practical relevance of Searchable Encryption. Additionally,
the Separation of Duty (restriction of a user’s query abilities) is proposed as an extension of the
multi-user Searchable Encryption which may be one of those more sophisticated approaches
(cf. [127, p270]).

Furthermore, a number of more useful functions for Searchable Encryption are suggested:
Conjunctive Keyword Search which combines more than one keyword into a search query (cf.
[90], [127, p270f]), its extension the Phrase Search (where a match has to contain the whole
phrase rather than only all of the keywords, cf. [104]), various approaches for Fuzzy Search
(cf. [21, 53], [127, p271]), or Error Tolerance which are based on (non-cryptographic) Hash
Functions and Bloom Filters (cf. [14]). Another interesting approach (cf. [113]) works similar
to a search engine by not only enabling the user to search within encrypted data but also rank the
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results. This approach builds on Order Preserving Symmetric Encryption (OPSE) and intents to
not only find documents containing some keyword but also taking the keywords’ relevance (or
in other words frequency) into account. Another big pro of this approach is that it is able to deal
with updates without rebuilding the whole index. The possibility of authenticating the (ranking
of the) search results by using Hash Chains is also an interesting extension which prevents the
loss or wrong ordering of results.

However, some of the listed techniques may need further development. For example, the
approach introduced by [53] requires the participation of a third party and also obfuscates the
index by padding all entries to the same size as the longest entry. This is done in order to prevent
the server from gaining information that may be used in form of an dictionary attack. It is
obvious that this may cause incredible overhead in the index size.

All these developments (namely Multi User Support, Separation of Duty, Multiple Key-
words, Fuzzy Search/Error Tolerance, and Ranked Search) offer a lot of possibilities for search
within encrypted data. One big drawback is that with most techniques only boolean combina-
tions of several keywords are possible while more complex actions are still not possible. Any-
way, if all the mentioned approaches could be combined into one encryption scheme, this would
support operations which are beyond the „usual“ (e.g. Fuzzy Search/Error Tolerance is not
offered in a lot of applications) or at least at the same scope of search in unencrypted data.
However, a crucial point beside combining the approaches is of course the performance.

Improved performance

A variety of possibilities to improve the performance of Searchable Encryption were developed.
Some of them tackle improvements in means of the storage overhead (cf. [90]), others intent
to reduce computation/communication effort (cf. [29]) or improve the performance of existing
extensions like e.g. [21] where incremental updates are developed in order to prevent rebuilding
the whole index structure when a new file is added. However, again further improvements seem
to be necessary in order to compete with operations on unencrypted data in a feasible way.

4.4 Order Preserving Encryption

Order Preserving Encryption (OPE) is an operation that deals with encrypting values while still
preserving their order. This may also be seen as Homomorphic Encryption (in this case the
operation that is conducted is ordering, cf. [80]). Of course this weakens the security of the
encryption as an adversary is able to deduce the order of the values which already may be
critical (like e.g. in databases containing information about the salary). However, it allows a lot
of operations such as ordering, range queries (by only encrypting the upper and lower bound and
then querying for these values), and min/max queries to be conducted at the same performance as
in case of unencrypted data while still granting more privacy. Additionally, only the encryption
but not the underlying application/database system itself has to be changed. Therefore, it is
important to be aware of the fact that some information gets revealed by OPE and that it is
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really important to protect other attributes well (especially the Explicit- and Quasi Identifiers).
Anyway, if this type of queries is needed, OPE is still more preferable to no encryption at all.

The aim of OPE is to pretend randomness for the values but also for the distance between
them (cf. [68]). As for OPE strict monotonic increasing functions are needed, one faces the
risk of overflows resulting in wrong order as well as loss of data (overflows would result in
inability of decryption). The selection of the key (respectively encryption function) is crucial.
One straight forward approach is to take the logarithm of this function, but this may result in
floating point numbers, where one faces the problem of rounding errors (cf. [68]).

There are also several publications dealing with the security of OPE. In [68] two approaches
for analysing the encryption function’s quality are proposed which are based on constructing a
sequence to be analysed as a signal and the difference between an attackers approximation and
the real function respectively. [121] propose a method to analyse OPE Security by calculating
the average min-entropy.

In [10], the first proved secure OPE was introduced. However, in [121] it was proved that
the theoretical approach of looking for an OPE Object that is indistinguishable from the ideal
OPE Object may not meet the expected security properties. On the other hand, there also exists
a suggestion for increased performance of the scheme proposed in [10] which builds on the
use of probabilistic middle range gap instead of the Euclidean middle range gap (cf. [131]).
Later mutable Order Preserving Encoding (mOPE) was proposed which really achieves optimal
security and a strongly improved performance. The approach in general is simple: the values
are ordered and then mapped to integer numbers in increasing order. Therefore, the order is the
same for every plaintext combination and the distance between the encrypted values is always
1. In order to enable quick decryption this approach uses a B* Tree. It is called mutable OPE
because if there are inserted new values, the data structure is able to change (mutate) in order to
keep security at an optimal level. Additionally, it offers, besides the popular honest but curious
scenario, also a scenario for dealing with malicious servers that try to retrieve more information.
An adoption of this algorithm is also able to deal with this attack, and even this implementation
is a lot faster than the previous ones (cf. [80]).

Another recently presented approach (cf. [132]) deals with additive OPE. However, it is not
clear how effective it is because if additions on encrypted data are needed, then it is probable
that other operations are also needed, which directly leads to Homomorphic Encryption (cf. page
35). On the other hand, one main scenario mentioned in the paper is the ranking of documents,
but again another technique seems to be more appropriate for dealing with this: Searchable
Encryption (cf. page 36).

Last but not least, a Multi User approach for OPE was developed that also enables strong
security measures where even the cooperation of the database server and a key agent will reveal
few information. The two suggested approaches are digest based OPE (DOPE) and its extension
Oblivious Encryption-DOPE (OE-DOPE) (cf. [122]). As the article promises applicability with
every OPE algorithm, a combination of the approaches described in [80] and [122] seems to be
interesting and promising.
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4.5 Deniable Encryption

In ordinary encryption an encrypted text can only be decrypted to one plaintext (otherwise de-
cryption would not be possible). This property is exploited, for example, with the digital signa-
ture in order to ensure that a message is sent by some specific person and has not been faked nor
altered. However, for some scenarios this may be an undesirable circumstance like, for example,
when the existence of encrypted data is known and the owner can be forced to decrypt it. Note
that this does not only refer to law enforcement in a democracy but also law enforcement by
a dictator. In this scenario, Plausibly Deniable Encryption (PDE) can be used to decrypt the
ciphertext to another (innocuous) plaintext (cf. [8, p125f]). Sometimes just erasing data may be
sufficient, but in some settings (as observed transmissions) data cannot be deleted or must not
be deleted (e.g. for legal reasons) (cf. [76, p529f]).

There exist several properties by which PDE can be classified. First it can be distinguished by
who is able to deny the plaintext (namely sender, receiver, or both) resulting in Sender-/Receiver-
/Bi-Deniability. However, the purpose for Bi-Deniability is not as broad as it seems: in order to
avoid inconsistencies, sender and receiver have to agree on a common fake plaintext that may
be revealed instead of the real plaintext. Under the assumption that they need a secure channel,
the question raises why they do not exchange the real plaintext over this channel instead of the
fake plaintext (in this case there would be no need for deniability) (cf. [8, p126]). However, they
may invent the fake plaintext for several transmissions in advance. In an extreme example, they
may invent enough plausible fake plaintexts for the transfers of several years and just have to
exchange them once. Therefore, the risk that exactly this one transmission is observed is low
in comparison to the risk that further transmissions may be observed. Furthermore, another big
risk gets eliminated: subsequent examination.

Other important properties of PDE are the way how the ciphertext is produced and inter-
activity. The ciphertext may be produced by the same algorithm as in honest encryption (fully
deniable) or by a fake algorithm with the possibility to decrypt it to the real or a fake plaintext
(multi distributional). Multi distributional PDEs have got the drawback that they can be re-
vealed by checking if it is possible to generate the observed ciphertext with the fake plaintext or
not (which is not possible) (cf. [8, p126]). Therefore, fully deniable PDEs are highly desirable,
but full deniability is only possible in an interactive way or only for the sender (cf. [8, p129]).
Interactivity depends on whether the system is based on Public Key Encryption (non-interactive)
or involves communication (interactive) (cf. [8, p127]).

In recent time there have been several publications related to PDE, but some of them seem to
be already outdated due to new developments. For example, [52] offer only basic functionality
which has been improved and extended (e.g. by [76]). Others like [112] offer a scheme based
on alternative mathematical assumptions (in this case a lattice based algorithm). An important
development is [76] which offered multi-distributional bi-deniability for the first time. Although
fully bi-deniability implies sender deniability as well as receiver deniability, this is not possible
for multi-distributional schemes. Therefore, the bi-deniability may be considered as sufficient to
construct any combination of sender and/or receiver deniability in the fully deniability setting.
However, for the multi-distributional setting bi-deniability only implies sender deniability but
not receiver deniability (cf. [8, p133] and [76, p533f]). [8] propose a way to measure the security
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of PDE. According to this proposal, the bi-deniable scheme proposed by [76] achieves negligi-
ble security stating that the probability of detecting the deniability is negligible (and therefore
stronger security than polynomial security). It shows that negligible security is possible for all
schemes that are not fully deniable and non-interactive (cf. [8, p129]). [41] proposed the first
deniable information hiding encryption that is secure under the chosen ciphertext attack. A pro-
posal for the first fully deniable non-interactive, sender deniable encryption scheme (cf. [33])
was published as well but it was successfully attacked by Chris Peikert and Brent Waters.

As mobile devices become increasingly popular and have got different requirements for
PDE, this topic needs to be investigated besides the „normal“ PDE research. One initial article
dealing with it is [98] which transfers knowledge about PDE and data leakage into a mobile
environment (treating e.g. characteristics of mobile OS/filesystems, storage media etc.). It also
evaluates an implementation for Android, but there are still other mobile OS (like e.g. iOS)
left. The approach for the hidden volume within another encrypted volume is interesting: the
offset of the hidden volume is calculated dependently on the chosen password. This means that
it does not need to be stored at any particular place, which makes it more difficult to prove its
existence. On the other hand, it increases the probability of discovering the hidden volume (if
the usage of this algorithm is known) as it is known that the hidden volume is located at the
end of the encrypted volume and consumes between 25% and 50% of the overall volume size.
Furthermore, it limits the flexibility with respect to the size of the hidden volume. An alternative
approach for enhancing the flexibility in volume size is to hash the password several times in
order to achieve different volume sizes. Although this is an easy way to increase flexibility, it
does not solve the basic problems.

4.6 Oblivious Transfer

In Oblivious Transfer (OT) in its most basic version, the receiver initialises the transfer of ex-
actly one out of two possible bits of his or her choice without the sender knowing which bit
has actually been transferred. OT is used for secure computing without trusted majority. Two
possibilities to construct OT are Homomorphic Encryption (cf. page 35) and enhanced trap-
door permutations (cf. [65, p520f]). More generalised variants of OT are 1-out-of-n (based on
k-Anonymity, cf. page 47) and k-out-of-n OT where k items are retrieved out of a pool of n
items (similar to the idea of (X,Y)-Privacy, at page 47) (cf. [73, p1]). [73] propose 2 interesting
OT protocols which try to prevent the retrieval of more than the specified k items: Protocol II
intents to daunt unfaithful receivers with a high probability of getting caught whereas Protocol
III prevents the retrieval of any item in case of unfaithful behaviour. Protocol I has got less
interesting properties but is used as a base to construct the other two protocols.

Priced Oblivious Transfer (POT) deals with buyer-seller relations related to digital goods
(such as commercial downloads of software or movies) where it has to be kept secret what
actually was bought. However, a big weakness of POT is that fairness is usually not guaranteed,
which means that buyer and seller could cheat on each other. The seller could refuse to deliver
the goods after receiving the payment. On the other hand, the buyer could accuse the seller
spuriously of just this behaviour and it cannot be proved that this is wrong. With the introduction
of Optimistic Fair POT these problems are solved. This is achieved by an adjudicator who gets
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involved only in case of disagreement (therefore, the protocol is optimistic) and clarifies the
situation in case of problems (even in this case neither the vendor nor the adjudicator know about
what has been purchased). Regardless of this, the user’s privacy still is assured. Furthermore, it
is possible to extend every secure POT to a Optimistic Fair POT (cf. [86]).

Another approach that has got interesting features for e-commerce purposes is [17] which
treats Unlinkable POT with the possibility to recharge the digital wallet. It extends POT so
that not only the retrieved good (Access Perspective) but also the price and the user’s identity
(User Perspective) are kept secret, and even different transactions cannot be linked to a user.
Therefore, real Anonymity and not only Pseudonymity is provided (for the distinction between
these paradigms cf. page 6). Furthermore, two from the economical point of view important
features are added: overdrawing the account is prevented without revealing the actual account
balance and the digital wallet can be recharged. The latter prevents problems when the account
balance is too low to buy goods anymore: no new account has to be created and the remaining
money does not get lost.

In contrast to the scenario above where basically everyone (who pays) is able to access
data/goods, there may exist scenarios where this behaviour is not desired and the access should
be restricted to authorised users while still granting user privacy. This leads to the deployment
of Access Control to OT (Access Control OT, AC-OT). In AC-OT it is required that a (possibly
outsourced) server learns nothing about the credential nor the retrieved record, which is why
AC-OT ensures Access Privacy (retrieved record) as well as User Privacy (credential). In the
following the results of three interesting recent developments in the field of AC-OT are summed
up: The first one provides strong privacy by hiding most of the sensitive data from the database as
well as from the user (cf. [18]). The second one allows disjunction without the need to duplicate
records (cf. [134]). The third one deals with Threshold AC-OT where a specified number of
attributes possessed by a user has to be exceeded to conform the access policy (cf. [124]).

The first AC-OT scheme provides a powerful attempt to enforce privacy which is based on
Anonymous Credentials (cf. page 53). It hides sensitive information from the users as well as
from a (possibly outsourced) database: The database does not know anything about the access
policy and the result of the request (allowed or refused). The user does not retrieve any informa-
tion about the access policy nor does the user get any information about the database (structure)
or access policy except if his or her request was rejected or not. The user’s access is limited to 1
record per request and of course the user can only access records for which the user satisfies the
specified constraints (roles, attributes or rights). Last but not least, user revocation is possible
(cf. [18]).

The second AC-OT scheme provides the possibility of disjunctions in the access control
policy without duplicating signatures in OT that get incorporated into ciphertext-policy attribute-
based-encryption. Due to the omission of duplication, it saves resources for storage, computation
(e.g. indexing, search), and enhances data quality by preventing inconsistencies. Depending on
the underlying cryptography, this may furthermore result in decreased security as attacks on
the encryption and the identification of duplicated records may be facilitated (cf. [134]). This
scheme seems of high importance for practical realisations as disjunctions are part of most access
policies e.g. in form of various groups that may access a resource (however, in most cases a
disjunction instead of an intersection of these groups is sufficient to obtain access to a resource).
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The third AC-OT scheme provides the possibility to define a threshold for the number of
attributes which a user has to possess, in order to get access. It is based on the combination of
fuzzy identity-based encryption and a credential signature scheme. [18] is a special case of this
construction for the case that the threshold is set to the total number of attributes. This scheme
provides an interesting base to construct more complex access control mechanisms expressed
by Linear Secret Sharing Schemes or a composition of „threshold“, „and“, and „or“ operators if
a proper attribute based encryption is selected (cf. [124]). Unfortunately, this scheme results in
inaccurate access policies as only the number of the possessed attributes but not their importance
is taken into account which strongly reduces practical applicability. For this reason, further
research is necessary to build up more advanced schemes that are able to provide accurate access
control. Nevertheless, it is an important step and a good base for further development.

4.7 Direct Anonymous Attestation

Direct Anonymous Attestation (DAA) makes remote authentification of a Trusted Platform
Module possible while still protecting privacy (the Identity stays hidden and actions are un-
linkable). The technical background for DAA is public key cryptography where each TPM has
got a private key that is used to create a signature and a shared group key is used to prove mem-
bership of a group. For revocation usually the private key has to be published to the verifiers, or
relaxed requirements for unlinkability are necessary (cf. [12]). Both possibilities clearly weaken
the privacy protection. On the other hand, revocation is a legitimate and important operation.
For combining both positions - the desire for privacy as well as the possibility for revocation
- Enhanced Privacy ID (EPID) has been introduced. It enables user revocation without relax-
ations on the unlinkability or publication of the private key (cf. [12]). In contrast to most other
DAA schemes, it is also applicable in scenarios beyond the authentification of Trusted Platform
Modules: it could be used in driving licenses or id cards in order to proof the validity of the
document and the possession of certain attributes (such as legal age) without revealing the per-
son’s identity (cf. [12, 346f]). As this approach limits the information disclosure to the minimal
possible amount of data, it is a highly desirable development from a privacy point of view while
the counterparts are still able to meet their obligations. For example, the users can check that
they do not sell alcohol to under-aged persons without knowing the actual ages - an approach
conforming to Data Minimisation (cf. page 8). The basic intention of the scheme presented
in [12] is similar to the idea of Anonymous Credentials (cf. page 53).

Another interesting extension of DAA is forward security which prevents an attacker from
forging signatures pertaining to the past. This is highly desirable because in case of the leakage
of the private key, the consequences are somehow limited to the future while old signatures
are still valid and need not be changed/resigned. Note that in the suggested scheme the issuer
is not able to open the signature (cf. [37]). Forwarding Security may be especially important
in scenarios where a leaked/stolen private key needs some time to be revoked. In this case
an attacker would not be able to backdate a signature, and the victim therefore clearly is not
responsible for any action after it announced that the key has been stolen.

The second scheme that extends DAA beyond its original scope builds up a cloud service
architecture based on DAA. The aim of this architecture is to enable users to specify the amount
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of data shared between several of their accounts and proving platform integrity while still stay-
ing anonymous. Furthermore, the cloud provider is able to assess user account activities and
therefore enforce security measures/policies (cf. [45]).

Unfortunately, not all recent developments are of positive nature. An attack on DAA has
been discovered by treating a Trusted Platform Module as a static Diffie Hellman oracle, which
has not been taken into account in a lot of security proofs. Therefore, the security is weakened
considerably (in case of the TMP 1.2, specified by the Trusted Computing Group, to 70 instead
of 104 bits). This means that corrupted hosts could launch attacks to extract the secret key.
However, DAA is believed not to be broken due to this development, although its security is
weakened. Fortunately, two mitigation strategies were also proposed. The first one is a quick
fix for systems already deployed to avoid firmware updates and simply adopts the change of the
prime numbers. The second one which of course provides more security, is to avoid the static
Diffie Hellman Assumption (cf. [11]).

Another interesting development is Improved DAA, an adoption of DAA which is optimised
with respect to the computational complexity. Due to their limited computing power, this is
especially important for embedded devices such as used in cell phones or machine-to-machine
communication (internet of things) (cf. [50]).

4.8 Private Information Retrieval

Private Information Retrieval (PIR) is based on the assumption that not the Identity of the user
but the accessed resources should be hidden from a Data Provider. There exist 2 key differen-
tiators in PIR: security level (computational or information theoretic) and the number of servers
involved (single server or multi server). For the security level information theoretic security
states that none of the involved servers can find out what data the user requested (even with
unlimited resources). Computational PIR however is (like cryptography) based on computation-
ally hard Mathematical Problems that have to be solved. If they are solved, a Data Provider will
know which data has been accessed.

For the single server scenario, a trivial solution exists that assures information theoretic se-
curity: to download the whole database. It is obvious that this causes enormous communication
overhead and therefore research concentrated on two more effective scenarios: computational se-
curity with a single server and information theoretic security with multiple servers (note that this
is based on the assumption that at least a subset of the servers does not collude) (cf. [129]). [97]
concluded in 2007 that (regarding the computational practicality) no better solution than the
trivial one exists in the single server scenario. Unfortunately, Quantum Computing is not able
to improve this (cf. [6]). However, these results were extended by [75] stating that multi-server
information-theoretic and single-server lattice-based PIR schemes have 1-3 orders of magnitude
lower end-to-end response times than the trivial solution for realistic scenarios. Every time when
multiple servers are involved, one faces the problem that some of them may return wrong results
(either by fault or by intention), which refers to the problem of Byzantine fault toleration. In [27]
Byzantine robustness for PIR was improved to the maximum possible value and additionally the
performance is improved too.
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As always it seems like there does not exist one optimal technique - one has to find a trade
off between computational and network overhead and take the scenario into account too. For
example, high network overheads due to the trivial solution may not be a problem if the database
gets queried a lot of times. However, this will become a problem on mobile devices or if data
changes frequently like in case of stock values (cf. [75, p170]).

Homomorphic Encryption (cf. page 35) may be used for PIR easily: one just has to use
a function dependent on the index using Homomorphic Encryption to receive data without the
server knowing what has been retrieved (cf. [61, p4ff]). In [61] such a scheme is described in
more detail.

Another approach is Extended PIR which enables a user to privately evaluate a (publicly
known) function with two parameters, a block from the database and a string. To add more
flexibility, this notion has been further extended e.g. to be capable of evaluating polynomial
functions (cf. [13]).

For some types of data perturbation (optionally with combining requests of several users to
recover accuracy), it may be another possibility to hide what one is actually looking for. If zero
mean noise gets added for all users, they need not even trust the other users (cf. [85, p4631f]).
However, this will only work where accurate data is not essential like e.g. in location-based
services (for an evaluation on this topic cf. [23]). Another interesting approach is to bundle
queries of several users in order to hide not only the origin (user) or the target (accessed data)
from the server, but the association who accessed what.

One of the biggest drawbacks of PIR (besides its high complexity) is that it relies on the
cooperation of the data provider. However, it is doubtful if the data provider has an interest in
cooperating in this way: if this type of data would not be of interest for it, the provider will not
trace it anyway. But if it is, why should it relinquish it (cf. [85, p4632])? One countermeasure
is the usage of fake queries to hide the real ones. However, one has to take care of timings
and the distribution of keywords/value to prevent information leakage that could lead to the
identification of the real query (cf. [85] for more details). Another drawback is that the user has
to know the location (index) of data the user is interested in and it has to be modelled as a vector.
This is not possible in some of the applications where it would be most desirable like e.g. search
engines. [32] face all these problems by introducing h(k)-private PIR. It basically invents k-1
additional keywords for fake queries in order to satisfy k-Anonymity (cf. page 47).

4.9 Blind Signature

Blind Signature enables digital signature without the signer learning any critical information
about the content of the signed message (blindness), but the user cannot create more signatures
than the number of interactions with the signer (unforgeability). In order to prevent fraud, two
variations of Blind Signatures exist: Fair Blind Signatures which allow a Trusted Third Party to
recover the Identity in case of dispute and Partially Blind Signatures which require that the signer
has some control of the message (e.g. the user should not be able to control the expiration date
of a voucher). Fair Blind Signature however has to be considered as providing Pseudonymity
instead of Anonymity as Anonymity cannot be reversed (cf. Distinction between Anonymity and
Pseudonymity at page 6). Possible applications of Blind Signatures include but are not limited
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to e-cash and e-voting (cf. [89, p34]). Fair Blind Signatures can be based on Oblivious Transfer
(cf. [101]) or on other Mathematical Problems like the discrete logarithm problem. Partially
Blind Signatures are usually based on public key cryptography (cf. [133, p546]).

In [39] the first Fair Blind Signature Scheme in the standard model security was proposed
which exhibits the highest security level that has been achieved by a Fair Blind Signature Scheme
so far. This scheme prevents framing of innocent users/signatures. Another interesting develop-
ment deals with Fair Partially Blind Signatures which is the combination of Fair Blind Signatures
with Partially Blind Signatures and is secure in the standard model too (cf. [89]). Note that these
developments are independent from each other although some of the results seem to be similar.

Most of the time, only the optimal case where goes well and the protocol finishes without
any problems is considered. Another assumption is that if a user starts an action, it will be
finished. Although this may be true often, the possibility that an action fails or gets aborted by
the user has to be taken into account too in a realistic environment. The same applies for the
signer/server. Fortunately, there exists a way to convert every secure Blind Signature scheme
into a Selective-Failure Blind Signature scheme. That is a scheme where blindness is ensured
even if the signer learns about the abortion of some of the executions. This improvement requires
only one more computation and therefore the computational overhead is low. Every transformed
3-move blind signature scheme remains unforgeable in case of abortion but uniqueness (one
signature per key/message pair) is not guaranteed after the transformation (cf. [38]).

Abortions are not the only problem that may affect a cryptographic protocol. Usually cryp-
tography gets weakened considerably if parts of the key are leaked. However, in [88] a protocol
is presented that is able to deal with the leakage of a 1 - o(1) fraction of the private key. This
scheme is lattice-based and with respect to the performance promising for the future as it offers
quasi linear complexity in the key size (cf. [88]). Under the assumption that the key size is di-
rect proportional to available computing power, this means that the performance will stay nearly
equal in contrast to schemes with higher complexity in the key size. Furthermore, the scheme
offers statistical blindness as well as unforgeability and is able to deal with abortion (cf. [88]).

Ordinary (non blind) signature schemes can be built upon arbitrary one way functions. For
Blind Signature schemes this possibility as well as the construction from the random permutation
oracle have been proven to be impossible even in the weakest scenario by [58].

Usually Blind Signature Schemes are not collective, so the partners need not sign both to
cause any action. This is sufficient for many cases but when a contract should be signed, it is
required that all parties sign it simultaneously. For this reason, a Blind Collective Signature
Protocol that is based on the Discrete Logarithm Problem has been introduced. This scheme is
the privacy-preserving version of Collective Digital Signatures. Furthermore, another scheme is
proposed that enables several contracts to be signed by different sets of signers simultaneously
(cf. [71]). This leads to interesting possibilities for complex contractual situations where several
contracts depend on each other as well as on a set of parties.

A hybrid approach combining Blind Signature with Oblivious Transfer (cf. page 41) is
explained in the section k-Anonymity on page 47.
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4.10 k-Anonymity

The general concept of k-Anonymity is a simple way to prevent record linkage using the QID.
It defines that every record has to be indistinguishable from k-1 other records with respect to the
QID (which means that every QID has to occur at least k times). Therefore, the probability of
revealing the real identity is bounded to at maximum 1/k. However, if more than one QID exists,
this is not a problem neither as k-Anonymity may be applied to both of them. Therefore, this
also secures data against de-anonymisation and does not require further mechanisms. One has
to take into account that the result of combining two QIDs to an overall QID or treating them as
two different QIDs is not the same. If they are treated separately the data quality is better as less
attributes which have to be distorted for achieving k-Anonymity exist. On the other hand, if they
are treated separately, one may face serious privacy problems if an attacker is able to find a data
source containing the conjunction of both QIDs (which may even allow a unique identification).
One weakness of the k-Anonymity method is that it assumes that every record owner has only got
1 entry - if more entries are available, Anonymity can be broken (cf. [40, p14:8f]) (although the
attacker has to know that several records belong to one person). To solve this and other issues,
extensions of k-Anonymity like (X,Y)-Privacy and MultiR k-Anonymity have been developed.

In [78] three schemes are proposed which are based on the idea of k-Anonymity. The first
one is based on Blind Signature (cf. page 45), the second one on Oblivious Transfer (cf. page
41), and the third one combines those two in order to hide the user requesting data (User Per-
spective) as well as the accessed data (Access Perspective) (cf. [78]). Although the protocol
based on Oblivious Transfer is based on the idea of k-Anonymity, this does not seem to apply
for the protocol based on blind signature. However, the combination of both protocols in order
to protect the Access-Perspective as well as the User-Perspective is an interesting idea.

4.11 (X,Y)-Privacy

(X,Y)-Privacy is an extension of k-Anonymity which basically defines that for each value on
X k distinct values on Y have to exist. For example, X may be considered as a QID and Y
as a sensitive value or an explicit identifier. This means that each group of QIDs is linked to
at least k different sensitive values or explicit identifiers respectively (cf. [40, p14:10]). The
difference to k-Anonymity is that it does not only take the QID into account and ensures that
k indistinguishable values are contained in the published data but additionally specifies with
respect to which attribute the k indistinguishable values have to exist.

4.12 MultiR k-Anonymity

MultiR k-Anonymity (also known as Multi Relational k-Anonymity) is an extension of k-Anonymity
too. It assumes that data is distributed over several relations as it is common in Relational Data
Base Management Systems (RDBMS) and that 1 table exists containing the explicit identifier
(and probably other data) and various tables containing other data (like sensitive values or QID)
but not the explicit identifier. The method of MultiR k-Anonymity ensures that after joining
all tables (with an inner join) k-Anonymity is satisfied for the result or, in other words that for
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each explicit identifier the QID is shared with at least k other records. Important is that this is
granted not only on record- but on record owner basis and therefore does not suffer from privacy
problems when record owners may have multiple records. This also may be seen as special case
of (X,Y)-Anonymity where X is the QID and Y the explicit identifier (cf. [40, p14:10]), but it is
not exactly the same as it explicitly considers the record owner level and an unlimited number of
relations that are joined. This means that in joint tables the records have to be indistinguishable
from k-1 other records.

4.13 Distinct l-Diversity

Distinct l-Diversity (as well as Entropy l-Diversity, and (c,l)-Diversity) belongs to the family of
l-diversity which in general defines that every QID group contains l or more well represented
values; however, it is not that easy to define what exactly well represented means. This is the
reason why several different methods within this family exist. The easiest is Distinct l-Diversity
(also known as p-sensitive k-Anonymity). It simply defines that each QID group must contain l
or more values. This is technically the same method as k-Anonymity, but from another point of
view as it tries to bound the probability of guessing the parameter directly.

However, this does not prevent probabilistic inference attacks which take the distribution of
the values into account (some values will appear more frequently than others) (cf. [40, p14:11f]).
One big drawback of the family of l-Diversity methods is that it assumes more or less equally
distributed values for the sensitive attributes. If this condition is violated, it may cause a high
information loss, as the QID groups are defined so that in each of them a sensitive attribute
occurs at least once. The number of occurrences of the least frequent sensitive value also defines
the minimum number of groups (as it has to occur in each group at least once) (cf. [40, p14:12]).
Decreasing the number of groups of course implies increasing group size (with the total number
of records being constant) and therefore the accuracy of the dataset is decreased drastically.
However, it may be possible to apply the skewness attack to l-Diversity.

4.14 Entropy l-Diversity

As mentioned Entropy l-Diversity also belongs to the group of l-Diversity methods. As a base
it takes the entropy (measure for the amount of contained information) and defines it as a con-
straint:

−
∑
s∈ S

s

GE
log
( s

GE

)
≥ log(l) (4.1)

where S is the sensitive attribute and GE the respective QID Group Extend. The value of the
left hand side of the expression is the higher, the more evenly the sensitive values are distributed
(which is shown in the example below). The right hand side is used as a threshold which defines
the minimum level of confidence that has to be achieved (cf. [40, p14:12]).

An adversary could try to join at least two tables (of which at least one is anonymised) with
QIDs. As one can see in table 4.1 no information exists which allows the disclosure of the real
identity of the record owners. However, if one also considers table 4.2 and assumes that every
person from the patient table (table 4.1) is also contained in the external table (table 4.2), some

48



real identities may be revealed. For example, two male lawyers are present, but only one of them
is 38 years old. Therefore, one knows that the 38 year old lawyer in the patient table is Doug
and that he has got HIV (cf. [40, p14:8]). With the same technique, one can also find out that
Bob and Fred have got Hepatitis. To tackle this problem, methods like k-Anonymity, (MultiR)
k-Anonymity, and (X,Y)-Privacy have been introduced in order to build up indistinguishable
groups. This attack is known as Record Linkage (cf. [40, p14:7f]).

Although Record Linkage may not be possible, one could also take another scenario into
account. Again one assumes an anonymised (table 4.1) and an external (table 4.2) table and
again concentrates on the linkage of the QID. However, one does not need to find a clear map-
ping between the two tables; it is sufficient to have a high probability of assigning the sensitive
attribute(s) to one person. Again it is assumed that the attacker knows that a record in table 4.1
has got a mapping to table 4.2.

However, one need not get certainty for infringing privacy. If one considers both tables,
it turns out that both dancers have got HIV and both engineers have got Hepatitis (with 100%
probability) (cf. [40, p14:11]). In both cases, not even the age is needed because the disease has
got only one attribute for the mentioned jobs. Another example (again with only 1 attribute) is
the gender. If one knows only the gender of the person, one can assume with a probability of
75% that a female has got HIV in this database. This shows, how dangerous and unexpected side
effects a table may have as not even age or profession but only the gender needs to be known
(which one can find out easily). Even if the age of every female record would be different or
unknown, this would not change anything. Implementing 3-anonymity (cf. table 4.3) does not
change this problem at all. This attack is referred to as Attribute Linkage.

The difference to Record linkage (as explained above) is that one only tries to find out if
attributes automatically infer (with high probability) that another sensitive attribute has a specific
value instead of linking the QIDs in order to reveal the identity. In case of Attribute Linkage, the
identity is never linked directly. However, one can link the sensitive value to an identity anyway.
To prevent this attack, methods like l-Diversity, Entropy l-Diversity, Confidence Bounding etc.
have been developed.

If one applies Entropy l-Diversity to table 4.3, this means that for the first group (Profes-
sional, Male, 35-40 years) the attribute Hepatitis occurs in 2 (out of 3) cases and HIV in 1 (out
of 3) case(s) which leads to
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respectively which are then (according to the equation 4.1) summed up:
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For the group Artist, Female, 30-35 years this leads to
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Therefore, the overall table only satisfies l-Diversity if l<1,75. Please note that the results in the
equations 4.3 and 4.4 are rounded. However, the biggest problem with Entropy l-Diversity is
that it does not measure the confidence level in an intuitive way (cf. [40, p14:11f]).
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Job Sex Age Disease
Engineer Male 35 Hepatitis
Engineer Male 38 Hepatitis
Lawyer Male 38 HIV
Writer Female 30 Flu
Writer Female 30 HIV
Dancer Female 30 HIV
Dancer Female 30 HIV

Table 4.1: Patient table, [40, p14:8]

Name Job Sex Age
Alice Writer Female 30
Bob Engineer Male 35

Cathy Writer Female 30
Doug Lawyer Male 38
Emily Dancer Female 30
Fred Engineer Male 38

Gladys Dancer Female 30
Henry Lawyer Male 39
Irene Dancer Female 32

Table 4.2: external table, [40, p14:8]

Job Sex Age Disease
Professional Male [35-40) Hepatitis
Professional Male [35-40) Hepatitis
Professional Male [35-40) HIV

Artist Female [30-35) Flu
Artist Female [30-35) HIV
Artist Female [30-35) HIV
Artist Female [30-35) HIV

Table 4.3: 3-anonymised patient table, [40, p14:8]
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4.15 (c,l)-Diversity

(c,l)-Diversity is also a member of the family of l-Diversity methods. Basically it defines that
the frequency of values is not too high nor too low. The intention behind this is that an attacker
should not be able to infer privacy although the attacker is excluding some possibilities by apply-
ing background knowledge. With fi, i ∈ 1...n as the frequency of the ith most common value,
(c,l)-Diversity is defined as following: f1 has to be lower than the totalised frequencies of the (n
- l + 1) least common values multiplied by the user defined factor c or written as a formula:

f1 < c

n∑
i=l

fi (4.5)

This intents to balance the frequency of the most common value and the frequencies of the least
common values. If this applies to all of its QIDs groups, a table has recursive (c,l)-diversity.
However, big drawbacks of this system exist: the risk is shown in a non-intuitive way, it focuses
too much on the most frequent and most infrequent value(s), and it does not allow the definition
of different thresholds for different values of a sensitive attribute (only for different sensitive
attributes). Anyway, recursive (c,l)-Diversity helps to prevent table linkage in a better way than
Confidence Bounding which intents to resolve the drawbacks of it (cf. [40, p14:12f]).

4.16 Confidence Bounding

Confidence Bounding is a simple concept which, as its name already suggests, intents to limit
the probability with which one is able to guess that a sensitive value is related to a record. It
defines that for every group within a QID, the confidence of assuming a certain value for a
sensitive attribute, has to be below a defined threshold. It is important to note that the maximum
probability of a value within the QID is important. For table 4.3 this means that every threshold
below 75% is violated for the sensitive attribute Disease with the value HIV. This is because
one knows that a member of the group Professional, Male, 35-40 years has got 33,33% and
the group Artist, Female, 30-35 years 75% probability of having HIV (cf. [40, p14:13]). As
the highest of these values is 75%, it cannot be guaranteed that the probability of guessing a
sensitive attribute may be lower than 75%, which therefore limits the confidence level. Naturally,
all higher confidence levels (which means lower probabilities) would be violated too.

4.17 (α, k)-Anonymity

(α, k)-Anonymity is an approach which combines the methods of k-Anonymity (k indistin-
guishable records per QID group) with Confidence bounding (confidence with which a sensitive
attribute value for a QID group may be guessed is limited) (cf. [40, p14:8,13]). It therefore
combines the advantages of both methods but also increases the data loss.
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4.18 (k,e)-Anonymity

With applying k-Anonymity logics to numerical values, one would face the problem that a wide
range of numbers that occur exists. In case of a sensitive attribute that measures a percentage
as integer for example, 100 different values exist that have to be covered. So statistically 200
values are needed in order to apply 2-Anonymity. In reality however, less would be needed
as the numbers of the percentage probably will not be equally distributed. But if one takes
floating point numbers into consideration, it becomes obvious that the problem is very unlikely
to be solved without excluding a lot of records. Therefore, (k,e)-Anonymity has been proposed.
It is basically k-Anonymity applied to numeric values. The additional parameter e defines a
minimum range of the values, and the parameter k defines minimum number of indistinguishable
records (as it is the case in the method of k-Anonymity too). Anyway, this method has its
weaknesses too: if the majority of records has got a similar but distinct value and one value that
is different, the similar values can be guessed with high probability, although the variables e and
k indicate a stronger anonymity (cf. [40, p14:13]). As an illustrative example, the explanation of
this problem in [40, p14:13] is used as a base: a table with 10 records for some QID exists, and
for the sensitive attribute 7 different values within this group exist. From the 10 values, 9 are in
the range from 30 to 35 and the last one is 80. This allows to guess that the sensitive value of a
record owner is with 90% probability in the range 30 to 35, although (k,e)-anonymity is satisfied
with k=7 and e = 50. This is because 7 different values (=k) exist and the range of the sensitive
value within this group is 80-30=50 (=e) (cf. [40, p14:13]).

4.19 (ε, m)-Anonymity

(ε, m)-Anonymity is a method that simply limits the probability that one can guess parameters
in the range s±ε to 1

m where s is any sensitive value within a relation. It is also effective when
statistical outliers exist (cf. [40, p14:13]).

4.20 Personalized Privacy

Personalized Privacy builds on a principle similar to the one used in Confidence Bounding: one
tries to limit the probability with which an attacker can assign a sensitive attribute to a record
owner. The difference however is that the record owner can specify the level of confidence the
record owner wants to have for his or her record. Therefore, a tree of the information is necessary
and as one is moving from the root to the leaves one gets more detailed information with every
layer. Personalized Privacy sets a limit for a record so that one cannot extract more information
than to a specified layer. Again, taking the tables 4.1 and 4.2 into account, Cathy may specify
that an attacker may know that she is present in table 4.1 (and therefore that she has got some
kind of infectious disease), but she does not want anyone to know which disease she is suffering
from. Bob however may not mind if anyone knows about his disease so he can specify a lower
protection level which leads to less information loss (cf. [40, p14:14]). A reason for this is that
Cathy knows that any infectious disease ranging from a cold to HIV is stored, so the significance
of her being in the database is limited anyway.
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With this approach it is possible to decrease the information loss as only the minimum level
of privacy is satisfied, but problems with the record owners are avoided anyway, because they
are fine with the protection level of their record. However, as they will probably have a lack of
knowledge about the rest of the records which should be published, they may tend to overprotect
their privacy and also do not allow any knowledge about common attribute values (cf. [40,
p14:14]). Anyway, it seems to be possible to distribute generalised and aggregated data (as
for example, the count percentage of the occurrence of their sensitive values in other records) in
order to enable them to judge this situation better without a considerable overhead.

4.21 t-Closeness

t-Closeness tries to prevent the skewness attack and therefore intents to conserve the distribution
of the original data as good as possible in the published data. Therefore, the Earth Mover
Distance (EMD) is used to compare the distributions. The limit of the closeness must not be
lower than specified by the parameter t. Anyway, some drawbacks with this method exist too:
like a lot of other methods (except of Personalized Privacy), it does not allow any distinction
between the attribute values. Additionally, it must not be used for numerical values as the EMD
function may allow Attribute Linkage. Last but not least, it may cause a huge data loss as the
sensitive values have to have the same values (with the same distribution) in all QID groups.
As a consequence, the correlation between QID and sensitive attributes would be harmed in a
serious way (cf. [40, p14:14]).

4.22 Anonymous Credentials

Although it affects only a small percentage of the overall users, some of them may misuse
anonymisation services (cf. page 10). Anonymous Credentials however offer Anonymity while
still being able to enforce authentification/accountability and to deal with misbehaving users.

This approach can either be based on Blind Signatures or on Zero Knowledge proofs. It
also takes Data Minimisation (cf. page 8) into account (cf. [62, p1f]) and is thus a privacy
friendly technique for achieving the goals of all involved parties: users get the desired privacy
and furthermore are able to decide what information gets revealed, while service providers still
are able to fulfil legal restrictions (such as e.g. age restrictions) and ensure that, for example, only
a specified group of users is able to use their service. However, companies whose business is to
collect, analyse, and sell user data will not be happy about enhancing user privacy (cf. [62, p3f]).
Nevertheless, this is an important business case for a lot of companies. Anonymous Credentials
are also responsible for certain tasks which are better handled by traditional systems (using a
combination of username and password) but still need to be managed by them as well. In the
following, the most important recent developments in the field of Anonymous Credentials are
summarised.

User revocation or blacklisting of misbehaving users seems to be one of the most difficult
tasks related to Anonymous Credentials whereas it is much more difficult to be managed in
traditional systems because the users’ identities or at least Pseudonyms need to be known for
access blocking. If one assumes that the system is open for everyone to register things get more
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complicated as the user may try to re-register, if his or her account is blocked. However, things
get a lot more complicated when dealing with Anonymous Credentials as Anonymity is ensured.
Fortunately, a lot of research related to this topic was done. In [62] user revocation is discussed in
depth. Besides user revocation, it also deals with Mobile Anonymous Authentification. [47] offer
a possibility to efficiently remove misbehaving users, but the approach relies on cooperation
between a Public Authority and the Issuer, and furthermore is argued that „These keys can be
later on used to identify malicious users and attackers (...)“, [47, p213]. This concept is extended
in [48]. However, this is a conflict with the definition of Anonymity (cf. page 6), and therefore
it seems to be necessary to consider the used concept to offer Pseudonymity but no Anonymity.

Another important publication is [7] which introduces the first scheme that offers efficient
delegatable Anonymous Credentials. Although this approach is interesting (it is argued that,
without delegation, the Data Provider would completely be overwhelmed by the flood of re-
quests, cf. [7, p108f]) major weaknesses of the system exist: at first, it offers just delegation
but no rights management. The lack of rights management in combination with an anonymous
system seems to be risky as (group) dynamics may lead to the loss of control who can access the
system. More and more users could be invited with the undesirable effect that users may have
more privileges than desired (although it can be traced back by whom they were invited). For
some systems, this may be less of a problem (e.g. if they want to have users with equal privileges
and the access of the first user to a public database is read-only) but, in general, this is indeed an
undesirable effect. Secondly, this system relies on a Trusted Third Party (TTP). However, this
only shifts the trust requirements away to another party, which is still a sub optimal solution.
Privacy should be achieved in general ’by design’ (e.g. by using cryptographic means).

With these considerations in mind a system for user revocation which does not need a TTP
to be involved was introduced (cf. [2]). It allows servers to automatically apply complex policies
to blacklist misbehaving users based on scoring - the user gets blacklisted if he or she exceeds a
certain threshold in one or more categories. However, this may (optionally) be improved again
by positive ratings. In order to offer more fine grained control, an extension that offers the
possibility to take the severity of the misbehaviours into account was developed.

Furthermore, several interesting improvements not related to user revocation were proposed
as well. For example, [46] enable the usage of encrypted attributes in Anonymous Credentials
in order to hide information from the user. This is due to the fact that the user may not be the
only one who wants to hide information: the issuer of the credential may want to hide some
confidential information from the user too, which is still required as attribute to deliver the de-
sired service, which again leads to problems. Another extension of Anonymous Credentials,
especially important for real world applications, is that the credentials may be issued from sev-
eral authorities. However, sometimes it may be necessary to combine credentials from several
authorities. Therefore, [19] propose a system based on indexed aggregate signatures which is
the first one that enables the combination of credentials from different authorities.

[24] deal with the problem of access control in oblivious databases. As the user is not
known it may be difficult to enforce access control policies. However, an approach based on
directed graphs was proposed which extends Anonymous Credentials to be stateful. It is an
interesting scheme as it ensures privacy from the access perspective (no information is revealed
about the accessed items) as well as from the user perspective (the users identity is not revealed
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neither). Additionally, history-based access is possible with this scheme too. However, it needs
to be improved in order to support concurrent access (unfortunately, only sequential access is
considered).

As mobile devices continue to become more important, [4] describe a scheme called Anony-
mous Credentials Light which is based on Blind Signatures (cf. page 45) with Attributes. It is
specifically designed to be efficient which is, due to limited computing power, especially inter-
esting for mobile devices.

A hybrid approach combining Blind Signature (cf. page 45) with Oblivious Transfer is
explained in the section k-Anonymity on page 47.
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CHAPTER 5
Evaluation

In this chapter, the methods presented in chapter Techniques at page 33 are evaluated based
on the introduced taxonomy. Due to the broad variety of presented techniques, the evaluation
is kept general. This means that the overall approach of the techniques (like e.g. Searchable
Encryption or Oblivious Transfer) is evaluated and rated. When possible the techniques are
clustered to groups so that a better overview is possible while still considering the individual
special properties of the techniques to ensure a detailed analysis.

The evaluation is based on the taxonomies regarding Technology and Perspective - both is
considered for every technique in an own subsection.

5.1 Techniques

k-Anonymity

k-Anonymity (cf. page 47) is a simple but effective technique to enhance privacy.

Technology

k-Anonymity has Statistics as the Base of Security because it is based on lowering the probability
of guessing the respective identity (from initially 100%) to a predefined threshold.

Following the argumentation from above, the Strength of Security is Information Theoretic
Security: it is impossible to calculate the relation between data and the respective identity with-
out further knowledge; one just has to know it (and if not, one could only guess it with some
probability below 100%). This cannot be changed with any amount (even unlimited) of compu-
tation power. Per definition this results in Information Theoretic Security. For the same reason,
the Reversibility has the Degree Not Reversible and Cooperation is required to reverse this pro-
cess (the Data Owner has to reveal his or her Identity to reverse the process). Only the Server
(=Data Provider) has the Enforceability because it controls the data before it gets published.
Each Data Owner is only able to control his or her own information that is disclosed to the Data
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Provider, but not how the data is aggregated at the Server. For this reason, the client is not con-
sidered to be capable of enforcing this technique. The Trusted Third Party Participation occurs
with Frequency Never and, therefore, affects the Phase None, both resulting in the Background
No TTP Participation because it is not required nor desired that any Third Party (regardless if
trusted or untrusted) participates in the protocol. The protocol only obliges the Data Provider
to remove data, which it can do itself. As the strongest scenario possible is considered, it is
assumed that no TTP will participate.

The Affected Data Type is Stored - Transmitted and Processed data is not relevant for this
technique.

As stated above Protected Aspect is the Identity (to be more precise by establishing One-
Sided Anonymity). This is because in contrast to Pseudonymity (where the Identity gets replaced
with a Pseudonym), the Identity is removed (at least this applies for the published data). One
may think of the possibility that the Data Provider could preserve the removed information and
that this may lead to Pseudonymity. This is not true as not even the Data Source can restore all
information, of course, assuming that the original data is not considered (this would not make
sense anyway, as this data already contains all data).

The Means of Protection is Indistinguishability because the Identity is hidden rather than the
Behaviour or the actual Content. Deniability is not existent in this case. One could argue that
due to Indistinguishability Deniability exists. This is (at least to some extend) true because one
could deny having anything to do with the published data. However, if the original data is taken
into account, it becomes clear that Deniability does not apply for k-Anonymity.

Perspective

In a typical scenario for this technique, the Data Source wants to publish some data but is only
allowed to do this after applying k-Anonymity. As one can easily see, the Data Source is the
main stakeholder. Therefore, the associated Perspective is the Data Perspective.

(X,Y)-Privacy

(X,Y)-Privacy (cf. page 47) is an extension of k-Anonymity preventing Attribute Linkage At-
tacks (cf. explanation at page 49).

Technology

The Base of Security for (X-Y)-Privacy is Statistics due to the fact that the probability of guessing
the correct assignment of identities to records is lowered by enforcing collisions within the QIDs
as well as the related sensitive attributes. It is not possible anymore to reverse this process and
increase it up to 100% again.

The Strength of Security (X,Y)-Privacy has clearly to be classified as Information Theoretic
Security as it is not reversible with any arbitrary amount of computing power without further
knowledge. Regarding the Trusted Third Party Participation, the Frequency with which the TTP
participates in the protocol is Never and accordingly the Phase is None, both resulting from
the Background that No TTP Participation is desired nor required for this technique. As this
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technique requires an honest Data Provider pre-processing all data before publishing it, it is
obvious that the Server can enforce it. Unfortunately, it is not possible for a Client to enforce it
the other way round, which directly leads to the Enforceability being only possible by the Server.
Regarding the Reversibility, the Degree is Not Reversible as the Data Provider would not be able
to recover all data and increase the probability of mapping an record owner to a record to 100%
again (of course assuming the original data is not available). Therefore, only the record owner
himself is able to reveal his or her Identity by providing the mapping between sensitive attribute
and the QID. For this reason, Cooperation is needed to reverse this process.

As this technique affects data that is being published from a database, the Affected Data Type
is Stored.

The Means of Protection is based on Indistinguishability & Unlinkability (to be more precise
on Indistinguishability) as the Protected Aspect is the Identity.

As indicated above, the Protected Aspect is the Identity which is protected by means of
Anonymisation because the explicit IDs are removed rather than substituted. The Directionality
is One-Sided because only the Identity of the Data Owner is hidden.

Perspective

Examining the use cases of this technique, it becomes clear that the stakeholder is a Data
Provider that wants to publish confidential data without harming privacy. As a consequence,
this leads to the Data Perspective as the associated Perspective.

MultiR k-Anonymity

MultiR k-Anonymity (cf. page 47) is an extension of k-Anonymity that considers that data is
split into multiple relations. It explicitly takes the record owner level and not only record level
into account, which is why it supports multiple records per record owner too.

Technology

Like its base technology k-Anonymity, this technique generalises the data that is published so
that the probability that a record can be de-anonymised is lowered to the desired level. Therefore,
the Base of Security is Statistics.

The identifiers are not only substituted by a pseudonym but are completely removed from the
data to be published. For this reason, it is clear that the Base of Identity Protection is Anonymi-
sation.

Statistics as the Base of Security implies that this technique is not reversible and, therefore,
the Strength of Security is Information Theoretic Security. For applying this technique, no Third
Party is required; all operations can be conducted by the Data Provider itself. Therefore, no
Trusted Third Party Participation exists, which implies the Phase and the Frequency are Never
respectively None and the Background is No TTP Participation. Again, the Client has no influ-
ence on the way data is stored on the Server, which is why the Enforceability is only possible by
the Server.
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It becomes clear that the Reversibility has the Degree Not Reversible and that Cooperation of
the Data Owner is required to reverse this process because no-one (not even the Data Provider) is
able to reverse the Anonymisation (under the assumption that the original data is not available).

The Affected Data Type is Stored data; applying this technique to Transmitted or Processed
data is not possible (although it may influence Processed or Transmitted data that has been stored
applying MultiR k-Anonymity in the first place).

The Means of Protection is ensured by means of Indistinguishability & Unlinkability. To
be more precise, it is based on Indistinguishability because the Protected Aspect is the Identity
rather than the Content or Behaviour.

As argued above, the Protected Aspect is the Identity by applying the concept of Anonymi-
sation. The Directionality for the identity protection is One-Sided Anonymity (where only the
Data Owner gets protected) which is not reversible (leading to Reversibility with Degree Not
Reversible where Cooperation is requried).

Perspective

This technique is used to enable a Data Provider to publish data in an anonymous way so that the
Data Owners cannot be identified. Therefore, the main stakeholder is the Data Provider, which
leads to Data Perspective as the associated Perspective.

Distinct l-Diversity

Distinct l-Diversity (cf. page 48), which is also called p-sensitive k-Anonymity, is a technique
that requires l different values for each QID group. Basically it is based on a similar approach
as k-Anonymity but from another point of view as it prevents guessing of parameters.

Technology

Distinct l-Diversity shares some common properties with its base (k-Anonymity). Both tech-
niques remove information in order to lower the probability that the Identity of a record owner
could be guessed. This security concept states that the probability of guessing the record owner’s
Identity has to be below a specified threshold, which implies Statistics as the Base of Security.

The Strength of Security is Information Theoretic Security as removed information may not
be restored with any computing resources available. As a consequence, the Degree is (for the
same reason as in case of k-Anonymity) Not Reversible and Cooperation is required because no-
one, not even the Data Provider, is able to restore the original information that has been removed
(under the assumption that the original data is not available). All operations can be conducted
by the Data Provider itself, so no need for any Trusted Third Party Participation exists. There-
fore, it is not desired that any third party (independently if trusted, untrusted, or semi-trusted)
participates in this protocol, which is why the Background of TTP is No TTP Participation. This
implies the Phase and the Frequency of the Trusted Third Party Participation are None respec-
tively Never because it is not needed. The Data Provider is the only participant that is able to
enforce the application of this technique leading to the Enforceability for the Server only. Due to
the deletion of the QIDs it is not possible to de-anonymise data, so no Reversibility is possible,
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which, as a consequence, leads to the Degree Not Reversible and requires Cooperation of the
Data Owner in order to reverse the process.

Regarding the Affected Data Type, only Stored data is protected by this technique. Neither
Transmitted nor Processed data will have any protection by applying this technique if the stored
data has not been anonymised first.

The Protected Aspect is Anonymity as the QIDs are removed permanently rather than being
substituted by a pseudonym. To be more precise, the Directionality of Anonymity is One-Sided
because only the Data Owner’s Identity is protected.

The Means of Protection is based on Indistinguishability & Unlinkability and, to be more
precise, it is Indistinguishability because the Protected Aspect is the Identity.

Perspective

For this technique, the main scenario is that a Data Provider wants to publish data containing
confidential information. As this is only permitted when the Data Owner’s privacy cannot be
compromised, it is in the Data Provider’s interest to anonymise data so that publication is per-
mitted. Therefore, the main stakeholder is the Data Provider, which implies that the Perspective
for this technique is the Data Perspective.

Entropy l-Diversity

Entropy l-Diversity (cf. page 48) is a variation of l-Diversity based on the concept of entropy but
follows a similar approach. The basic idea of this technique is to limit the possible information
gain of the presence of an attribute.

Technology

As it intends to limit the information that could be extracted from the presence of an attribute, it
basically just limits the probability that a person can be related to a specific attribute. Therefore,
this technique builds on methods from the field of Statistics as the Base of Security which do not
allow to generate knowledge from the data.

The Base of Identity Protection is Anonymisation because Entropy l-Diversity is a measure
to ensure the quality of Anonymisation. As the QIDs are removed and are not present anymore in
the published data, the Reversibility has the Degree Not Reversible and Cooperation is required
for de-anonymisation because when the original data is selected, it is not possible for anyone
(including the Data Provider) to restore it again regardless of available computing capabilities.
Therefore, the Strength of Security is Information Theoretic Security. In order to follow this
technique’s protocol, no Third Party is needed or desired. For this reason, the Trusted Third Party
Participation occurs in the Phase None and with Frequency Never due to the Background No
TTP Participation. The Client has no possibility to influence if/how this technique is applied on
the data; this can only be done by the Server. For this reason, only the Server has Enforceability
for Entropy l-Diversity.
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Entropy l-Diversity may be applied to Stored data only but has no effect on Transmitted
or Processed data if it has not been anonymised before. Therefore, the Affected Data Type is
Stored.

The Means of Protection of privacy is ensured with Indistinguishability & Unlinkability and
because the Protected Aspect is the Identity, this technique deals with Indistinguishability.

The Protected Aspect is - as mentioned - the Identity. Identity protection is based on One-
Sided Anonymisation because only the Identity of the Data Owner is hidden. This leads to the
Directionality One-Sided.

Perspective

The main use-case for applying this technique is to remove all data that prevents the Data
Provider from publishing a privacy-preserving dataset. It is clear that the main stakeholder
is the Data Provider, because it wants to publish sensitive data without harming the privacy of
the Data Owners. As a consequence, the associated Perspective is the Data Perspective.

(c,l)-Diversity

(c,l)-Diversity (cf. page 51) is a technique taking the distribution of values into account. It spec-
ifies that the frequency of the most common value has to be lower than the totalised frequencies
of the (n - l + 1) least common values multiplied by some user defined factor.

Technology

This technique establishes boundaries for the frequency of values within the published data set
so that no value occurs too often or too rarely. It is obvious that this has Statistics as the Base of
Security.

Again, the QIDs are removed to ensure privacy protection by means of Anonymisation as
the Base of Identity Protection.

As the QIDs have been removed, the Reversibility has the Degree Not Reversible and Co-
operation is required because no-one, not even the Data Provider itself, is able to reconstruct
the original data anymore. The amount of available computing resources has no influence on
the (lack of) ability to restore the original data. This is why the Strength of Security is Informa-
tion Theoretic Security. For this technique, only the Data Provider is required. Involving any
other (Trusted) Third Party is not required. As a result the Background is No TTP Participa-
tion, the Phase and Frequency of the Trusted Third Party Participation are None respectively
Never. Again, the Data Consumer has no possibility to influence if/how the Data Provider fol-
lows the specified protocol and removes the QIDs before publishing the data. Therefore, the
Data Provider has the exclusive power to control and enforce (c,l)-Diversity, which results in the
Enforceability for the Server only.

The Affected Data Type of (c,l)-Diversity is Stored data. On Transmitted or Processed data
it only has an effect if this technique has been applied before.

The Means of Protection is Indistinguishability & Unlinkability. Because the Protected
Aspect is the Identity, this technique deals with Indistinguishability.
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As indicated by the removal of the QIDs, the Protected Aspect of this technique is the Iden-
tity. It’s protection is based on One-Sided Anonymisation. The Directionality is One-Sided
because only the Data Owners’ Identity is hidden and the Data Provider’s Identity keeps unpro-
tected.

Perspective

The main stakeholder having an interest in this technique is the Data Provider. After apply-
ing (c,l)-Diversity to sensitive data, it can be published, which would not be possible without
Anonymisation. This implies that the associated Perspective is the Data Perspective.

Confidence Bounding

Confidence Bounding (cf. page 51) ensures privacy by limiting the probability with which a
certain manifestation of an attribute within a QID group may be guessed.

Technology

As the description above suggests, the Base of Security for Confidence Bounding is Statistics.
This technique is a one way function (removed information cannot be restored again), which

results in the Reversibility having the Degree Not Reversible and requiring Cooperation because
not even the Data Provider can restore the original information. Due to this, the Strength of
Security can be considered as Information Theoretic Security because this cannot be changed
with any amount of computing power. No Trusted Third Party is required to apply Confidence
Bounding and, therefore, the Trusted Third Party Participation is Background No TTP Partici-
pation and, due to this, in the Phase None and with the Frequency Never. The Data Provider is
the only one who can have an influence on if/how this technique is applied to data and, therefore,
the Enforceability is classified as Server.

This technique applies to Stored data as the Affected Data Type - an influence to Transmitted
or Processed data is, however, only possible by storing anonymised data first.

As identifiable information is removed, the Protected Aspect is the Identity. Identity protec-
tion is enforced by applying One-Sided Anonymisation because the QIDs are not only replaced
by a pseudonym but are definitely removed from the published data. The Directionality is One-
Sided because only the Data Owner’s Identity is hidden.

The Means of Protection is Indistinguishability & Unlinkability, more specifically by means
of Indistinguishability as the Protected Aspect is the Identity.

Perspective

The main scenario for applying Confidence Bounding is that if a Data Provider wants to publish
confidential data which is anonymised in order to conform with a privacy policy. Therefore, the
main stakeholder is the Data Provider, which, as a consequence, leads to the Data Perspective
as the associated Perspective.
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(α, k)-Anonymity

(α, k)-Anonymity (cf. page 51) is formed out of a combination of k-Anonymity and Confidence
Bounding and combines the pros of both techniques.

Technology

Based on the two underlying techniques, the evaluation of (α, k)-Anonymity can be considered
as a composition of both techniques. As both of them have identical properties regarding this
evaluation, it is not a surprise that (α, k)-Anonymity has the same properties too.

The Base of Security is Statistics, as the probability with which an attacker could guess the
real Identity is kept at a specified level by removing QIDs.

It is not possible to reverse this process for anybody, which results in Reversibility with the
Degree Not Reversible and required Cooperation. Furthermore, Information Theoretic Security
as the Strength of Security is assured. As with both other techniques, no Trusted Third Party
Participation is needed, resulting in No TTP Participation at all as the Background, which means
that a TTP is consulted in the Phase None and with Frequency Never. The Data Provider is the
only participant that has the power of Enforceability resulting in Enforceability for the Server
only.

Again, the Affected Data Type is Stored data only.
The Means of Protection takes place in form of Indistinguishability & Unlinkability, and

because the Protected Aspect is the Identity, it results in Indistinguishability.
The Protected Aspect is again the Identity. Identity protection is performed by means of

One-Sided Anonymisation as only the Identity of the Data Owner resulting in One-Sided as the
Directionality.

Perspective

This technique supports the Data Provider in privacy preserving publishing of sensitive data.
Therefore, the stakeholder is the Data Provider and the associated Perspective is the Data Per-
spective.

(k, e)-Anonymity

(k, e)-Anonymity (cf. page 52) is k-Anonymity applied to numerical values having a range
of e. However, it does not take the distribution of values into account. The evaluation of (k,
e)-Anonymity results in an identical result as for k-Anonymity regarding the investigated crite-
ria. For this reason, only the respective values are provided. For further explanations, cf. the
evaluation of k-Anonymity at page 57.

Technology

This technique uses Statistics as the Base of Security. The Strength of Privacy consists of En-
forceability only by the Server. No Trusted Third Party Participation is desired resulting in the
Background No TTP Participation, the Phase None, and Frequency Never. The Reversibility
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has a Degree that is Not Reversible and where Cooperation is required. The offered Strength of
Security is Information Theoretic Security.

(k, e)-Anonymity has only Stored data as the Affected Data Type and the Server has exclusive
Enforceability.

The Means of Protection is based on Indistinguishability & Unlinkability - in more detail
it uses Indistinguishability because the Protected Aspect is the Identity. Identity Protection is
ensured by Anonymity with One-Sided Directionality.

Perspective

As explained in the evaluation of k-Anonymity the main stakeholder is the Data Provider and
the associated Perspective is the Data Perspective.

(ε, m)-Anonymity

(ε, m)-Anonymity (cf. page 52) limits the probability with which one is able to guess values
within range of ε to 1

n .

Technology

Considering the description above, it is obvious that this approach makes use of statistical prop-
erties that should make it hard to de-anonymise the protected data. For this reason, the Base of
Security is Statistics.

Regarding the Reversibility, it has to be considered as Not Reversible as the Degree and
Cooperating is needed to recover the original data. As no possibility exists to influence this with
any arbitrary amount of computing power, this technique offers Information Theoretic Security
as the Strength of Security. The server is the only one who is able to decide about (ε, m)-
Anonymity and influence it, so it has Enforceability for the Server only.

The Affected Data Type for this kind of privacy protection is Stored data only. For Trans-
mitted or Processed data it would not be possible to apply this kind of protection (without pre-
processing and overwriting stored data).

As the Data Provider is able to operate without any need for cooperation with other systems,
the Background for the Trusted Third Party Participation is No TTP Participation and, therefore,
in Phase None and with Frequency Never.

The Protected Aspect of this technique is the Identity and the Base of Identity Protection is
Anonymisation because identifying information is removed. The Directionality is One-Sided as
only the Identity of the Data Owner is hidden.

This results in Indistinguishability as the Means of Protection as it is the only possibility for
the Protected Aspect of Identity.

Perspective

The main stakeholder is the Data Provider because it can use this technique to anonymise data
and ensure privacy friendly data handling. This has to be considered as the reason why it is
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permitted to publish confidential data. Therefore, the associated Perspective is the Data Per-
spective.

Personalized Privacy

An interesting approach is Personalized Privacy (cf. page 52) because the Data Owner speci-
fies a confidence level (cf. confidence bounding). However, it may be difficult to specify the
appropriate level of privacy as one does not know about the underlying distribution of values.

Technology

The Base of Security for this technique is Statistics because Personalized Privacy uses probabil-
ities that the Data Owner could be identified as base for the specification of the security level.

This technique is flexible and, therefore, makes the evaluation somehow difficult. For exam-
ple, the Protected Aspect may be - depending on the user’s choice - either None (if no protection
at all is desired) or Identity (Anonymity) (with varying strength) but always with Directionality
One-Sided.

As a consequence, the Strength of Security which could generally be considered as Infor-
mation Theoretic Security may also be None at all if the user decides that this is not required.
Of course the Reversibility depends strongly on the desired privacy too and may have a Degree
varying from Not Reversible with Cooperation required to Fully Reversible with no Coopera-
tion.

However, the base technique is the same for every chosen privacy level and, therefore, no
Trusted Third Party is involved in any case resulting in no Trusted Third Party Participation with
Phase None, Frequency Never, and, of course, the Background is No TTP Participation.

The Enforceability does not depend on the chosen privacy level neither. It is obvious that the
Server has the power to enforce Personalized Privacy. However, one may consider a scenario
in which the Client provides only information at a level of detail that does not compromise his
or her desired level of privacy. This may be hard if the underlying distribution of values is
unknown. Under the assumption that the distribution itself is not sensitive, it can be used by a
user. Thus he or she is able to decide if information is provided or not, resulting in Enforceability
for Both - Client and Server.

The Affected Data Type is Stored data.
The Means of Protection is Indistinguishability & Unlinkability, or more precisely, Indistin-

guishability as the Protected Aspect is the Identity. Identity Protection works based on Anonymi-
sation with One-Sided Directionality.

Perspective

As the Data Provider has an interest to use this technique to get the permission to publish/collect
data, it has to be considered as the main stakeholder. Due to this description, it is clear that the
Data Perspective is the associated Perspective.
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t-Closeness

t-Closeness (cf. page 53) is a technique that intends to conserve the original distribution of data
as good as possible in the published (anonymised) dataset.

Technology

As the distribution of data is taken into account, it becomes clear that t-Closeness has to use
Statistics as the Base of Security in order to ensure Anonymisation as the Base of Identity Pro-
tection.

For the Strength of Privacy (namely the Reversibility, the Trusted Third Party Participation,
the Strength of Security, and the Enforceability), it offers similar properties as most techniques
based on Statistics. The Degree of Reversibility is Not Reversible and Cooperation is required to
reverse the process because if it is applied and the QIDs are removed, it is not possible to return
to the original dataset after applying the one way function of data removal regardless of available
computing power (and no further background information), thus the Strength of Security level
is Information Theoretic Security. t-Closeness can be applied to basically all Stored data (for
which the original distribution is known), which results in the Affected Data Type Stored. No
TTP Participation is required as the Background of Trusted Third Party Participation in the
Phase None, resulting in the Frequency Never. The Server has the control of publishing data. If
the user knew about the distribution of the original data, he or she could decide if he or she wants
to provide data or not. However, this corresponds to Personalized Privacy and not t-Closeness.
Thus, Enforceability is only possible for Server.

The Means of Protection is based on Indistinguishability & Unlinkability - in more detail
it is Indistinguishability. This is because this technique is based on Identity as the Protected
Aspect. Data is protected using Anonymisation with a One-Sided Directionality.

Perspective

The main stakeholder for this technique is the Data Provider because it publishes sensitive data.
For this reason, the associated Perspective is the Data Perspective.

Direct Anonymous Attestation

Direct Anonymous Attestation (cf. page 43) is a technique used for privacy preserving remote
authentification and for checking the possession of certain attributes.

Technology

Direct Anonymous Attestation is based on group signatures and protects privacy by preventing
that more than the group is revealed. Therefore, the Base of Security is Statistics for identifying
an entity as the probability of guessing the Identity decreases with increasing group size. For
faking an Identity on the other hand, unauthorised creation of a valid signature is required,
which is possible with a brute-force attack. Thus the Base of Security can either be Statistics or
asymmetric Cryptography.
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The Strength of Security is Information Theoretic Security for the identity protection because
the allocation to the groups cannot be reversed if no explicit list is available. On the other hand,
it is only Computational Security for the authentification (as argued before). The Trusted Third
Party Participation takes place in the Setup Phase, and the Frequency is only In specific scenar-
ios, namely to generate the group signature and issue the DAA credentials for the TPMs (Trusted
Platform Module). The Background is not for performing operations and it is obvious that the
Background No TTP Participation does not apply either. So the last remaining possibility is
Checks which is accurate as the checks of the signatures are created using information provided
by the TTP (note that it is involved in checks only indirectly). This scheme can only be enforced
by the Server, which results in Enforceability for the Server only.

In this case Reversibility refers to identity protection and not to the authentification process
itself, as this technique should be seen as an authentification technique that gets enhanced with
identity protection. Thus, Reversibility refers to the identity protection but not to the authentifi-
cation for the evaluation of Direct Anonymous Attestation. Depending on the specific technique
used, the Reversibility may either have the Degree Not Reversible or even Deniable Reversible.
In both cases, the Cooperation of the Data Owner is required to reverse the process.

As Direct Anonymous Attestation is an authentification scheme, it naturally has the Affected
Data Type Transmitted data (the authentification information) and Processed data.

This approach uses Pseudonymisation as the Base of Identity Protection: the pseudonym is
the assigned group.

The Means of Protection is based on Indistinguishability & Unlinkability. As the Protected
Aspects are Behaviour and the Identity, Indistinguishability and Unlinkability are both satisfied.
With respect to the Behaviour, the Access Patterns are hidden. This is because the actions are not
hidden but cannot be assigned to a specific party (Indistinguishability). On the other hand, the
identity protection is based on Pseudonyms where the Holder is a Group and the Directionality
is One-Sided because only the Identity of the Data Consumer is hidden. The Cardinality is
unlimited because usually no restriction exists from the technical point of view regarding the
groups that could be joined (note that specific techniques/implementations may exist which are
exceptions).

Perspective

The main stakeholder for Direct Anonymous Attestation is the user/TPM which is able to authen-
ticate without the need not disclose the Identity. Therefore, the Data Provider as a stakeholder is
excluded leading to the User Perspective as the associated Perspective.

Proxy Re-Encryption

Proxy Re-Encryption (cf. page 33) enables a semi-trusted third party to (re)encrypt data for
another person (with another key) without getting knowledge about the plaintext.
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Technology

As the name already suggests, Proxy Re-Encryption (PRE) is a cryptographic technique. It
therefore has Cryptography as the Base of Security which is usually asymmetric. Although the
possibility to use PRE with symmetric schemes exists, the preferred variant for high security
is still the use of asymmetric schemes. For this reasons, symmetric Cryptography will not be
considered for PRE (yet).

As a consequence of Cryptography as the Base of Security, this technique offers only Com-
putational Security as the Strength of Security. For this protocol, (Semi)Trusted Third Parties
may get involved. Usually, this would be a weakness, but in this case this possibility is, explic-
itly desired as it allows delegation and improved work flows and performance. Nevertheless, the
strongest scenario is considered so a TTP is not considered as being required.

The Trusted Third Party Participation takes place in the Phase None with the Frequency
Never. The Background is No TTP Participation.

PRE cannot be enforced by a single party - Client and Server need to cooperate leading to
Enforceability None. Although this seems to be a weak Enforceability and that the Server could
refuse to participate in the protocol to comprimise privacy, this is not correct. If the Server would
not cooperate, then it could prevent the usage of PRE, which corresponds to a Denial of Service
- however, privacy is not (directly) affected, as the Server does not learn anything about the
plaintexts. Furthermore, it only is able to reduce convenience but if the user downloads the file,
re-encrypts and afterwards uploads it again, the overall functionality is not changed (however,
one faces, of course, degraded performance and convenience).

As supposed for a cryptographic paradigm, the Reversibility offers a Degree that is Fully
Reversible because anything else would destroy rather than protect data. The process can be
reversed, but this reversal cannot be enforced without the possession of the key (neglecting brute
force attacks). Therefore, Cooperation from the Data Owner is required.

The Affected Data Type of PRE is Stored data because data is not specifically created dur-
ing this operation but existing data converted. As the re-encryption requires operations on the
encrypted data, Processed and Combined have to be added to the Affected Data Type.

As typical for encryption schemes, the Means of Protection of PRE are based on Confiden-
tiality.

The Protected Aspect of PRE is the Content that cannot be read from unauthorised parties.
Unfortunately, the Metadata remains unprotected and only the Data is protected.

Perspective

As no identity protection is used for this technique and the access is not protected either the
only Perspective that fits is the Profile Perspective (Content Perspective). As a consequence, the
stakeholder is considered to be the user who is able to outsource confidential data (with the need
to process it).
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Homomorphic Encryption

Homomorphic Encryption (cf. page 35) is a technique that allows a server to perform operations
on encrypted data without learning any knowledge on the data.

Technology

As Homomorphic Encryption is a cryptographic technique, it relies on Cryptography (symmetric
and asymmetric) as the Base of Security. Most techniques based on Homomorphic Encryption
use asymmetric encryption, but variants based on symmetric encryption schemes exist too. For
this reason, the Cryptography property has been evaluated as symmetric and asymmetric.

The Strength of Security is Computational Security as the encryption algorithm may be re-
versed with (sufficient) computing power.

The reason for implementing Homomorphic Encryption is that one wants to delegate op-
erations to a Third Party without fully trusting it. However, Homomorphic Encryption may
be applied to internal systems too in order to protect data even in case access control fails.
Thus, (Trusted) Third Party Participation is optional. Considering the strongest scenario leads
to Trusted Third Party Participation in the Phase of None with Frequency Never, and with Back-
ground No TTP Participation. Involving a TTP would usually be considered as a drawback.
Nevertheless, it is (if external systems are used) desired and has definitely to be seen as a pro
in this case because otherwise the use of external systems or performing operations on the en-
crypted data would be impossible.

Neither the Client nor the Server are able to enforce the usage of this technique, resulting
in Enforceability None because cooperation between Client and Server is needed. If, however,
the Server would not follow the specified protocol, it may prevent the use of Homomorphic
Encryption but would not gain any information. Furthermore, in the end it is not possible to
prevent the client from conducting the desired operations, as it could download the encrypted
data, decrypt it, then perform all operations on the plaintext and encrypt and upload all data
again. Although this would result in a loss of performance and convenience, it would not change
the end result at all.

In order to allow decryption, Reversibility has to be offered (to be more precise the Degree
Fully Reversible). Note that, however, (depending on the specific technique) the maximum
number of operations that can be performed on a dataset may be limited. The reason for this is
that the operations (especially multiplications) cause an increasing level of noise. If this limit of
operations is exceeded, non-reversible side-effects will occur and will prevent proper decryption.
This would result in changing the Degree of Reversibility to Not Reversible as no-one - not even
the Data Owner could restore the original information. As this is not relevant if the algorithm is
used within its specification (with not more operations than permitted), the evaluation will not
take this possibility into account. In any case Cooperation is required for decryption.

Homomorphic Encryption may be applied to data that is stored and should be processed in
some way, which is why the Affected Data Type is Combined (Stored and Processed data).

The Means of Protection is Confidentiality as this technique prevents unauthorised reading
of the protected data.
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Like in general for encryption techniques, the Protected Aspect of Homomorphic Encryption
is the Content (to be more precise Data) which could not be read from unauthorised entities.
Metadata like when an operation has been performed, however, is not protected.

Perspective

This technique prevents unauthorised access to data (when a need to perform operations on it
exists) . However, it does not protect the user’s access but the actual Content and, therefore,
the associated Perspective is the Profile Perspective (Content Perspective). Due to this, the
main stakeholder is the user who can outsource his or her data while still ensuring privacy and
Confidentiality.

Searchable Encryption

A common problem preventing the use of encryption is that search is not possible anymore.
Searchable Encryption (cf. page 36) solves this problem and allows searching within encrypted
content without prior decryption.

Technology

As already suggested by the name, Searchable Encryption is a measure relying on Cryptography
as the Base of Security. Schemes are based on symmetric and asymmetric encryption.

The use of a cryptographic paradigm already indicates the Strength of Security is Computa-
tional Security.

If the third party that stores confidential information would be trusted, then one may not
face the obligation to encrypt data but this may indeed be required/recommended for a trusted
third party in case of very sensitive information. By applying Searchable Encryption a (Trusted)
Third Party is permitted to store sensitive information but one need not worry about privacy
because data is protected. Nevertheless encryption can be applied on internal systems too as
an additional security measure preventing a single point of failure. As the strongest scenario
is considered for this evaluation, it is assumed that no TTP is involved. The resulting Trusted
Third Party Participation takes place in the Phase of None and with the Frequency Never and
the Background is No TTP Participation.

Unfortunately, this technique cannot be enforced by the Server nor the Client - they need
to cooperate in order to establish this protocol. This leads to the Enforceability None; a non-
cooperating server will not be provided with the sensitive data in the first place.

Encryption obviously is not intended to be a one way function, but Reversibility is required
(otherwise the data would be destroyed instead of protected). The resulting Degree is Fully
Reversible and Cooperation (decryption by the Data Owner) is required to reverse this process.

The Affected Data Type is Combined as Stored data and Processed data is affected. Stored
data is affected because data that is stored on the server is protected using Searchable Encryption
while search capabilities result in Processed data.

The Means of Protection is Confidentiality which is typical for cryptographic schemes.
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The Protected Aspect of Searchable Encryption is the Content (to be more precise the Data)
because sensitive information is hidden from unauthorised entities.

Perspective

As no kind of identity protection is used and access is not obfuscated, the only possible Perspec-
tive for this technique is the Profile Perspective (Content Perspective) - the server is prevented
from accessing sensitive data. As a consequence, the main stakeholder is the user because his or
her information is hidden on a system he or she does not trust.

Order Preserving Encryption

Order Preserving Encryption (cf. page 38) is a cryptographic paradigm ensuring that encrypted
values are sorted in the same order as their plaintext equivalents.

Technology

As the name already suggests, the Base of Security for Order Preserving Encryption is Cryptog-
raphy which may either be symmetric or asymmetric.

The Strength of Security level for this technique is only Computational Security.
At a high level, Order Preserving Encryption works just like ordinary encryption: the user

has some sensitive value that he or she wants to protect and, therefore, he or she encrypts it
(without involving any third party). Therefore, the Phase and Frequency of Trusted Third Party
Participation are None respectively Never - no matter if the user actually decides to delegate
this work to a TTP, it is not required by this technique. As a result the Background is No TTP
Participation.

Unfortunately, neither the Client nor the Server is able to enforce this technique because
cooperation between both is required leading to Enforceability None. Although the Server could
prevent usage of this technique, privacy cannot be violated but maybe an alternative technique
with less performance has to be used.

In order to enable decryption, full Reversibility is needed. A secure cryptographic algorithm,
however, requires that it is not possible (feasibly) to enforce decryption without the will of the
Data Owner. Therefore, the resulting Degree is Fully Reversible but, of course, Cooperation is
required for decryption.

The Means of Protection is Confidentiality as this technique intends to prevent unauthorised
access to information (or at least preventing any gain of knowledge from unauthorised access),
while still being able to sort data.

The Protected Aspect of this technique is the Content but the focus is on Data only while
Metadata is not taken into account.

Perspective

As no identity protection is used and the access is unprotected, the only possible Perspective
left is the Profile Perspective (Content Perspective). This is correct as unauthorised access to
the content is prevented for sensitive information (while still being able to build indexes and
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perform range queries). Due to this the main stakeholder of Order Preserving Encryption is the
user.

Anonymous Credentials

Anonymous Credentials (cf. page 53) offer the possibility to enforce privacy preserving authen-
tification and accountability. Two basic technologies exist that are based on Blind Signature (cf.
the respective evaluation) and zero-knowledge proofs. As these basic technologies have differ-
ent properties, it is not possible to classify this technique precisely with respect to all properties.
For this reason, they are examined independently. Note that in the summary further distinctions
exist in order to cover the chain of techniques. If, however, all variants have equal or very similar
properties, then no distinction is required.

Anonymous Credentials - Blind Signature

As this variant of Anonymous Credentials builds on Blind Signatures, the properties do not
change. Therefore, a separate evaluation is not required, for the results cf. sections Blind Signa-
ture - Fair Blind at page 79 and Blind Signature - Partially Blind at page 80.

Note that, however, the Protected Aspect is the Behaviour (to be more precise the Access
Patterns) rather than the Content. Although Blind Signatures protect the Content, this is not the
primary aim of Anonymous Credentials. When applying Anonymous Credentials, the protected
Content is the value of a sensitive attribute - it is only checked if some condition applies (Data
Minimisation). In this sense, the Content is protected but all further Content that is transferred
between the parties stays unprotected. For this reason, the Content is evaluated as unprotected.
On the other hand, the Protected Aspect Behaviour (Access Patterns) is protected under the
condition that Anonymity is satisfied so that sessions cannot be linked which implies that it is not
possible to observe the Behaviour.

Anonymous Credentials - Zero Knowledge

Technology

The Base of Security of Anonymous Credentials based on Zero Knowledge is Statistics. Basi-
cally everyone could be able to deal with the challenge by just sending a random reply. However,
it should be designed in a way that the probability of guessing the correct reply is very low and
close to 0. This results in Information Theoretic Security as the Strength of Security.

In the strongest scenario, no Trusted Third Party is required resulting in TTP Participation
with Frequency Never, the Phase is None and the Background is No TTP Participation. Enforce-
ability is possible for Both parties as they could refuse any other form of authentification.

For Anonymous Credentials Reversibility refers to identity protection and not to the au-
thentification process itself. The core feature of this technique is to augment the authentification
process with privacy protection. Thus, Reversibility refers to the identity protection but not to the
authentification itself. The Reversibility is not possible resulting in a Degree of Not Reversible.
For some techniques Cooperation is required to inverse the protection while some techniques
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do not require Cooperation. Thus, Cooperation is evaluated (depending on the technique) as
required as well as not required.

As typical for authentification schemes, Processed and Transmitted data is affected by this
technique resulting in Combined as the Affected Data Type. The Protected Aspect is the Identity
by means of Anonymisation with a One-Sided Directionality as the other party (e.g. the server)
has no identity protection.

As a result, the Means of Protection builds on Indistinguishability and Unlinkability as the
Identity remains hidden, which prevents linking different sessions of the same user too.

Perspective

The main stakeholder of this technique is the user. As already indicated by the name, the aim
is to protect the Identity and, therefore, the associated Perspective is the User Perspective. Fur-
thermore, the Profile Perspective (Access Perspective) is possible too (additionally). However,
this depends on the technique used as the base for Anonymous Credentials. As this evaluation
intends to provide a good overview of the possibilities a technique offers, AC is considered to
cover both Perspectives (Access Perspective and User Perspective).

Deniable Encryption

Deniable Encryption (cf. page 40) provides the possibility to reverse the encryption operation
in two different ways. The resulting plaintext may either be the original plaintext or another
alternative fake plaintext.

Technology

As it is a cryptographic technique, the Base of Security for Deniable Encryption is Cryptography.
Deniable Encryption shows typical properties for cryptographic schemes: Trusted Third

Party Participation is not desired causing the Phase to be None and the Frequency to be Never.
As a result, the Background is No TTP Participation and the Base of Security is Cryptography
which may be symmetric and asymmetric. However, the Strength of Security is, in contrast to
most cryptographic schemes, Information Theoretic Security. Although the encryption can be
broken using a brute force attack, various plaintexts can be decrypted. One of them is the real
plaintext whereas the fake plaintext will be decrypted too with the respective key resulting in at
least 2 plaintexts. Thus, it is only possible to get knowledge of the (real) plaintext with some
probability which per definition leads to Information Theoretic Security.

Deniable Encryption is enforceable only by the sender of the information which is consid-
ered to be the Client. It can encrypt its message using Deniable Encryption - the receiver has,
however, no possibility to decide whether a message he or she gets is encrypted (deniably) or
delivered as plaintext. This results in the Enforceability for the Client only.

In order to be able to decrypt the ciphertext, this technique has to offer Reversibility. How-
ever, it offers not only the possibility to decrypt the ciphertext to one but to two different plain-
texts, which results in Deniable Reversible as the Degree. However, it depends on the specific
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technique if only the sender or receiver or both of them are able to deny the real plaintext. Co-
operation is required to decrypt the text. Note that, however, one is not able to judge if the real
plaintext or the fake plaintext has been decrypted - even if the Data Owner pretends to cooperate.
With real cooperation, however, it is not a problem at all to decrypt the real plaintext.

The Affected Data Type is Combined as this technique may be applied to Stored and (espe-
cially when considering email or other forms of communication) Transmitted data.

The Means of Protection is, as already indicated by the name, Deniability as the user can
deny a plaintext, which is per definition the contrary of accountability (leading to deniability).
Additionally, Confidentiality applies too as the data is kept secret - even in case of enforced
decryption.

The Protected Aspect is the Content that is encrypted. However, only the Data but not the
Metadata is protected.

Perspective

As for this technique, no identity or access protection exists; the Profile Perspective (Content
Perspective) is the only possible Perspective. Because the Content is protected, this is appropri-
ate. This implies that the main stakeholder is the user: he or she is able to protect himself or
herself by means of decrypting a ciphertext to an alternative plaintext.

Oblivious Transfer

Oblivious Transfer (cf. page 41) is a technique that enables a client to retrieve data from a server
while at the same moment preventing the server to learn anything about which data is actually
transferred. The various techniques are based on Homomorphic Encryption (cf. page 35) or
Anonymous Credentials (cf. page 53), so the evaluation is based on these two techniques too.
In the summary, more variants are distinguished in order to cover the chain of techniques when
necessary.

Technology

Due to the broad variety of techniques for Oblivious Transfer, the Base of Security may either be
Statistics or Mathematical Problems (techniques based on Anonymous Credentials), asymmet-
ric Cryptography (techniques based on Anonymous Credentials or Homomorphic Encryption)
or symmetric Cryptography (Homomorphic Encryption). Accordingly the Strength of Security
could be Information Theoretic Security (Anonymous Credentials) as well as Computational
Security (Anonymous Credentials and Homomorphic Encryption).

Regarding the Trusted Third Party Participation, again two possibilities exist: the Frequency
may be Never and the Background may be no TTP Participation (Homomorphic Encryption)
or the Frequency may be In specific scenarios/Never and the Background may be Checks or
No TTP Participation (Anonymous Credentials). The Phase may be Operations (Anonymous
Credentials) or None (Anonymous Credentials and Homomorphic Encryption).

Enforceability is - depending on the used technique and the respective base technique - either
Both (Anonymous Credentials) or None (Homomorphic Encryption).
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The Reversibility refers to the ability of reversing the privacy protection. In case of Oblivi-
ous Transfer this means that the server is able to find out which records have been transferred.
Reversibility may have a Degree of Partially Reversible (Anonymous Credentials) or Fully Re-
versible (Anonymous Credentials and Homomorphic Encryption). In case of Anonymous Cre-
dentials Cooperation is not required while in case of Homomorphic Encryption Cooperation is
required. Thus, Cooperation is evaluated to required as well as not required, depending on the
specific technique used.

However, some fixed attributes exist too: the Affected Data Type is in any case Combined as
Stored data and Transmitted data is affected. Actually it is hard to distinguish these data types in
this case because the whole protocol is about the transmission of Stored data (without the server
knowing which data the user is interested in).

The Protected Aspect is the Behaviour as the Access Patterns are hidden from the server as
described above. One may think of the Content being a Protected Aspect as well but this is not
true as the Content is not hidden from the sever nor the client. For this reason, only the Behaviour
is a Protected Aspect. In case of Unlinkable POT and AC-OT, the Identity is protected too by
means of Pseudonymisation as the process could generally be reversed in case of dispute. The
Directionality of Pseudonymity is One-Sided as the server’s real Identity is known. The Holder
is an Individual as it is not shared, but it is possible to use an arbitrary number of Pseudonyms
(one for each transaction) so the Cardinality is Unlimited.

The Means of Protection is Indistinguishability & Unlinkability (to be more precise Unlink-
ability) because it is not possible to correlate two transactions and tell if they affect the same data
or not (which matches the definition of Unlinkability). In most schemes, Deniability is covered
too: it cannot be told if some data actually has been retrieved. An exception to this is POT.
However, usually the possibility of Deniability exists so it is considered in this evaluation too.

Perspective

The affected stakeholder is the user, and it is intuitive by the description of this technique that
the Profile Perspective (Access Perspective) is the associated Perspective as the accessed data is
hidden from the server. For Unlinkable POT and AC-OT, the User Perspective is supported too
as the Identity is hidden from the server.

Private Information Retrieval

Private Information Retrieval (PIR) is a scheme that allows a client to hide what records are
retrieved from a server. 3 main concepts for PIR exist: the trivial solution (downloading the
whole database), single server computational secure PIR, and multi server information theoretic
secure PIR (cf. page 44). All 3 variants are evaluated separately because, due to their funda-
mental differences, they have a broad variety of attributes. This separation is necessary to give
a realistic and complete view on PIR. For a better overview, the differences of all 3 concepts are
presented in separate sections, while the attributes that are equal for all of them are evaluated in
this general section.
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Technology

Trusted Third Party Participation is not required nor desired for PIR and, therefore, the affected
Phase is None and the Frequency is Never, and, as a consequence, the Background is no TTP
Participation.

The Affected Data Type is Stored. Although one intuitively may consider the Affected Data
Type Transmitted too, this is not correct because PIR only hides the selection process of the
desired record from the server, but in general does not protect the Transmitted data in any special
way.

The Means of Protection builds on Unlinkability as neither the Identity is protected (Indis-
tinguishability) nor Deniability is intended but the accessed Content is protected.

The intent of this technique is to hide what has been accessed and not by whom some record
has been accessed. As a result, the Identity of the user (if not protected otherwise) is disclosed
to the server while the Protected Aspect Behaviour (to be more precise Access Patterns) remains
hidden.

Perspective

The Perspective of PIR is clearly the Profile Perspective (Access Perspective), as the stakeholder
is the user and the accessed Content is hidden while no intent to hide the Identity exists.

Private Information Retrieval - Trivial Solution

Technology

The Base of Security is Statistics as the whole database with n items is downloaded. Therefore,
the server knows with probability 1/n in which record the client is interested in (assuming that it
is interested in exactly one record).

As indicated above, the Strength of Security is Information Theoretic Security. As argued
above, Reversibility refers to the server’s ability to find out about the data retrieved by the client.
Thus, the Reversibility has the Degree Not Reversible because no way of finding out which
records a user accessed using his or her local copy of the database exists except of asking the
user (causing that Cooperation is required).

Regarding Enforceability, it is obvious that the client is able to enforce trivial PIR by re-
questing all data (assuming that this is permitted by the server). However, the server is able to
enforce trivial PIR too if it does not offer any possibilities for filtering data (in this case all data
is sent to the client, which corresponds to trivial PIR). Therefore, Enforceability is possible for
Both (Client and Server) in case of trivial PIR.

Private Information Retrieval - Single Server with Computational Security
Solution

Technology

The Base of Security are Mathematical Problems like the Quadratic Residuosity Problem that
cannot be solved easily by the server, so it cannot identify which records the user is interested in.
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Another possibility would be the implementation by means of Homomorphic Encryption, which
changes the Base of Security to cryptography. For this reason, the Base of Security is evaluated
as both, Mathematical Problems and Cryptography.

The resulting Strength of Security is Computational Security.
Regarding the Reversibility, the Degree is Fully Reversible. Cooperation of the client is

required to reverse this technique.
The Enforceability by the Server is obvious: it just provides access to the data in a way

specified by a PIR protocol and only clients following this protocol are able to access data.
However, the Client is able to enforce (e.g. using Homomorphic Encryption) this technique too.
Therefore, Enforceability is evaluated to Both (Client and Server).

Private Information Retrieval - Multiple Servers with Information Theoretic
Security Solution

Technology

PIR involving multiple servers usually builds on the assumption that a maximum number of
servers that is below the total number of servers are allowed to collude. Therefore, a threshold
is defined stating the maximum number of servers that could collude without harming privacy.
It is clear that these assumptions lead to a fragile security model. For this reason, for some of
the criteria the alternative scenario (too many servers collude) is taken into account too, in order
to provide a realistic evaluation. Note that the final result is based on the version as specified in
the techniques (and, assuming that not too many servers collude).

Like in the trivial concept, the Base of Security in this concept is Statistics too. As indicated
above, the Strength of Security is Information Theoretic Security (in case of colluding servers, it
would be Computational Security).

Regarding Enforceability, this technique is a powerful tool that can be enforced from the
Client as well as the Server. The Client can enforce this technique by requesting data from
multiple servers. The Server can enforce it e.g. by introducing an intermediate proxy that
requests data from multiple servers. As a consequence the proxy is the client for the Servers but
serves as a server for the actual Client. The behaviour of the overall system does not change
at all - the only difference is that the address of the proxy is used by the Client and the Server.
Thus, the Enforceability is Both (Client and Server).

The Reversibility is of Degree Not Reversible and, if the assumption of non colluding servers
holds, not enforceable without the users consent (therefore, Cooperation is required).

Blind Signature

Blind Signature (cf. page 45) is a technique that allows the creation of a signature without the
signer knowing, what he or she actually signs and, therefore, preventing him or her from acquir-
ing knowledge about the content. Two basic approaches for Blind Signature exist: Fair Blind
Signatures and Partially Blind Signatures. As both approaches have different manifestations for
some of the characteristics, the evaluation is split up. Common properties that are identical for
both approaches are evaluated in this section, while properties that differ are evaluated in sepa-
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rate sections for both approaches. As they have few common properties (if partial intersections
are neglected), most of them are evaluated in separate sections.

Technology

Only two properties are identical for both approaches: the Enforceability and the Affected Data
Type. The other technological properties are distinct.

The Enforceability is in general possible for both participating parties - the Client and the
Server - because it does not matter where the signature is created; it will always be blind but only
the creator of the signature has the power to decide how he or she actually does it. However, it is
really hard to find a use-case where the Client creates a signature but must not know the content.
Thus, this possibility is neglected and Enforceability is evaluated as only being possible for the
Server.

The Affected Data Type is Combined as Blind Signatures (as well as Signatures in general)
could be applied to Stored and Transmitted as well as Processed data (depending on the use
case).

Perspective

The stakeholder and the Perspective are equal for both approaches. Both of them do not handle
identity protection nor the obfuscation of the accessed data. For this reason, only the Profile
Perspective (Content Perspective) is possible as the associated Perspective, which is appropriate
as access to the content is not possible. Therefore, the main stakeholder of this technique is the
user.

Blind Signature - Fair Blind

In case of Fair Blind Signatures, a Trusted Third Party exists that is able to recover the Identity in
case of dispute. For Fair Blind Signatures, a broad variety of different techniques with varying
properties exists. Therefore, for a majority of the attributes, more than one manifestation has
to be considered. As described, the base technique is Oblivious Transfer so the evaluation will
mainly be based on its properties.

Technology

The Base of Security may either be Statistics, Mathematical Problems, or Cryptography (asym-
metric or symmetric).

Reversibility refers to the Protected Aspects Content and Identity stating if one is able to find
out about the user requesting a signature and about the content that has been signed. Several
possibilities for the Degrees of Reversibility exist, ranging from Fully Reversible to Partially
Reversible - depending if a session can be linked to the user’s identity. However, no Cooperation
from the user is required to inverse the process.

Accordingly the Protected Aspect is clearly the Content (Data). Furthermore, it may ad-
ditionally be the Identity by means of Pseudonymity, depending on the possibility to link the
session to a user. In this case, the Pseudonymity has One-Sided Directionality and could be used
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with Unlimited Cardinality. Regarding the Holder, no general statement is possible because the
pseudonym could be held by Individuals as well as by Groups.

As mentioned above, the Trusted Third Party Participation is a necessity to deal with dis-
putes, which takes place in the Phase of Operation but with the Frequency only In specific
scenarios (which is dispute). As indicated, the Background are Checks that are performed in
case of disputes only.

No other possibility (regardless of available computing resources) exists to reverse privacy
protection than consulting the TTP. Thus the Strength of Security is, depending on the technique,
Computational Security or even Information Theoretic Security (if the possibilities of the TTP
are not taken into account, which is the default case for well behaving users) can be guaranteed.
On the other hand, it is possible for unauthorised users to create a valid signature with a brute-
force attack. Thus, the signature itself offers only Computational Security.

The Means of Protection is based on Indistinguishability & Unlinkability, and because the
Protected Aspects is Content and the Identity both concepts are applied (note that the sessions of
one user cannot be related to each other). The Identity is protected by the session and, therefore,
the Holder of the pseudonym is an Individual as identifiable information remains. This may be
used by the TTP to uncover a misbehaving user.

Blind Signature - Partially Blind

In case of Partially Blind Signatures, the signer and signee have to agree on the value of certain
attributes.

Technology

As the basic technology is public key cryptography, the evaluation shows typical properties for
cryptographic measures and the Base of Security is Cryptography (asymmetric).

The Strength of Security is only Computational Security and as the technique is based on
Cryptography, it has Reversibility resulting in Degree that is Fully Reversible. In general no
Cooperation from the user is required to reverse the protection, which could be exploited in case
of misuse. No need to involve any third party exists resulting in the Trusted Third Party Partici-
pation in the Phase None, the Frequency Never, and the Background No TTP Participation.

The Protected Aspect is the Identity by means of Anonymisation with One-Sided Direction-
ality and the Content (Data) because this technique is used to protect the Identity of the signee
and the signed content.

The Means of Protection is based on Indistinguishability & Unlinkability where both ap-
proaches are covered: the Protected Aspect of Identity (Indistinguishability) and the signed con-
tent (Unlinkability) except of attributes that the signee explicitly does not want to be protected
attributes (which is an interesting feature as he or she controls it on his or her own).

5.2 Summary

In this section, the evaluation is summed up in form of tables. As markers x is used for indicating
that a certain property is present for a technique or the respective cell is left blank otherwise.
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However, techniques exist that could be based on more than one approach, so the underlying
properties can change too. In this case, the affected properties are marked with o indicating that
this property may be satisfied but need not be satisfied in every case. In exceptions, text is used
as marker to keep the tables simple. For numeric properties, a number or * is used indicating
that an arbitrary number is possible.

Technology

Table 5.1: Overview of Techniques - Protected Aspect
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Continued on next page
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Table 5.1 – continued from previous page
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Table 5.1 – continued from previous page
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Table 5.2: Overview of Techniques - Means of Protection
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k-Anon x
MultiR k-Anon x
Distinct l-Div. x
Entropy l-Div. x
(c,l)-Div. x
Conf. Bounding x
(α, k)-Anon x
(X,Y)-Priv. x
(k, e)-Anon x
(ε, m)-Anon x
Pers. Priv. x
t-Closeness x
DAA x x
PRE x
Hom. Enc. x
Searchable Enc. x
OPE x
AC x x
Deniable Enc. x x
OT x
PIR trivial x
PIR single server x
PIR multi server x
Fair Blind Sig. x x
Part. Blind Sig. x x
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Table 5.3: Overview of Techniques - Affected Data Type
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(c,l)-Div. x
Conf. Bounding x
(α, k)-Anon x
(X,Y)-Priv. x
(k, e)-Anon x
(ε, m)-Anon x
Pers. Priv. x
t-Closeness x
DAA x x x
PRE x x x
Hom. Enc. x x x
Searchable Enc. x x x
OPE x x x
AC x x x
Deniable Enc. x x x
OT x x x
PIR trivial x
PIR single server x
PIR multi server x
Fair Blind Sig. x x x
Part. Blind Sig. x x x
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Table 5.4: Overview of Techniques - Base of Security
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Searchable Enc. x o o
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Continued on next page
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Table 5.4 – continued from previous page
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x

PIR trivial x
PIR single server o o o o
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x

Fair Blind Sig. (OT
based on AC-0 Know.)

x
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based on Hom. Enc.)

x o o

Part. Blind Sig. x x

Note that for table 5.5 the Strength of Security for Personalized Privacy is marked with
o indicating that it may but need not be Information Theoretic Security but may also be not
protected at all. For more information on this please cf. section Personalized Privacy at page 66.
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Table 5.5: Overview of Techniques - Strength of Privacy (Strength
of Security)
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PRE x
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OPE x
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Continued on next page
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Table 5.5 – continued from previous page
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Table 5.6: Overview of Techniques - Strength of Privacy (TTP
Participation)
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Table 5.6 – continued from previous page
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(k, e)-Anon x x x
(ε, m)-Anon x x x
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Table 5.6 – continued from previous page
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PIR trivial x x x
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PIR multi server x x x
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Part. Blind Sig. x x x

Table 5.7: Overview of Techniques - Strength of Privacy (Enforce-
ability)
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(X,Y)-Priv. x
(k, e)-Anon x
(ε, m)-Anon x
Pers. Priv. x
t-Closeness x
DAA x
PRE x
Hom. Enc. x
Searchable Enc. x
OPE x
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Table 5.7 – continued from previous page
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Table 5.8: Overview of Techniques - Strength of Privacy (Re-
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Table 5.8 – continued from previous page
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OPE x x
AC o o o
AC 0 Know. o o o
AC Fair Blind Sig. (OT) o o o
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Table 5.8 – continued from previous page

Technique D
eg

re
e

-F
ul

ly
R

ev
er

si
bl

e

D
eg

re
e

-P
ar

tia
lly

R
ev

er
si

bl
e

D
eg

re
e

-N
ot

R
ev

er
si

bl
e

D
eg

re
e

-D
en

ia
bl

e
R

ev
er

si
bl

e

C
oo

pe
ra

tio
n

Fair Blind Sig.
(Math. Problems)

x

Fair Blind Sig. (OT
based on AC-0 Know.)

o o

Fair Blind Sig. (OT
based on AC-Hom. Enc.)

x

Part. Blind Sig. x

Perspective

Table 5.9: Overview of Techniques by Perspective
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Table 5.9 – continued from previous page
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Figure 5.1: Statistics - Protected Aspect

Number of Occurrences per Category

In this section, the number of occurrences of the attributes of the taxonomy is summed up. Note
that one technique may have several properties satisfying more than one aspect of the taxonomy.
Furthermore, there exist techniques that have varying properties depending on the base technique
used. These techniques are split so that a more fine grained evaluation is possible, which is
considered in calculating the various sums.

Regarding the Protected Aspect, figure 5.1 shows an overview of the evaluation: the Identity
is protected 20 times while Behaviour and Content are protected only 7 times (cf. figure 5.1).
This is mainly caused by the block of 12 techniques from the field of Privacy Preserving Data
Publishing. Examining the Protected Aspect in more detail shows that Anonymisation (16 times)
is overrepresented in comparison to Pseudonymisation (6 times). Surprisingly not one single
technique exists offering Directionality Two-Sided. This is probably caused by the assumption
that the other entity (the Data Consumer in case of the Data Perspective or the Data Provider in
case of the User Perspective) needs no protection. While this may be true and actually makes
sense for the User Perspective (as the server could then be substituted by an adversary), it would
actually make sense in case of the Data Perspective so that users can retrieve anonymised data
anonymously. For Pseudonymisation, the Holder (Individual vs. Group) is split equally, but
the Cardinality is never set to Limited (cf. figure 5.4), which is in general good as it is more
flexible (cf. figure 5.3). In case of the Protected Aspect Behaviour and Content, only Access
Patterns or Data are present in the examined techniques. Metadata, Actions and Perception are
not protected a single time with these techniques.

For the same reason, as in case of Identity, Indistinguishability is a bit over represented in
the Means of Protection (16 times) in comparison to Unlinkability (8 times) and Confidentiality
(5 times) cf. figure 5.5. Note that Unlinkability would, however, be over represented anyway
as it is covered by identity protection from the User Perspective and from the Data Perspective.
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Figure 5.2: Statistics - Identity Protection and Diretionality

Figure 5.3: Statistics - Pseudonymity
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Figure 5.4: Statistics - Behaviour and Content

Figure 5.5: Statistics - Means of Protection

Deniability occurs only once: in Deniable Encryption.
Regarding the Affected Data Type, Combined is used not as frequently (10 times) as ex-

pected due to the assumption that in most cases data of more than only one type is treated. This
is partially caused by the techniques from the Data Perspective which contribute to the over
representation of Stored data (24 times). Processed data is only represented 5 times. In case of
Transmitted data, the number is low too (6); however, this cannot be seen as representative as a
lot of techniques from the field of cryptography exist that cover this area but have not been con-
sidered within this thesis as they are already known and discussed intensively. For an overview
on the Affected Data Type cf. figure 5.6. The Affected Data Type combined is composed of the
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Figure 5.6: Statistics - Affected Data Type

Figure 5.7: Statistics - Affected Data Type Combined (Split)

following combinations: Stored & Transmitted is covered 5 times, Stored & Processed 4 times,
Transmitted & Processed once and a combination of all three never (cf. figure 5.7).

The Base of Security shows an over representation of Statistics (18 out of 30, cf. figure
5.8). This is good on one hand as it offers strong privacy protection but on the other hand, it is
not applicable for all scenarios. This over representation is partially caused by the big number
of techniques from the field of Privacy Preserving Data Publishing that has been examined.
13 techniques are building on Cryptography and 4 building on Mathematical Problems. This
confirms that the distinction between those two is not easy and that they may overlap, but that
it is important to distinguish them and that this is actually relevant not only in theory but in
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Figure 5.8: Statistics - Base of Security

practice as well. As Cryptography can further be distinguished into symmetric and asymmetric
Cryptography, this distinction is taken into account here too: symmetric Cryptography was only
used as a base 8 times while asymmetric Cryptography was used 13 times (cf. figure 5.9). This
is, however, not a big surprise as asymmetric Cryptography usually is based on Mathematical
Problems while symmetric Cryptography intends to introduce secret states, and one is more
flexible to combine math with other techniques than these secret states.

The Strength of Security is split into Information Theoretic Security 18 times and Compu-
tational Security 15 times (cf. figure 5.10) which is good because it indicates that the majority
of techniques examined are really robust so they cannot be broken with any arbitrary amount of
computational power. However, certain aspects of a technique may have different Strengths of
Security so a detailed study of one specific technique is required before its usage.

Regarding the Trusted Third Party Participation, the Frequency and the Phase and the Back-
ground of TTP Participation have been examined (cf. figure 5.11). All three dimensions show a
strong tendency to avoid Trusted Third Parties at all, in general a favourable approach of relying
on privacy by design instead of trust. The Frequency is 28 times Never, 7 times only In Specific
Scenarios and not a single time Always; the Phase is 29 out of 35 times None, 5 times the Oper-
ation Phase and only once the Setup Phase, and the Background is (as a consequence) No TTP
Participation 28 out of 35 times. The other possibilities (Checks/Operations as Background)
occur 7/0 times.

At first sight, the Enforceability has an important drawback: not a single technique can be
enforced by the Client (cf. figure 5.12) - however, one has to consider that in Enforceability
Both (11 out of 27 times) the Client is included as well, so the client actually has the possibility
to enforce nearly half of the techniques. Furthermore, 6 techniques with Enforceability None
exist. As argued before, this does not mean that they are worthless nor that they cause privacy
problems. They may just be improvements with another technique as fall-back so that if the
Server does not participate, no privacy problems are caused. In 10 cases only the Server is able
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Figure 5.9: Statistics - Base of Security (Cryptography)

Figure 5.10: Statistics - Strength of Security
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Figure 5.11: Statistics - Trusted Third Party Participation

Figure 5.12: Statistics - Enforceability

to enforce the technique. Although this sounds strange, techniques for which this actually makes
sense exist and like all examined techniques with Enforceability for the Server only are from the
field of Privacy Preserving Data Publishing this is fine.

Regarding the Reversibility, the Degree was Deniable Reversible twice and Not Reversible
14 times (out of 41) which is shows strong privacy protection. 18 techniques are Fully Reversible
- however, this could be totally in the user’s interest too (like, for example, in case of encryption).
7 techniques are Partially Reversible. Considering that Full/Partial Reversibility could be really
desired features this seems to be ok too. Cooperation is required for 25 out of 36 techniques.

Taking the Perspectives into account, the Data Perspective and the Profile Perspective are
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Figure 5.13: Statistics - Reversibility

Figure 5.14: Statistics - Perspectives

equally represented (12/15 times). The User Perspective is only present in 6 techniques (cf.
figure 5.14). However, a lot of mature techniques for covering the User Perspective exist that
are out of scope of this thesis. Examining the Profile Perspective in more detail shows that the
Access Perspective and the Content Perspective occurred 8/7 times.

103





CHAPTER 6
Synergy Effects of PET Groups

When two approaches are combined, the resulting properties change. Some attributes have got
additive characteristics, so adding a second approach covering other parts of privacy improves
the overall privacy level. Other attributes, however, are more complicated to combine as the
resulting attribute is a mixture rather than a simple combination of the subsets with potentially
different properties. This section investigates potential synergy effects when combining tech-
niques of different PET groups in order to achieve a higher privacy level.

In general, this analysis includes both technology and perspective aspects introduced in the
taxonomy, but focuses on Protected Aspect, Means of Protection, and Affected Data Type in
the technology subtree because the remaining properties are either mutually exclusive (Base of
Security), are incomparable, or would not provide any significant improvement. The aim is to
create groups of PETs with similar properties that could be combined to counter each others’
weaknesses or limitations.

This general analysis approach is supplemented by selected more in-depth combination pro-
posals which describe the internal technical interactions as well as the particular advantages of
combining two specific PETs in more detail.

6.1 Groups

In this section the investigated techniques are grouped so that techniques with similar proper-
ties/aims form a group. As each of the techniques/groups has got strengths and weaknesses,
synergy effects between the groups are investigated so that the strengths can be combined while
the weaknesses are eliminated or at least reduced. Examples illustrate the combination’s rele-
vance.

Privacy Preserving Data Publishing

Privacy Preserving Data Publishing is a group of techniques that allows a server to publish con-
fidential data it would usually not be allowed to publish without compromising an individual’s

105



privacy. This corresponds to the Data Perspective (cf. chapter Perspectives at page 25). Privacy
Preserving Data Publishing is a cluster consisting of the following techniques that have been
evaluated within this thesis:

• k-Anonymity

• (X,Y)-Privacy

• MultiR k-Anonymity

• Distinct l-Diversity

• Entropy l-Diversity

• (c,l)-Diversity

• Confidence Bounding

• (α, k)-Anonymity

• (k, e)-Anonymity

• (ε, m)-Anonymity

• Personalized Privacy

• t-Closeness

As they all have got equal properties regarding the presented taxonomy, they are evaluated
as a group rather than as single techniques. Note that differences between these techniques exist
- however, they are too specific to be covered by the taxonomy.

The group’s properties are as follows: the Protected Aspect is the Identity by means of
One Sided Anonymity, the Means of Protection is Indistinguishability, the Affected Data Type is
Stored, and the Perspective is the Data Perspective.

The Protected Aspect of Identity has already been fully exploited as Anonymity is considered
to be stronger than Pseudonymity - at least for the Polarisation One-Sided. If authentification
is required, then the group Privacy Friendly Authentification can be used to ensure privacy for
authenticated users too - if this is not required then simple techniques like proxies can be used to
hide the Identity of the user requesting some data. Therefore, an approach covering the Content
and the Behaviour is desired. The Content could be covered easily by a technique from the group
Operations on Encryption, while the Behaviour can be covered by adding a technique from the
group Privacy Friendly Access. The actual selection of the proper technique is highly dependent
on the specific data publishing scenario and the corresponding requirements.

When combining the Group Privacy Preserving Data Publishing with the groups Operations
on Encryption and Privacy Friendly Access, the Protected Aspects of Identity, Behaviour, and
Content are covered. Furthermore, the Means of Protection of Indistinguishability, Unlinka-
bility, Confidentiality, and (in case of Oblivious Transfer) even Deniability are covered, which
is equivalent to all possibilities for the Means of Protection. The resulting Affected Data Type
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is Combined because Stored, Transmitted, and Processed data is protected, which again cor-
responds to all possibilities. Last but not least, the covered Perspectives are extended too: in
addition to the Data Perspective, the Profile Perspective (Access Perspective and Content Per-
spective) is covered and, in case of Oblivious Transfer, the User Perspective may be covered too
(depending on the specific approach used). Even if it is not covered, it may be included easily
e.g. by means of proxy servers. For this reason, the suggested combination is supposed to cover
all relevant criteria introduced in this taxonomy.

Additionally protecting already anonymised data with encryption may seem superfluous at
first sight, but may be desirable or even necessary depending on the data. Consider the following
scenario:

A company may be interested in analysing its business by external business analysts. To
ensure its customers’ privacy, the data is anonymised before the business analysis are granted
access to the records.

In addition the company’s policy requires access control so that only authorised employees
are able to access this sensitive data. For this reason, encryption is required although the data
is already anonymised. If the analysts still need to perform operations on this protected data,
then techniques from the group Operations on Encryption are required. The groups of Privacy
Friendly Access and Privacy Friendly Authentification are required if the company wants to
ensure its employees’ privacy (Privacy Friendly Authentification is of course only necessary
when authentification is required).

Operations on Encryption

Privacy Preserving Data Publishing is a group of techniques that enables operations on encrypted
data (which is not possible with ordinary encryption schemes). Therefore, it fosters the use of
encryption in scenarios where it is usually difficult or impossible because the data needs to be
processed.

The techniques assigned to this cluster are:

• Homomorphic Encryption

• Searchable Encryption

• Order Preserving Encryption

In case of Homomorphic Encryption arbitrary operations are possible on the data (consider-
ing the strongest techniques without limitations to additions/multiplications). In case of Search-
able Encryption it is obvious that the operation is to search on encrypted data, and, in case of
Order Preserving Encryption the operations are sorting, comparisons, and range queries.

All of them have similar properties, so one is able to chose the approach that fits all require-
ments best. As these approaches are based on specific cryptographic properties, combining them
may be infeasible without compromising their individual algorithmic security properties.

The group’s properties are as follows: the Protected Aspect is the Content (to be more precise
the Data), the Means of Protection is Confidentiality, the Affected Data Type is Combined as
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Stored as well as Processed data is protected, and the Perspective is the Profile Perspective
(Content Perspective).

The Protected Aspect of Content has not yet been exploited fully. The Data part is already
covered, but the Meta Data is not taken into account. In case of Added Metadata, this would not
be possible, as it would need to prevent an adversary from adding any form of information at any
system, which is definitely not possible. In case of generated Meta Data this would be possible
- unfortunately, none of the examined techniques covers Metadata. For this reason, no combi-
nation is possible extending the Protected Aspect of Content given the analysis in this thesis.
For the Protected Aspect, it is, however, possible to protect the Identity as well as the Behaviour
which are both not covered yet. Regarding the Behaviour and following the argumentation
from the group Privacy Preserving Data Publishing, adding a technique from the group Privacy
Friendly Access would be beneficial. Regarding the Identity, the Data Owner can be protected
by means of a technique from the group Privacy Preserving Data Publishing, while Data Con-
sumer could be protected by the group Privacy Friendly Authentification in case authentification
is required, or by other means like proxy servers if no authentification is required.

The combination of the group Operations on Encryption with the groups Privacy Preserv-
ing Data Publishing, Privacy Friendly Authentification, and Privacy Friendly Access covers all
relevant aspects: the Protected Aspect is extended to the Content, as well as the Identity, and
the Behaviour. The Means of Protection covers Confidentiality as well as Indistinguishability,
and Unlinkability, and in case of Oblivious Transfer even Deniability. The Affected Data Type
is Combined as not only Stored and Processed but the Transmitted data is covered as well. Last
but not least, the Profile Perspective (Access Perspective and Content Perspective) as well as
the Data Perspective and the User Perspective could be covered. Therefore, again all relevant
aspects introduced in this taxonomy can be covered.

Again, combining identity protection with encryption is necessary in specific circumstances,
e.g. when encrypted data is only protected from unauthorised users - authorised users can de-
crypt and handle it as they like. For reasons of confidentiality, it may, however, be prohibited
that an administrator or analyst knows whose records he or she is accessing, so the identifying
information is protected by using techniques from the group Privacy Preserving Data Publishing.
As argued before, the employees’ privacy can be protected by using Privacy Friendly Authen-
tification and Privacy Friendly Access.

Privacy Friendly Access

Privacy Friendly Access is a group of techniques that enables access to data without the server
knowing what the user is interested in, so it cannot tell what data has actually been retrieved.

The techniques in this cluster are:

• Private Information Retrieval

• Oblivious Transfer

In case of Private Information Retrieval, all variants (Trivial Solution, Single Server with
Computational Security, and Multiple Servers with Information Theoretic Security) have similar
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properties regarding the taxonomy. Therefore, one is able to chose for every scenario the one
that fits the situation best. Oblivious Transfer has similar properties too, however, they depend
strongly on the used technique. In terms of aspects, Oblivious Transfer also covers the Protected
Aspect Identity, something which could also be achieved by adding proxy servers.

The group’s properties are as follows: the Protected Aspect is the Behaviour (to be more
precise the Access Patterns), the Means of Protection is Unlinkability, and in case of Oblivious
Transfer, potentially Deniability. The Affected Data Type is Combined as Stored and Transmitted
data is protected. The Perspective is the Access Perspective.

Regarding the Protected Aspects of Behaviour, the Access Patterns are already covered. Fur-
thermore, Actions and Perception exist too - however, none of the examined techniques is able
to deal with them. Therefore, the Behaviour has to be seen as completely covered. Regarding
the Protected Aspect, the Identity and the Content are not yet covered. However, it is possi-
ble to cover the Identity by introducing a combination with the groups Privacy Preserving Data
Publishing or Privacy Friendly Authentification (depending if the Data Owner or the authen-
tification should be protected). Again, unauthenticated users could be protected easily by other
means such as proxies. Regarding the Content - depending on the needs - a technique of the
group Operations on Encryption or Proxy Re Encryption may be used.

With this measure, the Protected Aspect is covered with the introduced techniques: the Be-
haviour, the Identity, and the Content are covered. As a consequence, the Means of Protection
covers (besides Deniability and Unlinkability) Indistinguishability and Confidentiality too. The
Affected Data Type is now Combined and Stored, Transmitted, and Processed data are covered.
The Perspective covers now the Profile Perspective (Access Perspective and Content Perspec-
tive), User Perspective, and the Data Perspective.

The practical relevance of this combination can be demonstrated in the following scenario: a
company wants to provide a database about diseases. As the employee requesting this informa-
tion may not have an interest that anyone knows which information he or she accessed, Privacy
Friendly Access is required.

Privacy Preserving Data Publishing is necessary if the data itself is sensitive too. This applies
if the data is about specific medical cases rather than generic information. Thus the identity of
the affected persons has to be kept secret too.

The implementation of access control for a target group that usually would not access it,
seems to be a conflict of interests at first sight. However, it actually makes sense as soon as the
company wants to ensure, only its employees can access the system. This can be enforced in a
still privacy friendly way by means of Privacy Friendly Authentification and - as a second layer
of security - techniques from the group Operations on Security could be applied.

Privacy Friendly Authentification

Privacy Friendly Authentification is a group techniques that enables authentification without
harming a user’s privacy. This cluster consists of the following techniques:

• Direct Anonymous Attestation

• Anonymous Credentials
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Both techniques have similar properties so, depending on the required focus, they can be
exchanged. A combination of Direct Anonymous Attestation and Anonymous Credentials does
not seem to make sense, as this may cause security problems with the underlying assumptions.
It would be too complex to suggest a generic combination, so a combination is suggested for
each of them separately. Nevertheless, the general aim of both is the same, and the following
practical example is valid for both techniques: Privacy Friendly Authentification is used when
access to some resource should not be possible for anyone (like in case of medical databases
which can only be accessed by paying clients).

However, only the membership to some defined group needs to be verified without the need
for identifying the individual persons. Like mentioned before, the data may be about medical
records, so the identity of the affected patients has to be kept secret by using Privacy Preserving
Data Publishing. Again techniques from the group Operations on Encryption may serve to create
a stronger access control scheme compared to plain authentication. The Behaviour of Data
Consumers can also be kept secret by using techniques from the group Privacy Friendly Access
to prevent the creation of profiles (if not already covered by using Anonymous Credentials) so
that the creation of profiles can be prevented.

Anonymous Credentials

In case of Anonymous Credentials, the Protected Aspect is the Content (to be more precise the
Data) and the Identity by means of One-Sided Anonymisation or Group Pseudonymisation. As a
consequence, the Means of Protection are Confidentiality and Indistinguishability, the Affected
Data Type is Combined as Stored and Transmitted data is protected (which is typical for an
authentification scheme). The Perspective is the User Perspective and, for some approaches, the
Profile Perspective (Access Perspective) too.

Regarding possible combinations, Anonymous Credentials already cover a broad variety of
properties. In case of the Protected Aspect, the Behaviour could be added by using a technique
from the group Privacy Friendly Access. As a consequence, the Means of Protection get ex-
tended to Unlinkability and (in case of Oblivious Transfer) Deniability. The Affected Data Type,
however, does not change at all: it is still Combined (Stored, Transmitted). The Perspectives of
this combination are the Profile Perspective (Access Perspective) and the User Perspective. So
combining Anonymous Credentials with just one technique covers nearly all possibilities of the
taxonomy - the most important aspect that is missing is the Data Perspective. If required (e.g.
by sensitive data), it could be added easily with a technique of the group Privacy Preserving Data
Publishing. The resulting triple of the groups has now covered all aspects except of the Affected
Data Type processed. However, an important aspect is not covered yet: the server handling the
data. This correlation indicates that the selected attributes are indeed important and significant
for the overall privacy. Therefore, to cover all attributes (and ensure proper privacy) again an ap-
propriate technique from the group Operations on Encryption is added. With these four groups,
all attributes of the taxonomy are covered as good as it is possible for Anonymous Credentials
by using the examined techniques.
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Direct Anonymous Attestation

In case of Direct Anonymous Attestation, the Protected Aspect are the Behaviour (to be more
precise the Access Patterns) and the Identity by means of One-Sided Group Pseudonymisa-
tion. As a consequence, the Means of Protection are Unlinkability and Indistinguishability, the
Affected Data Type is Combined as Processed and Transmitted data is protected, and the Per-
spectives are the User Perspective as well as the Data Perspective.

For the Protected Aspect, the Content is missing. This directly leads to the group Operations
on Encryption for combinations in order to cover this aspect too. As a consequence, the Means
of Protection gets extended to Confidentiality, and the Affected Data Type now includes Stored
data too. The Perspectives now cover the Content Perspective too. To sum it up, this simple pair
of techniques already covers the Protected Aspect, the Affected Data Type, and the Perspective
- the Means of Protection is the only attribute that is not yet covered completely. In order to fix
this, Deniability is required for the Means of Protection too. This may either be implemented
by means of Oblivious Transfer or by use of Deniable Encryption depending what exactly one
wants to deny (the transfer of data or the actual content). If the underlying data is sensitive, the
logical consequence is to apply the group Privacy Preserving Data Publishing too. Last but not
least, a technique from the group Privacy Friendly Access is added so that the Access Perspective
is covered. Again all relevant aspects of the taxonomy have been covered with the combination
of techniques.

Delegation

Delegation is a group of techniques that enables outsourcing/delegating data (processing) to
untrusted or semi-trusted servers without having the servers know anything about the data they
actually handle. This cluster consists of the following techniques:

• Proxy Re-Encryption

• Blind Signature

Both techniques have got a different intention as well as different properties, so they should
be taken into account separately for combinations. In case of Proxy Re-Encryption, the dele-
gation affects storage and the re-encryption of data if it should be forwarded. In case of Blind
Signature, the delegation affects creating signatures for confidential data. Fair Blind/Partially
Blind schemes offer similar properties, so depending on the use case, the most appropriate can
be chosen.

As the name „Delegation“ already suggests, the aim of techniques from this group is to
outsource sensitive data/operations to a third party server without worrying about privacy though
the actual application scenarios can be very different.

Proxy Re-Encryption

Proxy Re-Encryption’s properties are as follows: the Protected Aspect is the Content (to be
more precise the Data), the Means of Protection is Confidentiality, the Affected Data Type is
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Combined as Stored as well as Processed data is protected, and the Perspective is the Content
Perspective.

The Protected Aspect Identity as well as the Behaviour yet have a lack of protection. In order
to cover the Identity, three measures can be taken: first, a technique from the group Privacy Pre-
serving Data Publishing would allow sensitive data to be published and accessed. Secondly, a
technique from the group Privacy Friendly Authentification may be useful if access restrictions
are necessary. Last but not least, a proxy could be used if the data is publicly accessible by
anyone without any restrictions. In order to cover the Behaviour as well, a technique from the
group Privacy Friendly Access can be added. With these combinations, the Protected Aspect is
completely covered. Furthermore, the Means of Protection is extended to Indistinguishability,
Unlinkability, and (in case of Oblivious Transfer) Deniability. The Affected Data Type is ex-
tended to Combined (Stored, Processed, and Transmitted data) and the covered Perspectives are
the Profile Perspective (Access Perspective and Content Perspective), as well as the User Per-
spective and the Data Perspective. This combination covers all relevant aspects of the taxonomy.

This combination might be useful when e.g. a company intends to outsource its data to the
cloud. As this may contain sensitive data, the data should be protected by encryption. New
colleagues may also be added to the project, requiring access to the data, which can be handled
by Proxy Re-Encryption.

As in the examples before, this data may contain personal information so the employee is not
supposed to know about the identity of the record owners. This is why techniques from the group
Privacy Preserving Data Publishing are used additionally. One may wonder why it is necessary to
add Access Control if the data is already protected by encryption. Again, increasing the difficulty
in gathering useful information by an adversary by adding an access control layer conforms to
the defense-in-depth strategy to prevent a compromised security instrastructure by a single point
of failure. The implementation of cryptography may be faulty and thus circumvented or broken.
If however, the employees should not be monitored although access control is implemented,
then techniques from the group Privacy Friendly Authentification are required. Additionally,
techniques from the group Privacy Friendly Access can be used to hide even more activity from
the server, so it does not even know which (encrypted) records/data sets are accessed.

Blind Signature

Blind Signature’s properties are as follows: the Protected Aspect is the Content, to be more
precise the Data as well as the Identity by means of a One-Sided Individual Pseudonym (Fair
Blind) respectively One-Sided Anonymisation (Partially Blind). The Means of Protection is
Unlinkability and, in case of Fair Blind Signature, Indistinguishability too. The Affected Data
Type is Combined as Stored and Processed data is protected, and the Perspective is the Profile
Perspective (Content Perspective).

Regarding the Protected Aspect, the Behaviour is not covered. In order to change this, a
combination with a technique from the group Privacy Friendly Access is desired. This extends
the Protected Aspect to Behaviour, the Means of Protection to Deniability (in case of Oblivi-
ous Transfer), and the Perspective to the Access Perspective. The Affected Data Type remains
unchanged. If the signed content contains sensitive information, it may make sense to apply a
technique from the group Privacy Preserving Data Publishing before creating the signature so
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that the signature as well as the data itself can be published. This covers the Data Perspective as
the Perspective and also ensures identity protection for the record owners. To ensure the Means
of Protection of Confidentiality, the data may be protected by a technique from the group Oper-
ations on Encryption. Although the server does not know the content it signs, encryption may
be used as an additional barrier if access control is used, so a single point of failure is avoided.
If one still wants be able to perform operations on it, the group Operations on Encryption is
required. To cover the User Perspective, a technique from the group Privacy Friendly Authen-
tification can be added. With the mentioned combinations, the Protected Aspect as well as the
Means of Protection, the Affected Data Type, and the Perspective are covered as good as it is
possible with the investigated techniques.

The application scenario for Blind Signature is similar to that for Proxy Re-Encryption but
with a different aim. In this case, the scenario builds on a company that wants to be able to proof
the authenticity of messages sent to customers, but it wants to protect the employees’ privacy.
For this reason, the company wants that the contents of the messages are signed without a -
potentially outsourced - server knowing, what actually is signed, so Blind Signatures are used.

As argued in the examples above, the data may contain personal information requiring to
apply techniques from the group Privacy Preserving Data Publishing so that the client does not
know about the identities of the respective persons. If the messages sent get enriched with data
(like e.g. contact data or personal information which are received from a central data store), then
Privacy Friendly Access is required so that the sever is not able to gain any knowledge (and link
various messages).

Deniable Encryption

Deniable Encryption is a technique with specific properties, so it cannot be merged into one of
the other clusters, but has to build a „cluster“ on its own.

The properties of Deniable Encryption are as follows: the Protected Aspect is the Content (to
be more precise the Data), the Means of Protection are Deniability as well as Confidentiality, the
Affected Data Type is Combined as Stored and Transmitted data is protected, and the Perspective
is the Access Perspective.

As the Protected Aspects of Identity and Behaviour are not covered, some combinations are
required. In case of the Identity, the combinations are twofold: firstly, a technique from the group
Privacy Preserving Data Publishing is needed if the underlying data may be sensitive, so privacy
is not compromised; secondly, a technique from the group Privacy Friendly Authentification can
be used if authentification is required (if not then simple techniques like proxies can be used).
Although it may be interesting to apply techniques from the group Operations on Encryption, it
would affect the encryption scheme’s integrity. According to the taxonomy, techniques from the
group Privacy Friendly Access would not improve the overall privacy level, but would still be
beneficial under specific circumstances (see below). As a result the Protected Aspects Identity
and Content are covered, the Means of Protection are Confidentiality, Deniability, and Indis-
tinguishability, the Affected Data Type is Combined (Stored, Transmitted, and Processed), and
the Perspectives are the Profile Perspective (Access Perspective as well as Content Perspective),
the Data Perspective, and the User Perspective. To sum it up, the Affected Data Type and the
Perspective have been covered completely, while the Protected Aspect and the Means of Pro-
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tection have been covered well but not completely, because this would not make sense for this
technique.

Deniable Encryption is a useful technique in scenarios like totalitarian regimes with limited
freedom of speech where people might be facing to be silenced by force. An alternative scenario
could be a system for whistle-blowers that can report problems anonymously. In both variants,
the assumption is that it is not sufficient to encrypt the content, but that encrypted content itself is
suspicious and leads to further investigations. Within these investigations, the sender/receiver of
a message could be forced to decrypt it. As Deniable Encryption offers the possibility to decrypt
an alternative (non suspicious) text, the involved parties remain protected and the barrier to
communicate in these scenarios is lowered.

As in the examples above the combination with a technique from the group Privacy Preserv-
ing Data Publishing may be useful if the persons that the data is about must not be identified.
The combination with a technique from the group Privacy Friendly Access makes sense because
it makes it even harder to find out, what a certain user did. If, for example, the servers are in-
vestigated, then it may be possible to find out which data is linked to which user and session.
Therefore, sensitive information could be disclosed including the messages as well as any com-
munication participants. Privacy Friendly Authentification on the other hand, is required as not
every user is allowed to use the system at all and, of course, the use of a certain account has to be
restricted to the authorised users. Adding a technique from the group Privacy Friendly Authen-
tification prevents any possibility to find out if and when a user actually used the system or if
the user just created an account without ever using it. This protection could further be increased
when the system creates an encrypted container for every user using Deniable Encryption, where
the decryption to the fake plaintext results in an account that has never been used.

6.2 Combination Examples

In order to allow a more precise evaluation and generate ideas for further research, some com-
binations of specific techniques are provided. The scope should not be restricted artificially so
that groups of techniques are taken into account, when possible without ambiguity. However,
restrictions to a subset of techniques or even one specific approach is applied, when the results
would be ambiguous or imprecise.

k-Anonymity & Anonymous Credentials

In this section, the combination of k-Anonymity from the group Privacy Preserving Data Pub-
lishing (steps 5 & 6) and Anonymous Credentials from the group Privacy Friendly Authentifi-
cation (steps 1-4 and 6-11) is examined. From a technical point of view, both techniques can
be thought of as two layers that enhance privacy for some data. The combination results in
two layers which could be applied sequentially: first, the authentification process is substituted
by the privacy friendly Anonymous Credentials. Afterwards, authorised users can access data
anonymised using k-Anonymity (steps 5 and 12). Because of this sequence, no interaction nor
any kind of interference between the techniques occurs, so they can be combined without prob-
lems.
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This combination has got the Protected Aspects of Identity with Polarisation One-Sided
and Behaviour (Access Patterns). For the data that is accessed, identity protection builds on
Anonymisation. For the Data Consumers, accessing the data identity protection builds either
on Anonymisation too or on Pseudonymisation held by an Individual, both with unlimited Car-
dinality. The Means of Protection are Indistinguishability and Unlinkability, and the Affected
Datatype is Combined because Stored as well as Processed data is protected. The Base of Se-
curity is Statistics for the data accessed, while it may either be Statistics, asymmetric Cryptog-
raphy, or Mathematical Problems for the Data Consumers. As a result, the Strength of Security
is Information Theoretic Security (data accessed) respectively Information Theoretic Security
or Computational Security (Data Consumers). Trusted Third Party Participation does not take
place for the data accessed, so the Frequency is Never, the Phase is None, and the Background
is No TTP Participation. For the Data Consumers on the other hand, Trusted Third Party Par-
ticipation may, but need not take place. This results in the Frequency being Never or In specific
scenarios, the Phase being None or Operations, and the Background being Checks or No TTP
Participation. Enforceability is possible by the Server in case of the data accessed respectively
for Both for the authentification. Regarding Reversibility, the Degree is Not Reversible with Co-
operation required for the data accessed, while the Degree may be Fully Reversible or Partially
Reversible with Cooperation not required for the Data Consumers. The Perspectives covered
are the Data Perspective as well as the User Perspective, and - depending on the approach used
for Anonymous Credentials - may include the Profile Perspective (to be more precise the Access
Perspective) too.

As Anonymous Credentials offer varying properties depending on the specific approach
used, one is picked so that an accurate evaluation of the Protected Aspect, the Base of Secu-
rity, the Strength of Security, the Trusted Third Party Participation, the Reversibility, and the
Perspective is possible.

The approach chosen is Practical Revocable Anonymous Credentials (cf. [48]). The am-
biguous properties can therefore be evaluated to Identity Protection by means of One-Sided
Anonymity (data accessed) respectively One-Sided Pseudonymity with an Individual as Holder,
and unlimited Cardinality (authentification). The Base of Security is Statistics for the data ac-
cessed. For the Data Consumers’ identities, the protection has Statistics as Base of Security too,
as the users cannot be distinguished, which limits the probability of guessing the right identity.
The Base of Security for the proof of some condition is, however, Mathematical Problems as the
discrete logarithm problem and the factorisation problem have to be solved. As a consequence,
the Strength of Security is only Computational Security for the assurance that the condition is
actually satisfied, while it is Information Theoretic Security for the protection of the record own-
ers’ identities as well as the Data Sources’ identities. Reversibility with Degree Fully Reversible
even without Cooperation is a desired feature of this Anonymous Credentials implementation by
enabling Trusted Parties to reverse the protection. To secure this technique against misuse, sev-
eral Trusted (Third) Parties are required. It is obvious that the Frequency is therefore In specific
scenarios (misuse), occurs in the Operations Phase, and the Backgorund is for Checks.

Both techniques have complementary aims: in case of k-Anonymity, the record owners’
privacy is protected while Anonymous Credentials protects the users accessing this data. One
obvious weakness is that both techniques focus only on one target group and do not cover any-
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thing for the other target group. This is fixed with the combination.
Furthermore, k-Anonymity has a big drawback: as a standalone solution, it can only offer

limited protection due to the lack of (privacy friendly) access control. As a consequence, ev-
eryone can access this sensitive data (assuming that the privacy of the users accessing this data
should not be infringed neither), which results in a loss of control. Combining it with Anony-
mous Credentials allows to enforce more control as users may be revoked/re-identified (this
depends on the specific technique used) as well as to restrict the user base that is allowed to
access the records.

On the other hand, Anonymous Credentials do not protect the underlying data neither from
the Data Provider itself nor any Data Consumer that may break access control and gain unautho-
rised access or exceed his or her rights. Possible countermeasures include cryptography or tech-
niques for anonymisation like k-Anonymity in this example. For this reason, the combination
of k-Anonymity and Anonymous Credentials allows to mitigate the weaknesses of Anonymous
Credentials too. Nevertheless, some possibilities for improvement still exist so that a combina-
tion of more techniques makes sense.

Figure 6.1 illustrates how this system works: whenever a new user wants to register or an
existing user wants to get a proof for a new attribute, the steps 1 to 4 have to be conducted.
The user generates two random numbers w1 and w2 which he or she uses in combination with
the publicly known parameters h1, h2, g1, and g2 so that he or she can compute CI , sign it,
which is denoted as sigU , compute A’Seed, and send them to the issuer. The issuer then signs CI
(sigI (CI )) and returns it to the user who forwards it to the Revocation Referee in step 3 together
with CI and A’Seed. Subsequently the Revocation Referee returns ASeed to the user. Then the
registration is finished and the user is able to use his or her attribute.

In step 5, the user requests record 1 which he or she is interested in. However, the Data
Provider does not know if the user is authorised to access this record. Therefore, it responds in
step 6 that it needs a proof from the user of possessing attribute Att1. In order to prove this, the
user computes the values shown in step 7 and sends them to the verifier (KS is a randomly chosen
session key while r1, r2, r3, and rS are random numbers as parameters for the calculations).
It responds with a random number e which the user has to take into account for computing
z1, z2, z3, and zs. After computing these values, the user returns them to the verifier (step
9) who performs the tests from step 10. If all of these tests are passed, the user has proofen
the possession of the required attribute; otherwise the proof failed. In step 11, this result is
transmitted to the Data Provider. If the user passed all tests, record 1 (as requested) is delivered
in step 12.

The sensitive information present in the table in this example was added only for demon-
stration purposes. The data used in this example is composed of tables 4.1 at page 50 and 4.2 at
page 50. The reply in step 12 reflects what actually is transmitted.

This way the identity of the user is kept secret but the Data Provider is still able to check the
possession of certain attributes (while keeping all other attributes secret). The record owners’
identities are kept secret too due to anonymisation.

The practical relevance of this combination can be identified in the following scenario: A
research centre provides a database with medical information. This information must not be
provided without anonymisation, so k-Anonymity is chosen. The Data Consumers are other
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research centres that want to use this information. As a lot of competition exists, they want to
be sure that no one is able to find out who accessed the database. The Data Provider on the
other hand sells access to its database, so it wants to ensure that only paying clients are able to
retrieve information. In order to cover the needs of both sides (Data Provider and Data Source),
Anonymous Credentials are used.

Proxy Re-Encryption & Private Information Retrieval (single server)

The combination of Proxy Re-Encryption [49] and Private Information Retrieval in the single
server setting [130] can be thought of as two layers: On the first layer, Private Information
Retrieval is applied so that the Data Provider does not know about the data accessed. As the Data
Provider could, however, get knowledge about the data stored (independently of users’ access),
it is desirable to encrypt data. As forwarding is a desired feature as well, Proxy Re-Encryption
is added as a second layer of security. This layer is transparent to Private Information Retrieval
as it only delivers some data without requiring knowledge of the actual content. Therefore, it
has no impact on Private Information Retrieval if the data is stored/delivered as plaintext or if
any arbitrary operation like encodings, transformations, encryptions etc. has been performed on
it - the Data Provider just delivers some data.

For Proxy Re-Encryption on the other hand, the intention is to avoid the retrieval of records.
However, Private Information Retrieval cannot be used for the re-encryption process: the Data
Owner wants to re-encrypt data without having to receive it (which as a consequence, excludes
transmission/retrieval). Therefore, Private Information Retrieval cannot be applied because no
data is transferred. Thus, the server is able to find out about the record accessed although it does
not know its Content at any point in time.

As Private Information Retrieval can be combined with Proxy Re-Encryption, but not the
other way round, the combination has got different properties depending on the use case. How-
ever, the aim is not to apply Private Information Retrieval while performing Proxy Re-Encryption
but to enable the user to apply both techniques in a non-concurrent way. Therefore, the evalua-
tion is based on what is possible with both systems in general (within different use cases).

The Protected Aspect is the Content (Data) as well as the Behaviour (Access Patterns). The
Means of Protection are Confidentiality and Unlinkability, and the Affected Datatype is Com-
bined (Stored and Processed). The Base of Security is asymmetric Cryptography for protecting
the access as well as for the Re-Encryption. As a consequence, the Strength of Security is Com-
putational Security for the encryption as well as for the protection of accessing the records. The
Trusted Third Party Participation depends on the part taken into account too: for information
retrieval, no Trusted Third Party is required so that the Frequency is Never, the Phase is None,
and the Background is No TTP Participation. For the encryption on the other hand, a Trusted
Third Party is explicitly desired so the Frequency is Always, the Phase is Operations, and the
Background are Operations. The Enforceability is None (Encryption) respectively Both (infor-
mation retrieval). The Reversibility is equal for both techniques so it stays the same when they
are combined. This results in a Degree that is Fully Reversible and that requires no Cooperation.
Together these techniques cover the whole Profile Perspective (Content Perspective as well as
Access Perspective).
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Figure 6.2: Combination of Proxy Re-Encryption and Private Information Retrieval

The combination of Private Information Retrieval and Proxy Re-Encryption is powerful and
complement each other as follows: while Private Information Retrieval allows to maintain pri-
vacy when accessing a resource, Proxy Re-Encryption protects sensitive data from the Data
Source itself which may be outsourced and semi-/untrusted. However, it becomes clear when
looking at the combinations of the groups above that further combinations are required to deal
with other aspects of privacy properly.

As illustrated in figure 6.2, the Data Provider knows about the users’ identities but neither
which record is accessed nor the content of the records it stores. This does not refer to the
content of one single transaction (which is protected by Private Information Retrieval) but on
the content that is stored on the entire system. In contrast to figure 3.13 at page 29, the content
of the files is hidden, which is indicated by the additional cloud symbols for the records.

As shown in figure 6.3 at page 120, Private Information Retrieval steps include 13-19 while
Proxy Re-Encryption steps involve 1-12, 16,18 and 20. Note that steps 16 and 18 are required
for both techniques.

The protocol is initiated by Alice when she starts the key generation with sending rA,1 to the
PKG (step 1). It responds with the parameters r’A, h’A, rA,2, hA,2, rA,3, and hA,3 (step 2) which
then are used by Alice to compute rA,1 and hA,1. At this point in time, the generation of the
private key (rA, rA,1, hA,1, rA,2, hA,2, rA,3, and hA,3) as well as the public key (pA,1 and pA,2) is
finished (step 3).

Next, for storing encrypted data at the server, she computes C (consisting of C1, C2, C3, C4,
C5, and C6) and β (step 4) and sends C to the storage server (step 5).

For initialising the Re-Encryption, Alice computes U, V, W, and σ (step 6). To enable the
creation of the Re-Encryption key, Alice sends σ, IDB (Bob’s ID), and ai to the server (step
7) which then calculates rkAB

, A1, B1, and B2 which are returned to Alice subsequently (step
9). Then the server calculates C1’ (step 10) while Bob sends h’B to Alice (step 11). Alice then
returns h’B1/rA and B1

1/rA (step 12). At this point in time, the Re-Encryption is finished and
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Figure 6.3: Combination of Proxy Re-Encryption and Private Information Retrieval - Detailed
120



Bob is able to decrypt the ciphertext.
Next Bob wants to retrieve the message using Private Information Retrieval. For this reason,

he first requests the size m of the database which is then returned by the server (steps 13 and
14). Bob then selects q0, calculates x0 and encrypts the index i of the data he is looking for with
x0 which is denoted by E(i, x0). He then sends the bits of the encrypted index (_α1 .. _αl) to the
server in step 16. The server then computes γj for all indices j and subsequently R1 .. RL (step
17) and returns R1 .. RL to Bob (step 18). Bob then calculates the bits bc for all Rc (step 19)
he received and has successfully received the desired information by using Private Information
Retrieval.

Last but not least, Bob has to reconstruct the ciphertext created by Proxy Re-Encryption out
of the bits b1 .. bL and then is able to restore the original message m (step 20).

Again a practical example is provided to prove the applicability of this combination: an
association for the protection of creditors stores information about the credit ratings of compa-
nies. When its clients access this database, they may want to avoid that anyone knows which
records they access because this may allow conclusions about potential new business partners
etc. For this reason, Private Information Retrieval is applied so that the Data Provider does not
know which Data Consumer accessed which record. Data Consumers have the possibility to
enrich these credit ratings with comments etc., which allows them to mark which companies
they already checked in recent time. As this information is confidential but gets stored by the
Data Provider, encryption is required because the option to forward this additional information
to business partners is important, so Proxy Re-Encryption is applied.

Partially Blind Signature & Searchable Encryption

As the techniques for Partially Blind Signature have equal properties regarding this evaluation,
no specific technique needs to be picked for this combination. For Searchable Encryption the
situation is similar and all techniques have got similar properties regarding this evaluation. How-
ever, the Base of Security is the distinguishing property. For this reason, one specific technique
has to be chosen so that an accurate evaluation of the combination is possible. This technique
is Error-Tolerant Searchable Encryption (cf. [14]) which is based on asymmetric Cryptography.
As a result the evaluation below can be transferred to any scheme for Searchable Encryption that
builds on asymmetric Cryptography.

As both techniques are based on Cryptography, it has to be clarified that combining both
techniques does not interfere with each other’s algorithmic and mathematical basics. Fortu-
nately, both schemes can be applied sequentially so that again a layered protection is used.
Under the assumption that it does not cause problems if two different cryptographic algorithms
are applied sequentially on data (e.g. some plaintext is first encrypted with AES and afterwards
with RSA) the combination is possible from the security point of view.

After ensuring security for this combination, a second crucial (and for cryptographic schemes
non-trivial) question rises: is it possible to combine the schemes while still being able to use all
features of both schemes?

In figure 6.4 it is illustrated how the packaging works; it can be thought of like blackboxes
which are put into each other. The content of these blackboxes is not important for the outer box -
it is just processed as it is. Searchable encryption and Blind Signature could be substituted by any
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Figure 6.4: Packaging when combining Blind Signature and Searchable Encryption

other scheme for encryption respectively signatures without causing problems. The inner box
consists of the plaintext message and its signature which are both concatenated. The outer box
encrypts both together using Searchable Encryption. The part of the signature can be assumed
to have a predefined length, so it is easy to ignore it except for verifying the message.

Note that the search is performed on an index structure rather than the ciphertext. This index
structure is created based on the plaintext. Furthermore, the PuK cryptography is only used
to protect the content but is not involved in the search. As a consequence, the creation of the
signature has no impact on the search capabilities and does not influence the closeness of the
buckets.

As shown in figure 6.5, the sender sends the encrypted message x to the signer who returns
it signed (steps 1 and 2). Next the sender computes φ(x) (step 3) and then stores the encrypted
concatenation of x and the signature at the server at a location depending on φ(x) (step 4). Next
the sender computes αi and stores the encrypted value of φ(x) in the bucket Tαi (step 6a). In
order to enhance privacy, all buckets are expected to have the same size, so all buckets smaller
than the biggest one are padded with random entries (step 6b). At this point in time, the storage
is finished.

For retrieving data, the receiver wants to look for some keyword x’ which may be different
from x. If x and x’ are close enough, a match is possible. First, the receiver computes αi for x’
(step 7). Then all buckets Tαi are requested (step 8) and retrieved (step 9). The documents’ IDs
are then found by calculating the intersection of all retrieved buckets (step 10). These IDs are
then requested from the server (step 11) which delivers these encrypted documents (including
their signatures) to the receiver (step 12). In order to verify their integrity, the receiver sends the
encrypted documents to the signer (step 13) and receives the respective signatures (step 14). If
the signature is equal to the one the receiver got from the server, the receiver can decrypt the
documents (step 15) and finally has the plaintext results he or she was looking for.

The Protected Aspect for both techniques is Content (Data) and, for this reason, it does not
change for the combination. The Means of Protection are Confidentiality as well as Indistin-
guishability and Unlinkability. The Affected Datatype is Combined as all basic datatypes (Pro-
cessed, Stored, and Transmitted) are affected. As mentioned, the approach chosen for Searchable

122



Figure 6.5: Operations when combining Blind Signature and Searchable Encryption
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Encryption is based on asymmetric Cryptography. Because Partially Blind Signatures are based
on asymmetric Encryption too, this applies for the combination too. As a consequence, the
combination offers Computational Security as the Strength of Security. Regarding the Trusted
Third Party Participation, both techniques have got different properties so the evaluation of the
combination requires taking the use cases into account. For creating the signature, no Trusted
Third Party is required so the Frequency is Never, the Phase is None, and the Background is
No TTP Participation. For searching within the encrypted documents, delegation is desired so
the Trusted Third Party Participation occurs with Frequency Always, in the Phase of Operation,
and with the Background of Operations. Regarding the Enforceability, the situation is similar:
while the signature can be enforced by Both, Searchable Encryption has Enforceability None
because cooperation between the involved parties is required. As both techniques are based on
Cryptography and, therefore, require Reversibility with the Degree Fully Reversible, the combi-
nation has got this Degree too. Cooperation is not required for reversing the protection. Both
techniques cover the Profile Perspective partially (to be more precise the Content Perspective)
and, therefore, this applies to the combination too.

The combination helps to mitigate the drawbacks of both techniques as it combines two
approaches that ensure integrity as well as confidentiality of data: encryption with a digital
signature. Therefore, it is ensured that some data is actually provided by a specific system
(signature), while, on the other hand, ensuring that it cannot be accessed by any unauthorised
user or system (encryption). This combination is actually an extension of ordinary encryption
with digital signature as it is privacy friendly while still enforcing control and policies. It allows
to outsource sensitive data (storage, re-encryption, and signature) while increasing the privacy
of the users of a system, although the membership to a certain group can be proved. Again, a
combination of more techniques allows to ensure even stronger privacy protection.

For the practical example, a system for digital money is considered. In order to respect
the customers’ privacy, Blind Signatures are used so that tracing of customers is prevented but
creating copies of digital money is not possible. All data associated to the user’s account is
encrypted so that data is protected even in case of unauthorised access. If the user wants to add
comments to the digital money, he or she probably wants to perform search queries too. For this
reason, Searchable Encryption is used.
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CHAPTER 7
Conclusion

In this chapter the research questions formulated in chapter 1 and a summary of their answers is
provided. Furthermore possibilities for future work are presented.

7.1 Research Questions

The research questions formulated for this thesis and their answers are summed up below.

How could Privacy Enhancing Technologies be compared?

Comparison of Privacy Enhancing Technologies is possible based on the taxonomy introduced in
the chapter Taxonomy at page 15. This taxonomy consists of 2 sub-taxonomies. They allow clas-
sification from a technological point of view respectively taking perspectives into account which
allow to classify the techniques in a structured way. Chapter Evaluation at page 57 demonstrates
that the taxonomy enables comparison of various techniques.

Which (recent) approaches exist to enhance privacy?

A list and a short description of the most interesting recent developments is presented in chapter
Techniques at page 33.

What are the pros and cons and in which contexts may these approaches be
applied?

In the chapters Techniques at page 33, Evaluation at page 57, and Synergy Effects of PET Groups
at page 105 this question is answered by investigating the techniques and comparing them.

Comparison of the different approaches based on the taxonomy

The comparison of different techniques is demonstrated in chapter Evaluation at page 57.
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How may different approaches be combined to enhance privacy for different
scenarios and needs?

Possible combinations of Privacy Enhancing Technologies are suggested in chapter Synergy
Effects of PET Groups at page 105. Two levels of detail are used for the combinations: first,
groups of approaches are combined so that generic possibilities for combinations are presented
to illustrate limitations of existing approaches and how to mitigate them. Afterwards, a more
in-depth view of several explicit examples of PET combinations is given.

7.2 Future Work

This section indicates future work that cannot be covered within this thesis.

How can the advantages and use cases of cryptographic schemes be combined?

As mentioned, cryptography has the drawback that small details may allow short cuts for calcu-
lating the mathematical problems cryptography is based on. Thus, cryptography can be broken.
As a consequence, it is hard to combine the advantages or use cases two cryptographic tech-
niques like e.g. Searchable Encryption and Homomorphic Encryption.

Combining more techniques

In chapter Synergy Effects of PET Groups at page 105 several combinations of techniques are
introduced to demonstrate that the combinations are possible and actually make sense. As cov-
ering all combinations is out of scope for this thesis, further research is required for covering
more combinations.

Creating Combinations of more than 2 techniques

The combinations in this thesis consist only of two techniques. Although this already helps to
cover more aspects of privacy, combinations of more techniques allow to protect privacy even
better. Thus, a combination of more techniques is highly desirable.

Creating an evaluation of a set with a size of statistical relevance

The evaluation in chapter Evaluation at page 57 is only based on the techniques introduced in
this thesis. As the number of the investigated techniques is low, an evaluation of more techniques
is desirable. For this evaluation, a high number of techniques should be taken into account to
ensure statistical relevance for the results. Still, the selection of the approaches within this thesis
demonstrates the viability of a taxonomy-based classification of PETs in a more general context
than found in literature and provides a suitable starting point for further research.
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