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Abstract

It is well accepted that absorption of water (or other fluids) at interfaces within

the microstructures and nano-structures of hydrated biomaterials or geomaterials

are a very probably origin of their macroscopic creep and relaxation behavior;

which has been studied particularly intensively for, e.g., concrete or bone. At the

same time, the macroscopic creep behavior is standardly given in terms of classical

rheological models (Kelvin-Voigt, Maxwell, Zener, chain models) with a number of

regression parameters obtained from some fitting algorithms, while the actual mi-

cromechanical origin of the creep process remains fully unconsidered. The present

thesis aims at delivering a first remedy to this somehow unsatisfactory situation.

It is divided into five chapters, relating to articles published or prepared for pub-

lication in scientific journals, documenting the development of a new theoretical

approach for the upscaling of interface viscosities to bulk material creep properties

- and its first confrontation to experimental results as well.

Chapter 1 introduces the novel theoretical concept: Interfaces are perceived as

zero-thickness limit cases of spheroidal, eigenstressed inclusions in an elastic ma-

trix, and the limit case-driven eigentractions are inserted into viscosity laws, re-

lating them to interface dislocation rates. In this way, the rich theoretical heritage

of continuum micromechanics based on Eshelby problems and their derivatives for

cracks, as developed over the last decades, can be triggered, so as to mathemat-

ically derive compact analytical formulae showing how macroscopic creep rates

depend on interface density, size, and viscosity.

Chapter 2 extends the discussion to the case of more than one interface characteris-

tic, i.e. to interfaces differing in size, density, and/or viscosity. The mathematical

expenditures increase significantly, however, an elegant combination of advanced

solution methods of differential equations, such as Laplace transforms, elimina-

tion schemes, and non-dimensionalization, do finally allow for the arrival at very

elegant analytical formulae for the relaxation function of materials embedding dif-

fering interfaces - showing clearly the mutual interaction of these interfaces when

governing macroscopic relaxation times or capacities.

Chapter 3 provides a link between the novel micromechanics-derived creep and

relaxation functions, and those obtained from classical rheological models. Based

on the structure of the underlying differential equation, a full analogy between

matrix-interface composites with only one interface type and classical Kelvin-Voigt
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and Maxwell models is developed, and independently proven by the dissipation

expressions for both the micromechanical and the rheological systems.

Chapter 4 extends this analogy to the case of arbitrarily many (countable) interface

types. Particularly, the Kelvin-Voigt parameters can be easily linked to interface

and matrix properties.

Chapter 5 finally uses the newly developed methods in the light of real materials.

A carefully experimentally validated hierarchical micromechanics model for bone

viscoelasticity is complemented by an additional homogenization step, downscal-

ing from the mineral clusters found in the extrafibrillar space, to the interfaces

probably present within these clusters. The downscaled interface viscosity is (sur-

prisingly) 14 orders of magnitude larger than that obtained from molecular dy-

namics. On a second glance, this huge discrepancy can be traced back to the 16

orders of magnitude difference between dislocation rates appearing during bone

creep, and those used (for computational reasons) in molecular dynamics simu-

lations. Glassy water in inter-crystalline interfaces in bone obviously show very

pronounced thixotropy, i.e. viscosity decrease with increasing shear rate.
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Introduction

Creep is slow, progressive deformation of materials under constant load. In 1874,

Boltzmann introduced the concept of creep functions as well as the associated su-

perposition principle, and he confirmed these groundbreaking ideas by an initial

experimental campaign [7]. Ever since, these ideas have remained the fundament

of the theory of viscoelasticity, which has been developed up to high mathemat-

ical maturity [8, 9, 10]. One of the parameters, which plays a major role in

the creep behavior of materials comprising heterogeneous microstructures, is wa-

ter. It is shown in different materials, with water being embedded into heteroge-

neous microstructures; as is encountered, among others, in the realm of geophysics

[11, 12, 13], in cementitious materials like concrete [14, 15, 16, 17, 18], alcohol-

based surfactant-water system [19, 20], or hard biomedical materials like bone or

bone cements [17, 21, 22]. Hence, it is consistent with the macroscopic experimen-

tal observations, that creep in (bio or geo-)material increases with increasing the

water content, as described for bone in [23], or for cementitious material in [24].

More precisely, water layers in a somewhat ice-like structured (or “glassy” [25])

state qualify as “liquid crystals”, referring to matter which is right inbetween the

long-range positional and orientational order found in solids and the long-range

disorder found in liquids. The creep phenomena in liquid crystal systems have been

extensively studied also beyond the presence of water, e.g. for polymers [26, 27, 28]

or ferroelectrics [29]. In more detail, it has been shown in various experimental

and computational chemistry studies [15, 16, 17, 30], that the origin of the creep

process is the intimate bounding of water molecules to electrically charged solid

surfaces (and the “lubricant effect” of the fluid once the solid surfaces start to glide

along the water sheets). In this context, the explicit mathematical consideration

of how the lubrication effect of water on 2D interfaces results in creep properties of

a bulk of material hosting such surfaces, is missing. To this end, a micromechan-

ical framework which allows for translation of creep laws for interfaces, into the

resulting creep laws at the continuum scale of materials hosting creeping interfaces

as well as non-creeping solid phases inbetween, is introduced. More specifically,

1
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we consider a linear relationship between (i) average interface dislocations and (ii)

corresponding interface tractions, with an interface viscosity as the proportionality

constant. Based on the homogenization schemes for eigenstressed heterogeneous

materials, the interface behavior is upscaled to the much larger observation scale

of a matrix-inclusion composite comprising an isotropic and linear elastic solid ma-

trix, as well as interacting circular and parallel viscous interfaces embedded into

the aforementioned matrix. The studied creep and relaxation of matrix-interface

composites described in Chapter 1, shows both the obtained characteristic creep

and relaxation times, describing exponentially decaying viscoelastic phenomena,

increase with increasing interface size and viscosity, as well as with decreasing

elastic stiffness of the solid matrix; while only the relaxation time decreases with

increasing interface density. Accordingly, non-asymptotic creep of hydrated (quasi-

)crystalline materials at higher load intensities may be readily explained through

non-stationarity, i.e. spreading, of liquid crystal interfaces throughout solid elastic

matrices [31].

Matrix-inclusion composites are well known to exhibit interaction among the in-

clusions [32, 33, 34, 35, 36, 37, 38]. In the special case of inclusions in form of

flat interfaces, i.e. in the special case of matrix-interface composites, interaction

among interfaces would be clearly expected. However, the two-dimensional na-

ture of interfaces is responsible for particularly surprising interaction properties

[39, 40]. This situation is reminiscent of the one encountered with microcracked

materials [41, 42]. This is the motivation to study how interaction among mi-

crosopic interfaces affects the overall macroscopic creep and relaxation functions

of matrix-interface composites. Extending the analysis of [31] – where we mainly

focused on identical interfaces – we consider interaction among two classes of

interfaces (referred to as “interface families”), differing in interface size, viscos-

ity, and density. Starting point for the analysis are fundamental state equations

established in the aforementioned continuum micromechanics framework. These

state equations desribe the time-dependent behavior of matrix-interface compos-

ites under uniform strain boundary conditions and under uniform stress boundary

conditions, respectively. They allow for studying relaxation and creep scenarios.

While derivation of the creep functions is a quite simple mathematical task, the

derivation of relaxation functions turns out as formidable mathematical challenge.

This calls for a carefully selection of solution methods, including Laplace trans-

formation, a decoupling strategy in time-domain based on an elimination scheme,

and the method of non-dimensionalization. Comparing creep and relaxation func-

tions, a seeming paradox is obtained: no interface interaction can be identified
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from the mathematical structure of the creep functions, while interface interaction

is clearly manifested in the relaxation functions. The solution to this dilemma

is provided by recalling the stress and strain average rules for materials hosting

interfaces.

Engineers challenged to model creep and relaxation phenomena in scientific re-

search or in the civil engineering practice typically try to keep things simple.

Therefore, they frequently employ exponential creep and relaxation functions

which are standardly related to the simple rheolgical models composed of lin-

ear springs and dashpots, such as the so-called “standard linear solid models”

consisting of two springs and one dashpot. However, such simple models do not

contain any direct information on microstructural origins of creep. The obvi-

ous question arising then is: How does such a micromechanical formulation and

the microstructural quantities appearing therein relate to the classical rheological

models made up of springs and of dashpots? As an answer to this question, we

establish relations between microstructural quantities, such as interface size, inter-

face density, interface viscosity, as well as elastic properties of the solid material

phase, on the one hand, and spring stiffnesses and dashpot viscosities of macro-

scopic rheological models, on the other hand. This is accomplished by (i) deriving

differential equations describing the material behavior in terms of overall stresses

and strains defined on representative volume elements, and by (ii) carrying out a

dissipation analysis. These two points will be tackled for the Kelvin-Voigt rep-

resentation of the standard linear solid model, for the Maxwell representation of

the standard linear solid model, and for a matrix-interface composite. Comparing

the analytical results allows (i) for relating rheological spring stiffnesses and the

dashpot viscosities of standard linear solid models, to microstructural features of

a matrix-interface composite, and (ii) for a micromechanical interpretation of the

stresses and strains which are formally associated with the rheological springs and

dashpots, and (iii) for a micromechanical illustration of the energy dissipating in

the dashpots.

Standard linear solid models often appear as too simple when it comes to the

representation of the actual material behavior, such as typically observed in creep

and relaxation tests. This was realized already in the 19th century when the field

of creep mechanics was initiated [43]. The problem was tackled by the introduc-

tion of rheological chain models, such as Maxwell chains and Kelvin-Voigt chains,

repectively. Ever since, such models have enjoyed great popularity in a variety of

applications, concerning, e.g. the creep of aging cementitious materials [44], of soft

biomaterials such as intervertebral discs [45], or of different types of polymers and
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plastics [46]. It is the logic next step to pose the question whether also rheological

chain models can be directly related to the mechanics of microstructural systems

consisting of an elastic solid matrix and viscous interfaces, now with differing vis-

cosities and differing sizes. We compare (i) coefficients of macroscopic stress-strain

relations of rheological chains models with N Maxwell units (or N Kelvin-Voigt

units, respectively), with (ii) coefficients of stress-strain relations characterizing a

matrix-interface composite consisting of a contiguous, isotropic, and linear elastic

solid matrix, as well as of N families of parallel interfaces. When it comes to

deriving stress-strain relations linking shear stresses and their time-derivatives, to

shear strains and their time-derivatives, we start with two rheological units or two

interface families (N = 2), respectively. Then we extend the derivation to three

rheological units or three interface families (N = 3), respectively; and, finally,

we tackle the case of N rheological units or N interface families, respectively. A

micromechanical interpretation of Maxwell chain models and Kelvin-Voigt chain

models becomes possible by comparing the 2N + 1 independent coefficients oc-

curring in the constitutive equations derived for the Kelvin-Voigt chain models,

the Maxwell chain models, and the micromechanics models with different viscous

interfaces families, respectively. These results relate spring stiffnesses and dash-

pot viscosities to microstructural features such as interface size, interface density,

interface viscosity, as well as elastic properties of the solid material phase and,

hence, can be understood as a justification for frequently used phenomenological

models.

Finally, we apply the developed continuum micromechanics framework to creep

and relaxation of the hierarchically organized mutiscale material “bone”. “Uni-

versal” mechanical properties of bone’s elementary constituents (hydroxyapatite,

collagen, and water with non-collagenous organics), their “universal” interaction

patterns across multiple length scales, and corresponding “universal” composition

rules for extracellular bone matrices allow for the prediction of the large variety of

mechanical properties of different bone tissues observed at the macroscopic scale,

see, e. g. [47, 48, 49, 50]. In this context, the viscoelasticity of interface-penetrated

extrafibrillar mineral clusters were identified from downscaling of different, in-

dependent macroscopic creep and relaxation tests. They can be quantified by

isotropic Kelvin-Voigt parameters. We here expand on how to downscale this bulk

viscosity value further, i. e. down to the level of the individual interfaces. To this

end, we first use so-called Reuss bounds in order to derive, from knownledge on

anisotropic creep tensors of matrix-interface composites with parallel interfaces,

the isotropic creep tensor of a new material system which comprises randomly
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oriented RVEs of matrix-interface composites with parallel interfaces. This opens

the door to top-down identification of interface density, interface viscosity, and

bulk viscosity of “glassy” water filling interfaces between hydroxyapatite crystals.

As for the comparison of the top-down identified bulk viscosity with a corre-

sponding quantity derived in a bottom-up approach resting on molecular dynam-

ics simulations, it turns out to be useful to estimate the dislocation speeds from

macroscopic relaxation experiments on bone. Top-down identified and bottom-up

identified bulk viscosity of adsorbed water and speeds of interfacial dislocations,

respectively, differ by several orders of magnitude. This seeming paradox can be

explained based on the pronounced thixotropic behavior of “glassy water”, the

viscosity of which decreases with increasing dislocation rate, whereby both physi-

cal quantities covering 14 and 16 orders of magnitude, respectively.



Methodology and key results

Chapter 1

This chapter is based on a joint publication of Mehran Shahidi, Bernhard Pichler,

and Christian Hellmich published in the European Journal of Mechanics A/Solid,

(2014), vol. 45, pp. 41-58.

Christian Hellmich and Bernhard Pichler set up the overall research strategy, using

micromechanics for eigenstressed phases as a fundament for upscaling interface

viscosities to macroscopic bulk creep properties. They supervised the research

progress, checked key results, and supported the documentation process. Mehran

Shahidi developed Maple codes for the analytical calculations and documented the

research results.

DIGEST:

It is generally agreed upon that fluids may play a major role in the creep behavior

of materials comprising heterogeneous microstructures and fluid-filled porosity at

small length scales. In more detail, nanoconfined fluid-filled interfaces are typically

considered to act as a lubricant, once electrically charged solid surfaces start to

glide along fluid sheets, while the fluid is typically in a liquid crystal state, which

refers to an “adsorbed”, “ice-like”, or “glassy” structure of fluid molecules. Here,

we aim at translating this interface behavior into apparent creep laws at the contin-

uum scale of materials consisting of one non-creeping solid matrix with embedded

fluid-filled interfaces. To this end, we consider a linear relationship between (i)

average interface dislocations and (ii) corresponding interface tractions, with an

interface viscosity as the proportionality constant. Homogenization schemes for

eigenstressed heterogeneous materials are used to upscale this interface behavior

to the much larger observation scale of a matrix-inclusion composite comprising

an isotropic and linear elastic solid matrix, as well as interacting circular and

parallel interfaces embedded into the aforementioned matrix. Both the obtained

6
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characteristic creep and relaxation times, describing exponentially decaying vis-

coelastic phenomena, increase with increasing interface size and viscosity, as well as

with decreasing elastic stiffness of the solid matrix; while only the relaxation time

decreases with increasing interface density. Accordingly, non-asymptotic creep

of hydrated (quasi-)crystalline materials at higher load intensities may be read-

ily explained through non-stationarity, i.e. spreading, of liquid crystal interfaces

throughout solid elastic matrices.

Chapter 2

This chapter is based on a joint publication of Mehran Shahidi, Bernhard Pichler,

and Christian Hellmich to be submitted to the Journal of Acta Mechanica.

All authors developed the structure of the differential equations to be solved. Bern-

hard Pichler and Mehran Shahidi developed the elimination scheme and the non-

dimensionalization-based solutions, and Mehran Shahidi developed the Laplace

transform-based strategy.

DIGEST:

Matrix-inclusion composites are known to exhibit interaction among the inclu-

sions. When it comes to the special case of inclusions in form of flat interfaces,

interaction among interfaces would be clearly expected, but the two-dimensional

nature of interfaces is responsible for surprising interaction properties. This is the

motivation to analyze how interaction among two different classes of microsopic in-

terfaces manifests in macroscopic creep and relaxation functions of matrix-interface

composites. To this end, we analyze composites consisting of a linear-elastic

solid matrix hosting parallel interfaces, and we consider that creep and relax-

ation of such composites results from micro-sliding within adsorbed fluid layers

filling the interfaces. The latter idea was recently elaborated in the framework

of continuum micromechanics, exploiting eigenstress homogenization schemes, see

[Eur J Mech Sol/A: 41-58, 2014]. After a rather simple mathematical exercise,

it becomes obvious that creep functions do not reflect any interface interaction.

Mathematical derivation of relaxation functions, however, turns out to be much

more challenging because of pronounced interface interaction. Based on a care-

ful selection of solution methods, including Laplace transforms and the method

of non-dimensionalization, we analytically derive a closed-form expression of the

relaxation functions, which provides the sought insight into interface interaction.

The seeming paradox that no interface interaction can be identified from creep
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functions, while interface interaction manifests itself very clearly in the relaxation

functions of matrix-interface materials, is finally resolved based on stress and strain

average rules for interfaced composites. They clarify that uniform stress boundary

conditions lead to a direct external control of average stress and strain states in

the solid matrix, and this prevents interaction among interfaces. Under uniform

strain boundary conditions, in turn, interfacial dislocations influence the average

stress and strain states in the solid matrix, and this results in pronounced interface

interaction.

Chapter 3

This chapter is based on a joint publication of Mehran Shahidi, Bernhard Pichler,

and Christian Hellmich to be submitted to the Journal of Engineering Mechanics.

Bernhard Pichler and Christian Hellmich set up the overall research strategy, look-

ing for analogies between micromechanics and classical rheological models. They

supervised the research progress, checked key results, and supported the docu-

mentation process. Mehran Shahidi developed Maple codes for the analytical

calculations and documented the research results.

DIGEST:

Creep functions are often represented by “rheological models” consisting of springs

and dashpots, while the actual microscopic origins of creep, such as micro-sliding

along interfaces, has only recently been explicitly considered in a continuum me-

chanics framework [Eur J Mech Sol 45A : 41-58, 2014]. The question arises whether

formal analogies between the former and the latter can be derived: This ques-

tion is answered here for the rheological models of the Kelvin-Voigt and Maxwell

type. Thereby, it appears a full analogy between shear stresses and strains acting

on the rheological models, and those acting on a micromechanical representative

volume element consisting of an elastic solid matrix with embedded viscous inter-

faces, whereby the respective viscosity arises from layered polar fluids absorbed at

these interfaces. The Kelvin-Voigt parameters appear as being much simpler and

more intuitively related to the micromechanical quantities, when compared to the

Maxwell parameters. More specifically, rheological spring parameters are always

related to the shear stiffness of the elastic solid matrix, while they may addition-

ally depend on the Poisson’s ratio of the elastic solid matrix, and on the interface

density. On the other hand, dashpot viscosities are always related to interface

viscosities, interface radii, and interface densities; and they may even depend on
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the Poisson’s ratio of the elastic solid matrix.

Chapter 4

This chapter is based on a joint publication of Mehran Shahidi, Bernhard Pichler,

and Christian Hellmich to be submitted to the Journal of Engineering Mechanics.

Bernhard Pichler and Christian Hellmich set up the overall research strategy, look-

ing for analogies between micromechanics and classical rheological models. They

supervised the research progress, checked key results, and supported the docu-

mentation process. Mehran Shahidi developed Maple codes for the analytical

calculations and documented the research results.

DIGEST:

While the companion paper provided a micromechanical explanation of the spring

and dashpot parameters occurring in the rheological models of the Kelvin-Voigt

and Maxwell type, we here extend this discussion towards rheological chain models.

Therefore, the considered micromechanical system is extended from one interface

phase to N interface phases differing in size and viscosity. Elimination schemes

allow for deriving differential equations with only overall stresses and strains and

their derivatives as unknowns, rather than microstresses and microstrains in case

of micromechanics, or spring/dashpot-related stresses and strains in case of the

rheological chain models. Companion of corresponding coefficients reveals a full

analogy between the chain models, and also between the latter and the microme-

chanics model. For the Kelvin-Voigt chain, this analogy is even identical to the

one of the Zener model of companion paper Part I. The Maxwell chain-related

analogy is much more complex, and analytical solutions only exist in the case of

very few chain members.

Chapter 5

This work is the outgrowth of a cooperation with Prof. Vikas Tomar, Devendra

Verma, and Tao Qu from Purdue University. They conducted a series of molecular

dynamics studies, the results of which were compared to micromechanics-based

viscosity results derived for bone. Supervised by Christian Hellmich and Bernhard

Pichler, Mehran Shahidi performed the computations, and documented the results.

They became part of a topical issue paper for the MRS Bulletin, prepared in
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cooperation with the colleagues from Purdue University, and attached as Appendix

G the present thesis.

DIGEST:

After having elaborated the theoretical basis for matrix-interface composites in

Chapter 1, after having studied interaction among interfaces of different size, den-

sity, and viscosity in Chapter 2, and after having identified links between mi-

cromechanical quantities and parameters of rheological models widely used in the

engineering research and practice, see Chapters 3 and 4, we here come into the po-

sition to apply of all of these theoretical developments to a real interfaced material.

We consider the hierarchically organized biomaterial “bone”, and we aim at top-

down identification (i) of interface density and interface viscosity of water-filled

interfaces between hydroxyapatite crystals and (ii) of the characteristic speed of

interface dislocaton in a macroscopic relaxation test on a bone specimen. To this

end, we consider a new material system consisting of randomly arranged building

blocks which are RVEs of the matrix-interface composites with one family of par-

allel interfaces. In order to derive an isotropic creep tensor for the new material

system, we start from the anisotropic creep tensor of the matrix-interface materials

studied in Chapters 1 and 3, and we apply the mixture rule, i. e. we evaluate the so-

called Reuss bound by carrying out a complete spatial average. The here-derived

micromechanics-related isotropic creep tensor is compared with a Kelvin-Voigt

creep tensor for interfaced hydroxyapatite, taken from the literature, and this al-

lows for top-down identification of the interface density and interface viscosity.

Multiplying the latter with the characteristic thickness of interfaces, delivers a

bulk viscosity of water filling the interfaces between hydroxyapatite crystals. This

bulk viscosity is similar to the one of molten glass, hence the name “glassy” water.

As for the comparison of this quantity with corresponding results from a bottom-

up approach resting on molecular dynamics simulations (provided by colleagues

from Purdue University, IN, USA), it turns out to be useful to estimate the dis-

location speed from macroscopic relaxation experiments on bone. The top-down

identified viscosity of adsorbed water is by 14 orders of magnitude larger than the

bottom-up identified viscosity. Similarly, the typical speed of interfacial disloca-

tions in a relaxation test on bone is by 16 order of magnitude maller than the one

realized in the molecular dynamics simulation. This results indicate a pronounced

thixotropic effect of adsorbed water, i. e. the viscosity decreases with increasing

speed of interfacial dislocations.



Chapter 1

Viscous interfaces as source for

material creep: a continuum

micromechanics approach

1.1 Introduction

It is generally agreed upon that water may play a major role in the creep behavior

of materials comprising heterogeneous microstructures with water being embedded

into those; as is encountered, among others, in the realm of geophysics [11, 12, 13],

in cementitious materials like concrete [14, 15, 16, 17, 18], alcohol-based surfactant-

water system [19, 20], or hard biomedical materials like bone or bone cements

[17, 21, 22]. Hence, creep increases with increasing water content, as described

for bone in [23]. Water layers in a somewhat ice-like structured (or “glassy” [25])

state qualify as “liquid crystals”, referring to matter which is right inbetween

the long-range positional and orientational order found in solids and the long-

range disorder found in liquids. The creep phenomena in liquid crystal systems

have been extensively studied also beyond the presence of water, e.g. for polymers

[26, 27, 28] or ferroelectrics [29]. More specifically, the intimate bounding of water

molecules to electrically charged solid surfaces (and the “lubricant effect” of the

fluid once the solid surfaces start to glide along the water sheets) is thought of

as the origin of the creep process, as is supported by various experimental and

computational chemistry studies [15, 16, 17, 30]. What is somehow lacking in this

respect, is the explicit mathematical consideration of how the lubrication effect

of water on 2D interfaces results in creep properties of a bulk of material hosting

11
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such surfaces. As a contribution to this somehow open problem, the present paper

describes a micromechanical framework which allows for translation of creep laws

for interfaces, into the resulting creep laws at the continuum scale of materials

hosting creeping interfaces as well as non-creeping solid phases inbetween.

1.2 General strategy for interface modeling

When aiming at concise, yet efficient modeling of interface behavior, we need to

consider their peculiar, two-dimensional nature, because of which no “fluid bulk

stiffness” can be defined on them. Namely, bulk stiffnesses are (by definition)

related to volume changes, while the 2D interfaces do not exhibit any volume. Ac-

cordingly, neither stress nor strain tensors are defined on the interfaces. Instead,

traction forces act on the interface planes; and the interfaces also exhibit dislo-

cations, i.e. the in-plane displacements show jumps when crossing the interface

perpendicular to its plane.

When fictitiously cutting out each and every interface from the surrounding solid

matrix, then the (in-plane) tractions acting on the interface surfaces are related,

via the viscosity of the infinitesimally thin liquid crystal membrane, to the in-plane

displacement jumps or dislocations. We reserve the corresponding mathematical

formulation for Section 1.5.1, and first focus on the remaining material system

consisting of the solid matrix with infinitesimally thin slits (the latter being the

remnants of the fictitiously removed liquid crystal interfaces). The action of the

interfaces is replaced by free tractions (or eigentractions) acting on the slit walls.

The relation between these eigentractions and the corresponding dislocations or

displacement jumps across the slits now depends on the elastic properties of the

solid matrix surrounding the slits (defined through so-called concentration tensors,

given in Section 1.4), but also on the macroscopic strains prescribed to the overall

material system, i.e. the representative material volume of a piece of matter with

interfaces (or slits) in between. The latter dependency is quantified in terms of

so-called concentration tensors, given also in Section 1.4. However, this quantifi-

cation is not straightforward, but requires an additional, auxiliary mathematical

step which is inspired by a strategy proposed by Pensée et al. [51] for the case

of sharp cracks: Namely, in order to find compact analytical expressions for the

aforementioned concentration and influence tensors (having their conceptual roots

in the so-called transformation field analysis [52, 53]), we consider the slits as limit

cases of oblate spheroids, for which analytical solutions are available, i.e. we first
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introduce an auxiliary material system consisting of an elastic matrix with oblate

spheroidal zero-stiffness inclusions subjected to eigenstresses. This is developed

in Section 1.3, based on the general concentration-influence relation concept of

Pichler and Hellmich [54]. When finally setting the eigentractions at the slit walls

identical to the tractions acting on the viscous interface, while enforcing equilib-

rium of all forces in the material system, we arrive at relations between macroscopic

strains and macroscopic stresses, i.e. at the creep or relaxation characteristics of

the overall material, as well as at the corresponding traction and dislocation evo-

lutions at the interface level. Illustrative examples are given in Sections 1.5.2 and

1.5.3. All mathematical developments contained in the present paper are restricted

to parallel interfaces, a case which is e.g. encountered in hydrated calcium silicate

as it occurs in cementitious materials, see Figure 1(a), or in the hydrated mineral

crystal clusters found in the extrafibrillar spaces of bone tissues, see Figure 1(b).

(a)

100 nm

(b)

Figure 1.1: Nanostructure of hydrated materials containing parallel, fluid-filled interfaces
made up of layered fluids (also called liquid crystals): (a) Calcium-silicate-hydrate, after
[1, 2]; (b) extrafibrillar minerals in bone, after [3, 4, 5]; copyright permissions requested
on July 31, 2013

1.3 Auxiliary material system I: micromechanics of eigen-

stressed oblate phase in solid elastic matrix

1.3.1 General fundamentals of micromechanical representation

In order to finally arrive at compact analytical expressions for the targeted ma-

terial system consisting of an elastic matrix with embedded viscous interfaces, we

first introduce an auxiliary material system in the framework of continuum mi-

cromechanics [32, 55, 56]: In this context, a material is considered as the matter
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filling a representative volume element (RVE) with volume Ω, which fulfills the

standard separation-of-scales requirement [57, 58]: The material volume needs to

be much smaller than the structure built up by this material, and much larger than

the inhomogeneities found within this material. Working in the framework of con-

tinuum micromechanics [55, 56], we do not resolve each and every detail within

the material volume, but introduce mechanically relevant sub-domains called ma-

terial phases, namely one solid phase and one “auxiliary inclusion phase” [see Fig.

1.2(b)], which will finally give access, in the Section 1.5, to the physical nature

of all the fluid (or liquid crystal) layers depicted in Figure 1.2(a). The inclusion

phase (labelled by index i) is characterized by eigen-microstresses σE
i

σi = σE
i (1.1)

These inclusion eigenstresses are “free” from elastic effects, and they will be con-

verted into interface eigentractions in Section 1.4, before the latter tractions will

be related to liquid crystal viscosity in Section 1.5. Furthermore, since the bulk

stiffness of a 2D viscous interface is, by definition, zero, the inclusion phase is

assigned a vanishing bulk stiffness,

C i = 0 (1.2)

On the other hand, the solid phase of Figure 1.2(b) is characterized by an elastic

stiffness tensor Cs and no eigenstress

σs = Cs : εs (1.3)

with σs and εs as the average microstresses and the average microstrains in the

solid. In the following, we restrict ourselves to an isotropic solid stiffness

Cs = 3 ks Ivol + 2µs Idev (1.4)

where Ivol =
1
3
1⊗1 and Idev = I−Ivol, respectively, denote the volumetric and the

deviatoric part of the symmetric fourth-order identity tensor I, with components

Iijkl =
1
2
(δik δjl + δil δkj), and with δij denoting the Kronecker delta being equal to

1 if i = j and 0 otherwise. In addition, 1 is the second-order identity tensor with

components being equal to the Kronecker delta. In (1.4), ks and µs denote the

bulk modulus and the shear modulus of the solid phase, respectively. They are

related to Young’s modulus Es and Poisson’s ratio νs via the isotropic elasticity

relations
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z

y
x

ξ= E · x

(a) (b)

2a

solid phase

ℓ ≫ 2a

ξ= E · x

2a

solid phase

ℓ ≫ 2a

inclusion phase

interface phase

Figure 1.2: Real (a) and auxiliary (b) material system: 2D flat parallel, spherical inter-
faces (a) and parallel oblate inclusions (b), embedded in a linear elastic solid matrix; 2D
sketches of 3D representative volume elements

ks =
Es

3 (1− 2 νs)
µs =

Es

2 (1 + νs)

Es =
9 ksµs

3 ks + µs

νs =
3 ks − 2µs

6 ks + 2µs

(1.5)

Uniform strain boundary conditions are considered, i. e. the RVE of Figure 1.2 is

subjected to macroscopic strains E [55] being applied in terms of displacement

vectors ξ at the boundary of the RVE, ∂Ω,

ξ(x) = E · x on ∂Ω (1.6)

with x as the position vector labelling geometrical points at this boundary. The

prescribed macroscopic strains E are independent of x. Furthermore, we consider

the resulting microscopic strains

ε(x) =
1

2

[

∇ξ(x) + t∇ξ(x)
]

(1.7)

inside the RVE to be kinematically compatible, which entails the validity of the

strain averaging rule [55] in the form

E =
1

Ω

∫

Ω

ε(x) dΩ ⇒ E = fs εs + fi εi (1.8)

with εi as the average strains in the inclusion phase and fi as its volume fraction;

while εs and fs denote the average strain and the volume fraction of the solid ma-

terial compartment. Linear elasticity law (1.3) and the linear strain-displacement

relation (1.7) together with eigenstresses (1.1) and macroscopic strains (1.6) imply
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the following linear influence-concentration relations [52, 54]

εi = Ai : E +Dii : σ
E
i (1.9)

εs = As : E +Dsi : σ
E
i (1.10)

with Ai and As as the strain concentration tensors of inclusion and solid phase,

respectively, as well as with Dii and Dsi as the influence tensors quantifying the

effect of eigen-microstresses σE
i on the microstrains of the inclusion phase and the

solid phase, respectively. For defining the macroscopic stress Σ, we consider that

work done by the RVE-related macrostress Σ on the macrostrain E, is equal to

the work done by all microstresses within the RVE, on all microstrains:

Σ : E =
1

Ω

∫

Ω

σ(x) : ε(x) dΩ (1.11)

When considering the strain average rule (1.8) and an equilibrated microscopic

stress field (divσ(x) = 0), the integral in (1.11) can be transformed into [59]

1

Ω

∫

Ω

σ(x) : ε(x) dΩ =
1

Ω

∫

Ω

σ(x) dΩ :
1

Ω

∫

Ω

ε(x) dΩ (1.12)

which is standardly referred to as Hill’s lemma. From combination of (1.11) and

(1.12) with (1.8) it follows that the macrostress is the average of the microstresses

over the RVE,

Σ =
1

Ω

∫

Ω

σ(x) dΩ ⇒ Σ = fs σs + fi σ
E
i (1.13)

Eq. (1.13) is standardly referred to as the stress average rule. As to arrive at an

elegant alternative expression for the macroscopic stress, we follow Dormieux [59]

in splitting the loading of the RVE into two separate parts, namely (i) the macro-

scopic strains E and (ii) the inclusion eigenstresses σE
i , labelling corresponding

physical quantities with “I ” and “II ”, respectively. Accordingly, EI = E, EII = 0,

σE
i,I = 0, and σE

i,II = σE
i . Insertion of Eqs. (1.1), (1.3), and (1.10), into Eq. (1.13),

and specifying the result for load case I, yields

ΣI = Chom : E (1.14)
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with the so-called homogenized stiffness tensor

Chom = fsCs : As (1.15)

As for calculation of the macrostress in load case II, we let microscopic stresses

σs,II and σE
i,II do work on microscopic strains εs,I and εi,I , which, upon twofold

application of Hill’s lemma (1.11) and (1.12), yields [59]

ΣII = fi σ
E
i : Ai (1.16)

which is referred to as Levin’s theorem [60]. Adding (1.14) and (1.16) yields the

sought alternative expression for the macroscopic stresses,

Σ = Chom : E + fi σ
E
i : Ai (1.17)

1.3.2 Determination of influence and concentration tensors frommatrix-

(spheroidal) inclusion problems

For the sake of simplicity, we restrict ourselves to one inclusion phase in form

of separated (aligned) inclusions which are adjacent only to an isotropic solid

matrix phase [see Fig. 1.2(b)], i.e. the inclusions do not intersect each other.

For this matrix-inclusion morphology the so-called Mori-Tanaka scheme [33, 61]

is appropriate. Accordingly, we estimate the inclusion phase strains εi by means

of an auxiliary matrix-inclusion problem (see Fig. 1.3), namely we set them equal

to the uniform strains occurring in an eigenstressed ellipsoidal inclusion (with

eigenstresses σE
i ), embedded in an infinite matrix of stiffness Cs subjected to

fictitious strains E∞ at its infinitely remote boundary, the latter strains being

chosen in a way which allows for fulfillment of the strain average rule (1.8). In

detail, the inclusion strains follow the analytical relation [32, 62]

εi = A∞
i :

[

E∞ − P i : σ
E
i

]

(1.18)

with

A∞
i =

[

I − P i : Cs

]−1

(1.19)

In (1.18) and (1.19), the Hill tensor P i is determined from the Eshelby tensor Si,

through

P i = Si : C−1
s (1.20)
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infinite 3D matrix:

z

y
x

infinite boundary: subjected to
displacement vectors ξ(x) = E

∞
· x

stiffness: Cs

ellipsoidal (3D) inclusion:
stiffness: Ci = 0

eigenstresses: σE
i

Figure 1.3: Eshelby-Laws-type matrix-inclusion problem including an eigenstressed in-
clusion with vanishing elastic stiffness, 2D sketch of a 3D problem

and the Eshelby tensor components for oblate spheroidal inclusions with radius a

and half-opening c (see Fig. 1.4), can be found in [62]. Given our interest in flat

spheroids, characterized by very small aspect ratio ω = c/a≪ 1, we develop these

components into Taylor series around ω = 0, which we then truncate after the

term which is linear in ω. This leads to the following non-vanishing components,

provided that the normal to the mid-plane of the flat spheroid is pointing in the

z-direction:

a a

c

c

(0/c)

(a/0)
z

y
z(r)x

r

Figure 1.4: Lateral view on an oblate spheroid with radius a, half-opening c, and aspect
ratio ω = c/a
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Si,xxxx = Si,yyyy =
13 − 8 υs
32 (1− υs)

π ω ,

Si,xxyy = Si,yyxx =
8 υs − 1

32 (1− υs)
π ω ,

Si,xxzz = Si,yyzz =
2 υs − 1

8 (1− υs)
π ω ,

Si,zzxx = Si,zzyy =
υs

(1− υs)

(

1− 4 υs + 1

8 υs
π ω

)

,

Si,xyxy = Si,yxxy = Si,yxyx = Si,xyyx =
7− 8 υs

32(1− υs)
π ω ,

Si,yzyz = Si,zyyz = Si,yzzy = Si,zyzy = Si,xzxz = Si,xzzx =

= Si,zxxz = Si,zxzx =
1

2

(

1 +
(υs − 2)

(1− υs)

π

4
ω

)

,

Si,zzzz = 1− 1− 2 υs
1− υs

π

4
ω

(1.21)

In Eq. (1.21), υs denotes Poisson’s ratio of the isotropic matrix with stiffness Cs

(see Fig. 1.3). When formally choosing an inclusion with stiffness Cs in an infinite

matrix of the same stiffness subjected to E∞ at the infinity remote boundary, it

follows that

εs = E∞ (1.22)

Use of (1.18) and (1.22) in the strain average rule (1.8) yields a relation between

the strains E subjected at the boundary of the RVE and the (fictitious) strains E∞

acting at the infinitely remote boundary of the auxiliary matrix of the problem

shown in Fig. 1.3,

E∞ =

[

fs I + fiA
∞
i

]−1

:

(

E + fiA
∞
i : P i : σ

E
i

)

(1.23)

Backsubstitution of (1.23) into (1.18) and (1.22) yields

εi = A∞
i :

[

fs I + fiA
∞
i

]−1

:

(

E + fiA
∞
i : P i : σ

E
i

)

−A∞
i : P i : σ

E
i (1.24)

εs =

[

fs I + fiA
∞
i

]−1

:

(

E + fiA
∞
i : P i : σ

E
i

)

(1.25)
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Comparing (1.24) and (1.25) to (1.9) and (1.10) allows for identification of the

concentrations tensors of the inclusion and solid phases, Ai and As, as

Ai = A∞
i :

[

fs I + fiA
∞
i

]−1

(1.26)

As =

[

fs I + fiA
∞
i

]−1

(1.27)

and of the influence tensors for inclusion-inclusion and inclusion-solid interactions,

Dii and Dsi, as

Dii =

(

fiAi − I

)

: A∞
i : P i = −fsAs : A

∞
i : P i (1.28)

Dsi = As : fiA
∞
i : P i (1.29)

where we made use of the volume average rule for strain concentration tensors

[59], which results from insertion of Eqs. (1.9) and (1.10) into Eq. (1.8), while

considering σE
i = 0,

I = fiAi + fsAs (1.30)

1.4 Auxiliary material system II: elastic matrix containing

slits with eigentractions

1.4.1 Conversion of strains into dislocations

Next, we discuss the transition from oblate spheroidal inclusions, as introduced in

Section 1.3.2, to flat, i.e. 2D, circular interfaces, extending the idea of Pensée et

al. [51] to (zero-stiffness) inclusions with eigenstresses. Given an inclusion radius a

and an initial half-opening c (see Fig. 1.4), this transition is related to the limit of

the aspect ratio ω = c/a going to zero. As a consequence, the displacement field

across the resulting 2D interface becomes discontinuous, and this discontinuity

can be quantified as follows: We start from the displacement field in an spheroidal

interface inclusion (see Fig. 1.4), which, given the linear strain-displacement rela-

tions (1.7), can be derived from the uniform strains εi prevailing in this inclusion,

through

ξ(x) = εi · x ∀x ∈ Ωi (1.31)
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where Ωi refers to the volume of the inclusion. In order to label the boundary of

such an inclusion, we choose cylindrical coordinates for quantifying corresponding

location vectors x (see Fig. 1.4),

x = x ex + y ey + z ez = r cosφ ex + r sin φ ey + z ez (1.32)

so that all points of the upper boundary of the inclusion, denoted as x+, fulfill

∀x+ ∈ ∂Ω+
i : z = ω

√
a2 − r2 (1.33)

while those at the lower boundary of the inclusion, denoted as x−, fulfill

∀x− ∈ ∂Ω−
i : z = −ω

√
a2 − r2 (1.34)

Relations (1.32), (1.33), and (1.34) allow us to quantify the displacement increment

∆ξi between the upper and the lower inclusion boundary, as

∆ξi = εi · (x+ − x−) = 2ω εi · ez
√
a2 − r2 = ∆ξi(r) (1.35)

where ez is the unit vector in z-direction (see Fig. 1.4). Obviously, the displacement

increment is not uniform across the inclusion boundary, but depends on the radial

coordinate r, i.e. on the distance from the inclusion center. In order to replace this

function by a constant value characterizing the displacement state in the inclusion,

we introduce the average displacement increment of the interface phase as

∆ξi =
1

a2 π

∫ a

0

2ωεi · ez
√
a2 − r2 2π r dr (1.36)

In order to solve the integral in (1.36), we use the following substitution:

a2 − r2 = u2 (1.37)

In order to identify the link between the differentials dr and du, we derive the

left-hand-side of (1.37) with respect to r, and the right-hand-side of (1.37) with

respect to u delivering:

− 2 r dr = 2 u du ⇒ r dr = −u du (1.38)

Finally, integration bounds r = 0 and r = a, see (1.36), are related, by (1.37),

to u = a and u = 0, respectively. Specifying the integral in (1.36) for (1.37) and
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(1.38), while considering the aforementioned integration bounds, yields:

∫ a

0

√
a2 − r2 r dr =

∫ 0

a

√
u2 (−u du) =

∫ 0

a

−u2 du =
−u3
3

∣
∣
∣
∣

0

a

=
a3

3
(1.39)

Specifying (1.36) for (1.39) yields the average displacement increment as:

∆ξi =
4 a

3
ω εi · ez (1.40)

Insertion of concentration-influence relation (1.9) into displacement increment ex-

pression (1.40) yields

∆ξi =
4 a

3
ω

(

Ai : E +Dii : σ
E
i

)

· ez (1.41)

We now consider the transition from spheroidal inclusions to flat, “sharp” inter-

faces, through the limit case ω → 0, so that displacement increment ∆ξi becomes

a displacement jump (“dislocation”) across the infinitely thin interface,

[[ξ]]i =
4 a

3
lim
ω→0

ω

(

Ai : E +Dii : σ
E
i

)

· ez

=
4 a

3

(

lim
ω→0

ωAi : E + lim
ω→0

ωDii : σ
E
i

)

· ez

=
4 a

3

(

Alim
i : E +Dlim

ii : σE
i

)

· ez

(1.42)

1.4.2 Concentration and influence tensors, as functions of interface

density

Eq. (1.42) highlights the need for calculating the limits limω→0 ω Ai and limω→0 ωDii.

The former limit involves the strain concentration tensor Ai, and it follows under

consideration of (1.19), (1.20), and (1.26), as well as of the limit rule for products

(of tensor components) as

lim
ω→0

ω Ai = Alim
i = T i :

[

I +
4 π d

3
T i

]−1

(1.43)

where we followed Dormieux and Kondo [63] in introducing the notation

T i = lim
ω→0

ω A∞
i = lim

ω→0
ω

[

I − Si(ω)

]−1

(1.44)
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Given flat interfaces with normal vectors pointing in the z-direction, the non-

vanishing components of T i follow from specification of (1.44) for (1.21) as

Ti,xzxz = Ti,zxxz = Ti,xzzx = Ti,zxzx

Ti,yzyz = Ti,zyyz = Ti,yzzy = Ti,zyzy

}

=
2 (1− νs)

π (2− νs)
(1.45)

Ti,zzxx

Ti,zzyy

}

=
4 νs (1− νs)

π (1− 2 νs)
(1.46)

Ti,zzzz =
4 (1− νs)

2

π (1− 2 νs)
(1.47)

For the limit case operation (1.43)-(1.47), the volume fraction of the interface

phase was considered as

fi =
N
Ω

4 π

3
a2 c =

4 π

3
d ω , fs = 1− fi (1.48)

In (1.48), (4 π/3) a2 c stands for the volume of one spheroidal interface, N denotes

the number of single interfaces inside the volume Ω of the RVE, and d denotes

the interface density parameter, defined in analogy to the crack density parameter

[64, 65], as

d =
Na3

Ω
(1.49)

Thanks to the tensor definition (1.44), to volume fraction expressions (1.48), and

to the result limω→0 ω A
∞
i : P i = C−1

s : T t
i (see Appendix. A for the related proof),

the influence tensor limit, limω→0 ωDii follows from (1.27) as

lim
ω→0

ωDii = Dlim
ii = −As : C

−1
s : T t

i (1.50)

The non-vanishing components of this influence tensor Dlim
ii read as

Dlim
ii,xzxz = Dlim

ii,zxxz = Dlim
ii,zxzx = Dlim

ii,xzzx = Dlim
ii,yzyz = Dlim

ii,yzzy =

= Dlim
ii,zyzy = Dlim

ii,zyyz = − 6 (1− ν2s )

Es π [3 (2− νs) + 16 d (1− νs)]

(1.51)

and

Dlim
ii,zzzz = − 12 (1− ν2s ) (1− 2 νs)

Es π [3 (1− 2 νs) + 16 d (1− νs)2]
(1.52)
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It follows from the format of the influence tensor components (1.51) and (1.52)

that the displacement jump expression (1.42) involves only three components of the

eigenstress tensor, namely σE
i,zx = σE

i,xz, σ
E
i,zy = σE

i,yz, and σ
E
i,zz. These components

build up an eigentraction vector TE
i according to

TE
i = σE

i · ez (1.53)

This provides the motivation to replace Dlim
ii in (1.42) by a second-order influence

tensor Dlim
ii in the format

4 a

3

(

Dlim
ii : σE

i

)

· ez = Dlim
ii · TE

i (1.54)

The non-vanishing components of Dlim
ii read as

Dlim
ii,xx = Dlim

ii,yy = − 16 (1− ν2s ) a

Es π [3 (2− νs) + 16 d (1− νs)]
, (1.55)

Dlim
ii,zz = − 16 (1− ν2s ) (1− 2 νs) a

Es π [3 (1− 2 νs) + 16 d (1− νs)2]
(1.56)

By analogy to (1.53) and (1.54), we replace Alim
i in (1.42) by a third-order con-

centration tensor Alim
i , describing the influence of macrostrain E on the average

displacement jumps [[ξ]]i, as

4 a

3

(

Alim
i : E

)

· ez = Alim
i : E (1.57)

The non-vanishing components of Alim
i read as

Alim
i,xxz = Alim

i,xzx = Alim
i,yyz = Alim

i,yzy =
8 (1− νs) a

π [3 (2− νs) + 16 d (1− νs)]
(1.58)

Alim
i,zxx = Alim

i,zyy =
16 νs(1− νs) a

π [3 (1− 2 νs) + 16 d (1− νs)2]
(1.59)

Alim
i,zzz =

1− νs
νs

Alim
i,zxx (1.60)

Concentration and influence tensors Alim
i andDlim

ii allow for rewriting the concentration-

influence relation (1.42) in the format

[[ξ]]i = Alim
i : E +Dlim

ii · TE
i (1.61)
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1.4.3 Homogenized stiffness and Biot tensors

When it comes to the macroscopic elasticity law (1.17), we need to evaluate the

limit ω → 0 for the homogenized stiffness Chom. It follows from (1.15), (1.19),

(1.20), (1.27), and (1.48), when considering (1.44), that

lim
ω→0

Chom = C lim
hom = Cs :

[

I +
4 π d

3
T i

]−1

(1.62)

In analogy to the new tensor definitions (1.54) and (1.57), we define a third-order

tensor Blim
i (in analogy to the “Biot tensor” in poroelasticity [59, 66]) describing

the effect of the eigentraction vector TE
i on the macrostress Σ. Under consideration

of the limit ω → 0, and of σE
i : Ai = (σE

i : Ai)
t = At

i : σ
f,t
i = At

i : σ
E
i it follows

that

lim
ω→0

[
4 π d

3
ω At

i : σ
E
i

]

= Blim
i · TE

i (1.63)

The non-vanishing components of Blim
i read as

Blim
i,zxx = Blim

i,xzx = Blim
i,zyy = Blim

i,yzy =
16 d (1− νs)

3(2− νs) + 16 d (1− νs)
(1.64)

Blim
i,xxz = Blim

i,yyz = − 16 d νs (1− νs)

3(1− 2 νs) + 16 d (1− νs)2
(1.65)

Blim
i,zzz =

16 d (1− νs)
2

3(1− 2 νs) + 16 d (1− νs)2
(1.66)

Stiffness tensor (1.62) and “Biot tensor” (1.63)-(1.66) allow for re-formulation of

the macroscopic state equation (1.17) in the following format

Σ = C lim
hom : E +Blim

i · TE
i (1.67)

1.4.4 Macrostress-related concentration and influence relations

We now consider that a material with eigenstressed interfaces is subjected to a

given macroscopic stress state Σ, such that the macrostrain E is a dependent

quantity. This is the motivation for solving state equation (1.67) for E

E = (C lim
hom)

−1 : Σ− (C lim
hom)

−1 : Blim
i · TE

i

= (C lim
hom)

−1 : Σ−BΣ,lim
i · TE

i

(1.68)
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where we introduced a third-order influence tensor BΣ,lim
i describing the influence

of eigentraction vector TE
i on the macrostrains E,

BΣ,lim
i = (C lim

hom)
−1 : Blim

i (1.69)

The non-vanishing components of BΣ,lim
i read as

BΣ,lim
i,zxx = BΣ,lim

i,xzx = BΣ,lim
i,zyy = BΣ,lim

i,yzy =
16 d (1− ν2s )

3Es (2− νs)
(1.70)

BΣ,lim
i,zzz =

16 d (1− ν2s )

3Es

(1.71)

Subsequently, we use the expression (1.68) to replace E, in the concentration-

influence relation (1.61), by Σ, which results in the relation

[[ξ]]i = Alim
i : (C lim

hom)
−1 : Σ +

(

Dlim
ii − Alim

i : BΣ,lim
i

)

· TE
i

= AΣ,lim
i : Σ +DΣ,lim

ii · TE
i

(1.72)

where we introduced the third-order influence tensor AΣ,lim
i describing the influence

of macrostress Σ on the average displacement jumps [[ξ]]i

AΣ,lim
i = Alim

i : (C lim
hom)

−1 (1.73)

The non-vanishing components of AΣ,lim
i read as

AΣ,lim
i,xxz = AΣ,lim

i,xzx = AΣ,lim
i,yyz = AΣ,lim

i,yzy =
16 a (1− ν2s )

3 π Es (2− νs)
,

AΣ,lim
i,zzz =

16 a (1− ν2s )

3 π Es

(1.74)

Furthermore, we introduced, in (1.72), the second-order influence tensor DΣ,lim
ii

describing the influence of TE
i on the average displacement jump [[ξ]]i

DΣ,lim
ii = Dlim

ii − Alim
i : BΣ,lim

i (1.75)
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The non-vanishing components of DΣ,lim
ii read as

DΣ,lim
ii,xx = DΣ,lim

ii,yy = − 16 a (1− ν2s )

3 π Es (2− νs)
, DΣ,lim

ii,zz = −16 a (1− ν2s )

3 π Es

(1.76)

Eqs. (1.68) and (1.72), together with (1.69)-(1.71) and (1.73)-(1.76), are well-

suited to study macroscopic creep of microheterogeneous materials comprising

eigenstressed interfaces.

1.5 Upscaling from viscous interfaces to creeping materials

1.5.1 Interface behavior

So far, the forces and deformations of the interface phase, quantified through

traction force TE
i and displacement jump [[ξ]]i, have been introduced independently

from each other. Now is the time to define the constitutive behavior of the interface

phase:

• In normal direction ez, we consider that molecular ordering-related joining

forces prevent the interfaces from opening (or closing):

[[ξz]]i = 0 (1.77)

Eq. (1.77) is referred to as a “glueing condition”.

• The tangential components of the traction force drive, in a linear viscous

behavior, the tangential displacement jump rates,

η [[ξ̇α]]i = Ti,α α = x, y (1.78)

where η denotes a viscosity constant with physical dimension [Stress×Time/Length],

and where a dot stands for the partial derivative with respect to time t

•̇ =
∂ •
∂ t

(1.79)

Specifying the concentration-influence relations (1.61) and (1.72), respectively, for

interface properties (1.77) and (1.78), results in partial differential equations for

the time-evolution of the in-plane displacement jumps. This will be detailed in
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the sequel, where we consider matrix-inclusion composites containing parallel fluid-

filled interfaces, and where we investigate how anisotropic local interface properties

(1.77) and (1.78) influence the macroscopic material behavior.

1.5.2 Macroscopic viscoelasticity I: relaxation

The RVE of Fig. 1.2(a) with isotropic elastic matrix and viscous interfaces ac-

cording to (1.77) and (1.78) is considered to be subjected (at time t = 0) to a

general three-dimensional strain state which is kept constant (time-independent)

thereafter (t > 0):

E =
∑

j=x,y,z

∑

k=x,y,z

Ejk ej ⊗ ek , (1.80)

with symmetries Ejk = Ekj and where ex, ey, and ez stand for the Cartesian unit

base vectors according to Fig. 1.2. Specification of concentration-influence relation

(1.61) for (1.58)-(1.60) and (1.55)-(1.56) delivers the following components of the

average displacement jumps

[[ξα]]i =
16 (1− νs) a

π [3 (2− νs) + 16 d (1− νs)]

[

Eαz −
(1 + νs)

Es

Ti,α

]

, α = x, y (1.81)

[[ξz]]i =
16 (1− νs) a

π [3 (1− 2 νs) + 16 d (1− νs)2]
×

×
[

νs (Exx + Eyy) + (1− νs)Ezz −
(1 + νs) (1− 2 νs)

Es

Ti,z

]

(1.82)

Eq. (1.81) shows that the average in-plane displacement jumps depend on cor-

responding shear components of both the macrostrain tensor and the interface

traction vector. Eq. (1.82) shows that the average out-of-plane displacement jump

is a function of all three macroscopic normal strain components as well as of the

normal components of the interface traction vectors. Specifying (1.82) for the out-

of-plane glueing condition (1.77), as well as (1.81) for in-plane viscous interface

behavior (1.78), and rearranging terms in the resulting expressions yields

[[ξ̇α]]i +
Es π [3 (2− νs) + 16 d (1− νs)]

16 a η(1− ν2s )
[[ξα]]i =

Es

η (1 + νs)
Eαz , α = x, y (1.83)

[[ξz]]i = 0 ⇒ Ti,z =
Es

(1 + νs) (1− 2 νs)

[

νs (Exx + Eyy) + (1− νs)Ezz

]

(1.84)

Eq. (1.83) represents two viscosity-related, ordinary, first-order, inhomogeneous

differential equations with constant coefficients, for the time-evolution of the av-

erage in-plane displacement jumps. Eq. (1.84) shows a glueing condition-related
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link between the macroloading (in terms of Exx, Eyy, and Ezz) and the normal

components of the interface interface traction vector, Ti,z. Considering the initial

condition ([[ξ]]i = 0 for t = 0), the solution for the average in-plane displacement

jumps follows from (1.83) as:

[[ξα]]i(t) = [[ξrelax]]
∞
i ×

[

1− exp

(

− t

τrelax

)]

, α = x, y (1.85)

with the asymptotically reached displacement jump or dislocation reading as

[[ξrelax]]
∞
i =

16 (1− νs) aEαz

π [3 (2− νs) + 16 d (1− νs)]
(1.86)

and with the characteristic relaxation time τrelax reading as

τrelax =
a η

Es

16 (1− ν2s )

π [3 (2− νs) + 16 d (1− νs)]
(1.87)

According to (1.85), together with (1.86) and (1.87), the micromechanical model

of Fig. 1.2(a) with linearly viscous interfaces entails an increase of in-plane dis-

placement jumps with increasing time, up to an asymptotic value which increases

with increasing interface radius a, with increasing macroscopic shear strain Eαz,

with decreasing interface density d, and with decreasing Poisson’s ratio of the solid

matrix, νs, see Fig. 5 for dimensionless evaluations.

It follows from the characteristic time (1.87), together with the exponent in (1.85),

that the asymptotic displacement jump is reached the faster, the larger both the

interface density d and the Young’s modulus of the solid matrix, Es, as well as the

smaller both the interface radius a and the viscosity constant η. The influence of

Poisson’s ratio νs depends on the value of the interfaces density parameter, i.e. for

interface densities larger than 9/16 = 0.5625, the asymptotic displacement jump

is reached the faster, the smaller Poisson’s ratio of the solid matrix. For smaller

interface densities, the asymptotic displacement jump is reached the slower, the

closer Poisson’s ratio is to the value [2(3 + 8 d)−
√

3(9 + 32 d)]/(3 + 16 d).
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Figure 1.5: Evolution of dimensionless microscopic average displacement jumps with
dimensionless time: results of sensitivity analysis regarding Poisson’s ratio of the matrix,
νs, and the interface density parameter d

The time-evolutions (relaxation) of the interface shear traction components follow

from insertion of the temporal derivative of (1.85), together with (1.86) and (1.87),

into (1.78), as

Ti,α(t) =
Es

(1 + νs)
Eαz exp

(

− t

τrelax

)

, α = x, y (1.88)

with the relaxation time still following (1.87). It follows from (1.88) that Ti,α de-

creases exponentially with increasing time, starting from the initial value EsEαz/(1+

νs) at t = 0, down to zero, which is the asymptotic value reached after infinite

time, see Fig. 6.
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Figure 1.6: Evolution of dimensionless interface shear traction with dimensionless time:
results of sensitivity analysis regarding Poisson’s ratio of the matrix, νs, and the interface
density parameter d

In order to study the macroscopic stress relaxation, we evaluate (1.67) for (1.62),

(1.4), (1.5), and (1.45)-(1.47) as well as for (1.64)-(1.66), yielding
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Σxx =
Es [(1− νs) (3 + 16 d)Exx + νs [3 + 16 d(1− νs)]Eyy + 3 νsEzz ]

(1 + νs) [3(1− 2 νs) + 16 d (1− νs)2]

+
16 d νs (1 − νs)Ti,z

3(1− 2 νs) + 16 d (1− νs)2
(1.89)

Σyy =
Es [νs (3 + 16 d(1− νs))Exx + (1− νs) (3 + 16 d)Eyy + 3 νs Ezz]

(1 + νs) [3(1− 2 νs) + 16 d (1− νs)2]

+
16 d νs (1 − νs)Ti,z

3(1− 2 νs) + 16 d (1− νs)2
(1.90)

Σzz =
3Es [νs (Exx + Eyy) + (1 − νs)Ezz ]

(1 + νs) [3(1− 2 νs) + 16 d (1− νs)2]
+

16 d (1− νs)
2 Ti,z

3(1− 2 νs) + 16 d (1− νs)2
(1.91)

Σxy =
Es Exy

1 + ν
(1.92)

Σαz =
Es 3(2− νs)Eαz

(1 + νs) [3(2− νs) + 16 d (1− νs)]
+

16 d (1− νs)Ti,α

3(2− νs) + 16 d (1− νs)
, α = x, y (1.93)

It follows from Eqs. (1.89)-(1.93) that all macrostress components except Σxy are

influenced by the interfaces. Specification of (1.89)-(1.91) for the glueing condition-

related value of Ti,z according to (1.84), as well as of (1.93) for the time-evolutions

of Ti,x(t) and Ti,y(t) according to (1.88) yields

Σxx =
Es [(1− νs)Exx + νs (Eyy + Ezz)]

(1 + νs)(1− 2νs)
(1.94)

Σyy =
Es [(1− νs)Eyy + νs (Exx + Ezz)]

(1 + νs)(1− 2νs)
(1.95)

Σzz =
Es [(1− νs)Ezz + νs (Exx + Eyy)]

(1 + νs)(1− 2νs)
(1.96)

Σxy =
EsExy

1 + νs
(1.97)

as well as

Σαz(t) = Σ0 −∆Σ∞ ×
[

1− exp

(

− t

τrelax

)]

, α = x, y (1.98)

with the relaxation time still following (1.87), while the initial macrostress Σ0 and

the asymptotically relaxed stress increment ∆Σ∞ read as

Σ0 =
EsEαz

1 + νs
∆Σ∞ = Σ0 16 d(1− νs)

3(2− νs) + 16 d (1− νs)
(1.99)

Eqs. (1.84) and (1.96) entail that Ti,z = Σzz, i.e. that the microscopic field of

the normal stress component in z-direction is, at any time t, uniform, including

σs,zz(x) = Σzz, ∀x ∈ Ωs. As a consequence, all the macroscopic normal stress

components are independent of the interfaces, see (1.94)-(1.96). In addition, Eqs.
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(1.88) and (1.98) show that under sudden load increase at t = 0, the interface

tractions result (only at that time instant) in an entirely uniform microscopic

stress field σs(x, t = 0) = Σ, ∀x ∈ Ωs, and T i(t = 0) = Σ · ez, such that the

material behaves macroscopically as if no interfaces would exist. With progress of

time, the average displacement jumps (1.85) increase with decelerating speed, such

that interface shear traction components (1.88) progressively decrease, resulting in

a monotonous decrease (relaxation) of the shear macrostress components (1.98),

until an asymptotic value is reached, see Fig. 7. The intensity of stress relaxation

increases with increasing interface density d and with decreasing Poisson’s ratio of

the solid. The relaxation behavior of the material system of Figure 1.2(a) can be

quantified also in a general format, by means of the fourth-order relaxation tensor

R, with only four time-dependent components, namely

Rαzαz = Rαzzα = Rzααz = Rzαzα =
Σ0

2Eαz

−∆Σ∞

2Eαz

×
[

1− exp

(

− t

τrelax

)]

, α = x, y

(1.100)

with Σ0 and ∆Σ∞ still following from (1.99). All other relaxation tensor compo-

nents are identical to the components of the solid stiffness tensor, Rijkl = Cs,ijkl.

Also, for infinite viscosity, η → ∞ in Eq. (1.100), the time dependency in the

relaxation function is lost; then, the material system behaves just identical to the

elastic solid matrix.

1.5.3 Macroscopic viscoelasticity II: creep

The RVE of Fig. 1.2(a) is considered to be subjected (at time t = 0) to a general

three dimensional stress state which is kept constant (time-independent) thereafter

(t > 0):

Σ =
∑

j=x,y,z

∑

k=x,y,z

Σjk ej ⊗ ek , (1.101)

with symmetries Σjk = Σkj. Specification of concentration-influence relation (1.72)

for (1.74) and (1.76) delivers the following components of the average displacement

jumps

[[ξα]]i =
16 (1− ν2s ) a

3 π Es (2− νs)
[Σαz − Ti,α] , α = x, y (1.102)

[[ξz]]i =
16 (1− ν2s ) a

3 π Es

[Σzz − Ti,z] (1.103)
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Figure 1.7: Evolution of dimensionless macroscopic shear stress with dimensionless time:
results of sensitivity analysis regarding Poisson’s ratio of the matrix, νs, and the interface
density parameter d

Eqs. (1.102)-(1.103) imply that the average in-plane displacement jumps depend

on corresponding shear components both of the macrostress and of the interface

traction vector. The average out-of-plane displacement jump is a function of the

macroscopic normal stress component aligned with the normal to the interface

as well as of the normal component of the interface traction vectors. Specifying

(1.103) for the out-of-plane glueing condition (1.77), as well as (1.102) for in-plane

viscous interface behavior (1.78), and rearranging terms in the resulting expression
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yields

[[ξ̇α]]i +
3Es π (2− νs)

16 a η(1− ν2s )
[[ξα]]i =

1

η
Σαz, α = x, y (1.104)

[[ξz]]i = 0 ⇒ Ti,z = Σzz (1.105)

Eqs. (1.104)-(1.105) contain two viscosity-related ordinary, first-order, inhomoge-

neous differential equations with constant coefficients for the time-evolution of the

average in-plane displacement jumps, and a glueing condition-related link between

the macroloading Σzz and the normal component of the interface traction vector

Ti,z. Considering the initial condition ([[ξ]]i = 0 for t = 0), the solution for the

average in-plane displacement jumps follows from (1.104) as:

[[ξα]]i(t) = [[ξcreep]]
∞
i ×

[

1− exp

(

− t

τcreep

)]

, α = x, y (1.106)

with the asymptotically reached displacement jump or dislocation reading as

[[ξcreep]]
∞
i =

16 (1− ν2s ) aΣαz

3 π Es (2− νs)
(1.107)

and with the characteristic relaxation time τcreep reading as

τcreep =
a η

Es

16 (1− ν2s )

3 π (2− νs)
(1.108)

Eq. (1.106), together with (1.107) and (1.108), implies an increase of in-plane dis-

placement jumps with increasing time, up to an asymptotic value which increases

with increasing shear macrostress Σαz , with increasing interface radius a, and with

decreasing Young’s modulus of the solid (see Fig. 1.8). As for the influence of Pois-

son’s ratio of the solid, the model implies that the asymptotic displacement jump

value is the larger, the closer νs to the value 2−
√
3 = 0.268.

The characteristic relaxation time (1.108) together with the exponent in (1.106)

implies that the asymptotic value is reached the faster, the larger Young’s modulus

of the solid, Es, the smaller the interface radius a and the viscosity constant η,

as well as the larger the distance of Poisson’s ratio of the solid, νs, from the

numerical value 2 −
√
3 = 0.268. The model suggests that the interface density

has no influence on the speed of creep.
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Figure 1.8: Evolution of dimensionless microscopic average displacement jump with
dimensionless time: results of sensitivity analysis regarding Poisson’s ratio of the matrix,
νs
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Figure 1.9: Evolution of dimensionless interface shear traction with dimensionless time:
results of sensitivity analysis regarding Poisson’s ratio of the matrix, νs

The time-evolutions (relaxation) of the interface shear traction components follow

from insertion of the temporal derivative of (1.106) into (1.78), as

Ti,α(t) = Σαz

[

exp

(

− t

τcreep

)]

, α = x, y (1.109)

with the characteristic creep time still following (1.108). Eq. (1.109) together

with (1.108), implies that Ti,α decreases with increasing time, starting from Σαz

at t = 0, down to zero which is the asymptotic value reached after infinite time

(see Fig. 9).
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Specification of the macroscopic elasticity law (1.68) for (1.62), (1.4), (1.5), and

(1.45)-(1.47) as well as for (1.70)-(1.71), yields

Exx =
Σxx − νs (Σyy + Σzz)

Es

(1.110)

Eyy =
Σyy − νs (Σxx + Σzz)

Es

(1.111)

Ezz = −3 νs (Σxx + Σyy) + (16 d (1− ν2s ) + 3)Σzz

3Es

− 16 d (1− ν2s ) Ti,z
3Es

(1.112)

Exy =
(1 + νs) Σxy

Es

(1.113)

Eαz =
(1 + νs) [3 (2− νs) + 16 d (1− νs)] Σαz

3Es (2− νs)
− 16 d (1− ν2s ) Ti,α

3Es (2− ν)
, α = x, y(1.114)

Eqs. (1.110)-(1.114) imply that the macrostrain components Exz, Eyz , and Ezz

are influenced by the interfaces, while the components Exx, Eyy, and Exy depend

exclusively on the properties of the solid. Specification of Eq. (1.112) for the

glueing condition-related value of Ti,z = Σzz, see (1.105), as well as of (1.114) for

the time-evolution of Ti,x(t) and Ti,y(t) according to (1.109), yields the model-

predicted solution of the macrostrain components as

Exx =
Σxx − νs (Σyy + Σzz)

Es

, Eyy =
Σyy − νs (Σxx + Σzz)

Es

(1.115)

Ezz =
Σzz − νs (Σxx + Σyy)

Es

, Exy =
(1 + νs) Σxy

Es

(1.116)

and

Eαz(t) = E0 +∆E∞ ×
[

1− exp

(

− t

τcreep

)]

, α = x, y (1.117)

with the instantaneous strain response E0 and the asymptotically reached creeping

strain increment ∆E∞ reading as

E0 =
(1 + νs) Σαz

Es

∆E∞ = E0 16 d (1− νs)

3 (2− νs)
(1.118)

By analogy to the relaxation problem, only the shear macrostrain components Exz

and Eyz exhibit time-dependent behavior, compare (1.115)-(1.118) with (1.94)-

(1.99). The other macrostrain components are equal to time-independent values

which depend on the macroscopic loading and on the elastic properties of the

solid. In addition, Eqs. (1.109), (1.117), and (1.118) imply that under sudden load

increase at t = 0, the interface tractions result in an entirely uniform microscopic

stress field σs(x, t = 0) = Σ, ∀x ∈ Ωs and T i(x, t = 0) = Σ · ez, ∀x ∈ Ωi, such

that the material behaves as if no interfaces exist. With progress of time, the
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average displacement jumps (1.106) increase with decelerating speed such that

interface shear traction components (1.109) progressively decrease, resulting in a

monotonous increase (creep) of the shear macrostrain components (1.117) until an

asymptotic value is reached (see Fig. 10). The asymptotically reached creep strains

increase with increasing interface density d. In addition, as long as interface density

is smaller than 9/16 = 0.5625, asymptotic creep strains increase with increasing

Poisson’s ratio. For larger interface densities, the final creep strains are the larger,

the closer Poisson’s ratio to the numerical value 2 (3+16 d−2
√

3 d (3 + 16 d))/(3+

16 d). The creep behavior of the material system of Figure 1.2(a) can be also

quantified in a general format, by means of the fourth-order creep tensor J , with

only four time-dependent components, namely

Jαzαz = Jαzzα = Jzααz = Jzαzα =
E0

2Σαz

+
∆E∞

2Σαz

×
[

1− exp

(

− t

τcreep

)]

, α = x, y

(1.119)

while all other components are identical to the components of the solid compliance

tensor, Jijkl = C−1
s,ijkl. Also, for infinite viscosity, η → ∞ in Eq. (1.119), the time

dependency in the creep function is lost; then, the material system behaves just

identical to the elastic solid matrix.

1.6 Discussion and Conclusions

Our study combined the concept of influence and concentration tensors with vis-

cous laws of thin layers made of liquid crystals, as to upscale the time-dependent

layer behavior to the scale of a material system consisting of an elastic bulk ma-

trix with embedded viscous layers. The question may arise why for this task, the

use of the well-known correspondence principle [67] could have been an alterna-

tive, potentially more straightforward approach. In this context it is appropriate

to remember that the key idea of the correspondence principle is to transform

a viscoelastic problem into a sequence of linear elastic problems related to some

“pseudo-time”. That requires all components of the considered system to exhibit

the features necessary for the definition of an elasticity tensor. One such key fea-

ture is the exhibition of a volume. However, our interface phases do not exhibit

any volume; and this hinders a straightforward application of the correspondence

principle to our material system. In addition, our alternative based on the concept

of eigenstresses and influence-concentration tensors, turns out to be very efficient,

in the sense that the solution of a (large) sequence of homogenization steps is not

necessary.
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Figure 1.10: Evolution of dimensionless macroscopic shear strain with dimensionless
time: results of sensitivity analysis regarding Poisson’s ratio of the matrix, νs, and the
interface density parameter d

This efficient method revealed that the linear viscous behavior of parallel (glassy,

ice-like, or layered water-filled) interfaces embedded in an isotropically elastic solid

matrix manifests itself, at the bulk material scale, as exponential strain and stress

evolutions in a classical creep or relaxation test. Such stress and strain evolu-

tions are restricted to shear deformations affecting solely the planes parallel to the

interfaces, while all other deformation or stress modes exhibit the purely elastic

behavior of the solid matrix phase. Creep and relaxation speeds increase with

increasing Young’s modulus of the solid phase, decreasing interface radius, and

increasing distances of the solid phase’s Poisson’s ratio from creep and relaxation-

specific optimum values. In addition, relaxation speed increases with increasing



Chapter 1. Viscous interfaces as source for material creep: a continuum

micromechanics approach 40

interface density, while the latter does not influence the creep speed. However,

the larger the interface density, the larger is the asymptotically reached macro-

scopic stress relaxation and the macroscopic creep strains, respectively. At this

stage, it may be appropriate to remember that our model included only one type

of interfaces, with only one characteristic size. The question arises whether the

aforementioned features of elastic matrices with parallel viscous interfaces would

change if interfaces of different sizes would occur. The mathematical relations

related to the corresponding extension of our model are presented in Appendix. B,

and they show that the creep response of the system appears as the “sum” of the

responses of systems with only one interface size. This is reminiscent of the well-

known “Maxwell-chain” models as they are widely used in engineering practice.

At the same time, also the behavior of material systems with various interface

sizes is of asymptotic nature – i.e. the creep strain rates tend to zero with creep

duration going to infinity. Such asymptotic creep behavior is indeed observed in

systems subjected at a moderate load level, as it has been shown e.g. for bone

samples at different hydration states [68]. However, at higher load levels, often

non-asymptotic creep behavior is observed, be it at very small time and length

scales like in nanoindentation tests on concrete [69] or at very large time and length

scales like reported in the context of “excessive creep” of long-span concrete bridges

having deformed over several decades [70]. In view of our theoretical developments

presented here, loss of asymptotic creep behavior could be readily explained by

the interface size, which appears in the numerator of the formula for the charac-

teristic creep times of Eq. (1.108), to increase over time. This would result in the

characteristic creep time increasing itself while the creep process goes on, so that

the latter may never come to an end. Such an “interface spreading” is perfectly

consistent with higher load levels inducing higher microstress concentrations in

the interface edges, which would then act as liquid crystal-glued “cracks”. This

opens an interesting perspective of further developments combining the present

approach with fracture mechanics, which in the end, promise to support, through

a multi-disciplinary approach linking material physics with continuum mechan-

ics, the quest for deciphering the scale-transitions from highly nanoconfined fluid

layers to creeping microheterogeneous hydrated solids, such as concrete or bone.

1.7 Nomenclature

a radius of an oblate spheroid

Ai fourth-order strain concentration tensor of spheroidal interface phase
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As fourth-order strain concentration tensor of solid

A∞
i fourth-order strain concentration tensor of spheroidal interface phase in

Eshelby-Laws-type matrix-inclusion problem

Alim
i limit of Ai for flat interfaces

Alim
i third-order strain concentration tensor describing the influence of macro-

scopic strain on the average displacement jump of flat interfaces

AΣ,lim
i third-order strain concentration tensor describing the influence of macro-

scopic stress on the average displacement jump of flat interfaces

Alim
i,jkm jkm-th component of Alim

i ; j, k,m ∈ {x, y, z}
AΣ,lim

i,jkm jkm-th component of AΣ,lim
i ; j, k,m ∈ {x, y, z}

Blim
i third-order influence tensor describing the influence of interfacial eigen-

tractions of flat interfaces on the macroscopic stress

BΣ,lim
i third-order influence tensor describing the influence of interfacial eigen-

tractions on the macroscopic strain

Blim
i,jkm jkm-th component of Blim

i ; j, k,m ∈ {x, y, z}
BΣ,lim

i,jkm jkm-th component of BΣ,lim
i ; j, k,m ∈ {x, y, z}

c half opening of an oblate spheroid

C i fourth-order stiffness tensor of interface phase

Cs fourth-order stiffness tensor of solid

Chom fourth-order homogenized stiffness tensor

C lim
hom limit case of Chom for flat interfaces

(C lim
hom)

−1inversion of C lim
hom, i.e. homogenized compliance tensor for flat interfaces

d interface density parameter

dr differential of r

du differential of u

dΩ differential volume

Dii fourth-order influence tensor describing the influence of eigenstresses in

spheroidal interface phase on its total strains

Dlim
ii fourth-order limit of Dii for flat interfaces

Dlim
ii second-order influence tensor describing the influence of interfacial eigen-

traction on the average displacement jump

DΣ,lim
ii second-order influence tensor describing the influence of interfacial eigen-

traction on the average displacement jump

Dsi fourth-order influence tensor describing the influence of eigenstresses in

spheroidal interface phase on the total solid phase strains
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Dlim
ii,jkmn jkmn-th component of Dlim

ii ; j, k,m, n ∈ {x, y, z}
Dlim

ii,jk jk-th component of Dlim
ii ; j, k ∈ {x, y, z}

DΣ,lim
ii,jk jk-th component of DΣ,lim

ii ; j, k ∈ {x, y, z}
ex, ey, ezunit base vectors of Cartesian coordinate system

E macroscopic strain tensor

E∞ remote strain tensor of Eshelby-Laws-type matrix-inclusion problem

EI E in first load case

EII E in second load case

Es Young’s modulus of the solid phase

Ejk jk-th component of E; j, k ∈ {α, x, y, z}
E0 initial macrostrain in a creep experiment

∆E∞ asymptotically reached creeping strain increment

fi volume fraction of interface phase

fs volume fraction of solid phase

i index for interface phase

I symmetric fourth-order identity tensor

Idev deviatoric part of I

Ivol volumetric part of I

1 second-order identity tensor

j index j ∈ {x, y, z}
J fourth-order creep tensor

Jijkl ijkl-th components of J

k index k ∈ {x, y, z}
ks bulk modulus of solid phase

ℓ characteristic size of RVE

m index m ∈ {x, y, z}
n index n ∈ {x, y, z}
N number of interfaces inside the RVE, making up the interface phase

P fourth-order Hill tensor, accounting for inclusion shape

P i fourth-order Hill tensor of interface phase

r radial coordinate of a cylindrical coordinate system

RVE Representative Volume Element

R fourth-order relaxation tensor

Rijkl ijkl-th components of R

s index for solid phase



Chapter 1. Viscous interfaces as source for material creep: a continuum

micromechanics approach 43

Si fourth-order Eshelby tensor of interface phase

Si,jkmn jkmn-th component of Si; j, k,m, n ∈ {x, y, z}
T i fourth-order morphology tensor for flat inclusions; abbreviation for

limω→0 ω A
∞
i

Ti,jkmn jkmn-th component of T i; j, k,m, n ∈ {x, y, z}
TE

i viscous eigentraction vector of interface phase

TE
i,j j-th component of TE

i ; j ∈ {α, z}
u integration variable

x, y, z Cartesian coordinates

x position vector

x+ position vector labelling geometrical points at upper boundary of the

spheroidal inclusion

x− position vector labelling geometrical points at lower boundary of the

spheroidal inclusion

z(r) half opening of an oblate spheroid, measured relative to the midplane

of the oblate spheroid, at a distance r from the center on the long axis

(z(0) = c)

α index α ∈ {x, y}
δ Kronecker delta

ε microscopic strain tensor

εi average strains of interface phase

εs average strains of solid phase

εi,I εi in first load case

εs,I εs in first load case

η viscosity constant of flat interfaces

µs shear modulus of solid phase

νs Poisson’s ratio of solid phase

ξ displacement vector

∆ξi displacement increment across spheroidal interface

[[ξ]]i average displacement jump of flat interfaces

[[ξz]]i normal component of [[ξ]]i

[[ξα]]i shear component of [[ξ]]i in α-direction; α = x, y

[[ξ̇]]i rate of [[ξ]]i

[[ξ̇α]]i rate of [[ξα]]i

[[ξcreep]]
∞
i asymptotic displacement jump in a creep test

[[ξrelax]]
∞
i asymptotic displacement jump in a relaxation test

σ microscopic stress tensor
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σi average stresses of interface phase

σs average stresses of solid phase

σE
i eigenstress tensor of interface phase, related to viscous effects

σE
i,I σE

i in first load case

σE
i,II σE

i in second load case

σs,II σs in second load case

Σ macroscopic stress tensor

ΣI Σ in first load case

ΣII Σ in second load case

σE
i,jk jk-th component of σE

i ; j, k ∈ {α, x, y, z}
σs,jk jk-th component of σs; j, k ∈ {α, x, y, z}
Σjk jk-th component of Σ; j, k ∈ {α, x, y, z}
Σ0 initial macrostress in a relaxation experiment

∆Σ∞ asymptotically relaxed macrostress increment

τcreep characteristic creep time

τrelax characteristic relaxation time

φ azimuthal coordinate of a cylindrical coordinate system

∂Ω boundary of RVE

∂Ω+
i upper boundary of the inclusion

∂Ω−
i lower boundary of the inclusion

Ω volume of the RVE

Ωi volume of the interface phase

Ωs volume of the solid phase

ω aspect ratio

∂ partial derivative

· first-order tensor contraction

: second-order tensor contraction

•̇ partial derivative with respect to time (“rate”), of quantity “•”
•t transpose of fourth-order tensor “•”
•−1 inverse of fourth-order tensor “•”
∈ belongs to

▽ nabla operator
t▽ transpose of nabla operator

⊗ dyadic product



Chapter 2

How interface size, density, and

viscosity affect creep and

relaxation functions of

matrix-interface composites – a

micromechanical study

2.1 Introduction

Matrix-inclusion composites are known to exhibit interaction among the inclu-

sions [32, 33, 34, 35, 36, 37, 38]. When it comes to the special case of inclusions

in form of flat interfaces, i.e. to that of matrix-interface composites, interaction

among interfaces would be clearly expected as well, however, the two-dimensional

nature of interfaces is responsible for particularly surprising interaction proper-

ties [39, 40], reminiscent of the situation encountered with microcracked materials

[41, 42]. The present contribution tackles the question of how interaction among

microsopic interfaces affects the overall macroscopic creep and relaxation functions

of matrix-interface composites. To this end, we analyze matrix-interface compos-

ites consisting of a linear-elastic solid matrix and parallel viscous interfaces, and

we consider that the creep and relaxation behavior of such composites results from

micro-sliding within adsorbed fluid layers filling the interfaces. The latter idea was

recently elaborated in the framework of continuum micromechanics [31], based on

eigenstress homogenization schemes [54].

45
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Extending the analysis of [31] – where we mainly focused on identical interfaces –

we here consider interaction among two classes of interfaces (referred to as “inter-

face families”), differing in interface size, viscosity, and density. The theoretical

basic for our analysis is the topic of Section 2.2, where we briefly recall funda-

mental state equations governing the time-dependent behavior of matrix-interface

composites comprising two-dimensional interfaces filled with viscous fluids [31].

This review comprises both types of so-called Hashin boundary conditions [55],

i.e. uniform strain boundary conditions and uniform stress boundary conditions,

as means for the study of relaxation and creep properties, respectively. The latter

properties are comparatively simple to be derived from the microscopic interface

behavior, and the corresponding result can be directly recalled from our previ-

ous study [31]. The derivation of relaxation functions turns out as formidable

mathematical task, which Section 2.3 of the present paper is fully devoted to: In

order to (i) derive a compact closed-form solution of the sought relaxation func-

tions, and to (ii) provide derived insight into interface interaction, we carefully

select solution methods for coupled systems of linear differential equations. They

are: Laplace transformation, a decoupling strategy in time-domain based on an

elimination scheme, and the method of non-dimensionalization. The analytically

derived relaxation functions are evaluated numerically, in order to (i) study their

sensitivity with respect to interface size, density, and viscosity of two interface fam-

ilies, and to (ii) provide insight into interface interaction. Comparing creep and

relaxation functions with the aim to identify the reason for interface interaction is

the focus of Section 2.4. There, we discuss the seemingly paradox situation that

no interface interaction can be identified from the mathematical structure of the

creep functions, while interface interaction is clearly manifested in the relaxation

functions. In fact, this situation can be understood when recalling the stress and

strain average rules for materials hosting interfaces, relating to loading in terms

of uniform stress boundary conditions and uniform strain boundary conditions,

respectively. Section 2.4 closes with final conclusions.

2.2 Matrix-interface micromechanics for different interface

families and review of creep functions

We consider a matrix-interface composite consisting of a linear-elastic solid matrix

and of two families of embedded 2D, circular interfaces which are parallel to the
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x,y-plane (Fig. 2.1). Mechanical properties of these microstructural constituents

are described next.

or

z

y
x

2a1

2a2

interface phase

solid phase

ξ= E · x

with elastic stiffness Cs

η2

η1

ℓ≫ {2a1 6= 2a2}

T= Σ · n

Figure 2.1: Matrix-interface composite consisting of continuous isotropic solid matrix
and two families of parallel 2D interfaces; 2D sketch of a 3D representative volume
element

The material behavior of the solid matrix follows the generalized Hooke’s law

σ(x) = Cs : ε(x) ∀ x ∈ Ωs (2.1)

In Eq. (2.1), σ(x) and εs(x) denote Cauchy microstresses and linear microstrains

at any position x in the volume Ωs of the solid phase, and Cs denotes an isotropic

elastic stiffness tensor

Cs =
Es

(1− 2 νs)
Ivol +

Es

(1 + νs)
Idev (2.2)

In Eq. (2.2), Es and νs, respectively, denote Young’s modulus and Poisson’s ratio

of the isotropic matrix. In addition, Ivol and Idev stand for the volumetric and the

deviatoric part of the symmetric fourth-order identity tensor I (see Appendix C.1

for components of these tensors).

The two interface families are denoted with indexes 1 and 2, and they comprise

interfaces with radius a1 and a2, respectively (Fig. 2.1). Denoting the number

of interfaces per unit volume of the composite as N1 and as N2, respecively, the

interface densities d1 and d2 read, according to Budiansy and O’Connell [65], as

d1 = N1 a
3
1 and d2 = N2 a

3
2. The interfaces are considered to host fluids adsorbed

to electrically charged solid surfaces [31]. Accordingly, the fluids are ice-like struc-

tured, i. e. they are in a “glassy” or “liquid crystal” state, right in between the
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long-range positional and orientational order found in solids and the long-range

disorder found in liquids. The lubricant effect of such fluid layers promotes gliding

of the solid surfaces along the fluid sheets [15, 16, 30, 71]. This fluid behavior is

mathematically described through relations between components of (i) interfacial

dislocation vectors [[ξ]]1 and [[ξ]]2 quantifying the displacement jumps across the

interfaces, and of (ii) interfacial traction vectors acting on the interface planes,

T 1 and T 2. Molecular ordering-related joining forces prevent the interfaces from

opening, i. e., displacement jumps in the interface normal direction ez (see Fig. 2.1)

vanish in both interface families

[[ξ]]j,z = 0 j = 1, 2 (2.3)

As for the in-plane behavior, the adsorbed fluids are considered to result in linear

viscous relations between the components of the traction vectors (T1,x and T1,y

as well as T2,x and T2,y), and the corresponding dislocation rates, with interface

viscosities ηi,1 and ηi,2 as proportionality factors

Tj,α = ηi,j ˙[[ξ]]j,α

{

j = 1, 2

α = x, y
(2.4)

In Eq. (2.4), the dot stands for the time derivative

d •
d t

= •̇ (2.5)

In the sequel, we recall fundamental relations of interfacial micromechanics [31],

which were derived in the framework of eigenstress homogenization [54]. Thereby,

we consider that the matrix-interface composite of Fig. 2.1 is subjected to a specific

type of so-called Hashin boundary conditions [55], i. e. either to uniform strain

boundary conditions or to uniform stress boundary conditions, respectively.

2.2.1 State equations for uniform strain boundary conditions

Consider that the boundary ∂Ω of the studied matrix-interface composite (Fig. 2.1)

is subjected to linear displacement functions which are related to a uniform macros-

train state E by

ξ(x) = E · x ∀ x ∈ ∂Ω (2.6)

In addition, consider that traction forces T 1 and T 2 prevail in the interface phase.
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The corresponding macroscopic state equation expresses the macrostress Σ as a

function of the macrostrain E and of the interface traction vectors T 1 and T 2,

reading as [31]

Σ = Chom : E +B1 · T 1 +B2 · T 2 (2.7)

In Eq. (2.7), Chom denotes the homogenized stiffness tensor, while B1 and B2,

respectively, denote influence tensors (see Appendix C.1 for components of these

tensors).

The remaining two state equations establish relations between dislocation vectors

of the two interface families, [[ξ]]1 and [[ξ]]2, on the one hand, and the macrostrain

E as well as the interface traction vectors T 1 and T 2, on the other hand. These

concentration-influence relations read as [31]

[[ξ]]1 = A1 : E +D11 · T 1 +D12 · T 2 (2.8)

[[ξ]]2 = A2 : E +D21 · T 1 +D22 · T 2 (2.9)

In Eqs. (2.8) and (2.9), A1 and A2 denote concentration tensors, while D11, D12,

D21, andD22 represent influence tensors (see Appendix C.1 for components of these

tensors). Notably, D12 and D21 account for the interaction of the two interface

families, i. e. the components of these two tensors quantify the influence of interface

tractions of one interface family, on the dislocation evolution of the other interface

family, and vice versa. This interaction will be the central topic of Section 2.3,

where we derive relaxation functions of the matrix-interface composite of Fig. 2.1.

2.2.2 State equations for uniform stress boundary conditions

Consider that the boundary ∂Ω of the studied matrix-interface composite (Fig. 2.1)

is subjected to a field of traction vectors T which are related via Cauchy’s formula

to a uniform macrostress state Σ

T (x) = Σ · n(x) ∀ x ∈ ∂Ω (2.10)

where n(x) denotes to outward unit normal at any point x of the boundary of

the composite. In addition, consider that traction forces T 1 and T 2 prevail in the

interface phase.

The corresponding macroscopic state equation expresses the macrostrain E as a

function of the macrostress Σ and of the interface traction vectors T 1 and T 2. It
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follows from solving Eq. (2.7) for the macrostrain [31], and it reads as

E = C−1
hom : Σ− BΣ

1 · T 1 − BΣ
2 · T 2 (2.11)

In Eq. (2.11) BΣ
1 as well as BΣ

2 , respectively, denote influence tensors (see Ap-

pendix C.1 for components of these tensors).

The remaining two state equations establish relations between dislocation vectors

of the two interface families, [[ξ]]1 and [[ξ]]2, on the one hand, and the macrostress

Σ as well as the interface traction vectors T 1 and T 2, on the other hand. These

concentration-influence relations follow from specifying Eqs. (2.8) and (2.9) for

(2.11), and they read as

[[ξ]]1 = AΣ
1 : Σ +DΣ

11 · T 1 (2.12)

[[ξ]]2 = AΣ
2 : Σ +DΣ

22 · T 2 (2.13)

In Eqs. (2.12) and (2.13), AΣ
1 , A

Σ
2 DΣ

11, and DΣ
22 represent influence tensors (see

Appendix C.1 for components of these tensors). Very remarkably, Eqs. (2.12) and

(2.13) do not contain influence tensors DΣ
12 and DΣ

21, i. e. interface tractions of

one interface family do not influence the evolution of the dislocations of the other

interface family, and vice versa. This renders the situation with uniform stress

boundary conditions (2.10), as fundamentally different from the situation encoun-

tered with uniform strain boundary conditions (2.6); compare the concentration

influence relations (2.12) and (2.13), with those of (2.8) and (2.9). Clarification of

the reason for this interesting difference is one of the central aims of this paper.

To this end, we derive and compare macroscopic creep and relaxation functions

defined on the homogenized matrix-interface composite. While relaxation func-

tions are reserved for Section 2.3, we already here quickly recall the derivation of

creep functions as anticipated in [31].

2.2.3 Review of creep functions

In order to derive the creep functions related to the matrix-interface composite of

Fig. 2.1, we consider a stress state which is suddenly imposed at time t = 0 and

kept constant thereafter (t > 0), see the uniform stress boundary conditions (2.10).

Since time-dependent behavior of the composite is related to in-plane dislocations

of the interfaces, see the viscous interface law (2.4), it is sufficient to study the
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following pure shear stress state

Σ = Σxz (ex ⊗ ez + ez ⊗ ex) (2.14)

Specifying the concentration-influence relations (2.12) and (2.13) for (2.14), consid-

ering the components of the involved influence tensors according to Appendix C.1,

and consideration of the viscous interface behavior according to (2.4), deliver the

following two differential equations for the time-evolutions of the in-plane disloca-

tion functions [[ξ]]1,x and [[ξ]]2,x

[[ξ]]1,x =
16 a1 (1− ν2s )

3 π Es (2− νs)

[

Σxz − ηi,1 [[ξ̇]]1,x

]

(2.15)

[[ξ]]2,x =
16 a2 (1− ν2s )

3 π Es (2− νs)

[

Σxz − ηi,2 [[ξ̇]]2,x

]

(2.16)

Since Eqs. (2.15) and (2.16) are uncoupled, the solution for the sought two dislo-

cation histories is straightforward, and it reads as

[[ξ]]1,x =
16 (1− ν2s ) a1Σxz

3 π Es (2− νs)

[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Es t

a1 ηi,1

)]

(2.17)

[[ξ]]2,x =
16 (1− ν2s ) a2Σxz

3 π Es (2− νs)

[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Es t

a2 ηi,2

)]

(2.18)

The creep function is obtained in two steps. At first, interface traction histo-

ries T1,x and T2,x are calculated by specifying the viscous interface law (2.4) for

the time-derivatives of the dislocation histories (2.15) and (2.16). After that, the

macroscopic state equation (2.11) is specified for the imposed stress state (2.14)

and for the interface traction histories T1,x and T2,x obtained in the first step.

Considering the components of the homogenized stiffness tensor and the involved

influence tensors according to Appendix C.1, and comparing the resulting expres-

sions with

Exz = Jxzxz(t) 2Σxz (2.19)

delivers the sought creep functions as [31]

Jxzxz(t) =
(1 + νs)

2Es

{

1 +
16 d1 (1− νs)

3 (2− νs)

[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Es t

a1 ηi,1

)]

+
16 d2 (1− νs)

3 (2− νs)

[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Es t

a2 ηi,2

)]}

(2.20)
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The creep functions (2.20) contain two exponentials underlining the existence of

two different characteristic creep times. They read as

τcreep,I =
a1 ηi,1
Es

16 (1− ν2s )

3 π (2− νs)
τcreep,II =

a2 ηi,2
Es

16 (1− ν2s )

3 π (2− νs)
(2.21)

Because the concentration-influence relations (2.12) and (2.13) are free of inter-

action terms, it was mathematically quite simple to derive the creep functions of

the matrix-inclusion composite of Fig. 2.1. This will be different when it comes to

determination of relaxation functions, as discussed next.

2.3 Derivation of relaxation functions for interacting in-

terfaces of different size, viscosity, and density

In order to derive relaxation functions of the matrix-interface composite of Fig. 2.1,

we consider a deformation state which is suddenly imposed at time t = 0 and kept

constant thereafter (t > 0), see the uniform strain boundary conditions (2.6).

Since time-dependent behavior of the composite is related to in-plane dislocations

of the interfaces, see the viscous interface law (2.4), it is sufficient to study the

following pure shear stress state (note the analogy to Eq. (2.14) considered for the

derivation of the creep functions)

E = Exz (ex ⊗ ez + ez ⊗ ex) (2.22)

Specifying the concentration-influence relations (2.8) and (2.9) for (2.22) and con-

sideration of the viscous interface behavior according to (2.4), deliver the following

set of coupled, linear, inhomogeneous, first-order, ordinary differential equations

(with constant coefficients) for the dislocation histories of the two interface families

[[ξ]]1,x =
16 (1− νs) a1

π [3 (2− νs) + 16 (d1 + d2) (1− νs)]
×

×
[

Exz −
(1 + νs)

[
3 (2− νs) + 16 d2 (1− νs)

]

3Es (2− νs)
ηi,1 [[ξ̇]]1,x +

16 d2 (1− ν2)

3Es (2− νs)
ηi,2 [[ξ̇]]2,x

]

(2.23)
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[[ξ]]2,x =
16 (1− νs) a2

π [3 (2− νs) + 16 (d1 + d2) (1− νs)]
×

×
[

Exz −
(1 + νs)

[
3 (2− νs) + 16 d1 (1− νs)

]

3Es (2− νs)
ηi,2 [[ξ̇]]2,x +

16 d1 (1− ν2)

3Es (2− νs)
ηi,1 [[ξ̇]]1,x

]

(2.24)

Notably, time-derivatives of both of the sought dislocation histories, ˙[[ξ]]1,x and
˙[[ξ]]2,x, appear in both of the Eqs. (2.23) and (2.24). This underlines the coupled

nature of Eqs. (2.23) and (2.24). In order to simplify this situation, the differ-

ential equation (2.23) is solved for [[ξ̇]]1,x, and the resulting expression is used for

elimination of [[ξ̇]]1,x from the differential equation (2.24). Vice versa, the differ-

ential equation (2.24) is solved for [[ξ̇]]2,x, and the resulting expression is used for

elimination of [[ξ̇]]2,x from the differential equation (2.23). This yields

[[ξ̇]]1,x +
Es π [3 (2− νs) + 16 d1 (1− νs)]

16 a1 ηi,1(1− ν2s )
[[ξ]]1,x +

Es π d2
(1 + νs) a2 ηi,1

[[ξ]]2,x =
2µs

ηi,1
Exz

(2.25)

[[ξ̇]]2,x +
Es π d1

(1 + νs) a1 ηi,2
[[ξ]]1,x +

Es π [3 (2− νs) + 16 d2 (1− νs)]

16 a2 ηi,2(1− ν2s )
[[ξ]]2,x =

2µs

ηi,2
Exz

(2.26)

This set of differential equations can be brought into the more comfortable form

γ̇1(t) η1 + γ1(t)[µ1 + µs] + γ2(t)µs = γ µs (2.27)

γ̇2(t) η2 + γ2(t)[µ2 + µs] + γ1(t)µs = γ µs (2.28)

based on the following definitions of constant

µs =
Es

2 (1 + νs)
, γ = 2Exz , (2.29)

µ1 = µs

3 (2− νs)

16 d1 (1− νs)
, η1 =

a1 ηi,1
2 π d1

, γ1(t) =
2 π d1
a1

[[ξ1]] (2.30)

µ2 = µs

3 (2− νs)

16 d2 (1− νs)
, η2 =

a2 ηi,2
2 π d2

, γ2(t) =
2 π d2
a2

[[ξ2]] (2.31)

The most popular method for solving a system of differential equations like the

one given through (2.27) and (2.28) is based on Laplace transformation. This is

described next.
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2.3.1 Determination of dislocation histories based on Laplace trans-

formation

Let us recall that Laplace transformation of functions γi(t) yields functions Γi(s),

as follows from the definition

Γi(s) = L{γi(t)} =

∫ ∞

0

exp(−st) γi(t) dt i = 1, 2 (2.32)

where s is a complex number. Eq. (2.32) implies the following transformation rules

for first-order and second-order time derivatives of functions γi(t) [72]

L{γ̇i(t)} = sΓi(s)− γi(0) L{γ̈i(t)} = s2 Γi(s)− s γi(0)− γ̇i(0) i = 1, 2

(2.33)

Accordingly, determination of dislocation histories by means of Laplace transfor-

mation becomes more straightforward when considering the time-derivatives of

Eqs. (2.27) and (2.28), resulting in the following set of coupled, linear, homoge-

neous, second-order, ordinary differential equations (with constant coefficients):

γ̈1(t) + γ̇1(t)
µ1 + µs

η1
+ γ̇2(t)

µs

η1
= 0 (2.34)

γ̈2(t) + γ̇2(t)
µ2 + µs

η2
+ γ̇1(t)

µs

η2
= 0 (2.35)

Relations (2.33) underline (i) that initial conditions are considered already during

Laplace transformation, and (ii) that these initial condition need to be formulated

in the dimensionless dislocations and their rates (according to (2.30)3 and (2.31)3).

At time t = 0, i.e. at the time instant of sudden loading, the dislocations vanish

in all interfaces

γ1(0) = γ2(0) = 0 (2.36)

The (dimensionless) dislocation rates right after sudden loading at time t = 0,

follow simply from specification of (2.27) and (2.28) for (2.36), and from solving

the resulting expressions for γ̇1(0) and γ̇1(0), yielding

γ̇1(0) = γ
µs

η1
and γ̇2(0) = γ

µs

η2
(2.37)

The Laplace transformation of Eqs. (2.34) and (2.35) is carried out under consid-

eration of transformation rules (2.33), as well as of initial conditions (2.36) and
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(2.37). This yields

s2 Γ1(s)− γ

(
µs

η1

)

+

(
µ1 + µs

η1

)

sΓ1(s) +

(
µs

η1

)

sΓ2(s) = 0 (2.38)

s2 Γ2(s)− γ

(
µs

η2

)

+

(
µ2 + µs

η2

)

sΓ2(s) +

(
µs

η2

)

sΓ1(s) = 0 (2.39)

Rearranging terms in (2.38) and (2.39) delivers the following system of two alge-

braic equations:








s2 +

(
µ1 + µs

η1

)

s
µs

η1
s

µs

η2
s s2 +

(
µ2 + µs

η2

)

s







·








Γ1(s)

Γ2(s)







=








γ
µs

η1

γ
µs

η2








(2.40)

The solution of (2.40) yields the functions Γ1(s) and Γ2(s) as

Γ1(s) =

([

s2 +

(

µ2+µs

η2

)

s

]

γ

(

µs

η1

)

− γ µ2
s

η1 η2
s

)

[

s2 +

(
µ1 + µs

η1

)

s

] [

s2 +

(
µ2 + µs

η2

)

s

]

− µ2
s

η1 η2
s2

(2.41)

Γ2(s) =

([

s2 +

(

µ1+µs

η1

)

s

]

γ

(

µs

η2

)

− γ µ2
s

η1 η2
s

)

[

s2 +

(
µ1 + µs

η1

)

s

] [

s2 +

(
µ2 + µs

η2

)

s

]

− µ2
s

η1 η2
s2

(2.42)

Notably, the two solutions (2.41) and (2.42) are structurally identical. In other

words, the solution for Γ1(s) according to (2.41) can be converted into the solution

for Γ2(s) according to (2.42), and vice versa, simply by permutation of indexes,

i.e. by setting 1 → 2 and, at the same time, 2 → 1. Consequently, it is sufficient

to back-transform only Γ1(s) in order to obtain the solution for γ1(t) in physical

time domain, because γ2(t) follows simply from subsequent index permutation.

For the back-transformation of Γ1(s) from Laplace space to physical time domain,

we will use the following basic rules [72]

L−1

{
ω

s

}

= ω (2.43)

L−1

{
s+ α

(s+ α)2 + ω2

}

= exp(−α t) cos(ω t) (2.44)

L−1

{
ω

(s+ α)2 + ω2

}

= exp(−α t) sin(ω t) (2.45)
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We are left with modifying Γ1(s) according to (2.41), such that the back-transformation

rules (2.43) to (2.45) can be applied. This is done in two steps. At first, we trans-

form (2.41) into the format

Γ1(s) =
c1
s
− c1 s− e1
s2 + a s+ b

(2.46)

through definition of new coefficients a, b, c1, and e1, reading as

a =

(
µ2 + µs

η2
+
µ1 + µs

η1

)

, b =

(
µ2 µs + µ1 µ2 + µ1 µs

η1 η2

)

c1 =
γ

µ1

(
1

µ1
+

1

µ2
+

1

µs

) , e1 = −γ µs [−η2 µ1 µs + η1 µ2 (µ2 + µs)]

η1 η2 [µ2 µs + µ1 µ2 + µ1 µs]
(2.47)

In the second step, we expand the expression for Γ1(s) according to (2.46), such

that we arrive at the following expression:

Γ1(s) =
c1
s
−

c1

(

s+
a

2

)

(

s+
a

2

)2

+

(

b− a

2

) +
e1 + c1

a

2
√

b− a2

4

√

b− a2

4
(

s+
a

2

)2

+

(

b− a

2

) (2.48)

Back-transformation of (2.48) into physical time domain yields, based on trans-

formation rules (2.43) to (2.45),

γ1(t) = c1+exp

(

− a

2
t

)







−c1 cos

(√

b− a2

4
t

)

+
e1 + c1

a

2
√

b− a2

4

sin

(√

b− a2

4
t

)







(2.49)

In order to replace the trigonometric functions in (2.49) by exponential functions,

we use the following two Euler’s formulas [72]

cos(ω t) =
1

2

[

exp(i ω t) + exp(−i ω t)
]

(2.50)

sin(ω t) =
1

2i

[

exp(i ω t)− exp(−i ω t)
]

(2.51)

Specifying (2.49) for (2.50) and (2.51), together with consideration of

i
√

b− a2/4 =
√

a2/4− b (2.52)
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yields

γ1(t) = c1 + exp

(

− a

2
t

){

− c1
2

[

exp

(√

a2

4
− b t

)

+ exp

(

−
√

a2

4
− b t

)]

+
e1 + c1

a

2

2

√

a2

4
− b

[

exp

(√

a2

4
− b t

)

− exp

(

−
√

a2

4
− b t

)]}

(2.53)

Finally, we consider that the product rule for exponential functions exp(x) exp(y) =

exp(x+ y), yielding γ1(t) as

γ1(t) = c1 +
1

2

√

a2

4
− b

[

−
(

e1 − c1

[

− a

2
−
√

a2

4
− b

])

exp

(

− a

2
−
√

a2

4
− b t

)

+

(

e1 − c1

[

− a

2
+

√

a2

4
− b

])

exp

(

− a

2
+

√

a2

4
− b t

)]

(2.54)

γ2(t) is derived from (2.54) by means of index permutation, i. e. by replacing index

1 by index 2 and at the same time, by replacing index 2 by index 1, which leads

to

γ2(t) = c2 +
1

2

√

a2

4
− b

[

−
(

e2 − c2

[

− a

2
−
√

a2

4
− b

])

exp

(

− a

2
−
√

a2

4
− b t

)

+

(

e2 − c2

[

− a

2
+

√

a2

4
− b

])

exp

(

− a

2
+

√

a2

4
− b t

)]

(2.55)

The coefficients c2 and e2 follow from c1 and d1 according to (2.47), by means of

the same index permutation, so that we arrive at

c2 =
γ

µ2

(
1

µ1
+

1

µ2
+

1

µs

) , e2 = −γ µs [−η1 µ2 µs + η2 µ1 (µ1 + µs)]

η1 η2 [µ2 µs + µ1 µ2 + µ1 µs]
(2.56)

The two solutions (2.54) and (2.55) clearly indicate interaction among the two

different interface families, but the mechanical reason remains somewhat obscure.

In more details, we observe that:

• The square-root expressions in Eqs. (2.54) and (2.55) originate from prepara-

tion of Γ1(s) according to (2.51), for back-transformation into physical time

space, see (2.49). This square-root expression combines information on both
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interface families and, therefore, represents a coupling term. The mechani-

cal meaning of it, however, is not directly obvious, because of the markedly

mathematical character of the derivation.

• The obtained solutions for the dislocation histories are still quite mathemat-

ically expanded, and more compact expressions appear to be out of direct

reach.

Both aspects provide the motivation to deeper investigate the solution of Eqs.

(2.27) and (2.28); to (i) solving the governing system of coupled differential equa-

tions (2.27) and (2.28) in physical time space through an uncoupling strategy based

on an elimination scheme, and (ii) by combining this approach with the method

of non-dimensionalization, in order to arrive at a compact closed-form solution of

the relaxation function. This is described next.

2.3.2 Revisiting dislocation histories based on an elimination scheme

combined with the method of non-dimensionalization

Our first aim is to combine the two governing differential equations (2.27) and

(2.28), such that an uncoupled differential equation, exclusively in γ1(t), is ob-

tained. To this end, we solve (2.27) for γ2(t), and we calculate its first-order

time-derivative

γ2(t) = −γ̇1(t)
η1
µs

− γ1(t)

[
µ1 + µs

µs

]

+ γ (2.57)

γ̇2(t) = −γ̈1(t)
η1
µs

− γ̇1(t)

[
µ1 + µs

µs

]

(2.58)

Specifying (2.28) for (2.57) and (2.58) eliminates γ2(t) as well as γ̇2(t), and delivers

a linear, inhomogeneous, second-order, ordinary differential equation exclusively

in γ1(t), which reads, after rearranging and collecting terms, as

γ̈1(t)+γ̇1(t)

[
µ1 + µs

η1
+
µ2 + µs

η2

]

︸ ︷︷ ︸

a

+γ1(t)

[(
µ1 + µs

η1

)(
µ2 + µs

η2

)

− µ2
s

η1 η2

]

︸ ︷︷ ︸

b

= γ
µs µ2

η1 η2

(2.59)

It is interesting to interpret Eq. (2.59) from a mechanical viewpoint. To this

end, we recall that the original problem is coupled, see (2.27) and (2.28). The

used elimination scheme delivered an uncoupled differential equation for γ1(t), see

(2.59), but this mathematical modification, of, does not change the underlying
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physics. The coupled nature of the problem manifests itself in the coefficients

of the uncoupled differential equation, see Eq. (2.59). Notably, the same two

coefficients were found during the Laplace solution, compare the abbreviation a

and b in (2.59) with the definitions (2.47).

The solution of differential equation (2.59) contains two parts: the particulate

integral γ1p(t) and the solution of the homogeneous differential equation, called

complementary function γ1h(t),

γ1(t) = γ1p(t) + γ1h(t) (2.60)

We start with the particulate integral γ1p(t). Since the right-hand-side of (2.59)

is time-independent, also the sought particulate integral is a constant. It follows

from specifying (2.59) for γ1(t) = γ1p, for γ̈1p(t) = 0, and for γ̇1p(t) = 0, as well as

from solving the resulting expression for γ1p, as

γ1p =
γ

µ1 (
1
µ1

+ 1
µ2

+ 1
µs
)

(2.61)

Notably, γ̈1p(t) = 0 and γ̇1p(t) = 0 underline that γ1p is a stationary (time-

independent) solution, such that γ1p can be interpreted as the dislocation which

is asymptotically reached after infinite time, i.e. the dislocation which is finally

reached once the relaxation process has come to an end. In addition, we note

that γ1p is identical to constant c1, which we have introduced during the deriva-

tion of the Laplace solution, compare (2.61) with c1 in (2.47). We are left with

determination of the complementary function γ1h(t). To this end, we rewrite the

differential equation (2.59) under consideration a and b according to (2.47), and we

set the right-hand-side equal to zero, in order to obtain a homogeneous differential

equation

γ̈1h(t) + a γ̇1h(t) + b γ1h(t) = 0 (2.62)

As for the solution of (2.62), we make the following ansatz involving an exponential

function and two constants β and λ

γ1h(t) = β exp(λ t) (2.63)

Specifying differential equation (2.62) for ansatz (2.63) yields

λ2 [β exp(λ t)] + a λ [β exp(λ t)] + b [β exp(λ t)] = 0 (2.64)
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Dividing Eq. (2.64) by β exp(λ t) results in the following quadratic equation for λ

λ2 + a λ+ b = 0 (2.65)

The two roots of the quadratic equation (2.65) are two independent solutions for

λ, i. e.

λ = −a
2
±
√

a2

4
− b (2.66)

Eq. (2.66) implies that the sought complementary function γ1h(t) consists of two

terms, containing two exponentials which are multiplied by two integration con-

stants C1 and D1

γ1h(t) = C1 exp

([

− a

2
+

√

a2

4
− b

]

t

)

+D1 exp

([

− a

2
−
√

a2

4
− b

]

t

)

(2.67)

The complete solution for the dislocation history γ1(t) follows from specification of

(2.60) for the particulate integral from Eq. (2.61) and the complementary function

from Eq. (2.67) as

γ1(t) = γ1p+C1 exp

([

−a
2
+

√

a2

4
− b

]

t

)

+D1 exp

([

−a
2
−
√

a2

4
− b

]

t

)

(2.68)

While noting that integration constants C1 and D1 are conceptually to be identi-

fied from the initial conditions (2.36) and (2.37), we emphasize that the solution

(2.68) exhibits exactly the same structure as the solution derived with the Laplace

transformation method, compare (2.68) with (2.54). Still, the used uncoupling

strategy based on an elimination scheme provides valuable insight into the ques-

tion why a square-root shows up in the exponential function. It stems from a

quadratic function which needs to be solved during the derivation of the comple-

mentary function. Still, the square-root terms render the derivation of a compact

version of a closed-form solution for the relaxation function difficult.

In order to further improve the situation, we revisit the derivation of the com-

plementary function γ1h(t) based on the method of non-dimensionalization. This

approach allows for reducing the mathematical complexity of the solution to a

possible minimum. Given that time t is the parameter of the studied relaxation

problem, the idea of non-dimensionalization is to set the dimensional time t equal

to dimensionless time τ , multiplied with an arbitrary time constant tc

t = τ tc (2.69)
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Appropriate choice of the time constant tc will allow us to reduce the mathematical

complexity of the solution to the sought minimum. Considering of (2.69) in the

form dt = dτ tc underlines that every derivative with respect to dimensional time

t can be replaced by a derivative with respect to dimensionless time τ , multiplied

with 1/tc. Applying this strategy to the homogeneous differential equation (2.62)

yields
γ̈1h(τ)

t2c
+ a

γ̇1h(τ)

tc
+ b γ1h(τ) = 0 (2.70)

Multiplying Eq. (2.70) by t2c delivers

γ̈1h + (a tc) γ̇1h + (b t2c) γ1h = 0 (2.71)

Since Eq. (2.71) is completely analogous to Eq. (2.62), and because (2.62) has

led to the two solutions for λ according to (2.66), we conclude that avoiding a

square-root expression in the solution function γ1h(t) can be achieved by choosing

the time constant tc according to the following condition:

√

(a tc)2

4
− (b t2c) = 1 (2.72)

Specifying condition (2.72) for a and b according to (2.70), respectively, and solving

for the time constant tc delivers

tc =
2

√
[(

µ1 + µs

η1

)

−
(
µ2 + µs

η2

)]2

+
4µ2

s

η1 η2

(2.73)

With help of condition (2.72), and the corresponding special choice (2.73) for

the time constant tc, the solution of the differential equation (2.71) can now be

retrieved in the much simpler form, and based on

γ1h(τ) = C1 exp

[

−
(
a tc
2

+ 1

)

τ

]

+D1 exp

[

−
(
a tc
2

− 1

)

τ

]

(2.74)

Whereby we followed the the same line of reasoning that has led us from Eq. (2.59)

to Eq. (2.67). Notably, γ1h(τ) in Eq. (2.74) is a function of dimensionless time τ .

In order to obtain an expression for γ1h(t), i. e. a function where dimensional time

t appears as the argument, we specify (2.74) for τ = t/tc

γ1h(t) = C1 exp

[

−
(
a

2
+

1

tc

)

t

]

+D1 exp

[

−
(
a

2
− 1

tc

)

t

]

(2.75)
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The complete solution for the dislocation history γ1(t) follows from specification of

(2.60) for the particulate integral from Eq. (2.61) and the complementary function

from Eq. (2.75), yielding

γ1(t) = γ1p + C1 exp

[

−
(
a

2
+

1

tc

)

t

]

+D1 exp

[

−
(
a

2
− 1

tc

)

t

]

(2.76)

The two integration constants C1 and D1 are identified from the initial conditions

(2.36) and (2.37). To this end, we calculate the time-derivative of γ1(t) given in

Eq. (2.76) as

γ̇1(t) = −C1

(
a

2
+

1

tc

)

exp

[

−
(
a

2
+

1

tc

)

t

]

−D1

(
a

2
− 1

tc

)

exp

[

−
(
a

2
− 1

tc

)

t

]

(2.77)

Specifying the initial conditions (2.36) and (2.37) for γ1(t) given in (2.76) and for

γ̇1(t) given in (2.77) yields the following two equations for C1 and D1 as

γ1(t=0) = C1 +D1 + γ1p = 0 (2.78)

γ̇1(t=0) = −C1

(
a

2
+

1

tc

)

−D1

(
a

2
− 1

tc

)

=
γ µs

η1
(2.79)

Solving the initial conditions (2.78) and (2.79) for the integration constants C1

and D1 delivers

C1 = −γ µs tc
2 η1

+

(
a tc
2

− 1

)
γ1p
2

(2.80)

D1 = +
γ µs tc
2 η1

−
(
a tc
2

+ 1

)
γ1p
2

(2.81)

The solution for γ2(t) is found by analogy to (2.76), i.e. by permutation of indexes:

γ2(t) = γ2p + C2 exp

[

−
(
a

2
+

1

tc

)

t

]

+D2 exp

[

−
(
a

2
− 1

tc

)

t

]

(2.82)

The integration constants C2 and D2 follow from initial conditions (2.36) and

(2.37) and by analogy to C1 and D1 given in (2.80) and (2.81), respectively, as

C2 = −γ µs tc
2 η2

+

(
a tc
2

− 1

)
γ2p
2

(2.83)

D2 = +
γ µs tc
2 η2

−
(
a tc
2

+ 1

)
γ2p
2

(2.84)

The dislocation histories (2.76) and (2.82) exhibit a sufficiently compact math-

ematical form, ready for the derivation of a closed-form representation of the
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relaxation function. This is described next.

2.3.3 Relaxation functions

Relaxation functions are obtained in two steps. At first, interface traction histories

T1,x and T2,x are calculated. To this end, the relations between γ1(t) and [[ξ1]], as

well as between γ2(t) and [[ξ2]], as defined in (2.31), are solved for the dislocation

histories:

[[ξ1]](t) =
a1

2 π d1
γ1(t) [[ξ2]](t) =

a2
2 π d2

γ2(t) (2.85)

The sought interface traction components T1,x and T2,x follow from specifying

the viscous interface law (2.4) for the time-derivatives of the dislocation histories

(2.85):

T1,x =
ηi,1 a1
2 π d1

γ̇1(t) T2,x =
ηi,2 a2
2 π d2

γ̇2(t) (2.86)

In the second step, the macroscopic state equation (2.11) is specified for the im-

posed strain state (2.22), which yields, under consideration of the components of

the homogenized stiffness tensor and the involved influence tensors according to

Appendix C.1, the following scalar equation for the time-evolution of the macro-

scopic shear stress Σxz

Σxz =
3Es (2− νs)

(1 + νs) [3 (2− νs) + 16 (d1 + d2) (1− νs)]
Exz

+
16 d1 (1− νs)

3(2− νs) + 16 (d1 + d2) (1− νs)
T1,x

+
16 d2 (1− νs)

3(2− νs) + 16 (d1 + d2) (1− νs)
T2,x (2.87)

Specifying (2.87) for the tractions (2.86) yields, under consideration of the defini-

tions (2.31), the following compact result

Σxz = 2Exz

(
1

µs

+
1

µ1
+

1

µ2

)−1

−
(

1

µs

+
1

µ1

+
1

µ2

)−1(
C1 η1
µ1

+
C2 η2
µ2

)(
a

2
+

1

tc

)

exp

[

−
(
a

2
+

1

tc

)

t

]

−
(

1

µs

+
1

µ1
+

1

µ2

)−1(
D1 η1
µ1

+
D2 η2
µ2

)(
a

2
− 1

tc

)

exp

[

−
(
a

2
− 1

tc

)

t

]

(2.88)
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Comparing Eq. (2.88) with

Σxz = Rxzxz(t) 2Exz (2.89)

delivers the sought relaxation functions as

Rxzxz(t) =

(
1

µs

+
1

µ1

+
1

µ2

)−1

−
(

1

µs

+
1

µ1
+

1

µ2

)−1(
C̄1 η1
µ1

+
C̄2 η2
µ2

)(
a

2
+

1

tc

)

exp

[

−
(
a

2
+

1

tc

)

t

]

−
(

1

µs

+
1

µ1
+

1

µ2

)−1(
D̄1 η1
µ1

+
D̄2 η2
µ2

)(
a

2
− 1

tc

)

exp

[

−
(
a

2
− 1

tc

)

t

]

(2.90)

with

C̄1 = −µs tc
2 η1

+

(
a tc
2

− 1

)
1

2µ1

(
1

µs

+
1

µ1
+

1

µ2

)−1

(2.91)

D̄1 = +
µs tc
2 η1

−
(
a tc
2

+ 1

)
1

2µ1

(
1

µs

+
1

µ1

+
1

µ2

)−1

(2.92)

C̄2 = −µs tc
2 η2

+

(
a tc
2

− 1

)
1

2µ2

(
1

µs

+
1

µ1

+
1

µ2

)−1

(2.93)

D̄2 = +
µs tc
2 η2

−
(
a tc
2

+ 1

)
1

2µ2

(
1

µs

+
1

µ1
+

1

µ2

)−1

(2.94)

The relaxation functions (2.90) contain two exponentials which are underlining

the existence of the following two different characteristic relaxation times

τrelax,I =

(
a

2
+

1

tc

)−1

(2.95)

τrelax,II =

(
a

2
− 1

tc

)−1

(2.96)

Eqs. (2.95) and (2.96) together with the characteristic evolution of a relaxation

test (discussed in the sequel) provide the motivation to re-formulate the relaxation

functions (2.90) finally as

Rxzxz(t) = µs −∆µ

[

1−AI exp

(

− t

τrelax,I

)

− AII exp

(

− t

τrelax,II

)]

(2.97)



Chapter 2. How interface size, density, and viscosity affect creep and relaxation

functions of matrix-interface composites – a micromechanical study 65

with

∆µ = µs

(
1

µ1

+
1

µ2

)(
1

µs

+
1

µ1

+
1

µ2

)−1

(2.98)

AI = − 1

µs

(
1

µ1
+

1

µ2

)−1(
a

2
+

1

tc

)(
C̄1 η1
µ1

+
C̄2 η2
µ2

)

(2.99)

AII = − 1

µs

(
1

µ1
+

1

µ2

)−1(
a

2
− 1

tc

)(
D̄1 η1
µ1

+
D̄2 η2
µ2

)

(2.100)

Noting that AI + AII = 1, allows for the following mechanical interpretation of

Eq. (2.97). Specifying (2.97) for t = 0 yields

Rxzxz(t=0) = µs (2.101)

Eq. (2.101) states that the effective stiffness of the composite is equal to the solid

stiffness at the beginning of a relaxation test. Specifying (2.97) for t = ∞ yields

Rxzxz(t=∞) = µs −∆µ (2.102)

Comparison of Eqs. (2.101) and (2.102) shows that ∆µ denotes the loss of effective

stiffness of the composite during the relaxation test. Finally, we note that AI and

AII stand for relaxation capacities associated with the two characetristic relaxation

times.

For the transition to micromechanical quantities, i. e. to Young’s modulus Es and

Poisson’s ratio νs of the solid matrix, to interface sizes a1 and a2, to interface

viscosities ηi,1 and ηi,2, as well as to interface densities d1, and d2, consider the

definitions of a according to (2.47), of tc according to (2.73) and of µs, µ1, µ2,

η1, η2 according to (2.31). Exemplarily, this transition is carried out for the two

craracteristic relaxation times (2.95) and (2.96). This delivers

τrelax,I =
2

ā +

√

b̄2 +
4E2

s π
2 d1 d2

a1 ηi,1 a2 ηi,2 (1 + νs)2

τrelax,II =
2

ā−
√

b̄2 +
4E2

s π
2 d1 d2

a1 ηi,1 a2 ηi,2 (1 + νs)2

(2.103)
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with ā and b̄ reading as

ā =

Es π

[

3 (2− νs) (a1 ηi,1 + a2 ηi,2) + 16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1)

]

16 (1− ν2s ) a1 ηi,1 a2 ηi,2
(2.104)

b̄ =

Es π

[

3 (2− νs) (a2 ηi,2 − a1 ηi,1) + 16 (1− νs) (a2 ηi,2 d1 − a1 ηi,1 d2)

]

16 (1− ν2s ) a1 ηi,1 a2 ηi,2
(2.105)

2.3.4 Study of interface interaction in a relaxation test

Because the concentration-influence relations (2.8) and (2.9) contain interaction

terms, it was mathematically quite challenging to derive the relaxation functions

of the matrix-inclusion composite of Fig. 2.1. In the following, we evaluate our

analytical results with the aim to gain insight into interface interaction. To this

end, we consider properties of the solid matrix which are representative for hy-

droxyapatite [21]

Es = 114GPa νs = 0.27 (2.106)

In order to study the sensitivity of the relaxation function (2.97) with respect to

changes in size, viscosity, and density of two interface families, we consider that

the sum of the two interface densities amounts to 0.3

d1 + d2 = 0.3 (2.107)

We will investigate all cases between d1 = 0.3 and d2 = 0.0, on the one hand, as

well as d1 = 0.0 and d2 = 0.3, on the other hand. Because interface radius a1 and

interface viscosity ηi,1 appear in the analytical expressions always multiplied with

each other, we consider the product a1 ηi,1 to be a constant and to amount to

a1 ηi,1 = 62.5GPa·h (2.108)

In order to study interaction among two interface families exhibiting different

interface sizes and viscosities, the corresponding product a2 ηi,2, referring to the

second interface family, is considered to be a multiple of (2.108)

a2 ηi,2 = n× 62.5GPa·h (2.109)
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where n will be set equal to 2, to 5, and to 10, respectively, see Figs. 2.2, 2.3, and

2.4. The multiplication factor n can be interpreted, in the sense of the following

two special cases:

• n is equal to the ratio of the two interface radii, n = a2/a1, provided that

the two interface viscosities are the same ηi,1 = ηi,2.

• n is equal to the ratio of the two interface viscosities, n = ηi2/ηi1, provided

that the two interface radii are the same a1 = a2.

As for discussing the characteristic relaxation times (2.95) and (2.96), see also

(2.103), (2.104), and (2.105), and the corresponding relaxation capacities (2.99)

and (2.100), it is useful to study limit cases d1 → 0 and d2 → 0. Considering the

limit case that all interfaces belong to the first family (d2 → 0) yields

lim
d2→0

AI = 1 lim
d2→0

τrelax,I =
a1 ηi,1
Es

16 (1− ν2s )

π
[
3 (2− νs) + 16 d1 (1− νs)

]

(2.110)

lim
d2→0

AII = 0 lim
d2→0

τrelax,II =
a2 ηi,2
Es

16 (1− ν2s )

3π (2− νs)
(2.111)

Eqs. (2.110) and (2.111) indicate that the relaxation function (2.97) degenerates,

for d2 → 0, such that it contains only the one exponential involving τrelax,I and

this characteristic time is equal to the one which was derived in [31] for interfaces

of identical size and viscosity, see the white square in Figs. 2.2(a) and (b), 2.3(a)

and (b), as well as 2.4(a) and (b). The second characteristic time, τrelax,II , has,

in the limit d2 → 0, no physical meaning, because the related relaxation capacity

AII vanishes, see (2.111) and the black circles in Figs. 2.2(a) and (b), 2.3(a) and

(b), as well as 2.4(a) and (b). Considering the other limit case that all interfaces

belong to the second family (d1 → 0) yields by analogy to (2.110) and (2.111)

lim
d1→0

AI = 0 lim
d1→0

τrelax,I =
a1 ηi,1
Es

16 (1− ν2s )

3π (2− νs)
(2.112)

lim
d1→0

AII = 1 lim
d1→0

τrelax,II =
a2 ηi,2
Es

16 (1− ν2s )

π
[
3 (2− νs) + 16 d2 (1− νs)

]

(2.113)

Again, Eqs. (2.110) and (2.111) indicate that the relaxation function (2.97) de-

generates, for d1 → 0, such that it contains only the one exponential involving

τrelax,II and this characteristic time is equal to the one which was derived in [31]

for interfaces of identical size and viscosity, see the white circle in Figs. 2.2(a)
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Figure 2.2: Sensitivity study regarding relaxation function (2.97): (a) characteristic
relaxation times according to (2.103) as a function of interface densities (2.107), (b)
relaxation capacities according to (2.99) and (2.100) as a fucntion of interface densi-
ties (2.107), and (c) relaxation function (2.97) as a function of time, for four differ-
ent partitions of interface density; Es = 114GPa, νs = 0.27, a1 ηi,1 = 62.5GPa·h,
a2 ηi,2 = 2× a1 ηi,1, d1 + d2 = 0.3
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Figure 2.3: Sensitivity study regarding relaxation function (2.97): (a) characteristic
relaxation times according to (2.103) as a function of interface densities (2.107), (b)
relaxation capacities according to (2.99) and (2.100) as a fucntion of interface densi-
ties (2.107), and (c) relaxation function (2.97) as a function of time, for four differ-
ent partitions of interface density; Es = 114GPa, νs = 0.27, a1 ηi,1 = 62.5GPa·h,
a2 ηi,2 = 5× a1 ηi,1, d1 + d2 = 0.3
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Figure 2.4: Sensitivity study regarding relaxation function (2.97): (a) characteristic
relaxation times according to (2.103) as a function of interface densities (2.107), (b)
relaxation capacities according to (2.99) and (2.100) as a fucntion of interface densi-
ties (2.107), and (c) relaxation function (2.97) as a function of time, for four differ-
ent partitions of interface density; Es = 114GPa, νs = 0.27, a1 ηi,1 = 62.5GPa·h,
a2 ηi,2 = 10× a1 ηi,1, d1 + d2 = 0.3
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and (b), 2.3(a) and (b), as well as 2.4(a) and (b). The first characteristic time,

τrelax,I , has, in the limit d1 → 0, no physical meaning, because the corresponding

relaxation capacity AI vanishes, see (2.112) and the black squares in Figs. 2.2(a)

and (b), 2.3(a) and (b), as well as 2.4(a) and (b). Between the two discussed lim-

its, a continuous transition of characteristic relaxation times and corresponding

relaxation capacites is obtained, see Figs. 2.2(a) and (b), 2.3(a) and (b), as well

as 2.4(a) and (b).

Also the relaxation functions exhibits a continuous transition from the limit case

d1 = 0.0 and d2 = 0.3, i. e. from one interface family with a larger interface radius

and/or larger interface viscosity, to the other limit case d1 = 0.3 and d2 = 0.0,

i. e. to one interface family with a smaller interface radius and/or smaller interface

viscosity, see Figs. 2.2(c), 2.3(c), and 2.4(c). Since dislocation processes evolve

faster at smaller scales and slower at larger scales, the asymptotic (“relaxed”)

state is reached the faster, the smaller or less viscous interfaces are present at the

microstructure of the composite.

In the mentioned transition regime from d1 = 0.0 and d2 = 0.3 to d1 = 0.3 and

d2 = 0.0, our analytical results strongly underline interaction between the two

interface families. The reason for this behavior is discussed next.

2.4 Identification of the mechanism responsible for inter-

action among interfaces, and concluding remarks

In order to study interaction between interfaces of different size, viscosity, and

density, we have recalled the derivation of creep functions, see (2.20), and we have

newly derived relaxation functions, see (2.97), both for a matrix-interface compos-

ite containing two interface families. The creep functions (2.20) contain two expo-

nentials underlining the existence of two different characteristic creep times, see

Eqs. (2.21). The latter highlight that each of the two interface families is associated

with one of the two characteristic creep times. In other words, the characteristic

creep times suggest that the two interface families do not interact. The relaxation

functions (2.90) also contain two exponentials which are – again – underlining the

existence of two different characteristic relaxation times, see Eqs. (2.103). The lat-

ter highlight that properties of both interface families influence both characteristic

relaxation times. In other words, the characteristic relaxation times suggest that

the two interface families are interacting, see also Figs. 2.2, 2.3, and 2.4. These
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results pose the questions why a matrix-interface composite exhibits interaction

of interfaces provided that it is subjected to uniform strain boundary conditions,

while interfaces are not interacting under uniform stress boundary conditions.

In order to clarify the interaction properties of different interfaces, it is useful

to consider average rules for stresses and strains. For any multiphase composite

with volume Ω, which is subjected either to uniform stress or strain boundary

conditions, they read as [56]

Σ =
1

|Ω|

∫

Ω

σ(x) dV (2.114)

E =
1

|Ω|

∫

Ω

ε(x) dV (2.115)

Next, we specify Eqs. (2.114) and (2.115) for a maxtrix-interface composite. In

this context, it is important to consider that the interfaces are two-dimensional,

i. e. interfaces occupy a vanishing volume such that the solid matrix fills the entire

volume of the composite: Ω = Ωs. Because finite interface tractions are acting in

a vanishing interface volume, the stress average rule (2.114) simplifies to [73]

Σ =
1

|Ω|

∫

Ωs

σ(x) dV (2.116)

Note that the integral in (2.116) refers to the volume of the solid. Eq. (2.116)

underlines that the macrostress Σ is equal to the average stress in the solid matrix.

The situation is different when it comes to the strain average rule, where the

dislocations contribute to the macrostrain [73]

E =
1

|Ω|

(
∫

Ωs

ε(x) dV +
∑

j

∫

Cj

[[ξ]]j
s

⊗nj dS

)

(2.117)

In Eq. (2.117), summation index j runs over all Cj interfaces of the studied com-

posite, and nj is standing for the unit normal to the j-th interface. Eq. (2.117)

underlines that the macrostrain is decomposed into (i) the average strain in the

solid matrix and (ii) a contribution related to the dislocations of the interfaces.

Notably, the average stress of the solid, see the stress average rule (2.116), and

the average strain of the solid, see the strain average rule (2.117), are related via



Chapter 2. How interface size, density, and viscosity affect creep and relaxation

functions of matrix-interface composites – a micromechanical study 71

generalized Hooke’s law reading as

(
1

|Ω|

∫

Ωs

σ(x) dV

)

= Cs :

(
1

|Ω|

∫

Ωs

ε(x) dV

)

(2.118)

The stress average rule (2.116) and the strain average rule (2.117) allow for the

sought interpretation of interface interaction, described next. Given the matrix-

interface morphology illustrated in Fig. 2.1, each interface family “feels” the stress

and strain states of the surrounding solid matrix, and they drive the evolution

of interfacial dislocations and tractions. Under uniform stress or strain boundary

conditions, the interaction between the interfacial dislocations, on the one hand,

and the average stress and strain states of the solid matrix, on the other hand, are

markedly different:

• Under uniform stress boundary conditions, average stresses and strains in

the solid are controlled from outside of the composite; in more detail, the av-

erage stress of the solid matrix is equal to the externally controlled loading,

see the stress average rule (2.116). Generalized Hooke’s law (2.118), in turn,

underlines that also the average strain in the solid matrix is directly propor-

tional to the externally prescribed loading. This implies that the dislocation

histories of both interface families evolve under the externally controlled av-

erage stress and strain states of the solid matrix. Hence, the interfaces do

not interact, because increasing dislocations do not change the average stress

and strain states of the solid matrix, but result only in an increase of the

macrostrain, see (2.117).

• Under uniform strain boundary conditions, average stresses and strains in

the solid are not controlled from outside of the composite. Instead, they are

depending on the dislocation states of all interfaces, resulting in interface

interaction. This situation becomes specifically clear, when considering the

special case of relaxation, where a strain state is suddenly imposed on the

composite at time t = 0 and kept constant thereafter. At the time instant

of sudden loading, the dislocations are equal to zero, because the viscous

behavior of the interfaces requires finite time intervals for the development

of dislocations. Given vanishing dislocations at t = 0, the average strain of

the solid matrix is equal to the macrostrain; consider [[ξ]]1 = [[ξ]]2 = 0 in the

strain average rule (2.117). With increasing time, the dislocations increase,

and they take over part of the imposed macrostrain, see (2.117), such that
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the average strain of the solid matrix decreases. According to (2.118), also

the average stress level in the solid matrix decreases (“relaxes”) proportion-

ally. In other words, evolving dislocations of one specific interface result in a

reduction of the average stress and strain states in the solid matrix, and this

is “felt” by all other interfaces. This explains the interaction underlined by

the coupled relaxation times (2.103).

We here investigated the interaction between two different interface families, but

the conclusions can be extended to consideration of n interface families. The

creep functions contain n exponentials with n different characteristic creep times,

whereby each interface family influences just one characteristic creep time. Also

the relaxation functions contain n exponentials with n different characteristic re-

laxation times, but all interface families influence each end every characteristic

relaxation time. In the herein studied special case of two interface families, the

characteristic times involve square-root expressions, stemming from the solution

of a second-order polynomial. In the general case of n interface families, the

characteristic relaxation times involve nth-order root expressions, stemming from

the solution of a nth-order polynomial. This underlines that macroscopic creep

tests are conceptually clearly preferable for top-down identification of interfacial

properties.

2.5 Nomenclature

a1 radius of first interface family

a2 radius of second interface family

Aj third-order strain concentration tensor describing the concentration of

macroscopic strain into the dislocation of interfaces; j = 1, 2 refers to

the two interface families

AΣ
j third-order influence tensor describing the influence of macroscopic stress

on the dislocation of interfaces; j = 1, 2 refers to the two interface families

Bj third-order influence tensor describing the influence of interface traction

on the macroscopic stress; j = 1, 2 refers to the two interface families

BΣ
j third-order influence tensor describing the influence of interface traction

on the macroscopic strain; j = 1, 2 refers to the two interface families

Cs fourth-order elastic stiffness tensor of solid

C−1
s inverse of Cs
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Chom fourth-order homogenized stiffness tensor of matrix-interface composite

C−1
hom inverse of Chom

dj interface density parameter; j = 1, 2 refers to the two interface families

e1, e3 unit base vectors of Cartesian coordinate system

E second-order tensor of macroscopic strain

Exz shear component of E

Es Young’s modulus of the solid

j index for interface phase

I symmetric fourth-order identity tensor

Idev deviatoric part of I

Ivol volumetric part of I

Jxzxz creep function

L Laplace transformation operator

L−1 back transformation operator from Laplace space to time domain

Nj number of interfaces per unit volume of a matrix-interface composite; j =

1, 2 refers to the two interface families

n outward unit normal at any point of the boundary of the composite

nj unit vector in normal direction of the interfaces; j = 1, 2 refers to the two

interface families

Rxzxz relaxation function

s index for solid phase / Laplace space parameter

T j interface traction vector; j = 1, 2 refers to the two interface families

T i fourth-order morphology tensor for 2D interface inclusion (“sharp crack”

morphology)

Tj,1 shear component of traction vector T j; j = 1, 2 refers to the two interface

families

x, y, z Cartesian coordinates

x position vector

γ constant related to Exz

γj function related to interface dislocation; j = 1, 2 refers to the two interface

families

γj,h solution of homogeneous differential equation for γj; j = 1, 2 refers to the

two interface families

γj,p particulate integral of inhomogeneous differential equation for γj; j = 1, 2

refers to the two interface families



Chapter 2. How interface size, density, and viscosity affect creep and relaxation

functions of matrix-interface composites – a micromechanical study 74

Γj Laplace transform of function γj; j = 1, 2 refers to the two interface

families

δ Kronecker delta

ε second-order tensor of microscopic linear strain

ηi,j viscosity of the interfaces; j = 1, 2 refers to the two interface families

ηj constant related to interface viscosity; j = 1, 2 refers to the two interface

families

µs shear modulus of istropic solid matrix

µj stiffness constant related to the interfaces; j = 1, 2 refers to the two inter-

face families

νs Poisson’s ratio of istropic solid matrix

ξ displacement vector

[[ξ]]j dislocation vector of interfaces; j = 1, 2 refers to the two interface families

[[ξ]]j,1 shear component of [[ξ]]j

[[ξ]]j,3 normal component of [[ξ]]j

σ second-order tensor of microscopic Cauchy stresses

Σ second-order tensor of macroscopic Cauchy stresses

Σxz shear component of Σ

τcreep characteristic time of creep function

τrelax characteristic time of relaxation function

Ω volume of the matrix-interface composite

Ωs volume occupied by the solid phase

∂ partial derivative

: second-order tensor contraction

•̇ partial derivative with respect to time (“rate”), of quantity “•”
⊗ dyadic product



Chapter 3

Interfacial micromechanics

assessment of classical rheological

models I: Single interface size and

viscosity

3.1 Introduction

In 1874, Boltzmann introduced the concept of creep functions as well as the as-

sociated superposition principle, and he confirmed these groundbreaking ideas by

an initial experimental campaign [7]. Ever since, these ideas have remained the

fundament of the theory of viscoelasticity, which has been developed up to high

mathematical maturity [8, 9, 10]. In order to keep things simple, often exponential

creep functions are considered, and they are standardly related to the simple rhe-

olgical models composed of linear springs and dashpots. Their simplest versions

exhibit a parallel arrangement of one spring and one dashpot (the so-called Kelvin-

Voigt model) [74, 75], or a serial arrangement of one spring and one dashpot (the

so-called Maxwell model) [76]. Slightly more complex arrangements of spring and

dashpots are normally called standard linear solid models. They can be either rep-

resented as a serial arrangement of a Kelvin-Voigt unit and an additional spring

(Kelvin-Voigt representation or Zehner model [77]), or as a serial arrangement of

a Maxwell unit and an additional spring (Maxwell representation). However, such

simple models do not contain any direct information on microstructural effect at

the origin of creep, such as the flow of water along thin layers within the texture of

75
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hydrated bio- or geomaterials [11, 12, 13, 14, 15, 16, 18, 19, 20, 21, 22, 23, 71]. Aim-

ing exactly at the aforementioned direct consideration of viscous “micro-”interfaces

when mathematically describing macroscopic creep behaviors, we recently devel-

oped a micromechanical formulation for matrix-interface composites consisting (i)

of a continuous isotropic linear elastic solid matrix and (ii) of embedded parallel

interfaces filled by a liquid crystal exhibiting a linear viscous behavior [31], see also

Fig. 3.1. The obvious question arising then is: How does such a micromechani-

cal formulation and the microstructural quantities appearing therein relate to the

classical rheological models made up of springs and of dashpots ? As an answer

to this question, we here aim at establishing relations between microstructural

quantities, such as interface size, interface density, interface viscosity, as well as

elastic properties of the solid material phase (see Fig. 3.1), on the one hand, and

spring stiffnesses and dashpot viscosities of macroscopic rheological models (as il-

lustrated in Figs. 3.2 and 3.3), on the other hand. Therefore, it suffices to consider

macroscopic pure shear strains in planes orthogonal to the viscous interfaces (with

normals e3), i.e. in the x1, x3-plane or in the x2, x3-plane of Fig. 3.1. Namely, in

the chosen base frame e1, e2, e3, only the aforementioned shear strain components

are related to creep deformation, and hence, we here focus on relations between

macroscopic strains

E = E13 (e1 ⊗ e3 + e3 ⊗ e1) (3.1)

and corresponding stresses

Σ = Σ13 (e1 ⊗ e3 + e3 ⊗ e1) (3.2)

ξ= E · x

solid phase

interface phase

ℓ≫ 2a

2a

x1
x2

x3

Figure 3.1: Matrix-interface composite consisting of continuous isotropic solid matrix
and parallel 2D interfaces; 2D sketch of 3D representative volume elements
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When it comes to the rheological models as depicted in Figs. 3.2 and 3.3, it is

noteworthy that they refer to the behavior of a unit cube of a tested material, i.e.

the “force” acting on the rheological model is equal to the shear traction acting

on the material unit cube, and the “elongation” of the spring-dashpot model is

equal to the engineering shear strain of the material unit cube.

In order to establish the aforementioned link between micromechanics and classical

rheology, we will, in the remainder of this paper, (i) derive differential equations

describing the material behavior in terms of overall stresses and strains defined on

representative volume elements, and (ii) carry out a dissipation analysis, where

we will consider the fundamental thermodynamics definition of the dissipation D,

which is equal to the rate of work of the external forces, Σ : Ė, minus the rate of

elastic or free “Helmholtz” energy Ψ̇

D = Σ : Ė − Ψ̇ (3.3)

This will be developed, in three consecutive sections, for (i) the Kelvin-Voigt

representation of the standard linear solid model, for (ii) the Maxwell represen-

tation of the standard linear solid model, and for (iii) a matrix-interface com-

posite. Corresponding analytical formulations will allow us to relate rheological

spring stiffnesses and the dashpot viscosities of standard linear solid models, to

microstructural features of a matrix-interface composite. It will also allow for

a micromechanical interpretation of the stresses and strains which are formally

associated with the rheological springs and dashpots, and for a micromechanical

illustration of the energy dissipating in the dashpots. Implications for preferen-

tial choices of rheological parameters, and their relation to experiments, will be

covered, thereafter, in the Discussion section.

3.2 Review of rheological “spring-dashpot” models

3.2.1 Kelvin-Voigt representation of standard linear solid

The Kelvin-Voigt representation of the standard linear solid consists of a Kelvin-

Voigt unit (i.e. parallelly set spring and dashpot elements) in series with an addi-

tional elastic spring (see Fig. 3.2). Here, we focus on pure shear deformation, so

that rheological shear stresses τ and strains γ are related to the following stress



Chapter 3. Interfacial micromechanics assessment of classical rheological models I:

Single interface size and viscosity 78

and strain tensors by analogy to (3.2) and (3.1)

Σ = τ (e1 ⊗ e3 + e3 ⊗ e1) and E =
1

2
γ (e1 ⊗ e3 + e3 ⊗ e1) (3.4)

The overall shear deformation of the rheological model, γ, can be decomposed into

µ1

η1

µe

τ

γ

Figure 3.2: Kelvin-Voigt representation of standard linear solid, used to model time-
dependent behavior under pure shear see (3.4)

a dissipative portion related to the Kelvin-Voigt unit (γ1) and an elastic portion

related to the single spring (γe),

γ = γ1 + γe (3.5)

The overall shear stress τ , in turn, is transferred both through the Kelvin-Voigt

unit (τ1 = τ) and through the elastic spring (τe = τ),

τ = τ1 = τe (3.6)

The shear stress acting on the Kelvin-Voigt unit, τ1, can be decomposed into the

shear stress acting on the spring, τµ1 , and into the one acting on the dashpot, τ η1 ,

τ1 = τµ1 + τ η1 (3.7)

where indexes µ and η refer to the spring and to the dashpot, respectively.

Derivation of a differential equation in σ and γ describing the constitutive be-

havior of the rheological model requires individual constitutive laws for all three

rheological devices. Denoting the spring stiffness of the additional elastic spring as

µe, and the one of the Kelvin-Voigt spring as µ1, as well as the dashpot viscosity

as η1, see Fig. (3.2), the individual constitutive laws read as

τµ1 = µ1 γ1 , τ η1 = η1 γ̇1 , τe = µe γe (3.8)

where a dot is standing for the time derivative •̇ = ∂ •/∂t. The sought differential
equation is obtained by combining Eqs. (3.5) to (3.8), with the aim to eliminate



Chapter 3. Interfacial micromechanics assessment of classical rheological models I:

Single interface size and viscosity 79

the individual stress combinations τµ1 and τ η1 as well as the individual strain com-

binations γ1 and γe. To this end, Eq. (3.7) is specified for (3.5), (3.6), and (3.8),

and the resulting expression is divided by η1

τ

η1
=
µ1

η1
γ1 + γ̇1 (3.9)

Next, the last Eq. (3.8) is specified for (3.6) and solved for γe, yielding
τ

µe

= γe.

The equality is modified in two different directions: firstly, we consider its time

derivative
τ̇

µe

= γ̇e (3.10)

and, secondly, we consider it multiplied by µ1/η1

τ µ1

µe η1
=
µ1

η1
γe (3.11)

The differential equation describing the constitutive behavior of the rheological

model follows from summing up Eqs. (3.9) to (3.11) and from consideration of

(3.5) as well as of its time derivative, γ̇ = γ̇1 + γ̇e, as

τ̇

µe

+ τ
µ1

η1

(
1

µ1
+

1

µe

)

= γ̇ +
µ1

η1
γ (3.12)

Eq. (3.12) is a first-order ordinary differential equation in the overall shear stress

τ and the overall shear strain γ.

Specification of the dissipation D according to (3.3) for the Kelvin-Voit represen-

tation of the standard linear solid model requires expressions for the rate of work

of the external forces, Ẇext, and the rate of elastic internal energy Ψ̇. The former

is simply equal to “force” τ acting on the rheological model times the “elongation

rate” γ̇, i.e. the shear stress τ times the rate of the engineering strain, γ̇,

Ẇext = τ γ̇ (3.13)

Elastic internal energy Ψ, in turn, is stored in the two springs. In both cases the

energy is equal to 1/2 times the spring’s force multiplied with its elongation; under

consideration of (3.8) we obtain

Ψ =
1

2
τµ1 γ1 +

1

2
τe γe =

1

2
γ1 µ1 γ1 +

1

2
γe µe γe (3.14)
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Taking the time derivative of (3.14), and consideration of (3.8), delivers the sought

rate of elastic internal energy as

Ψ̇ = µ1 γ1 γ̇1 + µe γe γ̇e = τµ1 γ̇1 + τe γ̇e (3.15)

The dissipation finally follows from specification of (3.3) for (3.13) and (3.15).

This yields, under consideration of (3.6), of (3.5) in the form γ̇ − γ̇e = γ̇1, and of

(3.7) in the form τ − τµ1 = τ η1 ,

D = τ (γ̇ − γ̇e)− τµ1 γ̇1 = (τ − τµ1 ) γ̇1 = τ η1 γ̇1 (3.16)

Eq. (3.16) underlines that energy dissipates exclusively in the dashpot.

3.2.2 Maxwell representation of standard linear solid

The Maxwell representation of the standard linear solid consists of a Maxwell unit

(i.e. serially set spring and dashpot elements) in parallel with an additional elastic

spring (see Fig. 3.3). Here, it is considered to represent a piece of material under

pure shear, see (3.4).

τ

γ

µI ηI

µE

Figure 3.3: Maxwell representation of standard linear solid

The overall shear stress of the rheological model, τ , can be decomposed into the

shear stress of the Maxwell unit (τI) and into the one of the elastic spring (τE),

τ = τI + τE (3.17)

The overall shear deformation γ, in turn, is equal to the deformation of the Maxwell

unit (γI = γ) and to the deformation of the elastic spring (γE = γ),

γ = γI = γE (3.18)
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The shear deformation of the Maxwell unit, γI , can be decomposed into the shear

deformation of the spring, γµI , and into the one of the dashpot, γηI ,

γI = γµI + γηI (3.19)

where indexes µ and η refer to the spring and to the dashpot, respectively.

Derivation of a differential equation in τ and γ describing the constitutive be-

havior of the rheological model requires individual constitutive laws for all three

rheological devices. Denoting the spring stiffness of the additional elastic spring

as µE, and the one of the Maxwell spring as µI , as well as the dashpot viscosity

as ηI , the individual constitutive laws read by analogy to (3.8) as

τI = µI γ
µ
I , τI = ηI γ̇

η
I , τE = µE γE (3.20)

The sought differential equation is obtained by combining Eqs. (3.17) to (3.20),

with the aim to eliminate the individual strain combinations γµI and γηI , as well

as the individual stress combinations τI and τE . To this end, the time derivative

of (3.19) is specified for γ̇µI and γ̇ηI from (3.20), delivering under consideration of

(3.18)
τ̇I
µI

+
τI
ηI

= γ̇ (3.21)

Next, the last Eq. (3.20) is specified for (3.18), and the resulting equality, τE =

µE γ, is modified in two different directions: firstly, we consider it multiplied with
1
ηI
,

τE
ηI

=
µE γ

ηI
(3.22)

and, secondly, we consider its time derivative, multiplied with 1
µI

τ̇E
µI

=
µE γ̇

µI

(3.23)

The differential equation describing the constitutive behavior of the rheological

model follows from summing up Eqs. (3.21) to (3.23) and from consideration of

(3.17) as well as of its time derivative, τ̇ = τ̇I + τ̇E , as

1

µI

τ̇ +
1

ηI
τ = γ̇

(

1 +
µE

µI

)

+
µE

ηI
γ (3.24)

Eq. (3.24) is a first-order ordinary differential equation in the overall shear stress

τ and the overall shear strain γ.
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Specification of the dissipation D according to (3.3) for the Maxwell representation

of the standard linear solid model requires expressions for the rate of work of the

external forces, Ẇext, and the rate of elastic internal energy Ψ̇. The former reads

by analogy to (3.13) as

Ẇext = τ γ̇ (3.25)

Elastic internal energy Ψ, in turn, is stored in the two springs. In both cases the

energy is equal to 1/2 times the spring’s force multiplied with its elongation; under

consideration of (3.20) we obtain

Ψ =
1

2
τI γ

µ
I +

1

2
τE γE =

1

2
γµI µI γ

µ
I +

1

2
γE µE γE (3.26)

Taking the time derivative of (3.26) and combining (3.20) delivers the sought rate

of elastic internal energy as

Ψ̇ = µI γ
µ
I γ̇

µ
I + µE γE γ̇E = τI γ̇

µ
I + τE γ̇E (3.27)

The dissipation finally follows from specification of (3.3) for (3.25) and (3.27).

This yields, under consideration of (3.18), of (3.17) in the form of τ −τE = τI , and

of (3.19) in the form γ̇I − γ̇µI = γ̇ηI

D = γ̇I (τ − τE)− τI γ̇
µ
I = τI (γ̇I − γ̇µI ) = τI γ̇

η
I (3.28)

Eq. (3.28) underlines that energy dissipates exclusively in the dashpot.

3.3 Matrix-interface micromechanics

3.3.1 Materials representation and constitutive relations

Consider a matrix-interface composite consisting of one solid phase and of one

interface phase comprising the entity of all viscous fluid layers (Fig. 3.1). The

solid matrix phase exhibits linear elastic behavior characterized by an isotropic

stiffness tensor Cs

σ(x) = Cs : ε(x) (3.29)

with σ(x) and ε(x) as Cauchy microstresses and linear microstrains at any position

x in the solid phase. As regards the interfaces, we consider that molecular ordering-

related joining forces prevent the interfaces from opening, hence dislocations in

interface normal direction e3 vanish [[ξ3]] = 0. The component of the traction
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vector acting in the interface plane, T1, is related by a linear viscous law to the

dislocation rate [[ξ̇1]]

T1 = η [[ξ̇1]] (3.30)

where η denotes a viscosity constant with physical dimension [Stress ×
Time/Length], and where index 1 stands for the in-plane tangential direction

aligned with the macroscopic loading, see (3.2) and (3.1).

In order to derive a differential equation describing the constitutive behavior of the

studied composite in terms of macroscopic stress Σ13 and strain E13, we recall two

fundamental interfacial micromechanics relations [31], derived in the framework of

eigenstress homogenization schemes [54]:

• The macroscopic state equation, expressing the macrostress Σ as a function

of the macrostrain E and of the interface traction vector T reads as [31]

Σ = Chom : E +B · T (3.31)

where Chom denotes the homogenized stiffness tensor of the studied compos-

ite and B denotes a Biot-type tensor quantifying the influence of interface

traction vector T on the macrostress Σ, provided that the macrostrain E

is equal to zero. Specifying (3.31) for the matrix-interface composite shown

in Fig. 3.1 and for loading in terms of pure macroscopic shear according to

(3.1), allows for extracting the following scalar equation linking shear stress

Σ13, shear strain E13, and the in-plane interface traction vector component

T1 [31]

Σ13 =
µs 3(2− νs)

3(2− νs) + 16 d (1− νs)
2E13 +

16 d (1− νs)

3(2− νs) + 16 d (1− νs)
T1 (3.32)

In (3.32), µs and νs stand for the shear modulus and for Poisson’s ratio of

the isotropic solid matrix, and d denotes the interface density parameter [65]

d = N a3 (3.33)

with N and a standing for the number of the interfaces per unit volume of

the composite, and for the radius of the interfaces, respectively.

• The concentration-influence relation expressing the dislocation vector [[ξ]] as

a function of the macrostrain E and of the interface traction vector T , reads
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as [31]

[[ξ]] = A : E +D · T (3.34)

where A denotes a concentration tensor quantifying the influence of macros-

train E on the dislocation vector [[ξ]] provided that the interface traction

vector T vanishes, and D stands for an influence tensor quantifying the influ-

ence of the interface traction vector T on the dislocation vector [[ξ]], provided

that macrostrain E vanishes. Specifying (3.34) for the matrix-interface com-

posite shown in Fig. 3.1 and for loading in terms of pure macroscopic shear

according to (3.1), allows for extracting the following scalar equation link-

ing in-plane dislocation [[ξ1]], the shear strain E13, and the in-plane interface

traction vector component T1 [31]

[[ξ1]] =
8 (1− νs) a

π [3 (2− νs) + 16 d (1− νs)]

[

2E13 −
T1
µs

]

(3.35)

In order to derive the sought differential equation linking Σ13 and E13, as well as

their time derivatives Σ̇13 and Ė13, we solve the concentration-influence relation

(3.35) for the interface traction T1, and we insert the resulting expression into

(3.32), delivering

Σ13 = 2µsE13 − µs

2 π d

a
[[ξ1]] (3.36)

Taking the time derivative of (3.36), multiplying [[ξ̇1]] by 1 in form of η

η
yields,

under consideration of (3.30),

Σ̇13 = 2µs Ė13 − µs

2 π d

a η
T1 (3.37)

Solving (3.37) for T1 and inserting the resulting expression into (3.32), delivers

the sought differential equation describing the constitutive behavior of the studied

composite as

Σ̇13
1

µs

+ Σ13
π [3 (2− νs) + 16 d (1− νs)]

8 a η (1− νs)
= 2 Ė13 + 2E13

3 (2− νs) π µs

8 (1− νs) a η
(3.38)

Eq. (3.38) is a first-order ordinary differential equation in the overall shear stress

Σ13 and the overall shear strain E13.
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3.3.2 Elastic energy and dissipation

In order to quantify the elastic energy stored in the elastic solid matrix, it is

convenient to replace the “eigentractions” T of the interface phase, by eigenstresses

σE
i of a flat spheroidal phase (whereby the limit case of the spheroid’s thickness

going to zero would again relate to the two-dimensional interface). For such a

system, state equations analogous to (3.31) and (3.34) read as [54, 78]

Σ = Chom : E + σE
i : B (3.39)

and

Φ = φi εi = B : E −N−1 : σE
i (3.40)

with φi and εi as volume fraction and the strains of the spheroidal phase, with

Chom as the homogenized stiffness tensor, B as the tensor of Biot coefficients, and

N−1 as the inverse of the tensor of Biot moduli. The latter quantities are defined

as [78]

Chom = Cs :

[

I +
4 π d

3
T i

]−1

B = I − C−1
s : Chom

N−1 = B : C−1
s (3.41)

see also Appendix D.1 for more details, in particular as concern the morphology

tensor T . The portion of elastic energy ψs stored per time increment in the purely

elastically behaving solid matrix is equal to the external power Lext
s supplied to

this elastic matrix. This reads mathematically as [78]

ψ̇s = Lext
s =

∫

Vs

σ : ε̇ dV =

∫

VRV E

σ : ε̇ dV −
∫

Vi

σ : ε̇ dV = Σ : Ė−σE
i : Φ̇ (3.42)

with σ and ε denoting the microscopic stress and strain fields within a represen-

tative volume element hosting an elastic matrix with spheroidal inclusions; and

VRV E , Vs, and Vi, respectively, denoting the volume of such an RVE, and of its

subvolumes hosting solid matrix and spheroidal inclusions, respectively.

In order to quantify the dissipation in matrix-interface composites, it is noteworthy

that the elastic energy stored in the composite, Ψ, is equal to the elastic energy

stored in the solid matrix, ψs, because the viscous interfaces do neither exhibit

any elastic properties, nor do they, due to their 2D nature, occupy any significant
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volume within the RVE. Specification of the dissipation inequality (3.3) for Ψ̇ = ψ̇s

according to (3.42), yields the dissipation of the matrix-interface composite as

D = Σ : Ė − ψ̇s = σE
i : Φ̇ (3.43)

The aim is now to transform (3.43) into a function of the variables characterizing

the dissipative interfaces, namely T and [[ξ]]. Therefore, Φ̇ follows from temporal

derivation of (3.40),

Φ̇ = B : Ė −N−1 : σ̇E
i (3.44)

When additionally considering the actual two-dimensional nature of the interface

phase, the eigenstress tensor degenerates to

σE
i = T1 (e1 ⊗ e3 + e3 ⊗ e1) (3.45)

and Φ̇ simplifies to

Φ̇ = Φ̇13 (e1 ⊗ e3 + e3 ⊗ e1) (3.46)

Φ̇13 in (3.46) follows from specification of (3.44) for (3.1) and (3.45), resulting in

Φ̇13 =
16 d (1− νs)

3 (2− νs) + 16 d (1− νs)
Ė13 −

8 d (1− νs)

[3 (2− νs) + 16 d (1− νs)]µs

Ṫ1 (3.47)

whereby Ṫ1, through consideration of (3.35), can be expressed in terms of Ė13 and

[[ξ̇1]] as

Ṫ1 = 2µs Ė13 −
µs π [3 (2− νs) + 16 d (1− νs)]

8 a (1− νs)
[[ξ̇1]] (3.48)

Accordingly, insertion of (3.48) into (3.47) yields

Φ̇ =
[[ξ̇1]] d π

a
(e1 ⊗ e3 + e3 ⊗ e1) (3.49)

Finally, use of (3.49), and of (3.45) for transforming the expression (3.43) allows

us to identify the dissipation as

D =
2 d π

a
[[ξ̇1]]T1 (3.50)

Eq. (3.50) expresses explicitly that the energy dissipates exclusively in the viscous

interfaces.
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3.4 Interfacial micromechanics assessment of classical rhe-

ological models

3.4.1 Micromechanical explanation of rheological parameters

Summarizing Sections 3.2 and 3.3, we have derived equations describing, in terms

of the overall shear stress and the overall shear strain, the constitutive behavior

of the Kelvin-Voigt representation of the standard linear solid model, see (3.12),

of the Maxwell representation of the standard linear solid model, see (3.24), and

of a matrix-interface composite, see (3.38). These differential equations are valid

for any type of prescribed loading history, including the special cases of a creep

scenario (vanishing shear stress rate) and of a relaxation scenario (vanishing shear

strain rate), see also Appendix D.2, D.3, and D.4. Notably, the structure of the

three differential equations is the same, i.e. an analogy can be established through

comparison of (3.2), (3.1), and (3.4), by setting equal

τ = Σ13 and γ = 2E13 (3.51)

In order to complete the analogy, also the factors of the stress and strain

variables, as appearing in (3.12), (3.24), and (3.38), need to be set equal. In

other words, comparison of these coefficients delivers the sought relations between

spring stiffnesses and dashpot viscosities, on the one hand, and micromechanical

quantities, such as interface density, size, and viscosity, as well as shear modulus

and Poisson’s ratio of the solid matrix, on the other hand; see Table 3.1 for the

result of this comparison and Figure 3.4 for further illustration of these relations.

3.4.2 Micromechanical interpretation of stress and strain contribu-

tions of individual springs and dashpots of the rheological models

The established relations between the rheological models and the micromechanical

description of the matrix-interface composite, see (3.51) and Table 3.1, open the

door to a novel, micromechanics-based interpretation of the rheological models.

Accordingly, we will now express the stresses and strains acting in individual

springs and dashpots, as functions of micromechanical quantities.
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As for the Kelvin-Voigt representation of the standard linear solid model, such

expressions concern the strain in the Kelvin-Voigt unit, γ1, the strain in the addi-

tional spring, γe, the stress acting on the Kelvin-Voigt spring, τµ1 , and the stress

acting on the dashpot, τ η1 . As for the expression for γ1 and γe, we specify the

constitutive law of the additional spring, τ = µe γe, see (3.8), for γe = γ − γ1, see

(3.5), yielding τ = µe (γ − γe), and we compare this relation with (3.36). Under

consideration of (3.51) and the relations listed in Table 3.1, we then obtain

γ1 =
2 π d

a
[[ξ1]] and γe = 2E13 −

2 π d

a
[[ξ1]] =

Σ13

µs

(3.52)

Next, we relate τµ1 = µ1γ1 to micromechanical quantities, by specifying this equal-

ity for µ1 according to Table 3.1, and for γ1 from (3.52)

τµ1 =
3µs π (2− νs)

8 a (1− νs)
[[ξ1]] (3.53)

Finally the micromechanical analogon for τ η1 follows from first solving both (3.32)

and (3.35) with respect to E13, and from setting equal the corresponding results,

yielding

Σ13 = T3 +
3µs π (2− νs)

8 a (1− νs)
[[ξ1]] (3.54)

Table 3.1: Relations between spring stiffness and dashpot viscosities of the Kelvin-Voigt
and Maxwell representations of the standard linear solid model and micromechanical
quantities of a matrix-interface composite

Models
τ

γ

µI ηI

µE

µ1

η1

µe

τ

γ

ξ= E · x

solid phase

interface phase

ℓ≫ 2a

2a

x1
x2

x3

τ

γ

µI ηI

µE

µE = µE µE = µ1

(

1 +
µ1

µe

)−1

µE = µs
3 (2 − νs)

3 (2 − νs) + 16 d (1 − νs)

µI = µI µI = µe

(

1 +
µ1

µe

)−1

µI = µs
16 d (1 − νs)

3 (2 − νs) + 16 d (1 − νs)

ηI = ηI ηI = η1

(

1 +
µ1

µe

)−2

ηI =
a η 128 d (1 − νs)

2

π [3 (2 − νs) + 16 d (1 − νs)]2

µ1

η1

µe

τ

γ

µe = µI + µE µe = µe µe = µs

µ1 =
µE

µI

(

µI + µE

)

µ1 = µ1 µ1 = µs
3 (2 − νs)

16 d (1 − νs)

η1 = ηI

(
µI + µE

µI

)2

η1 = η1 η1 =
a η

2π d



Chapter 3. Interfacial micromechanics assessment of classical rheological models I:

Single interface size and viscosity 89

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

dimensionless interface density parameter d

d
im

en
si
o
n
le

ss
d
a
sh

p
o
t

v
is
co

si
ti
es

η 1
=

2
π
/
(a

η)
a
n
d

η I
=

2
π
/
(a

η)
Kelvin-Voigt model

Maxwell model
νs=0.0

νs=0.1

νs=0.2

νs=0.3

νs=0.4

νs=0.5

Figure 3.4: Dimensionless dashpot viscosity of Kelvin-Voigt and Maxwell models, η1
and ηI , over the dimensionless interface density parameter d

Then this relation (3.54) is compared to τ = τ η1 + τµ1 . Under consideration of

(3.51) and (3.53), it follows that

τ η1 = T1 (3.55)

As for the Maxwell representation of the standard linear solid model, we seek

micromechanical analogons for the stress acting on the Maxwell unit, τI , the stress

acting on the additional spring, τE , the strain in the Maxwell spring, γµI , and the

strain in the dashpot, γηI . As for a micromechanics-based expression for τE , we

first specify the spring law τE = µEγ for µE = µE(µs, νs, d) according to Table 3.1,

and for γ = 2E13, see (3.51),

τE = µEγ =
µs 3 (2− νs)

3 (2− νs) + 16 d (1− νs)
2E13 (3.56)
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As for expressing τI , we first solve (3.32) for E13, and we then insert the resulting

expression into (3.56); this yields

τE = Σ13 −
16 d (1− νs)

3 (2− νs) + 16 d (1− νs)
T1 (3.57)

Comparing this relation with τE = τ − τI , yields, under consideration of (3.51),

τI =
16 d (1− νs)

3 (2− νs) + 16 d (1− νs)
T1 (3.58)

In order to provide a micromechanical analogon for γµI , we specify the spring law

γµI = τI/µI , see (3.20), for τI from (3.58), and for µI from Table 3.1, yielding

γµI =
T3
µs

(3.59)

Similarly, we specify the dashpot law γ̇ηI = τI/ηI , see (3.20), for τI from (3.58),

and for ηI from Table 3.1, leading to

γ̇ηI =
π [3 (2− νs) + 16 d (1− νs)]

8 a (1− νs)

T1
η

(3.60)

Specifying (3.60) for T1/η = [[ξ̇1]], see (3.30), and omitting the dots indicating time

derivatives, i.e. integrating over time, finally yields

γηI =
π [3 (2− νs) + 16 d (1− νs)]

8 a (1− νs)
[[ξ1]] (3.61)

3.4.3 Micromechanical illustration of energy dissipating in dashpots of

the rheological models

The relation between rheological parameters and micromechanical quantities,

as derived in the previous two subsections, allow us to illustrate the dashpot-

associated dissipation in terms of micromechanical quantities. Specification of the

Kelvin-Voigt-related dissipation according to (3.16), for τ η1 according to (3.55),

and for γ̇1 according to the time derivative of (3.52), delivers

D = τ η1 γ̇1 =
2 d π

a
[[ξ̇1]]T1 (3.62)
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Similarly, specification of the Maxwell-related dissipation according to (3.28), for

τI according to (3.58), and for γ̇ηI according to the time derivative of (3.61), delivers

D = τI γ̇
η
I =

2 d π

a
[[ξ̇1]]T1 (3.63)

Notably, both (3.62) and (3.63) result in the same expression for the dissipation

of the matrix-interface composite. This clearly illustrates that the dissipation

happening in the daspots of the two rheological models is related to the dissipation

happening in the viscous interfaces of the micromechanical representation. In

addition, the analogy-derived micromechanical expressions (3.62) and (3.63) are

identical to the directly derived dissipation relation (3.50). This proves that all our

derivations were correct. This is because the analogy-defining formula for τ η1 , γ̇1, τI

and γ̇ηI were obtained from comparison of the differential equations (3.12), (3.24),

as well as (3.38), and hence their derivation was independent of the derivation of

dissipation relation (3.16), (3.28), and (3.50).

3.5 Discussion and conclusion

The standard linear solid models, both in the Kelvin-Voigt and in the Maxwell rep-

resentations, can perfectly describe the rheological behavior of a matrix-interface

composite whose time-dependent material properties result from the linear viscos-

ity of the interfaces behavior, i.e. they are compatible with traction-dislocation

relations originating from liquid crystal interface physics, and multiscale homoge-

nization of eigenstressed interfaces. The relations listed in Table 3.1 establish the

links between spring stiffnesses as well as dashpot viscosities, on the one hand,

and micromechanical quantities of the matrix-interface composite, on the other

hand, the latter ones being interface size, density, and viscosity, as well as shear

modulus and Poisson’s ratio of the isotropic solid matrix material.

When subjecting the matrix-interface composite to sudden loading, either in terms

of stresses or of strains, the effective stiffness of the material is equal to the stiffness

of the solid matrix, because, according to (3.30), dislocations would need time to

develop, so that, without time passing, the interfaces are locked, which results

in an uniform microscopic stress field [31]. The same is true for the dashpot in

the rheological models, being blocked upon sudden loading. Accordingly, the then

observed effective stiffness of Kelvin-Voigt model is equal to the additional spring

stiffness, and the effective stiffness of the Maxwell model is equal to the sum of

the spring stiffnesses. These effective stiffnesses are directly related to how the
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stiffness of the solid matrix manifests itself in the two rheological models: In the

Kelvin-Voigt representation, the additional elastic spring simply represents the

solid matrix material, while in the Maxwell representation, the sum of the two

spring stiffnesses is equal to the one of the solid matrix, see Table 3.1.

The time-dependent evolution of interfacial dislocations increases the effec-

tive compliance of the matrix-interface composite. Given a constant (time-

independent) loading, the stiffness-reducing effect is fully developed, once the

asymptotic state of the material is reached, i.e. once the interface tractions have

decayed to zero and the interface dislocations have grown to their maximum [31].

The additional time-dependent material compliance is the larger, the larger the

interface density. As for the Kelvin-Voigt model, the additional compliance is

simply equal to the compliance of the Kelvin-Voigt spring, see Table 3.1. In the

Maxwell representation, in turn, the interface density appears in the expressions

of both spring constants, and the compliance of the additional spring is equal to

the compliance of the solid matrix plus the additional compliance stemming from

the interfacial dislocations, see Table 3.1.

The characteristic time of rheological processes shown by a matrix-interface com-

posite are triggered, in general, by interface size a, viscosity η, and density d. This

becomes apparent from the fact that the dashpot viscosities of both rheological

models are directly proportional to interface size and viscosity, but the role of in-

terface density deserves special attention, see Table 3.1. The Kelvin-Voigt dashpot

viscosity is simply indirectly proportional to the interface density, see Table 3.1.

Due to a more intricate mode of spring-dashpot interaction, however, the Maxwell

dashpot viscosity depends in a non-trivial fashion on the interface density, and the

dashpot viscosity is the smaller, the larger the Poisson’s ratio of the solid matrix,

see Table 3.1 and Fig. 3.4.

When it comes to discussing the rheological counterparts of interface tractions and

interface dislocations, the Kelvin-Voigt model again allows for a more straight-

forward mode of interpretation of the underlying interface-micromechanics: the

interface traction is simply equal to the stress acting on the Kelvin-Voigt dash-

pot, see (3.55), and the strain in the Kelvin-Voigt unit is directly proportional

to both the interfacial dislocations and the interface density, while it is indirectly

proportional to the interface size, see (3.52). In the Maxwell model, in turn, the

stress acting on the Maxwell unit is also proportional to the interface tractions,

but the proportionality factor depends, again in a non-trivial fashion, on both the

interface density and on the Poisson’s ratio of the solid matrix, see (3.58). Also
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the relation between interfacial dislocations and the strain of the Maxwell dashpot

is of increased mathematical complexity, with the interface density not any more

exhibiting the nature of a simple proportionality factor, and also the Poisson’s

ratio of the solid entering the picture, see (3.61).

We conclude that the Kelvin-Voigt representation of the standard linear solid

model is a more natural and elegant choice for modeling a hydrated matrix-

interface composite containing viscous interfaces of identical size and viscosity, be-

cause the relations between spring-dashpot properties and micromechanical quan-

tities turn out as very simple. Nonetheless, exactly the same model features can be

achieved through a Maxwell-type representation, based on an appropriate choice

of the spring stiffnesses and dashpot viscosities; their relations to micromechanics

quantities, however, are significantly less intuitive when compared to the Kelvin-

Voigt model. It is interesting to generalize this conclusion towards consideration

of multiple interface sizes and viscosities, and corresponding chain models of the

Kelvin-Voigt or Maxwell type. This is the topic of the companion paper [79].

3.6 Nomenclature

a radius of the interface

B fourth-order Biot tensor

Cs fourth-order stiffness tensor of solid

C−1
s inverse of fourth-order stiffness tensor of solid

Chom fourth-order homogenized stiffness tensor

d interface density parameter

D dissipation

e1, e3 unit base vectors of Cartesian coordinate system

E macroscopic strain

E13 shear component of macroscopic strain

i index for interface phase

I symmetric fourth-order identity tensor

Idev deviatoric part of I

Ivol volumetric part of I

ks bulk modulus of solid phase

ℓ characteristic size of RVE

Lext
s external power supplied to elastic matrix
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N−1 inverse of fourth-order tensor of Biot moduli

RVE Representative of Volume Element

s index for solid phase

t time

T interface traction vector

T i fourth-order morphology tensor for 2D interface inclusion (shape of a

“sharp crack”)

T1 shear component of interface traction vector

Vi volume of inclusion

Vs volume of solid

VRV E volume of RVE

x, y, z Cartesian coordinates

x position vector

Ẇext rate of work of external forces

γ shear strain

γh solution of homogeneous differential equation for shear strain

γp particulate integral

γe shear strain of elastic spring of Kelvin-Voigt representation of standard

linear solid (Zener model)

γE shear strain of elastic spring of Maxwell representation of standard linear

solid

γI shear strain of Maxwell unit

γµI shear strain of spring in Maxwell unit

γηI shear strain of dashpot in Maxwell unit

δ Kronecker delta

ε second-order tensor of microscopic strain

η viscosity of the interfaces

η1 viscosity constant of dashpot in Kelvin-Voigt unit

ηI viscosity constant of dashpot in Maxwell unit

µe shear modulus of elastic spring in Kelvin-Voigt representation of standard

linear solid (Zener model)

µE shear modulus of spring in Maxwell representation of standard linear solid

µ1 shear modulus of spring in Kelvin-Voigt unit

µI shear modulus of spring in Maxwell unit

µs shear modulus of isotropic solid matrix

νs Poisson’s ratio of isotropic solid matrix

ξ displacement vector
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[[ξ]]1 in-plane component of interfacial dislocation vector

[[ξ]]3 out-of-plane component of interfacial dislocation vector

σ second-order tensor of microscopic stress

σE
i second-order tensor of interface eigenstress

Σ second-order tensor of macroscopic stress

Σ13 shear component of macroscopic stress

τ shear stress

τh solution of homogeneous differential equation for shear stress

τp particulate integral

τe shear stress in elastic spring in Kelvin-Voigt representation of standard

linear solid (Zener model)

τE shear stress in elastic spring in Maxwell representation of standard linear

solid

τI shear stress acting on Maxwell unit

τ1 shear stress acting on Kelvin-Voigt unit

τµ1 shear stress in spring of Kelvin-Voigt unit

τ η1 shear stress in dashpot of Kelvin-Voigt unit

Φ second-order tensor accounting for interfacial geometry changes

Φ13 shear component of Φ

Ψ elastic energy of matrix-interface composites

ψs elastic internal energy of solid

∂ partial derivative

: second-order tensor contraction

•̇ partial derivative with respect to time (“rate”), of quantity “•”
⊗ dyadic product



Chapter 4

Interfacial micromechanics

assessment of classical rheological

models II: Multiple interface sizes

and viscosities

4.1 Introduction

While the rheological models of the Maxwell and the Kelvin-Voigt type, which

combine, in different ways, two spring and one dashpot element, are often helpful

to illustrate principal features of the creep and relaxation characteristics of various

materials, they often appear as too simple when it comes to the representation of

the actual material behavior. This was realized already in the 19th century when

the field of creep mechanics was initiated [43]; and the problem was tackled by the

introduction of rheological chain models, such as (i) Maxwell chains, representing

a parallel arrangement of several Maxwell units [76] and an additional spring,

and (ii) Kelvin-Voigt chains, representing a serial arrangement of several Kelvin-

Voigt units [74, 75] and an additional spring. Ever since, these models and/or

combination of them, have enjoyed great popularity in a variety of applications,

concerning, e.g. the creep of aging cementitious materials [44], of soft biomaterials

such as intervertebral discs [45], or of different types of polymers and plastics [46].

Extending the discussion developed in the companion paper [80], we here ask the

question whether also the aforementioned chain models can be directly related to

the mechanics of microstructural systems consisting of an elastic solid matrix and

96
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viscous interfaces embedded therein. This requires, notably, the consideration of

interfaces with differing viscosities and differing sizes. In more detail, we compare

(i) coefficients of macroscopic stress-strain relations of rheological chains models

with N Maxwell units (or N Kelvin-Voigt units, respectively), with (ii) coefficients

of stress-strain relations characterizing a matrix-interface composite consisting of

a contiguous, isotropic, and linear elastic solid matrix, as well as of N families of

parallel interfaces. By analogy to the companion paper [80], our focus lies on time-

dependent behavior under pure shear. Given interfaces with normals pointing in e3

direction, the composite is susceptible to time-dependent behavior when subjected

to shear in the x1,x3-plane and/or in the x2,x3-plane. Without loss of generality,

we here focus on the former case, i.e. we study the relation between macroscopic

stresses

Σ = Σ13 (e1 ⊗ e3 + e3 ⊗ e1) (4.1)

and strains

E = E13 (e1 ⊗ e3 + e3 ⊗ e1) (4.2)

As for the structure of this paper, we devote the two following sections to rheolog-

ical chain models (of the Kelvin-Voigt and the Maxwell type, respectively), and to

matrix-interface composites, respectively. In each of these sections, we use specific

mathematical schemes for the derivation of stress-strain relations which link shear

stresses and their time-derivatives, to shear strains and their time-derivatives. We

start with two rheological units or two interface families, respectively, before we

then extend the derivation to three rheological units or three interface families,

respectively. Finally, we tackle the case of N rheological units or N interface

families, respectively. Therefore, we compare the 2N + 1 independent coefficients

occurring in the constitutive equations derived for the Kelvin-Voigt chain models,

the Maxwell chain models, and the micromechanics models with different viscous

interfaces families, respectively. This allows for a micromechanical interpretation

of Maxwell chain models and Kelvin-Voigt chain models. The paper closes with a

discussion of the results and conclusions.

4.2 Review of rheological chain models: derivation of gov-

erning differential equations
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4.2.1 Kelvin-Voigt chain models

Kelvin-Voigt chain models consist of N Kelvin-Voigt units in series with an ad-

ditional elastic spring (see Fig. 4.1). Here, such chain models are considered to

represent a piece of material subjected to pure shear, such that the stress and

strain states read as

Σ = τ (e1 ⊗ e3 + e3 ⊗ e1) and E =
1

2
γ (e1 ⊗ e3 + e3 ⊗ e1) (4.3)

µ1

η1

µ2

η2
γ

µe

τ

µN

ηN

Figure 4.1: Kelvin-Voigt representation of standard linear solid, used to model time-
dependent behavior under pure shear

The overall shear deformation of the rheological model, γ, can be decomposed

additively into the contributions of the individual Kelvin-Voigt units (γ1, γ2, . . . ,

γN) and into the one of the elastic spring (γe),

γ = γe +
N∑

i=1

γi (4.4)

The overall shear stress τ , in turn, is transferred through all N Kelvin-Voigt units

(τ1 = τ2 = τN = τ) and through the elastic spring (τe = τ), such that

τ = τ1 = τ2 = · · · = τN = τe (4.5)

The shear stress acting on the i-th Kelvin-Voigt unit can be decomposed into

the shear stress acting on the spring, τµi , and into the shear stress acting on the

dashpot, τ ηi

τ = τµi + τ ηi i = 1, 2, . . . , N (4.6)

where indexes µ and η refer to the spring and to the dashpot, respectively.

The derivation of a constitutive relation between shear stress τ and shear strain

γ, see Eq. (4.3) and Fig. 4.1, requires individual constitutive laws for all involved

rheological devices. Denoting the spring stiffness of the additional elastic spring

as µe, and the ones of the Kelvin-Voigt springs as µ1, µ2, . . . , µN , as well as the
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dashpot viscosities as η1, η2, . . . , ηN , see Fig. 4.1, the individual constitutive laws

read as

τµi = µi γi

τ ηi = ηi γ̇i

}

i = 1, 2, . . . , N τe = µe γe (4.7)

where a dot stands for a time-derivative.

γ̇i =
∂γi
∂t

(4.8)

The sought constitutive relation-between τ and γ is obtained by constructing linear

combinations between Eqs. (4.4) to (4.7) and their time-derivatives, yielding, for

a chain model with one Kelvin-Voigt unit (N = 1) [80]

τ

(
1

µe

+
1

µ1

)

+ τ̇
η1
µ1

(
1

µe

)

= γ +
η1
µ1
γ̇ (4.9)

In agreement with our current focus on more than one interface size and/or vis-

cosity, we continue with the derivation of the constitutive τ, γ-relation for a chain

model with two Kelvin-Voigt units (N = 2). In this context, it is beneficial to

derive elementary stress-strain relations for the individual Kelvin-Voigt units by

specifying Eqs. (4.6) for the spring and dashpot laws (4.7), and dividing the re-

sulting expressions by the shear moduli of the involved spring, yielding

τ

µ1
=

η1
µ1
γ̇1 + γ1 (4.10)

τ

µ2
=

η2
µ2
γ̇2 + γ2 (4.11)

By analogy, the shear stress τe appearing in the spring law of the additional spring,

see (4.7), can be set equal to τ , see (4.5), and the resulting expression can be solved

for γe, in order to deliver
τ

µe

= γe (4.12)

Summing up Eqs. (4.10) − (4.12) and considering of (4.4), allow for elimination

of γ1, γ2, and γe

τ

(
1

µe

+
1

µ1

+
1

µ2

)

=
η1
µ1

γ̇1 +
η2
µ2

γ̇2 + γ (4.13)

The next step consists of eliminating from (4.13), the first-order derivatives γ̇1

and γ̇2. Therefore, the first-order time-derivatives of (4.10), (4.11), and (4.12) are
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multiplied with η2/µ2, with η1/µ1, and with η1/µ1 + η2/µ2, respectively, yielding

τ̇ η2
µ1µ2

=
η1
µ1

η2
µ2
γ̈1 +

η2
µ2
γ̇1 (4.14)

τ̇ η1
µ2µ1

=
η1
µ1

η2
µ2
γ̈2 +

η1
µ1
γ̇2 (4.15)

τ̇

µe

(
η1
µ1

+
η2
µ2

)

=

(
η1
µ1

+
η2
µ2

)

γ̇e (4.16)

Subsequent summation of Eqs. (4.13) − (4.16), together with consideration of

(4.4) in form of γ̇ = γ̇e+ γ̇1+ γ̇2, yields an expression free from γ̇1 and γ̇2, namely

τ

(
1

µe

+
1

µ1
+

1

µ2

)

+ τ̇

[
η1
µ1

(
1

µ2
+

1

µe

)

+
η2
µ2

(
1

µ1
+

1

µe

)]

= γ+

(
η1
µ1

+
η2
µ2

)

γ̇+
η1 η2
µ1 µ2

(

γ̈1+ γ̈2

)

(4.17)

Finally, second-order derivatives γ̈1 and γ̈2 are eliminated from (4.17). Therefore,

the second-order time-derivative of (4.12) is multiplied with ( η1 η2
µ1 µ2

), yielding

τ̈ η1 η2
µe µ1 µ2

=
η1 η2
µ1 µ2

γ̈e (4.18)

Summing up Eqs. (4.17) and (4.18) and consideration of (4.4) in form of γ̈ =

γ̈e + γ̈1 + γ̈2 then yield the sought constitutive relation between τ and γ,

τ

(
1

µe

+
1

µ1
+

1

µ2

)

+ τ̇

[
η1
µ1

(
1

µ2
+

1

µe

)

+
η2
µ2

(
1

µ1
+

1

µe

)]

+ τ̈
η1 η2
µ1 µ2

(
1

µe

)

=

γ +

(
η1
µ1

+
η2
µ2

)

γ̇ +
η1η2
µ1 µ2

γ̈

(4.19)

The same strategy can be applied in order to derive a constitutive relation be-

tween τ and γ for a chain model containing three Kelvin-Voigt units (N = 3).

The elementary stress-strain relations of the Kelvin-Voigt units and the one of

the additional spring are combined, such that γ1, γ2, γ3, and γe are eliminated.

The resulting expression contains terms containing γ̇1, γ̇2, γ̇3, and γ̇e. They are

eliminated by constructing a suitable linear combination of the aforementioned

expression and the first-order time-derivatives of the elementary stress-strain rela-

tions. This will introduce terms containing γ̈1, γ̈2, and γ̈3, into the new expression

arising from the aforementioned linear combination. By constructing a suitable

linear combination of this new expression and the second-order time-derivatives of

the aforementioned stress-strain relations, γ̈1, γ̈2, and γ̈3 can be eliminated as well,

but third-order terms appear,
...
γ 1,

...
γ 2, and

...
γ 3. They can be eliminated by con-

structing a suitable linear combination with the third-order time-derivative of the

elementary stress-strain relation of the additional spring. In the end, the following
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third-order differential equation in τ and γ is obtained

τ

(
1

µe

+
1

µ1
+

1

µ2
+

1

µ3

)

+ τ̇

[
η1
µ1

(
1

µ2
+

1

µ3
+

1

µe

)

+
η2
µ2

(
1

µ1
+

1

µ3
+

1

µe

)

+
η3
µ3

(
1

µ1
+

1

µ2
+

1

µe

)]

+ τ̈

[
η1 η2
µ1 µ2

(
1

µe

+
1

µ3

)

+
η1 η3
µ1 µ3

(
1

µe

+
1

µ2

)

+
η2 η3
µ2 µ3

(
1

µe

+
1

µ1

)]

+
...
τ

η1η2η3
µ1 µ2µ3

(
1

µe

)

=

γ +

(
η1
µ1

+
η2
µ2

+
η3
µ3

)

γ̇ +

[
η1η2
µ1 µ2

+
η2η3
µ2 µ3

+
η1η3
µ1 µ3

]

γ̈ +
η1η2η3
µ1µ2µ3

...
γ

(4.20)

The general structure of constitutive τ, γ-relations for chain models containing

N Kelvin Voigt units can be identified by comparing the τ, γ-relations for one,

two, and three Kelvin Voigt units, respectively, see Eqs. (4.9), (4.19) and (4.20).

Accordingly, it appears that the first-order derivative of the strain, γ̇, is always

multiplied with the sum over all characteristic times ηi/µi, with i = 1, 2, . . . , N .

The second-order derivative of the strain, γ̈, is always multiplied with the sum

over all possible products of two different characteristic times. The third-order

derivative of the strain,
...
γ , is always multiplied with the sum over all possible

products of three different characteristic times. This clarifies the general structure:

the nth-order derivative of the strain is multiplied with the sum over all possible

products of n different characteristic times. The coefficients multiplied with the

stress and stress derivatives are just slightly more complex: The stress, τ , is always

multiplied with the sum over all reciprocal shear modulus values. The first-order

derivative of the stress, τ̇ , is always multiplied with the sum over all products of

each characteristic time ηi/µi and a corresponding constant being equal to the sum

over all reciprocal shear modulus values minus 1/µi. The second-order derivative

of the stress, τ̈ , is always multiplied with the sum over all possible products of

two different characteristic times, ηi ηj/(µi µj), whereby i 6= j, and corresponding

constants being equal to the sum over all reciprocal shear modulus values minus

(1/µi + 1/µj). The third-order derivative of the stress,
...
τ , is always multiplied

with the sum over all possible products of three different characteristic times,

ηi ηj ηk/(µi µj µk), whereby i 6= j, i 6= k, j 6= k, and corresponding constants which

are equal to the sum over all reciprocal shear modulus values minus (1/µi+1/µj+

1/µk). This clarifies the general structure: the nth-order derivative of the stress

is multiplied with the sum over all possible products of n different characteristic

times, and corresponding constants being equal to the sum over all reciprocal

shear modulus values minus the sum over all those reciprocal shear modulus values

which also show up in the products of the characteristic times. In conclusion, the
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mathematical format of the general τ ,γ-relation for a chain model with N Kelvin-

Voigt units reads as

(

1

µe

+

N∑

l=1

1

µl

)

τ +

N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µe

+

N∑

l=1

1

µl

)

−
∑

j∈{i1,...,in}

1

µj

)(
∏

k∈{i1,...,in}

ηk
µk

)))

. . .

)

. . .

)

∂nτ

∂ tn

=

γ +

N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

ηj
µj

))

. . .

)

. . .

)

∂nγ

∂ tn

(4.21)

see also Eq. (E.1) in Appendix E.1 for a more expanded form of (4.21).

4.2.2 Maxwell chain models

Here, we consider Maxwell chain models consisting of N Maxwell units in parallel

with an additional elastic spring (see Fig. 4.2). Again, such chain models are

considered to represent a piece of material subjected to pure shear, See (4.3); or

more generally speaking, they represent a material creeping only in shear mode,

under any general loading condition.

γ

τ

ηI

ηII

µI

µII

µE

µN
ηN

Figure 4.2: Maxwell representation of standard linear solid, used to model time-
dependent behavior under pure shear

The overall shear stress of the rheological model, τ , can be decomposed additively

into the stresses transferred through the individual Maxwell units (τI , τII , . . . , τN )

and into the one transferred through the elastic spring (τE),

τ = τE +

N∑

i=I

τi (4.22)
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The overall shear deformation γ, in turn, is the same for all N Maxwell units

(γI = γII = γN = γ) and for the elastic spring (γE = γ), such that

γ = γI = γII = · · · = γN = γE (4.23)

The shear deformation of the i-th Maxwell unit can be decomposed into the shear

deformation of the spring, γµI , and into the shear deformation of the dashpot, γηI

γ = γµi + γηi i = I, II, . . . , N (4.24)

The derivation of a constitutive relation between shear stress τ and shear strain

γ, see Eq. (4.3) and Fig. 4.2, requires individual constitutive laws for all involved

rheological devices. Denoting the stiffness of the additional elastic spring as µE, the

stiffnesses of the Maxwell springs as µI , µII , . . . , µN , and the dashpot viscosities

as ηI , ηII , . . . , ηN , see Fig. 4.2, the individual constitutive laws read, in analogy

to (4.7), as

τi = µi γ
µ
i

τi = ηi γ̇
η
i

}

i = I, II, . . . , N τE = µE γE (4.25)

The sought constitutive relation between τ and γ is obtained by constructing

linear combinations of Eqs. (4.22) to (4.25) and their time-derivatives, yielding,

for a chain model with one Maxwell unit (N = I), see [80]

τ + τ̇
ηI
µI

= γ µE + γ̇
ηI
µI

(

µE + µI

)

(4.26)

In agreement with our current focus on more than one interface size and/or vis-

cosity, we continue with the derivation of the constitutive τ, γ-relation for a chain

model with two Maxwell units (N = II). In this context, it is beneficial to derive

elementary stress-strain relations for the individual Maxwell units by specifying

the time-derivative of Eqs. (4.24) for the spring and dashpot laws (4.25), and by

multiplying the resulting expressions with the viscosity of the involved dashpot,

yielding

τI + τ̇I
ηI
µI

= γ̇ ηI (4.27)

τII + τ̇II
ηII
µII

= γ̇ ηII (4.28)
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By analogy, the shear deformation γE appearing in the spring law of the additional

spring, see (4.25), can be set equal to γ, according to (4.23), so that we obtain

τE = µE γ (4.29)

Summing up Eqs. (4.27) − (4.29) and consideration of (4.22) allows for elimination

of τI , τII , and τE , yielding

τ + τ̇I
ηI
µI

+ τ̇II
ηII
µII

= γ µE + γ̇ (ηI + ηII) (4.30)

Next, first-order time-derivatives τ̇I and τ̇II are eliminated, by constructing linear

combinations of Eq. (4.30) with the first-order time-derivatives of (4.27), (4.28),

and (4.29), whereby the latter derivatives are multiplied with ηII/µII , with ηI/µI ,

and with ηI/µI + ηII/µII , respectively

τ̇I
ηII
µII

+ τ̈I
ηI ηII
µI µII

= γ̈
ηI ηII
µII

(4.31)

τ̇II
ηI
µI

+ τ̈II
ηI ηII
µI µII

= γ̈
ηI ηII
µI

(4.32)

τ̇E

(
ηI
µI

+
ηII
µII

)

= γ̇ µE

(
ηI
µI

+
ηII
µII

)

(4.33)

Summing up Eqs. (4.30) − (4.33) and consideration of (4.22) in form of τ̇ =

τ̇E + τ̇I + τ̇II , yields

τ + τ̇

(
ηI
µI

+
ηII
µII

)

+ (τ̈I + τ̈II)
ηI ηII
µI µII

=

γ µE + γ̇

[
ηI
µI

(

µE + µI

)

+
ηII
µII

(

µE + µII

)]

+ γ̈
ηIηII
µI µII

(

µI + µII

)
(4.34)

Finally, the second-order time-derivatives τ̈I and τ̈II are eliminated by constructing

a linear combination of (4.34) with the second-order time-derivative of (4.29),

whereby the latter is multiplied by ( ηI ηII
µI µII

), i.e.

τ̈E
ηI ηII
µI µII

= γ̈ µE

ηI ηII
µI µII

(4.35)
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Summing up Eqs. (4.34) and (4.35) and consideration of (4.24) in form of τ̈ =

τ̈E + τ̈I + τ̈II yields the sought constitutive relation between τ and γ,

τ + τ̇

(
ηI
µI

+
ηII
µII

)

+ τ̈
ηI ηII
µI µII

=

γ µE + γ̇

[
ηI
µI

(

µE + µI

)

+
ηII
µII

(

µE + µII

)]

+ γ̈
ηI
µI

ηII
µII

(

µE + µI + µII

)

(4.36)

The same strategy can be applied to derive a constitutive relation between τ and

γ for a chain model containing three Maxwell units (N = III). The elementary

stress-strain relations of the Maxwell units and the one of the additional spring

are combined, such that τI , τII , τIII , and τE are eliminated. The resulting expres-

sion contains terms in τ̇I , τ̇II , τ̇III , and τ̇E . They are eliminated by constructing a

suitable linear combination with the first-order time-derivatives of the elementary

stress-strain relations. This will introduce terms containing τ̈I , τ̈II , and τ̈III . They

are eliminated by constructing a suitable linear combination with the second-order

time-derivatives of the aforementioned stress-strain relations. This will introduce

terms containing
...
τ I ,

...
τ II , and

...
τ III , and they can be eliminated by constructing a

suitable linear combination with the third-order time-derivative of the elementary

stress-strain relation of the additional spring. In the end, the following third-order

differential equation in τ and γ is obtained

τ + τ̇

(
ηI
µI

+
ηII
µII

+
ηIII
µIII

)

+ τ̈

(
ηI ηII
µI µII

+
ηI ηIII
µI µIII

+
ηII ηIII
µII µIII

)

+
...
τ

(
ηIηIIηIII
µIµIIµIII

)

=

γ µE + γ̇

[
ηI
µI

(

µE + µI

)

+
ηII
µII

(

µE + µII

)

+
ηIII
µIII

(

µE + µIII

)]

+

γ̈

[
ηI
µI

ηII
µII

(

µE + µI + µII

)

+
ηI
µI

ηIII
µIII

(

µE + µI + µIII

)

+
ηII
µII

ηIII
µIII

(

µE + µII + µIII

)]

+
...
γ

ηI
µI

ηII
µII

ηIII
µIII

(

µE + µI + µII + µIII

)

(4.37)

The general structure of constitutive τ, γ-relations for chain models containing N

Maxwell units can be identified from comparing the τ, γ-relations of one, two, and

three Maxwell units, respectively, see Eqs. (4.26), (4.36), and (4.37). Accordingly,

it appears that the first-order derivative of the stress, τ̇ , is always multiplied with

the sum over all characteristic times ηi/µi, i = I, II, . . . , N . The second-order

derivative of the stress, τ̈ , is always multiplied with the sum over all possible

products of two different characteristic times. The third-order derivative of the

stress,
...
τ , is always multiplied with the sum over all possible products of three

different characteristic times. This clarifies the general structure: the nth-order

derivative of the stress is multiplied with the sum over all possible products of n

different characteristic times. The strain, γ, is always multiplied with the shear
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modulus of the additional spring. The first-order derivative of the strain, γ̇, is

always multiplied with the sum over all products of each characteristic time, ηi/µi,

and a corresponding sum of stiffnesses (µE + µi). The second-order derivative of

the strain, γ̈, is always multiplied with the sum over all possible products of two

different characteristic times, ηi ηj/(µi µj), whereby i 6= j, and corresponding sums

of stiffnesses reading as (µE + µi + µj). The third-order derivative of the stress,
...
γ , is always multiplied with the sum over all possible products of three different

characteristic times, ηi ηj ηk/(µi µj µk), whereby i 6= j, i 6= k, and j 6= k, and

factors in the form of stiffnesses sums, (µE + µi + µj + µk). This clarifies the

general structure: the nth-order derivative of the strain is multiplied with the sum

over all possible products of n different characteristic times and corresponding

constants being equal to the sum of the shear modulus of the additional spring

plus all shear moduli which also show up in the products of the characteristic

times. Accordingly, the mathematical format of the general τ ,γ-relation for a

chain model with N Maxwell units reads as

τ +
N∑

n=I

(
N−n+I∑

iI=I

. . .

(
N−(n−a)+I
∑

ia=ia−I+I

. . .

(
N∑

in=in−I+I

(
∏

j∈{iI ,...,in}

ηj
µj

))

. . .

)

. . .

)

∂nτ

∂ tn
= µEγ+

N∑

n=I

(
N−n+I∑

iI=I

. . .

(
N−(n−a)+I
∑

ia=ia−I+I

. . .

(
N∑

in=in−I+I

((

µE +
∑

j∈{iI ,...,in}

µj

)(
∏

k∈{iI ,...,in}

ηk
µk

)))

. . .

)

. . .

)

∂nγ

∂ tn

(4.38)

see also Eq. (E.2) in Appendix E.2 for a more expanded form of (4.38).

4.3 Matrix-interface representation and constitutive rela-

tions

Here, we consider matrix-inclusion composites consisting of one solid phase and of

N parallel interface phases, differing by viscosity and size, representing together

the entity of all viscous fluid layers within the investigated material volume (Fig.

4.3). These composites materials are subjected to pure shear, which is aligned

with the interface orientation, see (4.1) and (4.2), and the solid phase exhibits

linear elastic behavior characterized by an isotropic stiffness tensor Cs.

In more symbolic detail, each interface phase is characterized by a specific interface

radius ai and a specific interface viscosity ηi,1, with i = 1, 2, . . . , N . In addition, we

consider that molecular ordering-related joining forces may prevent the interfaces

from opening, so that displacement jumps in interface normal direction e3 vanish.

The component of the traction vector acting in the interface plane, Ti, is related,
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z

y
x

ξ= E · x

solid phase

interface phase

ℓ≫ 2a

2a1, η1

2aN , ηN

2a2, η2

Figure 4.3: 2D flat, parallel, spherical interfaces; 2D sketch of 3D representative volume
elements

by a linear viscous law, to the rate of the average in-plane displacement jump, [[ξ̇]]i

Ti = ηi,1 [[ξ̇]]i i = 1, 2, . . . , N (4.39)

The derivation of a differential equation describing the constitutive behavior of

the studied composite in terms of macroscopic stress Σ13 and strain E13, is based

on the macroscopic poromechanical state equation and on concentration-influence

relations, as described next.

• The macroscopic state equation, expressing the macrostress Σ as a function

of the macrostrain E and of the interface traction vector T i reads as [31]

Σ = Chom : E +
N∑

i=1

Bi · T i (4.40)

where Chom denotes the homogenized stiffness tensor of the studied compos-

ite and Bi denotes a Biot-type tensor quantifying the influence of interface

traction vector T i on the macrostress Σ, provided that the macrostrain E and

all the other interface families traction are equal to zero. Specifying (4.40)

for the matrix-interface composite shown in Fig. 4.3 and for loading in terms

of pure macroscopic shear according to (4.1) and (4.2), allows for extracting

the following scalar equation linking shear stress Σ13, shear strain E13 and
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the in-plane interface traction vector components Ti,1, i = 1, 2, · · · , N [31]

Σ13 =
3µs (2− νs)

3 (2− νs) + 16 (1− νs)
N∑

i=1

di

2E13 +

16 (1− νs)

N∑

i

Ti,1 di

3 (2− νs) + 16 (1− νs)
N∑

i=1

di

(4.41)

In (4.41), µs and νs stand for the shear modulus and for Poisson’s ratio of

the isotropic solid matrix.

• The concentration-influence relation expressing the dislocation vector [[ξ]]i as

a function of the macrostrain E and of the interface traction vector T j , reads

as [31]

[[ξ]]i = Ai : E +

N∑

j=1

Dij · T j (4.42)

where Ai denotes a concentration tensor quantifying the influence of macros-

train E on the dislocation vector [[ξ]]i, provided that the interface traction

vector T j vanishes; and Dij stands for an influence tensor quantifying the

influence of the interface traction vector T j on the dislocation vector [[ξ]]i, pro-

vided that macrostrain E and all the other interface families traction vanish.

Specifying (4.42) for the matrix-interface composite shown in Fig. 4.3 and

for loading in terms of pure macroscopic shear according to (4.1) and (4.2),

allows for extracting a scalar equation linking in-plane dislocation [[ξ]]i,1, the

shear strain E13, and the in-plane interface traction vector component T1,i
[31], it reads as

[[ξ]]i,1 =
8 (1− νs) ai

π

[

3 (2− νs) + 16 (1− νs)

N∑

j=1

dj

]

[

2E13−
Ti,1

µs

+
16 (1− νs)

3µs (2− νs)

N∑

j=1

dj (Tj,1−Ti,1)

]

(4.43)

The sought differential equation in Σ13 and E13 is derived by means of linearly

combining Eqn. (4.39), (4.41), and (4.43), as well as their time-derivatives. For

the special case of one interface phase, N = 1, macroscopic state equation (4.41)

and concentration-influence relation (4.43) are given in Eqs. (32) and (33) of the

companion paper [80], and the sought differential equation is obtained as

Σ̇13
8 a η (1− νs)

3 π (2 − νs)µs

(
1

µs

)

+Σ13

(
1

µs

+
1

µs

16 d (1− νs)

3 (2− νs)

)

= 2 Ė13
8 a η (1 − νs)

3 π (2− νs)µs

(
1

µs

)

+ 2E13

(4.44)
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Next, we analyze the more general case of two interface phases (N = 2). Speci-

fying the macroscopic state equation (4.41) for N = 2 yields

Σ13 =
3µs (2− νs)

3 (2− νs) + 16 (d1 + d2) (1− νs)
2E13 +

16 (1− νs) (T1,1 d1 + T2,1 d2)

3 (2− νs) + 16 (d1 + d2) (1− νs)
(4.45)

and specifying the concentration-influence relation (4.43) for N = 2 delivers

[[ξ]]1,1 =
8 (1− νs) a1

π [3 (2− νs) + 16 (1− νs) (d1 + d2)]

[

2E13 −
T1,1

µs

+
16 (1− νs)

3µs (2− νs)
d2 (T1,2 − T1,1)

]

(4.46)

[[ξ]]2,1 =
8 (1− νs) a2

π [3 (2− νs) + 16 (1− νs) (d1 + d2)]

[

2E13 −
T2,1

µs

+
16 (1− νs)

3µs (2− νs)
d1 (T1,1 − T2,1)

]

(4.47)

In order to derive the sought relation between Σ13 and E13, we construct a linear

combination of (4.45), (4.46), and (4.47), whereby (4.46) and (4.47) are multi-

plied with 2µs π d1/a1 and with 2µs π d2/a2, respectively, such that the interface

tractions T1,1 and T2,1 are eliminated:

2µs π d1
a1

[[ξ]]1,1 +
2µs π d2
a2

[[ξ]]2,1 + Σ13 = 2µsE13 (4.48)

Interface tractions are re-introduced by taking the time-derivative of (4.48) and

considering (4.39), i.e. [[ξ̇]]1,1 = T1,1/ηi,1 as well as [[ξ̇]]2,1 = T2,1/ηi,2

2µs π d1
a1 ηi,1

T1,1 +
2µs π d2
a2 ηi,2

T2,1 + Σ̇13 = 2µs Ė13 (4.49)

Next, we construct a linear combination of (4.49), (4.46), (4.47), whereby (4.46)

and (4.47), respectively, are multiplied with

−
d1

[

16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1) + 3 a2 ηi,2 (2− νs)

]

µ2
s π

2

4 a21 ηi,1 a2 ηi,2 (1− νs)
(4.50)

and

−
d2

[

16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1) + 3 a1 ηi,1 (2− νs)

]

µ2
s π

2

4 a1 ηi,1 a22 ηi,2 (1− νs)
(4.51)
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respectively, such that again, interface tractions T1,1 and T2,1 are eliminated, yield-

ing

Σ̇13 −
d1

[

16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1) + 3 a2 ηi,2 (2− νs)

]

µ2
s π

2

4 a21 ηi,1 a2 ηi,2 (1− νs)
[[ξ]]1,1

−
d2

[

16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1) + 3 a1 ηi,1 (2− νs)

]

µ2
s π

2

4 a1 ηi,1 a22 ηi,2 (1− νs)
[[ξ]]2,1

= 2µs Ė13 −
4 (a1 ηi,1 d2 + a2 ηi,2 d1) π µ

2
s

a1 ηi,1 a2 ηi,2
E13

(4.52)

Interface tractions are re-introduced by taking the time-derivative of (4.52) and

considering (4.39), i.e. [[ξ̇]]1,1 = T1,1/ηi,1 as well as [[ξ̇]]2,1 = T2,1/ηi,2

Σ̈13 −
d1

[

16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1) + 3 a2 ηi,2 (2− νs)

]

µ2
s π

2

4 a21 η
2
i,1 a2 ηi,2 (1− νs)

T1,1

−
d2

[

16 (1− νs) (a1 ηi,1 d2 + a2 ηi,2 d1) + 3 a1 ηi,1 (2− νs)

]

µ2
s π

2

4 a1 ηi,1 a22 η
2
i,2 (1− νs)

T2,1

= 2µs Ë13 −
4 (a1 ηi,1 d2 + a2 ηi,2 d1) π µ

2
s

a1 ηi,1 a2 ηi,2
Ė13

(4.53)

The sought differential equation is finally obtained by constructing a linear com-

bination of (4.45), (4.49), and (4.53), whereby (4.45) and (4.49), respectively, are

multiplied with

[

16 (1− νs) (a1 d2 ηi,1 + a2 d1 ηi,2) + 3 a1 ηi,1 (2− νs) + 3 a2 ηi,2 (2− νs)

]

µs π

8 a1 a2 ηi,1 ηi,2 (1− νs)
(4.54)

and

3

[

16 (1− νs) (d1 + d2) + 3 (2− νs)

]

π2 µ2
s (2− νs)

64 a1 a2 ηi,1 ηi,2 (1− νs)2
(4.55)
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respectively. Re-arranging terms in the resulting expression, such that 2E13 is

multiplied with a coefficient being equal to 1, delivers

Σ̈13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

(
1

µs

)]

+ Σ̇13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

(
1

µs

+
1

µs

16 d2 (1 − νs)

3 (2− νs)

)

+
8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

(
1

µs

+
1

µs

16 d1 (1− νs)

3 (2− νs)

)]

+Σ13

(
1

µs

+
1

µs

16 d1 (1− νs)

3 (2− νs)
+

1

µs

16 d2 (1− νs)

3 (2− νs)

)

=

2 Ë13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a2 ηi,2 (1− νs)

3 π (2 − νs)µs

]

+ 2 Ė13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

+
8 a2 ηi,2 (1− νs)

3 π (2 − νs)µs

]

+ 2E13

(4.56)

The same strategy can be applied to derive a constitutive relation between Σ13 and

2E13 for a matrix-inclusion composite containing three interface phases (N = 3).

The macroscopic poroelastic state equation (4.41) and the concentration-influence

relations (4.43) are combined, such that interface tractions T1,1, T2,1, and T3,1 are

eliminated. This results in an equation containing Σ13, 2E13, [[ξ]]1,1, [[ξ]]2,1, and

[[ξ]]3,1. Taking the time-derivative of this equation and using the viscous law (4.39)

delivers an equation containing Σ̇13, 2Ė13, T1,1, T2,1, and T3,1. From this equation,

the interface tractions are eliminated by constructing a suitable linear combination

with the concentration-influence relations. The result is an expression containing

Σ̇13, Σ13, 2Ė13, 2E13, [[ξ]]1,1, [[ξ]]2,1, and [[ξ]]3,1. Taking the time-derivative of this

equation and using the viscous law (4.39) delivers an equation containing Σ̈13,

Σ̇13, 2Ë13, 2Ė13, T1,1, T2,1, and T3,1. From this equation, the interface tractions are

eliminated by constructing a suitable linear combination with the concentration-

influence relations. The result is an expression containing Σ̈13, Σ̇13, Σ13, 2Ë13,

2Ė13, 2E13, [[ξ]]1,1, [[ξ]]2,1, and [[ξ]]3,1. Taking the time-derivative of this equation

and using the viscous law (4.39) delivers an equation containing
...
Σ13, Σ̈13, Σ̇13,

2
...
E13, 2Ë13, 2Ė13, T1,1, T2,1, and T3,1. The sought differential equation is obtained

from construction a linear combination the derived equations containing (i) Σ13,

2E13, T1,1, T2,1, and T3,1, (ii) Σ̇13, Σ13, 2Ė13, 2E13, T1,1, T2,1, and T3,1, and (iii)
...
Σ13, Σ̈13, Σ̇13, 2

...
E13, 2Ë13, 2Ė13, T1,1, T2,1, and T3,1, with the aim to eliminate the
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interface tractions. This delivers

...
Σ13

[
8 a1 ηi,1 (1− νs)

3 π (2 − νs)µs

8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

8 a3 ηi,3 (1 − νs)

3 π (2− νs)µs

(
1

µs

)]

+

Σ̈13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

(
1

µs

+
1

µs

16 d3 (1− νs)

3 (2− νs)

)

+
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a3 ηi,3 (1 − νs)

3 π (2 − νs)µs

(
1

µs

+
1

µs

16 d2 (1− νs)

3 (2− νs)

)

+
8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

8 a3 ηi,3 (1 − νs)

3 π (2 − νs)µs

(
1

µs

+
1

µs

16 d1 (1− νs)

3 (2− νs)

)]

+

Σ̇13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

(
1

µs

+
1

µs

16 d2 (1− νs)

3 (2− νs)
+

1

µs

16 d3 (1− νs)

3 (2− νs)

)

+
8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

(
1

µs

+
1

µs

16 d1 (1− νs)

3 (2− νs)
+

1

µs

16 d3 (1− νs)

3 (2− νs)

)

+
8 a3 ηi,3 (1− νs)

3 π (2− νs)µs

(
1

µs

+
1

µs

16 d1 (1− νs)

3 (2− νs)
+

1

µs

16 d2 (1− νs)

3 (2− νs)

)]

Σ13

[
1

µs

+
1

µs

16 d1 (1 − νs)

3 (2− νs)
+

1

µs

16 d2 (1 − νs)

3 (2− νs)
+

1

µs

16 d3 (1− νs)

3 (2− νs)

]

=

2
...
E13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a2 ηi,2 (1− νs)

3 π (2 − νs)µs

8 a3 ηi,3 (1− νs)

3 π (2− νs)µs

]

+

2 Ë13

[
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a2 ηi,2 (1 − νs)

3 π (2− νs)µs

+
8 a2 ηi,2 (1− νs)

3 π (2− νs)µs

8 a3 ηi,3 (1− νs)

3 π (2− νs)µs

+
8 a1 ηi,1 (1− νs)

3 π (2− νs)µs

8 a3 ηi,3 (1 − νs)

3 π (2− νs)µs

]

+

2 Ė13

[

8 a1 ηi,1 (1−νs)
3 π (2−νs)µs

+
8 a2 ηi,2 (1 − νs)

3 π (2− νs)µs

+
8 a3 ηi,3 (1− νs)

3 π (2− νs)µs

]

+ 2E13

(4.57)

The general structure of constitutive Σ13, E13-relations for a matrix-inclusion

composite containing N interface phases can be identified from comparing the

Σ13, E13-relations of one, two, and three interface phases, respectively, see Eqs.

(4.44), (4.56) and (4.57). Accordingly, it appears that the first-order deriva-

tive of the strain, 2Ė13, is always multiplied with the sum over all expressions

of the form 8aiηi,1(1 − νs)/[3π(2− νs)µs], with i = 1, 2, . . . , N . The second-order

derivative of the strain, 2Ë13, is always multiplied with the sum over all possi-

ble products of two different characteristic times. The third-order derivative of

the strain, 2
...
E13, is always multiplied with the sum over all possible products

of three different characteristic times. This clarifies the general structure: the

nth-order derivative of the strain is multiplied with the sum over all possible prod-

ucts of n different characteristic times. The coefficients multiplied with the stress

and stress derivatives are just slightly more complex: The stress, Σ13, is always

multiplied with a coefficient being equal to 1/µs plus the sum over all expres-

sions 16dr(1 − νs)/[µs3(2 − νs)] with r = 1, 2, . . . , N . The first-order derivative
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of the stress, Σ̇13, is always multiplied with the sum over all the products of

characteristic times, 8aiηi,1(1 − νs)/[3π(2 − νs)µs], and corresponding constants

being equal to 1/µs plus the sum over all expressions 16dr(1 − νs)/[µs3(2 − νs)],

with r = 1, 2, . . . , N , minus 16di(1 − νs)/[µs3(2 − νs)]. The second-order deriva-

tive of the stress, Σ̈13, is always multiplied with the sum over all possible prod-

ucts of two different characteristic times, 82aiηi,1ajηj,1(1 − νs)
2/[3π(2 − νs)µs]

2,

whereby i 6= j, and corresponding constants being equal to 1/µs plus the sum

over all expressions 16dr(1 − νs)/[µs3(2 − νs)], with r = 1, 2, . . . , N , minus

16(di + dj)(1 − νs)/[µs3(2 − νs)]. The third-order derivative of the stress,
...
Σ13,

is always multiplied with the sum over all possible products of three different

characteristic times, 83aiηi,1ajηj,1akηj,1(1 − νs)
3/[3π(2 − νs)]

3, whereby i 6= j,

i 6= k, j 6= k, and corresponding constants which are equal to 1/µs plus the

sum over all expressions 16dr(1 − νs)/[µs3(2 − νs)], with r = 1, 2, . . . , N , minus

16(di + dj + dk)(1− νs)/[µs3(2− νs)]. This clarifies the general structure: the n
th-

order derivative of the stress is multiplied with the sum over all possible products

of n different characteristic times and constants being equal to the sum over 1/µs

plus the sum over all expressions 16dr(1− νs)/[µs3(2− νs)], with r = 1, 2, . . . , N ,

minus all expressions 16dl(1 − νs)/[µs3(2 − νs)] with indexes l running over all

those values which show up in the products of the characteristic times. In con-

clusion, mathematical forms of the general Σ13,E13-relation for a matrix-inclusion

composite with N interface phases reads as

(

1

µs

+

N∑

l=1

1

µs

16 dl (1− νs)

3 (2− νs)

)

Σ13 +

N∑

n=1

(
N−n+1∑

i1=1

. . .

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µs

+

N∑

l=1

1

µs

16 dl (1 − νs)

3 (2− νs)

)

−
∑

j∈{i1,...,in}

16 dj (1− νs)

3 (2− νs)

)

(
∏

k∈{i1,...,in}

8 ak ηk,1 (1− νs)

3 π (2− νs)µs

)))

. . .

)

. . .

)

∂nΣ13

∂ tn

=

2E13 +

N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

8 aj ηj,1 (1− νs)

3 π (2− νs)µs

))

. . .

)

. . .

)

∂n2E13

∂ tn

(4.58)

4.4 Interface micromechanics assessment of rheological

models

Here, we establish relations between the Kelvin-Voigt chain-related and the

Maxwell chain-related spring and dashpot parameters, as well as between these
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parameters and the micromechanics-related quantities of the matrix-interface com-

posites, namely the shear modulus and Poisson’s ratio of the solid matrix, as

well as the sizes, viscosities, and densities of the embedded 2D interfaces. To

this end, we compare the Kelvin-Voigt chain-related, Maxwell chain-related, and

micromechanics-related coefficients occurring in the differential equations compris-

ing stresses, strains, and their temporal derivatives; see Eqs. (4.21), (4.38), and

(4.58).

4.4.1 Relations between Kelvin Voigt chain parameters and microme-

chanical quantities

Links between spring stiffnesses and damper viscosities of Kelvin Voigt chains, on

the one hand, and micromechanical properties, on the other hand, are obtained

from comparing the coefficients appearing in the two N − th order differential

equations (4.21) and (4.58). This leads to the identities

(

1

µe

+

N∑

l=1

1

µl

)

=

(

1

µs

+

N∑

l=1

1

µs

16 dl (1− νs)

3 (2− νs)

)

(4.59)

as well as

N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µe

+
N∑

l=1

1

µl

)

−
∑

j∈{i1,...,in}

1

µj

)

(
∏

k∈{i1,...,in}

ηk
µk

)))

. . .

)

. . .

)

=

N∑

n=1

(
N−n+1∑

i1=1

. . . . . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µs

+

N∑

l=1

1

µs

16 dl (1− νs)

3 (2− νs)

)

−
∑

j∈{i1,...,in}

16 dj (1− νs)

3 (2− νs)

)(
∏

k∈{i1,...,in}

8 ak ηk,1 (1− νs)

3 π (2− νs)µs

)))

. . .

)

. . .

)

(4.60)
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and finally

N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

ηj
µj

))

. . .

)

. . .

)

=
N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

8 aj ηj,1 (1− νs)

3 π (2− νs)µs

))

. . .

)

. . .

)

(4.61)

Eqs. (4.59), (4.60), and (4.61) represent 2N + 1 algebraic equations, with the

following solutions

µe = µs ,

µi =
3µs(2− νs)

16di(1− νs)

ηi,1 =
aiηi,1
2π di







i = 1, 2, . . . , N (4.62)

We observe that Eq. (4.62) is formally identical to the relations derived for the

special case N = 1 in the companion paper, see [80].

4.4.2 Relations between Maxwell chain parameters and viscosities as

well as micromechanical quantities

Links between spring stiffnesses and damper viscosities of Maxwell chains, on

the one hand, and micromechanical properties, on the other hand, are obtained

from comparing the coefficients appearing in the two N − th order differential

equations (4.38) and (4.58). This leads to the identities

1

µE

=

(

1

µs

+
N∑

l=1

1

µs

16 dl (1− νs)

3 (2− νs)

)

(4.63)
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as well as

1

µE

N∑

n=I

(
N−n+I∑

iI=I

. . .

(
N−(n−a)+I
∑

ia=ia−I+I

. . .

(
N∑

in=in−I+I

(
∏

j∈{iI ,...,in}

ηj
µj

))

. . .

)

. . .

)

=

N∑

n=1

(
N−n+1∑

i1=1

. . . . . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µs

+

N∑

l=1

1

µs

16 dl (1− νs)

3 (2− νs)

)

−
∑

j∈{i1,...,in}

16 dj (1− νs)

3 (2− νs)

)(
∏

k∈{i1,...,in}

8 ak ηk,1 (1− νs)

3 π (2− νs)µs

)))

. . .

)

. . .

)

(4.64)

and finally

1

µE

N∑

n=I

(
N−n+I∑

iI=I

. . .

(
N−(n−a)+I
∑

ia=ia−I+I

. . .

(
N∑

in=in−I+I

((

µE +
∑

j∈{iI ,...,in}

µj

)(
∏

k∈{iI ,...,in}

ηk
µk

)))

. . .

)

. . .

)

=
N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

8 aj ηj,1 (1− νs)

3 π (2− νs)µs

))

. . .

)

. . .

)

(4.65)

Eqs. (4.63), (4.64), and (4.65) represent a system of 2N + 1 non-linear, coupled

algebraic equations. The analytical solution for N = 1 is presented in the compan-

ion paper, see Eq. (25) in [80], but already for N = 2, analytical solutions involve

complicated terms involving square root-expressions, for N = 3 cubic roots are

found, and so on. We conclude that for the general situation of N interface phases

and N Maxwell chains, Eqs. (4.63)-(4.65) have to be solved numerically.

4.4.3 Relation between parameters characterizing Kelvin-Voigt and

Maxwell chains, respectively

The link between the spring dashpot constants of the Kelvin-Voigt chain model

and of the Maxwell chain model can be expressed as

1

µE

=

(

1

µe

+
N∑

l=1

1

µl

)

(4.66)
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as well as

1

µE

N∑

n=I

(
N−n+I∑

iI=I

. . .

(
N−(n−a)+I
∑

ia=ia−I+I

. . .

(
N∑

in=in−I+I

(
∏

j∈{iI ,...,in}

ηj
µj

))

. . .

)

. . .

)

=
N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µe

+
N∑

l=1

1

µl

)

−
∑

j∈{i1,...,in}

1

µj

)

(
∏

k∈{i1,...,in}

ηk
µk

)))

. . .

)

. . .

)

(4.67)

and

1

µE

N∑

n=I

(
N−n+I∑

iI=I

. . .

(
N−(n−a)+I
∑

ia=ia−I+I

. . .

(
N∑

in=in−I+I

((

µE +
∑

j∈{iI ,...,in}

µj

)(
∏

k∈{iI ,...,in}

ηk
µk

)))

. . .

)

. . .

)

=
N∑

n=1

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

ηj
µj

))

. . .

)

. . .

)

(4.68)

4.5 Discussion and conclusion

Both Kelvin-Voigt and Maxwell chain models are well suited to describe the time-

dependent behavior of matrix-interface composites with N different interface fam-

ilies, exhibiting different sizes and viscosities. Still, the chosen type of the rheolog-

ical representation matters significantly when it comes to the mathematical com-

plexity of the relations between the microstructural quantities of matrix-interface

composites and the rheological parameters such as spring stiffnesses and dashpot

viscosities. As for Kelvin-Voigt chain-models, the “intuitive” relations identified

for one interface family and one Kelvin-Voigt unit, see the companion paper [80],

are conceptually identical with the relations found for N interface families and N

Kelvin-Voigt units, see Eqs. (4.59) – (4.62). As for Maxwell chain models, however,

the mathematical complexity of the relations increases with increasing number of

interface families and number of Maxwell units, see Eq. (4.63) – (4.65). In other

words, from the viewpoint of interface micromechanics, Kelvin-Voigt chain models

are conceptually preferable to the (fully equivalent) Maxwell chain models.
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The herein derived results suggest that observation of rather complex macroscopic

creep behavior, which raises the need for introduction of several rheological chain

units when it comes to modeling of measured macroscopic creep functions, is an

indicator for microscopic interface size distributions. Different sizes of interfaces,

located at the microstructure of a creeping material, namely, manifest themselves

at the macroscale of the materials as different characteristic creep times. In other

words, interface micromechanics suggests that continuous interface size distribu-

tions relate to continuous spectra of macroscopic characteristic creep times.

The herein presented developments also allow for an interesting interpretation of

the Maxwell chain models typically used for modeling aging creep of concrete, see

[44] and follow-up publications. Such models are based on spring stiffnesses and

dashpot viscosities which evolve with increasing maturity of concrete. Assessment

of these evolutions from the viewpoint of the herein established relations between

interface micromechanics and rheological models propose that the chemical hard-

ening reaction between water and cement as well as the related transformation of

the microstructure of the material induces evolutions of (i) microstructural inter-

face sizes and densities, as well as of (ii) the stress concentration properties from

the macroscale of concrete down to the creeping calcium-silicate-hydrates.

Accordingly, the following extensions of the underlying interface micromechanics

framework are desirable in the sense of an outlook to the future: Firstly, it will be

interesting to consider materials with isotropic orientations of viscous interfaces,

i.e. a materials containing a great number of the here investigated transversely-

isotropic matrix-inclusion composites, whereby these building block are randomly

orientated in space. Secondly, it will be desirable to gain access to physical val-

ues of interface viscosities, in order to develop predictive multiscale creep models

for hydrated materials such as hydroxyapatite in bone and biomimetic materi-

als. Given that viscous interfaces are expected on diameter length scales as small

as some hundreds of nanometers up to a few micrometers, and of thicknesses

which may even be below 1 nanometer, together with technological difficulties to

perform “microshear tests” at such microscales, molecular dynamics simulation

[1, 18, 81, 82] appears as the interesting candidates for direct interface viscosity

identification; in addition to downscaled viscosity values from various independent

macroscopic test, as done e.g. in [21]

4.6 Nomenclature
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a radius of the interface

B fourth-order Biot tensor

Cs fourth-order stiffness tensor of solid

C−1
s inverse of fourth-order stiffness tensor of solid

Chom fourth-order homogenized stiffness tensor

d interface density parameter

e1, e3 unit base vectors of Cartesian coordinate system

E macroscopic strain

E13 shear component of macroscopic strain

i index for interface phase

I symmetric fourth-order identity tensor

Idev deviatoric part of I

Ivol volumetric part of I

ks bulk modulus of solid phase

ℓ characteristic size of RVE

N number of Maxwell or Kelvin-Voigt units

RVE Representative of Volume Element

s index for solid phase

T interface traction vector

T i fourth-order morphology tensor for 2D interface inclusion (“sharp crack”

morphology)

Ti,1 shear component of traction vector in the i-th interface phase

x, y, z Cartesian coordinates

x position vector

γ shear strain

γe shear strain of elastic spring of Kelvin-Voigt representation of standard

linear solid

γh solution for homogeneous differential equation for shear strain

γp particulate integral shear strain

γE shear strain of elastic spring of Maxwell representation of standard linear

solid

γI shear strain of Maxwell unit

γµI shear strain of spring in Maxwell unit

γηI shear strain of dashpot in Maxwell unit

δ Kronecker delta

ε microscopic strain
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ηi,1 viscosity of the interfaces

η1 viscosity constant of dashpot in Kelvin-Voigt unit

ηI viscosity constant of dashpot in Maxwell unit

µe shear modulus of elastic spring in Zener model

µE shear modulus of spring in Kelvin-Voigt model

µ1 shear modulus of spring in Kelvin-Voigt unit

µI shear modulus of spring in Maxwell unit

µs shear modulus of isotropic solid matrix

νs Poisson’s ratio of isotropic solid matrix

ξ displacement vector

[[ξ]]i,1 shear component of dislocation of interfaces in shear direction

σ microscopic stress

σE
i interface eigenstress tensor

Σ macroscopic stress

Σ13 shear component of macroscopic stress

τ shear stress

τh solution for homogeneous differential equation for shear stress

τp particulate integral for shear stress

τe shear stress in elastic spring for Kelvin-Voigt representation of standard

linear solid

τE shear stress in elastic spring for Maxwell representation of standard linear

solid

τI shear stress for Maxwell unit

τ1 shear stress for Kelvin-Voigt unit

τµ1 shear stress in spring for Kelvin-Voigt unit

τ η1 shear stress in dashpot for Kelvin-Voigt unit

∂ partial derivative

: second-order tensor contraction

•̇ partial derivative with respect to time (“rate”), of quantity “•”
⊗ dyadic product



Chapter 5

Viscosity of water interfaces

adjacent to Hydroxyapatite

crystals: Shear thinning as source

for significant viscosity change

5.1 Introduction

“Universal” mechanical properties of bone’s elementary constituents (hydroxya-

patite, collagen, and water with non-collagenous organics), their “universal” in-

teraction patterns across multiple length scales, and corresponding “universal”

composition rules for extracellular bone matrices allow for the prediction of the

large variety of mechanical properties of different bone tissues observed at the

macroscopic scale, see, e. g. [47, 48, 49, 50]. In this context, the viscoelasticity of

interface-penetrated extrafibrillar mineral clusters were identified from downscal-

ing of different, independent macroscopic creep and relaxation tests. They can be

quantified by isotropic Kelvin-Voigt parameters, in terms of a viscosity amounting

to ηKV,iso = 1.34 · 105GPs, and a spring constant (= a viscous shear stiffness)

amounting to µKV,iso = 179MPa. We here expand on how to downscale this bulk

viscosity value further, i. e. down to the level of the individual interfaces.

To this end, we first use so-called Reuss bounds in order to derive, from known-

ledge on anisotropic creep tensors of matrix-interface composites with parallel

interfaces, the isotropic creep tensor of a new material system which comprises

randomly oriented RVEs of matrix-interface composites with parallel interfaces

121
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(Section 5.2). This opens the door to top-down identification of interface density,

interface viscosity, and bulk viscosity of “glassy” water filling interfaces between

hydroxyapatite crystals (Section 5.3). As for the comparison of the top-down

identified bulk viscosity with a corresponding quantity derived in a bottom-up

approach resting on molecular dynamics simulations, it turns out to be useful to

estimate the dislocation speed from macroscopic relaxation experiments on bone

(Section 5.4). Top-down identified and bottom-up identified bulk viscosity of ad-

sorbed water and speeds of interfacial dislocations, respectively, differ by several

orders of magnitude. This allows for identifying the pronounced thixotropic behav-

ior of “glassy water”, the viscosity of which decreases with increasing dislocation

rate (Section 5.5).

5.2 Reuss bound-based estimation of creep tensor for in-

terfaced materials with random orientation of inter-

faced building blocks

We here envision a new material system consisting of randomly arranged and

radomly oriented building blocks which are RVEs of the matrix-interface compos-

ites with one family of parallel interfaces. Our first aim is to derive the corre-

sponding isotropic creep tensor of such a material system. To this end, we recall

that a matrix-interface composite with parallel interfaces exhibits an anisotropic

creep compliance tensor J which reads as, see also (1.119)

Janiso = C−1
s +

(1 + νs)

2Es

16 d (1− νs)

3 (2− νs)

[

1− exp

( −t
τcreep

)]

Ianiso (5.1)

In Eq. (5.1), Janiso stands for the anisotropic fourth-order creep compliance tensor,

C−1
s stands for the inversion of fourth-order elastic stiffness tensor of the solid

matrix, Ianiso stands for the anisotropic fourth-order identity tensor, and τcreep is

the creep characteristic time, see (1.108). Given interfaces with normals pointing

in ez direction, the anisotropic fourth-order identity tensor reads as

Ianiso = ex ⊗ ez ⊗ ex ⊗ ez + ex ⊗ ez ⊗ ez ⊗ ex

+ ez ⊗ ex ⊗ ex ⊗ ez + ez ⊗ ex ⊗ ez ⊗ ex

+ ey ⊗ ez ⊗ ey ⊗ ez + ey ⊗ ez ⊗ ez ⊗ ey

+ ez ⊗ ey ⊗ ey ⊗ ez + ez ⊗ ey ⊗ ez ⊗ ey (5.2)



Chapter 5. Viscosity of water interfaces adjacent to Hydroxyapatite crystals: Shear

thinning as source for significant viscosity change 123

A material which is constituted by a random arrangement of building blocks with

parallel interfaces, i. e. a material hosting randomly oriented matrix-interface com-

posites, exhibits isotropic homogenized properties. In order to derive from the

anisotropic creep functions Janiso of the individual building blocks, see (5.1) the

isotropic creep compliance tensor J iso of the described isotropic material, we use

the rule of mixture for creep compliance, or “Reuss bound”, i. e. we consider simply

a spatial average over all possible orientations of matrix-interface composites

J iso =

φ=2π∫

φ=0

θ=π∫

θ=0

Janiso

sin θ dθ dφ

4 π
(5.3)

In (5.3), θ and φ denote the polar angle (= “zenith angle” or “colatitude”) and the

azimuthal angle, respectively. Specifying (5.3) for (5.1), rewriting the integral as

a sum of two integrals (the first extending over C−1
s and the second over the time-

dependent part of Janiso), and consideration that the complete threedimensional

space average of isortropic compliance tensor C−1
s is equal to C−1

s , finally yields

J iso = C−1
s +

(1 + νs)

2Es

16 d (1− νs)

3 (2− νs)

[

1− exp

( −t
τcreep

)] φ=2π∫

φ=0

θ=π∫

θ=0

Ianiso
sin θ dθ dφ

4 π

(5.4)

Evaluation of the double integral in Eq. (5.4) yields

J iso = C−1
s +

1

4µs

16 d (1− νs)

3 (2− νs)

[

1− exp

( −t
τcreep

)]

4

5
Idev (5.5)

Noting that the inverse of the fourth-order elastic stiffness tensor can be expressed

as a function of bulk modulus ks and shear modulus µs,

C−1
s =

1

3 ks
Ivol +

1

2µs

Idev , (5.6)

the creep function expression (5.5) can be re-written as

J iso =
1

3 ks
Ivol +

1

2

[

1

µs

+
32 d (1− νs)

15µs (2− νs)

{

1− exp

( −t
τcreep

)}]

Idev (5.7)

with the characteristic creep time τcreep given in (5.8) as

τcreep =
a ηi
µs

8 (1− νs)

3 π (2− νs)
(5.8)
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5.3 Top-down identification of interface density, interface

viscosity, and bulk viscosity of adsorbed water filling

interfaces between hydroxyapatite crystals

Comparing Eq. (5.7) with the “Kelvin-Voigt” form of an isotropic creep tensor for

interfaced hydroxyapatite

J iso =
1

3 ks
Ivol +

1

2

[

1

µs

+
1

µKV,iso

{

1− exp

( −t
τcreep,KV,iso

)}]

Idev (5.9)

allows for identification of a relation between the isotropic Kelvin-Voigt properties

and corresponding micromechanical counterparts: Comparing the terms multiplied

in (5.9) and (5.7), respectively, with the angled brackets containing the exponential

delivers
1

µKV,iso

=
32 d (1− νs)

15µs (2− νs)
⇒ d =

µs

µKV,iso

15 (2− νs)

32 (1− νs)
(5.10)

Noting that the characteristic time of a Kelvin Voigt model reads, according to

(D.13), as

τcreep,KV,iso =
ηKV,iso

µKV,iso

(5.11)

and comparing the characteristic times in (5.9) and (5.7), respectively, i. e. setting

equal Eqs. (5.8) and (5.11) delivers, under consideration of (5.10)1

ηKV,iso

µKV,iso

=
a ηi
µs

8 (1− νs)

3 π (2− νs)
⇒ ηi =

4 π d

5 a
ηKV,iso (5.12)

Eqs. (5.10) and (5.12) allow for identification of the interface density d and for

the interface viscosity ηi as described next. To this end, we recall that the shear

modulus of hydroxyapatite amounts to [21]

µs = 44.9GPa (5.13)

that the Poisson’s ratio of hydroxyapatite amounts to [21]

νs = 0.24 (5.14)

that the creep modulus of interfaced hydroxyapatite amounts to [21]

µKV,iso = 179.52GPa (5.15)
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and that the isotropic Kelvin Voigt viscosity of interfaced hydroxyapatite amounts

to [21]

ηKV,iso = 1.34 · 105GPa s (5.16)

The interface density d is identified from specifying (5.10) for (5.13), (5.14), and

(5.15) as

d =
µs

µKV,iso

15 (2− νs)

32 (1− νs)
= 0.271 (5.17)

As for identification of the correct order of magnitude of the interface viscosity, we

envison the interfaces to exhibit a diameter amounting to 100 nm, i. e. an interface

radius amounting to

a = 50 nm (5.18)

The interface viscosity ηi is identified from specifying (5.12) for (5.17), (5.18), and

(5.15) as

ηi =
4 π d

5 a
ηKV,iso = 1.83 · 1012GPa s/m (5.19)

The bulk velocity ηb of “glassy water” is equal to the product of the interface

viscosity ηi and the thickness c of of the interfaces, which is envisioned to amount

to

c = 1nm (5.20)

This yields

ηb = ηi c = 1.83 · 1012Pa s (5.21)

The bulk viscosity ηb given in Eq. (5.21) is on the same order of magnitude as the

bulk viscosity of molten glass. This is another indicator for the “glassy” nature of

adsorbed water filling interfaces between hydroxyapatite crystals.

5.4 Top-down identification of typical interfacial disloca-

tion speeds in relaxation tests on bone, starting from

macroscopic three-point bedning tests

The typical interface dislocation speeds can be determined from relaxation exper-

iments on bone, starting from three-point bending tests on bone [68]. The initial

maximum normal stress in these tests amounts to [21] to

maxΣbone,axial = 32.6MPa (5.22)
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The corresponding maximum shear stresses act in planes that are inclined by 45o

with respect to the cross-sections of the beam, and they are by a factor of 2 smaller

than the maximum normal stress [83], i.e. maximum shear stresses amount to

maxΣbone,shear = 16.3MPa (5.23)

and they refer to the tissue scale. Typical stress concentration factors from the

tissue scale down to the mineral scale range from 1.5 to 2.8 [48, 84, 85, 86]. This

yields matrix-interface composite-related shear stresses ranging in the following

interval

maxΣshear ∈ [ 24 , 45 ]MPa (5.24)

Microscopic interface shear tractions T are equal to the shear stresses imposed on

the matrix-interface composite, at the time instant of sudden loading, see Chap-

ter 1:

maxT ∈ [ 24 , 45 ]MPa (5.25)

The interface tractions T are related to dislocation rates [[ξ̇]] via the viscous inter-

face law

T = ηi [[ξ̇]] (5.26)

Eq. (5.26) specified for interface tractions T from (5.25) and for the interface

viscosity ηi from (5.19) suggests that the maximum dislocation rates range in the

following intervale

max[[ξ̇]] ∈ [ 5.3 , 8.3 ] · 10−15m/s (5.27)

5.5 Thixotropy of adsorbed water allows for explaining dif-

ferences in top-down and bottom-up identified viscosi-

ties: an outlook to bridging continuum micromechan-

ics and molecular dynamics simulations

We here compare the identified bulk viscosity of adsorbed water, see (5.21), and the

identified speed of interfacial dislocations in macroscopic relaxation experiments

on bone, see (5.27), with corresponding counterparts obteined from molecular

dynamics simulations performed by colleagues at Purdue University, IN, USA.
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• The bulk viscosity of adsorbed water, which was identified based on a top-

down approach, amounts to 1.83 · 1012 Pa s, and this by 14 orders of mag-

nitude larger than the bulk viscosity quantified in the molecular dynamics

simulations, see Appendix G.

• The interfacial dislocation rates, which was identified based on a top-down

approach, range from 5.3·10−15m/s to 8.3·10−15m/s, and this is by 16 orders

of magnitude smaller than the bulk viscosity quantified in the molecular

dynamics simulations, see Appendix G.

The effect of such huge differences in corresponding shear rates felt by the vis-

cous fluid inside the interfaces qualifies as the main candidate for explaining the

viscosity changes: In fact, it is experimentally known for a number of different ma-

terials [87, 88, 89, 90] that increasing shear rates lead to decreased viscosities (or

thinning) of viscous materials. Hence, the mismatch between MD and downscaled

results for the viscosity of water trapped between hydroxyapatite crystals does not

reveal any fundamental shortcomings of any of these methods, but rather eluci-

dates the low speed-enhanced, very “glassy” state of the water interfaces under

physiological loading conditions.

5.6 Nomenclature

a interface radius

c interface thickness

Cs fourth-order elastic stiffness tensor of solid

C−1
s inverse of Cs

d interface density parameter

Es Young’s modulus of the solid

ex, ey, ez unit base vectors of Cartesian coordinate system

Ianiso symmetric fourth-order identity tensor

Idev deviatoric part of I

Ivol volumetric part of I

J creep tensor

Janiso anisotropic creep function

Jiso isotropic creep function

ks bulk modulus of istropic solid matrix
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N number of interfaces per unit volume of a matrix-interface composite

s index for solid phase

t time

t interface traction

ηi viscosity of the interfaces

ηb bulk viscosity of the interfaces

ηKV,iso viscosity of Kelvin-Voigt model

θ spherical (latitudinal) integration variable, θ = 0 · · ·π
µs shear modulus of istropic solid matrix

µKV,iso shear modulus of Kelvin-Voigt model

νs Poisson’s ratio of istropic solid matrix

[[ξ]] dislocation of the interfaces

[[ξ̇]] time derivative of dislocation of the interfaces

Σshear shear macroscopic stress

Σbone,axial bone axial macroscopic stress

Σbone,shear bone shear macroscopic stress

τcreep characteristic time of creep function

φ spherical (longitudinal) integration variable, φ = 0 · · ·2 π
∈ dyadic product

⊗ dyadic product
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Outlook

The presented thesis has opened a virtually new topic in continuum (micro-

)mechanics - allowing for the explicit consideration of microscopic interface viscosi-

ties on the overall macroscopic material behavior. Therefore, it holds the promise

for great impact in the understanding of any material where such interfaces occur,

namely in almost any hydrated bio or geomaterial. Still, it is interesting to further

inspect some more specific next steps which are of immediate interest, or whose

realization is imminent:

• Consideration of interfaces oriented in different direction, mutually penetrat-

ing each other: Instead of using the Reuss bound as in the chapter devoted to

the hydroxyapatite crystals, one could realize the mathematical description

of an RVE hosting interfaces oriented in different directions. In fact, ma-

jor steps in this directions have been made during the last three years, and

key results are given in Appendix F. While the derivation of the governing

differential equations is still quite straightforward in this case (it depends,

however, already on a certain discretization of a uniform distribution of infi-

nite many interfaces; so as not to obtain infinitely many unknowns . . . ), the

solution of such systems of differential equations requires a level of mathe-

matical involvement, which clearly exceeded the scope of the present thesis

(particularly, when considering all the other tasks fulfilled).

• Modeling of interface spreading: In Chapter 1, interface spreading was sug-

gested as a phenomenon which could explain that many hydrated geomate-

rials (such as concrete) exhibit logarithmic, rather than exponential creep

behavior. Accordingly, it would be interesting to let the interfaces evolve

during the creep process. One major problem in this context, however, is the

appropriate representation of traction states during interface growth. This

challenge awaits deeper scrutiny - however, some crude first guesses already

resulted in differential equations with solutions deviating significantly from

the exponential shape - which is of course a good sign.

• The most straightforward next step consists in repeating the exercise for

bone given in Chapter 5, for other material systems for which hierarchical

micromechanical representations are ready, in particular for concrete [91,

92]. Related research activities are in progress - and again, effects of shear

thinning or thixotropy seem probable.



Appendix A

Proof of limit case of strain

concentration tensor of inclusion

at infinity

To start with, we consider A∞
i according to (1.18), and we invert the tensor product

A∞
i : P i

(A∞
i : P i)

−1 = P−1
i :

[

I − P i : Cs

]

=

[

I − Cs : P i

]

: P−1
i (A.1)

such that re-inversion yields under consideration of (1.20)

A∞
i : P i = C−1

s : St :

[

I − St

]−1

(A.2)

Multiplication of (A.2) by ω, expansion by +I − I = (I −St) : (I −St)−1− I , and

taking the limit ω → 0, yields under consideration of (1.44) and of limω→0 ω I = 0

lim
ω→0

ω A∞
i : P i = lim

ω→0
ω C−1

s :

{

St :

(

I − St

)−1

± I

}

= C−1
s : T t

i (A.3)
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Appendix B

Consideration of two parallel

interface phases exhibiting

different sizes

We here consider two parallel interface phases (also called “interface families”),

which are characterized by two different interface radii, denoted by a1 and a2, re-

spectively, and by two different interface density parameters, d1 and d2. These two

families exhibit different average displacement jumps [[ξ]]1 and [[ξ]]2, and different

average traction forces T 1 and T 2. Corresponding extension of the auxiliary ma-

terial system of Section 1.3 to two inclusion phases (with eigenstresses σE
1 and σE

2 ,

respectively) yields the following influence-concentration relations [as extension of

Eq. (1.9)],

ε1 = A1 : E +D11 : σ
E
1 +D12 : σ

E
2 (B.1)

ε2 = A2 : E +D21 : σ
E
1 +D22 : σ

E
2 (B.2)

with A1 and A2, as the concentration tensors of inclusion phases 1 and 2, respec-

tively; with influence tensor D12 (D21) quantifying the effect of eigenstresses σE
2

(σE
1 ) on inclusion phase strains ε1 (ε2); and with influence tensor D22 quantifying

the effect of eigenstresses σE
2 on phase strains ε2. Application of Levin’s theorem

to our extended material system delivers the macroscopic stress state equation in

the form,

Σ = Chom : E + f1 σ
E
1 : A1 + f2 σ

E
2 : A2 (B.3)
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with f1 and f2 as the volume fractions of inclusion phases 1 and 2. In order to

arrive at analytical expressions for the aforementioned influence and concentration

relations, the two inclusion phases are assigned two matrix-inclusion problems

as the one depicted in Figure 1.3, subjected to the same strains at the infinite

boundary. Combination of respective relations analogous to Eqs. (1.18) - (1.22)

yields the strains at the infinite boundary of the auxiliary matrices, originally given

by Eq. (1.23), now in the format:

E∞ =

[

fs I + f1A
∞
1 + f2A

∞
2

]−1

:

(

E + f1A
∞
1 : P 1 : σ

E
1 + f2A

∞
2 : P 2 : σ

E
2

)

(B.4)

Backsubstitution of (B.4) into the matrix-inclusion problems related to the now

two inclusion phases yields the phase strains in inclusion phase 1 and 2, respec-

tively, as

ε1 = A∞
1 :

[

fs I + f1A
∞
1 + f2A

∞
2

]−1

:

(

E + f1A
∞
1 : P 1 : σ

E
1 + f2A

∞
2 : P 2 : σ

E
2

)

− A∞
1 :P 1 : σ

E
1

(B.5)

ε2 = A∞
2 :

[

fs I + f1A
∞
1 + f2A

∞
2

]−1

:

(

E + f1A
∞
1 : P 1 : σ

E
1 + f2A

∞
2 : P 2 : σ

E
2

)

− A∞
2 :P 2 : σ

E
2

(B.6)

Comparison of (B.1) and (B.2) with (B.5) and (B.6) allows for identification of

the following concentration and influence tensors,

A1 = A∞
1 :

[

fs I + f1A
∞
1 + f2A

∞
2

]−1

, A2 = A∞
2 :

[

fs I + f1A
∞
1 + f2A

∞
2

]−1

D11 =

(

f1A1 − I

)

: A∞
1 : P 1 , D12 = A1 : f2A

∞
2 : P 2

D21 = A2 : f1A
∞
1 : P 1 , D22 =

(

f2A2 − I

)

: A∞
2 : P 2

(B.7)

We restrict the present discussion to creep boundary conditions, i.e. to evolving

strains due to prescribed stresses: Therefore, we use the state equation (B.3) in

order to express the macroscopic strains as functions of the macroscopic stresses

and the phase eigenstresses, and insert the corresponding result into (B.5) and
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(B.6). When taking, thereafter, as described for one inclusion phase in Section 1.4,

the limit that the aspect ratio of both inclusion phases tends to zero, then phase

strains (B.5) and (B.6) are transformed to displacement jumps, and we arrive at

expressedly simple extensions of the concentration-influence relation Eq. (1.72),

reading as

[[ξ]]1 = AΣ,lim
1 : Σ +DΣ,lim

11 · TE
1 +DΣ,lim

12 · TE
2

[[ξ]]2 = AΣ,lim
2 : Σ +DΣ,lim

21 · TE
1 +DΣ,lim

22 · TE
2

(B.8)

whereby the non-zero components of the concentration and influence tensors read

as

AΣ,lim
1,xxz = AΣ,lim

1,xzx = AΣ,lim
1,yyz = AΣ,lim

1,yzy =
16 a1 (1− ν2s )

3 π Es (2− νs)
,

AΣ,lim
1,zzz =

16 a1 (1− ν2s )

3 π Es

DΣ,lim
11,xx = DΣ,lim

11,yy = − 16 a1 (1− ν2s )

3 π Es (2− νs)
, DΣ,lim

11,zz = −16 a1 (1− ν2s )

3 πEs

(B.9)

as well as

AΣ,lim
2,xxz = AΣ,lim

2,xzx = AΣ,lim
2,yyz = AΣ,lim

2,yzy =
16 a2 (1− ν2s )

3 π Es (2− νs)
,

AΣ,lim
2,zzz =

16 a2 (1− ν2s )

3 π Es

DΣ,lim
22,xx = DΣ,lim

22,yy = − 16 a2 (1− ν2s )

3 π Es (2− νs)
, DΣ,lim

22,zz = −16 a2 (1− ν2s )

3 π Es

(B.10)

Remarkably, there are no direct cross effects between the traction forces in the first

interface family and the dislocations in the second family, and vice versa (DΣ,lim
12 =

DΣ,lim
21 = 0). Specifying (B.8) for the extended glueing condition [[ξz]]1 = [[ξz]]2 = 0

yields, by analogy to (1.105),

T1,z = T2,z = Σzz (B.11)

Combining (B.8) with in-plane viscous behavior of the interface families according

to (1.78), i.e. with η [[ξ̇α]]1 = T1,α and η [[ξ̇α]]2 = T2,α, with α = x, y, delivers by
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analogy to (1.106) - (1.108) the following displacement jump evolutions

[[ξα]]1(t) =
16 (1− ν2s ) a1Σαz

3 πEs (2− νs)
×
[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Est

a1 η

)]

, α = x, y

[[ξα]]2(t) =
16 (1− ν2s ) a2Σαz

3 πEs (2− νs)
×
[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Est

a2 η

)]

, α = x, y

(B.12)

Notably, the characteristic times of the two interface families are different, since

they explicitly depend on the size of the interfaces, see a1 and a2 appearing in

the exponential expressions of (B.12). The time evolution of interface tractions

T1,α and T2,α follow from specifying the viscosity relations η [[ξ̇α]]1 = T1,α and

η [[ξ̇α]]2 = T2,α for (B.12) as

T1,α(t) = Σαz exp

(

−3 π (2− νs)

16 (1− ν2s )

Est

a1 η

)

, α = x, y

T2,α(t) = Σαz exp

(

−3 π (2− νs)

16 (1− ν2s )

Est

a2 η

)

, α = x, y
(B.13)

These interface tractions also appear in the macroscopic state equation providing

access to the macroscopic creep strains:

E = (C lim
hom)

−1 : Σ− BΣ,lim
1 · T 1 −BΣ,lim

2 · T 2 (B.14)

Specification of (B.14) for (B.13) delivers, strain components Exx, Eyy, Ezz, and

Exy according to (1.110) - (1.113), as well as

Eαz(t) =
(1 + νs)

Es

Σαz ×
(

1 +
16 d1 (1− νs)

3 (2− νs)

[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Est

a1 η

)]

+

+
16 d2 (1− νs)

3 (2− νs)

[

1− exp

(

−3 π (2− νs)

16 (1− ν2s )

Est

a2 η

)])

, α = x, y

(B.15)

Eq. (B.15) underlines that consideration of different interface sizes yields creep

spectra [93], because the characteristic time of each interface size depends on its

size. Only the spontaneous shear strain observed right after sudden macroscopic

load increases and the asymptotically reached final creep strains do not depend
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on the interface sizes:

Eαz(t = 0) =
(1 + νs)

Es

Σαz , α = x, y

Eαz(t = ∞) =
(1 + νs)

Es

Σαz

3 (2− νs) + 16 (d1 + d2) (1− νs)

3 (2− νs)
, α = x, y

(B.16)



Appendix C

Components of homogenized

elastic stiffness tensor, interface

morphology tensor, as well as

concentration and influence

tensors

C.1 Components of homogenized elastic stiffness tensor,

interface morphology tensor, as well as concentration

and influence tensors

Eq. (2.2) contains the fourth-order tensors Ivol and Idef which are defined as

Ivol =
1
3
1⊗1 and Idev = I−Ivol, respectively. They denote the volumetric and the

deviatoric part of the symmetric fourth-order identity tensor I, with components

Iijkl =
1
2
(δik δjl + δil δkj), and with δij denoting the Kronecker delta being equal to

1 if i = j and 0 otherwise. In addition, 1 is the second-order identity tensor with

components being equal to the Kronecker delta.

Eqs. (2.7) and (2.11) contain Chom, the homogenized elastic stiffness tensor of the

studied matrix-interface composites, which is defined as [63]

Chom = Cs :

[

I +
4 π (d1 + d2)

3
T i

]−1

(C.1)
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In (C.1), T i denotes a fourth-order mophology tensor for flat parallel interfaces.

For interfaces parallel to the x,y-plane, the non-vanishing non-vanishing compo-

nents of T i read as [63]

Ti,xzxz = Ti,zxxz = Ti,xzzx = Ti,zxzx

Ti,yzyz = Ti,zyyz = Ti,yzzy = Ti,zyzy

}

=
2 (1− νs)

π (2− νs)
(C.2)

Ti,zzxx

Ti,zzyy

}

=
4 νs (1− νs)

π (1− 2 νs)
(C.3)

Ti,zzzz =
4 (1− νs)

2

π (1− 2 νs)
(C.4)

Eq. (2.7) contains Biot-type influence tensors B1 and B2. Their non-vanishing

components read as

B1,zxx = B1,xzx = B1,zyy = B1,yzy =
16 d1 (1− νs)

3(2− νs) + 16 (d1 + d2) (1− νs)
(C.5)

B1,xxz = B1,yyz = − 16 d1 νs (1− νs)

3(1− 2 νs) + 16 (d1 + d2) (1− νs)2
(C.6)

B1,zzz =
16 d1 (1− νs)

2

3(1− 2 νs) + 16 (d1 + d2) (1− νs)2
(C.7)

and

B2,zxx = B2,xzx = B2,zyy = B2,yzy =
16 d2 (1− νs)

3(2− νs) + 16 (d1 + d2) (1− νs)
(C.8)

B2,xxz = B2,yyz = − 16 d2 νs (1− νs)

3(1− 2 νs) + 16 (d1 + d2) (1− νs)2
(C.9)

B2,zzz =
16 d2 (1− νs)

2

3(1− 2 νs) + 16 (d1 + d2) (1− νs)2
(C.10)

Eqs. (2.8) and (2.9) contain concentration tensors A1 and A2. Their non-vanishing

components read as

A1,xxz = A1,xzx = A1,yyz = A1,yzy =
8 (1− νs) a1

π [3 (2− νs) + 16 (d1 + d2) (1− νs)]
(C.11)

A1,zxx = A1,zyy =
16 νs(1− νs) a1

π [3 (1− 2 νs) + 16 (d1 + d2) (1− νs)2]
(C.12)

A1,zzz =
1− νs
νs

A1,zxx (C.13)
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and

A2,xxz = A2,xzx = A2,yyz = A2,yzy =
8 (1− νs) a2

π [3 (2− νs) + 16 (d1 + d2) (1− νs)]
(C.14)

A2,zxx = A2,zyy =
16 νs(1− νs) a2

π [3 (1− 2 νs) + 16 (d1 + d2) (1− νs)2]
(C.15)

A2,zzz =
1− νs
νs

A2,zxx (C.16)

Eqs. (2.8) and (2.9) contain influence tensors D11, D12, D21, and D22. Their

non-vanishing components read as

D11,xx = D11,yy = − 16 (1− ν2s )
[
3 (2− νs) + 16 d2 (1− νs)

]
a1

3Es π (2− νs)[3 (2− νs) + 16 (d1 + d2) (1− νs)]

D11,zz = −16 (1− ν2s )
[
3 (1− 2 νs) + 16 d2 (1− νs)

2
]
a1

3Es π [3 (1− 2 νs) + 16 (d1 + d2) (1− νs)2]

(C.17)

D12,xx = D12,yy =
256

3

a1 d2 (1− ν2s ) (1− νs)

Es π (2− νs)
[
3 (2− νs) + 16 (d1 + d2) (1− νs)

]

D12,zz =
256

3

a1 d2 (1− ν2s ) (1− νs)
2

Es π
[
3 (1− 2 νs) + 16 (d1 + d2) (1− νs)2

]

(C.18)

D21,xx = D21,yy =
256

3

a2 d1 (1− ν2s ) (1− νs)

Es π (2− νs)
[
3 (2− νs) + 16 (d1 + d2) (1− νs)

]

D21,zz =
256

3

a2 d1 (1− ν2s ) (1− νs)
2

Es π
[
3 (1− 2 νs) + 16 (d1 + d2) (1− νs)2

]

(C.19)

and

D22,xx = D22,yy = − 16 (1− ν2s )
[
3 (2− νs) + 16 d1 (1− νs)

]
a2

3Es π (2− νs)[3 (2− νs) + 16 (d1 + d2) (1− νs)]

D22,zz = −16 (1− ν2s )
[
3 (1− 2 νs) + 16 d1 (1− νs)

2
]
a2

3Es π [3 (1− 2 νs) + 16 (d1 + d2) (1− νs)2]

(C.20)
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Eq. (2.11) contains influence tensors BΣ
1 and BΣ

2 . Their non-vanishing components

read as

BΣ
1,zxx = BΣ

1,xzx = BΣ
1,zyy = BΣ

1,yzy =
16 d1 (1− ν2s )

3Es (2− νs)
(C.21)

BΣ
1,zzz =

16 d1 (1− ν2s )

3Es

(C.22)

and

BΣ
2,zxx = BΣ

2,xzx = BΣ
2,zyy = BΣ

2,yzy =
16 d2 (1− ν2s )

3Es (2− νs)
(C.23)

BΣ
2,zzz =

16 d2 (1− ν2s )

3Es

(C.24)

Eqs. (2.12) and (2.13) contain concentration tensors AΣ
1 and AΣ

2 . Their non-

vanishing components read as

AΣ
1,xxz = AΣ

1,xzx = AΣ
1,yyz = AΣ

1,yzy =
16 a1 (1− ν2s )

3 π Es (2− νs)
and AΣ

1,zzz =
16 a1 (1− ν2s )

3 πEs

(C.25)

and

AΣ
2,xxz = AΣ

2,xzx = AΣ
2,yyz = AΣ

2,yzy =
16 a2 (1− ν2s )

3 π Es (2− νs)
and AΣ

2,zzz =
16 a2 (1− ν2s )

3 πEs

(C.26)

Eqs. (2.12) and (2.13) contain influence tensors DΣ
11 and D

Σ
22. Their non-vanishing

components read as

DΣ
11,xx = DΣ

11,yy = − 16 a1 (1− ν2s )

3 π Es (2− νs)
, DΣ

11,zz = −16 a1 (1− ν2s )

3 π Es
(C.27)

and

DΣ
22,xx = DΣ

22,yy = − 16 a2 (1− ν2s )

3 π Es (2− νs)
, DΣ

22,zz = −16 a2 (1− ν2s )

3 π Es
(C.28)



Appendix D

Creep and relaxation study of

rheological models, as well as

matrix-interfaces composites

D.1 Defintion of elastic stiffness of solid, identity tensor,

and so-called T-tensor

The isotropic elastic stiffness of solid in matrix-interface composite read as

Cs = 3 ks Ivol + 2µs Idev (D.1)

where Ivol =
1
3
1⊗1 and Idev = I−Ivol, respectively, denote the volumetric and the

deviatoric part of the symmetric fourth-order identity tensor I, with components

Iijkl =
1
2
(δik δjl + δil δkj), and with δij denoting the Kronecker delta being equal

to 1 if i = j and 0 otherwise. In addition, 1 is the second-order identity tensor

with components being equal to the Kronecker delta. In (D.1), ks and µs denote

the bulk modulus and the shear modulus of the solid phase, respectively. Bulk

modulus ks is related to Poisson’s ratio νs and the shear modulus µs as

ks =
2µs (1 + νs)

3 (1− 2 νs)
(D.2)
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The non-vanishing components of T i are functions of Poisson’s ratio of the solid,

and they read as [63]

Ti,xzxz = Ti,zxxz = Ti,xzzx = Ti,zxzx

Ti,yzyz = Ti,zyyz = Ti,yzzy = Ti,zyzy

}

=
2 (1− νs)

π (2− νs)
(D.3)

Ti,zzxx

Ti,zzyy

}

=
4 νs (1− νs)

π (1− 2 νs)
(D.4)

Ti,zzzz =
4 (1− νs)

2

π (1− 2 νs)
(D.5)

D.2 Kelvin-Voigt formulation: Creep and relaxation study

D.2.1 Creep test

In a creep study, the system is suddenly subjected to a force τ which is kept

constant afterwards:

τ(t) = constant = τ , τ̇ = 0 (D.6)

Specification of (3.12) for (D.6) delivers the governing differential equation for

creep as

τ

(
1

µe

+
1

µ1

)
µ1

η1
=
µ1

η1
γ(t) + γ̇(t) (D.7)

The solution of (D.7) contains two parts: the solution of the homogeneous dif-

ferential equation, called complementary function γh, and one particulate integral

γp

γ(t) = γh(t) + γp (D.8)

The particulate solution turns out to be constant and reads as

γp = τ

(
1

µe

+
1

µ1

)

(D.9)

The sought complementary function follows as

γh(t) = C exp

(

− µ1

η1
t

)

(D.10)

The total solution is obtained from specification of (D.8) for (D.9) and for (D.10),

reading as

γ(t) = C exp

(

− µ1

η1
t

)

+
τ

µe

+
τ

µ1
(D.11)
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The integration constant C follows from the initial condition γ(t = 0) =
τ

µe

as

C = − τ

µ1

(D.12)

Backsubstitution of (D.12) into (D.11), and simplifying the corresponding result,

finally yields

γ(t) =
τ

µe

+
τ

µ1

[

1− exp

(

− µ1

η1
t

)]

(D.13)

D.2.2 Relaxation test

In a relaxation study, the system is suddenly subjected to an elongation γ which

is kept constant afterwards.

γ(t) = constant = γ , γ̇ = 0 (D.14)

Specifying (3.12) for (D.14) delivers the governing differential equation for relax-

ation as

τ̇(t) + τ(t)
µe

η1

(

1 +
µ1

µe

)

= γ

(
µe µ1

η1

)

(D.15)

The solution of (D.15) contains two parts: the solution of the homogeneous differ-

ential equation, called complementary function τh(t), and one particulate integral

τp

τ(t) = τh(t) + τp (D.16)

The particulate solution turns out to be time-independent, and reads as

τp = γ
µ1

(

1 +
µ1

µe

) =
γ

(
1

µ1
+

1

µe

) (D.17)

The sought complementary function reads as

τh(t) = C exp

[

− µe

η1

(

1 +
µ1

µe

)

t

]

(D.18)

Specifying (D.16) for (D.17) and (D.18), yields the force history

τ(t) = C exp

[

− µe

η1

(

1 +
µ1

µe

)

t

]

+
γ

(
1

µ1
+

1

µe

) (D.19)
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The integration constant C is identified from the initial condition τ(t = 0) = γ µe

as

C = γ
µe

(

1 +
µ1

µe

) (D.20)

Backsubstitution of (D.20) into (D.19) gives access to the final solution which

reads as

τ(t) = γ
µe

(

1 +
µ1

µe

) exp

[

− µe

η1

(

1 +
µ1

µe

)

t

]

+
γ

(
1

µ1

+
1

µe

) (D.21)

D.3 Maxwell formulation: Creep and relaxation study

D.3.1 Creep study

In a creep study, the system is suddenly subjected to a force τ which is kept con-

stant afterwards: see (D.6). Specification of (3.24) for (D.6) delivers the governing

differential equation for creep as

γ̇(t) +
µI µE

(µI + µE) ηI
γ(t) =

µI

(µI + µE) ηI
τ (D.22)

The solution of (D.22) contains two parts: the solution of the homogeneous dif-

ferential equation, called complementary function γh, and one particulate integral

γp

γ(t) = γh(t) + γp (D.23)

The particulate solution turns out to be constant and reads as

γp =
τ

µE

(D.24)

The sought complementary function follows as

γh(t) = C exp

(

− µI µE

µI + µE

t

ηI

)

(D.25)

The total solution is obtained from specification of (D.23) for (D.24) and for (D.25),

as

γ(t) = C exp

(

− µI µE

µI + µE

t

ηI

)

+
τ

µE

(D.26)
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In order to solve for the integration constant C, we consider the initial condition

γ(t = 0) =
τ

µI + µE

, yielding

C = − µI τ

µE(µI + µE)
(D.27)

Specifying (D.26) for (D.27), delivers the deformation history of the system as

γ(t) =
τ

µE

− µI τ

µE(µI + µE)
exp

(

− µI µE

µI + µE

t

ηI

)

(D.28)

D.3.2 Relaxation study

In a relaxation study, the system is suddenly subjected to an elongation γ which

is kept constant afterwards, see (D.14). Specification of (3.24) for (D.14) delivers

the governing differential equation for relaxation as

τ̇ (t) +
µI

ηI
τ(t) =

µI µE

ηI
γ (D.29)

The solution of (D.29) contains two parts: the solution of the homogeneous differ-

ential equation, called complementary function τh(t), and one particulate integral

τp

τ(t) = τh(t) + τp (D.30)

where the particulate solution turns out to be time-independent, and reads as

τp = γ µE (D.31)

The sought complementary function follows as

τh(t) = C exp

[

− µI

ηI
t

]

(D.32)

Specification of (D.30) for (D.31) and for (D.32), yields

τ(t) = C exp

[

− µI

ηI
t

]

+ γ µE (D.33)

In order to solve for the integration constant C, we apply the initial condition

(τ(t = 0) = γ (µE + µI), which yields

C = γ µI (D.34)
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Specification of (D.33) for (D.34) delivers the stress history of the system as

τ(t) = γ µE + γ µI exp

[

− µI

ηI
t

]

(D.35)

D.4 Micromechanics formulation: Creep and relation

study

D.4.1 Creep test

In a creep study, the RVE is suddenly subjected to a shear stress Σ13 which is kept

constant afterwards:

Σ13(t) = constant = Σ13 , Σ̇13 = 0 (D.36)

Specification of the governing differential equation of interface micromechanics

(4.44) for (D.36), yields the governing equation for the macrostrain reads as

Ė13 + µs

3 (2− νs) π

8 (1− νs) a η
E13 =

π [3 (2− νs) + 16 d (1− νs)]

16 a η (1− νs)
Σ13 (D.37)

The solution of (D.37) contains two parts: the solution of homogeneous differential

equation, called complementary function E13,h(t), and one particular integral E13,p

E13(t) = E13,h(t) + E13,p (D.38)

The particular solution turns out to be time-independent, and reads as

E13,p =
3 (2− νs) + 16 d (1− νs)

2µs 3 (2− νs)
Σ13 (D.39)

The sought complementary function reads as

E13,h(t) = C exp

(

− µs 3 (2− νs) π

8 (1− νs)

t

a η

)

(D.40)

The total solution is obtained from specification of (D.38) for (D.39) and for (D.40),

yielding

E13(t) = C exp

(

− µs 3 (2− νs) π

8 (1− νs)

t

a η

)

+
3 (2− νs) + 16 d (1− νs)

2µs 3 (2− νs)
Σ13 (D.41)
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In order to solve for the integration constant C, we consider the initial condition

E13(t = 0) =
1

2µs

Σ13, yielding

C = − 16 d (1− νs)

2µs 3 (2− νs)
Σ13 (D.42)

Specifying (D.41) for the integration constant (D.42) allows us to write the time

evolution of the macroscopic strain as

E13(t) =
Σ13

2µs

3 (2− νs) + 16 d (1− νs)
[

1− exp
(

−3 π (2−νs)
16 (1−ν2s )

Est
a η

)]

3 (2− νs)
(D.43)

D.4.2 Relaxation test

In a relaxation study, the RVE is suddenly subjected to a shear deformation E13

which is kept constant afterwards:

E13(t) = constant = E13 , Ė13 = 0 (D.44)

Specification of the governing differential equation of interface micromechanics

(4.44) for (D.44), yields the following differential equation in Σ13

Σ̇13 + µs

π [3 (2− νs) + 16 d (1− νs)]

8 a η (1− νs)
Σ13 = 2µ2

s

3 (2− νs)π

8 a η (1− νs)
E13 (D.45)

The solution of (D.45) contains two parts: the solution of homogeneous differential

equation, called complementary function Σ13,h(t), and one particular integral Σ13,p

Σ13(t) = Σ13,h(t) + Σ13,p (D.46)

The particular solution turns out to be time-independent, and reads as

Σ13,p =
2µs 3 (2− νs)

3 (2− νs) + 16 d (1− νs)
E13 (D.47)

The sought complementary function reads as

Σ13,h(t) = C exp

(

− µs π [3 (2− νs) + 16 d (1− νs)]

8 (1− νs)

t

a η

)

(D.48)
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Specification of (D.46) for the particular solution (D.47) and for the complemen-

tary function (D.48), yields

Σ13(t) = C exp

(

−µs π [3 (2− νs) + 16 d (1− νs)]

8 (1− νs)

t

a η

)

+
2µs 3 (2− νs)

3 (2− νs) + 16 d (1− νs)
E13

(D.49)

In order to solve for the integration constant C, we consider the initial condition

(Σ13(t = 0) = 2µsE13), delivering

C = 2µs

16 d (1− νs)

3 (2− νs) + 16 d (1− νs)
E13 (D.50)

Specification of (D.49) for (D.50), yields stress history as

Σ13(t) = 2µsE13

3 (2− νs) + 16 d (1− νs) exp
(

−π [3 (2−νs)+16 d (1−νs)]
16 (1−ν2s )

Est
a η

)

3 (2− νs) + 16 d (1− νs)
(D.51)



Appendix E

Expanded version of generalized

chain models

E.1 Expanded version of generalized Kelvin-Voigt model

Eq. (4.21), can be understood easier in the expanded form as

γ +

(
N∑

i=1

ηi
µi

)

∂γ

∂ t
+

(
N−1∑

i=1

(
N∑

j=i+1

ηi
µi

ηj
µj

)

∂2γ

∂ t2
+ · · ·+

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

ηj
µj

))

. . .

)

. . .

)

∂nγ

∂ tn
+ · · ·+

(
N∏

i=1

ηi
µi

)

∂Nγ

∂ tN

=

(

1

µe

+
N∑

l=1

1

µl

)

τ +

(
N∑

i=1

((

1

µe

+
N∑

l=1

1

µl

)

− 1

µi

)

ηi
µi

)

∂τ

∂t
+

(
N−1∑

i=1

(
N∑

j=i+1

((

1

µe

+

N∑

l=1

1

µl

)

− 1

µi

− 1

µj

)

ηi
µi

ηj
µj

))

∂2τ

∂t2
+ · · ·+

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(((

1

µe

+

N∑

l=1

1

µl

)

−
∑

j∈{i1,...,in}

1

µj

)

(
∏

k∈{i1,...,in}

ηk
µk

)))

. . .

)

. . .

)

∂nτ

∂ tn
+ · · ·+ 1

µe

(
N∏

i=1

ηi
µi

)

∂Nτ

∂tN

(E.1)
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E.2 Expanded version of generalized Maxwell model

Eq. (4.38), can be understood easier in the expanded form as

τ +

(
N∑

i=1

ηi
µi

)

∂τ

∂ t
+

(
N−1∑

i=1

(
N∑

j=i+1

ηi
µi

ηj
µj

)

∂2τ

∂ t2
+ · · ·+

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

(
∏

j∈{i1,...,in}

ηj
µj

))

. . .

)

. . .

)

∂nτ

∂ tn
+ · · ·+

(
N∏

i=1

ηi
µi

)

∂Nτ

∂ tM

=

µEγ +

(
N∑

i=1

(µE + µi)
ηi
µi

)

∂γ

∂t
+

(
N−1∑

i=1

(
N∑

j=i+1

(µE + µi + µj)
ηi
µi

ηj
µj

))

∂2γ

∂t2
+ · · ·+

(
N−n+1∑

i1=1

. . .

(
N−(n−a)+1
∑

ia=ia−1+1

. . .

(
N∑

in=in−1+1

((

µE +
∑

j∈{i1,...,in}

µj

)(
∏

k∈{i1,...,in}

ηk
µk

)))

. . .

)

. . .

)

∂nγ

∂ tn

+ · · ·+
(

µE +

N∑

j=1

µj

)(
N∏

i=1

ηi
µi

)

∂Nγ

∂tN

(E.2)



Appendix F

Interpenetration of randomly

oriented viscous interfaces

F.1 Micromechanics of polycrystals with eigenstressed in-

terface phases of isotropic orientation

Extending the work described in Chapter. 2, we now consider a representative

volume Ω of a polycrystalline material (fulfilling the standard separation-of-scales

requirement [32] of being much smaller than the structure built up by this mate-

rial, and much larger than the inhomogeneities found within this material), which

hosts the following material phases (i.e. subdomains with homogeneous mechan-

ical properties), see Fig. F.1: (i) one solid phase and (ii) an infinite amount of

almost flat oblate interface phases being isotropically oriented in R
3. The term

“polycrystalline” expresses that all phases are considered to be in direct mutual

interaction, and this implies that the differently oriented interfaces are actually

envisioned to interpenetrate one each other. Every interfaces phase is character-

ized by a specific orientation (labelled by (ϑ, ϕ), see Fig. F.2), by an eigenstress

σV
(ϑ,ϕ) (which is “free” from elastic effects, and which will be connected to viscous

effects in Section 1.5), and by a vanishing stiffness

σ(ϑ,ϕ) = σV
(ϑ,ϕ) , C(ϑ,ϕ) = 0 , ∀

{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.1)
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interface

2a

solid

∂Ω

b

ℓ ≫ 2a; b

Figure F.1: Polycrystalline material comprising one spherical solid phase and an infinite
amount of almost flat, circular interface phases with isotropic spatial orientation; 2D
sketch of a 3D representative material volume Ω

The solid phase is characterized by an elastic stiffness tensor Cs and no eigenstress,

such that the elasticity law reads as

σs = Cs : εs (F.2)

with σs and εs as the average microstresses and the average microstrains in the

solid. We here consider an isotropic solid stiffness

Cs = 3 ks J + 2µsK (F.3)

where J = 1
3
1 ⊗ 1 and K = I − J , respectively, denote the volumetric and the

deviatoric part of the symmetric fourth-order identity tensor I, with components

Iijkl =
1
2
(δik δjl + δil δkj), and with δij denoting the Kronecker delta being equal to

1 if i = j and 0 otherwise. In addition, 1 is the second-order identity tensor with

components being equal to the Kronecker delta. In (F.3), ks and µs denote the

bulk modulus and the shear modulus of the solid phase, respectively.

The volume fractions of the solid and the interfaces respectively, are considered as

f(ϑ,ϕ) =
N(ϑ,ϕ)

Ω

4 π

3
a2 c =

4 π d(ϑ,ϕ)
3

ω , fs = 1−
ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)
sinϑ dϑ dϕ

4 π
(F.4)

In Eq. (F.4), N(ϑ,ϕ) denotes the number of interfaces constituting phase (ϑ, ϕ),

and where d(ϑ,ϕ) denotes the interface density parameter defined as [65]

d(ϑ,ϕ) =
N(ϑ,ϕ) a

3

Ω
, ∀

{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.5)
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eϕ

eϑ

er

x

y

z

ϑ

ϕ

Figure F.2: Orientation of an interface phase as well as interface-related base vectors

The double integral in (F.4) refers to a summation of all (infinity many) interface

orientations. The material volume of Fig. 2 is subjected, at its boundary ∂Ω, to

macroscopic strains being applied in terms of displacements

ξ(x) = E · x ∀x ∈ ∂Ω (F.6)

with x as the position vector. Furthermore, we consider the resulting microscopic

strain field inside the material volume Ω

ε(x) =
1

2

[

∇ξ(x) + t∇ξ(x)
]

∀x ∈ Ω (F.7)

to be kinematically compatible, which entails the validity of the strain averaging

rule [55] in the form

E = fs εs +

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ) ε(ϑ,ϕ)
sinϑ dϑ dϕ

4 π
(F.8)

with ε(ϑ,ϕ) as the average strains in the (ϑ, ϕ)-oriented interface phase and f(ϑ,ϕ)

as its volume fraction; while εs and fs denote the average strain and the vol-

ume fraction of the solid material. The linear elasticity law of the solid (F.2),

the eigenstresses of the interfaces (F.1), the linear strain-displacement relation

(F.7), and the uniform strain boundary conditions (F.6) imply the following linear
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concentration-influence relations [52, 54]

ε(ϑ,ϕ) = A(ϑ,ϕ) : E +

φ=2π∫

φ=0

θ=π∫

θ=0

D(ϑ,ϕ,θ,φ) : σ
V
(θ,φ)

sin θ dθ dφ

4 π
∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.9)

εs = As : E +

φ=2π∫

φ=0

θ=π∫

θ=0

Ds(θ,φ) : σ
V
(θ,φ)

sin θ dθ dφ

4 π
(F.10)

with A(ϑ,ϕ) and As as the strain concentration tensors of the (ϑ, ϕ)-oriented inter-

face phase and of the solid, respectively, as well as with D(ϑ,ϕ,θ,φ) and Ds(θ,φ) as

the influence tensors quantifying the effect of eigen-microstresses σV
(θ,φ) of a (θ, φ)-

oriented interface phase on the microstrains of the (ϑ, ϕ)-oriented interface phase

and on the microstrains of the solid, respectively.

For defining the macroscopic stress Σ, we consider that the work done by the

RVE-related macrostress Σ on the macrostrain E, is equal to the work done by all

microstresses within the RVE, on all microstrains:

Σ : E =
1

Ω

∫

Ω

σ(x) : ε(x) dΩ (F.11)

When considering the strain average rule (F.8) and an equilibrated microscopic

stress field (divσ(x) = 0 x ∈ Ω), the integral in (F.11) can be transformed into

[59]
1

Ω

∫

Ω

σ(x) : ε(x) dΩ =
1

Ω

∫

Ω

σ(x) dΩ :
1

Ω

∫

Ω

ε(x) dΩ (F.12)

which is standardly referred to as Hill’s lemma. From combination of (F.11),

(F.12), and (F.8) it follows that the macrostress is the average of the microstresses

over the RVE,

Σ =
1

Ω

∫

Ω

σ(x) dΩ ⇒ Σ = fs σs +

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ) σ(ϑ,ϕ)
sin ϑ dϑ dϕ

4 π
(F.13)

Eq. (F.13) is standardly referred to as the stress average rule. As to arrive at an

elegant alternative expression for the macroscopic stress, we follow Dormieux [59]

in splitting the loading of the RVE into two separate parts, namely (i) the macro-

scopic strains E and (ii) the interface eigenstresses σV
(ϑ,ϕ), labelling corresponding

physical quantities with “I ” and “II ”, respectively. Accordingly, EI = E, EII = 0,



Appendix F. Interpenetration of randomly oriented viscous interfaces 154

σV
(ϑ,ϕ),I = 0, and σV

(ϑ,ϕ),II = σV
(ϑ,ϕ). Insertion of Eqs. (F.1), (F.2), and (F.10) into

Eq. (F.13), and specifying the result for load case I, yields

ΣI = Chom : E (F.14)

with the so-called homogenized stiffness tensor

Chom = fsCs : As (F.15)

Because the solid is isotropic, see (F.3), and because we envision the interface

phases to be isotropically oriented and distributed in R
3, also the homogenized

stiffness is isotropic

Chom = 3 khom J + 2µhomK (F.16)

As for calculation of the macrostress in load case II, we let microscopic stresses σs,II

and σV
(ϑ,ϕ),II do work on microscopic strains εs,I and ε(ϑ,ϕ),I , which, upon twofold

application of Hill’s lemma (F.11) and (F.12), yields [59]

ΣII =

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ) σ
V
(ϑ,ϕ) : A(ϑ,ϕ)

sin ϑ dϑ dϕ

4 π
(F.17)

which is referred to as Levin’s theorem [60]. Adding (F.14) and (F.17) yields the

sought alternative expression for the macroscopic stresses,

Σ = Chom : E + Σf
hom (F.18)

with

Σf
hom =

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ) σ
V
(ϑ,ϕ) : A(ϑ,ϕ)

sin ϑ dϑ dϕ

4 π
(F.19)

F.2 Determination of concentration and influence tensors

from matrix-inclusion problems

For the described polycrystalline material (Fig. F.1), the so-called self-consistent

scheme is appropriate. Accordingly, we estimate the solid strains εs and the inter-

face phase strains ε(ϑ,ϕ) by means of auxiliary matrix-inclusion problems (see Fig.

F.3), namely we set them equal to the uniform strains in an ellipsoidal inclusion

(exhibiting phase properties in terms of shape, orientation, elastic stiffness, and
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eigenstress), embedded in an infinite matrix of isotropic stiffness Chom and eigen-

stress Σf
hom, subjected to fictitious strains E∞ at its infinitely remote boundary.

The latter strains are chosen in a way which allows for fulfillment of the strain

average rule (F.8).

(b)(a)

infinite 3D matrix:
stiffness: Chom

eigenstress: Σf
hom

displacement vectors ξ(x) = E∞ · x
infinite boundary: subjected to

eigenstress: Σf
hom

infinite 3D matrix:
stiffness: Chom

displacement vectors ξ(x) = E∞ · x
infinite boundary: subjected to

z

y

x

eϑ

er

eϕ

eigenstresses: σV
(ϑ,ϕ)

stiffness: C(ϑ,ϕ) = 0

ellipsoidal (3D) inclusion:

stiffness: Cs

solid phase:

no eigenstresses: σs

Figure F.3: Eshelby-type matrix-inclusion problems including infinite 3D matrices with
isotropic stiffness, and eigenstress as well as one inclusion (a): oriented, almost flat
spheroid with vanishing solid stiffness and eigenstresses, and (b): spherical inclusion
with isotropic solid stiffness and vanishing eigenstresses

In detail, for every interface phase, the corresponding inclusion is a (ϑ, ϕ)-oriented,

almost flat oblate inclusion which exhibits vanishing solid stiffness C(ϑ,ϕ) = 0

and eigenstress σV
(ϑ,ϕ) [Fig. F.3(a)], and the inclusion strains follow the analytical

relation [32, 62]

ε(ϑ,ϕ) = A∞
(ϑ,ϕ) :

{

E∞ − P (ϑ,ϕ) :
[

σV
(ϑ,ϕ) − Σf

hom

]}

(F.20)

A∞
(ϑ,ϕ) =

{

I − P (ϑ,ϕ) : Chom

}−1

∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.21)

The Hill tensor P (ϑ,ϕ) in (F.20) and (F.21) is standardly derived from the Eshelby

tensor S(ϑ,ϕ), through

P (ϑ,ϕ) = S(ϑ,ϕ) : C
−1
hom ∀

{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.22)

and the Eshelby tensor components for oblate spheroidal inclusions with radius a

and half-opening c (see Fig. 1.4), can be found in [62]. Given our interest in almost

flat spheroids, characterized by very small aspect ratio ω = c/a ≪ 1, we develop

these components into Taylor series around ω = 0, which we then truncate after
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the terms which are linear in ω, leading to the following non-vanishing components,

provided that the normal to the mid-plane of the almost flat spheroid is pointing

in z-direction:

S(ϕ=0,ϑ=0),xxxx =
13 − 8 υhom
32 (1− υhom)

π ω ,

S(ϕ=0,ϑ=0),xxyy =
8 υhom − 1

32 (1− υhom)
π ω ,

S(ϕ=0,ϑ=0),xxzz =
2 υhom − 1

8 (1− υhom)
π ω ,

S(ϕ=0,ϑ=0),zzxx =
υhom

(1− υhom)

(

1− 4 υhom + 1

8 υhom
π ω

)

,

S(ϕ=0,ϑ=0),xyxy =
7− 8 υhom

32(1− υhom)
π ω ,

S(ϕ=0,ϑ=0),yzyz =
1

2

(

1 +
(υhom − 2)

(1− υhom)

π

4
ω

)

,

S(ϕ=0,ϑ=0),zzzz = 1− 1− 2 υhom
1− υhom

π

4
ω

(F.23)

with symmetries S(ϕ=0,ϑ=0),ijkl = S(ϕ=0,ϑ=0),jikl = S(ϕ=0,ϑ=0),ijlk. In Eq. (F.23), υhom

stands for Poisson’s ratio of the homogenized polycrystal. For the solid phase, in

turn, the considered matrix inclusion problem involves a spherical inclusion with

isotropic elastic stiffness Cs and vanishing eigenstress [Fig. F.3(b)], such that the

inclusion strains read as [32, 62]

εs = A∞
s :

[

E∞ + P s : Σ
f
hom

]

(F.24)

A∞
s =

[

I + P s : (Cs − Chom)

]−1

(F.25)

The Hill tensor for the solid phase P s in (F.24) and (F.25) is related through

P s = Ss : C
−1
hom (F.26)

to the Eshelby tensor Ss of a spherical inclusion [62]

Ss =
1 + νhom

3 (1− νhom)
J +

2

15

4− 5 νhom
1− νhom

K (F.27)

Now we treat (F.20) and (F.24) as estimates of interface strains ε(ϑ,ϕ) and of solid
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strains εs, respectively, and we insert them into the strain average rule (F.8), in

order to obtain a relation between the strains E imposed at the boundary of the

RVE and the (fictitious) strains E∞ acting at the infinitely remote boundaries of

the auxiliary matrix of the problems shown in Fig. F.3,

E∞ =

[

fsA
∞
s +

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)A
∞
(ϑ,ϕ)

sin ϑ dϑ dϕ

4 π

]−1

:

{

E − fsA
∞
s : P s : Σ

f
hom+

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)A
∞
(ϑ,ϕ) : P (ϑ,ϕ) :

[

σV
(ϑ,ϕ) − Σf

hom

]sinϑ dϑ dϕ

4 π

}

(F.28)

RVE-related phase strain which are kinematically admissible with the imposed

macrostrains E follow from backsubstitution of (F.28) into (F.20) and into (F.24),

respectively, as

ε(ϑ,ϕ) = A∞
(ϑ,ϕ) :

[

fsA
∞
s +

φ=2π∫

φ=0

θ=π∫

θ=0

f(θ,φ)A
∞
(θ,φ)

sin θ dθ dφ

4 π

]−1

:

(

E − fsA
∞
s : P s : Σ

f
hom +

φ=2π∫

φ=0

θ=π∫

θ=0

f(θ,φ)A
∞
(θ,φ) : P (θ,φ) : (σ

V
(θ,φ) − Σf

hom)

sin θ dθ dφ

4 π

)

−A∞
(ϑ,ϕ) : P (ϑ,ϕ) : (σ

V
(ϑ,ϕ) − Σf

hom) ∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.29)

and

εs = A∞
s :

[

fsA
∞
s +

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)A
∞
(ϑ,ϕ)

sin ϑ dϑ dϕ

4 π

]−1

:

(

E − fsA
∞
s : P s : Σ

f
hom

+

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)A
∞
(ϑ,ϕ) : P (ϑ,ϕ) : (σ

V
(ϑ,ϕ) − Σf

hom)
sinϑ dϑ dϕ

4 π

)

+ A∞
s : P s : Σ

f
hom

(F.30)

In order to identify estimates of phase strains concentration tensors A(ϑ,ϕ) and As

as well as of influence tensors D(ϑ,ϕ,θ,φ) and Ds(θ,φ), we compare (F.29) and (F.30)
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with (F.9) and (F.10). This yields

A(ϑ,ϕ) = A∞
(ϑ,ϕ) :

[

fsA
∞
s +

φ=2π∫

φ=0

θ=π∫

θ=0

f(θ,φ)A
∞
(θ,φ)

sin θ dθ dφ

4 π

]−1

∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.31)

and

As = A∞
s :

[

fsA
∞
s +

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)A
∞
(ϑ,ϕ)

sin ϑ dϑ dϕ

4 π

]−1

(F.32)

as well as under consideration of (F.19)

D(ϑ,ϕ,θ,φ) = −A∞
(ϑ,ϕ) : P (ϑ,ϕ) δϑθ δϕφ + A(ϑ,ϕ) : f (θ,φ)A

∞
(θ,φ) : P (θ,φ)−

(

A(ϑ,ϕ) :

[

fsA
∞
s : P s +

Φ=2π∫

Φ=0

Θ=π∫

Θ=0

f(Θ,Φ)A
∞
(Θ,Φ) : P (Θ,Φ)

sinΘ dΘ dΦ

4 π

]

−

A∞
(ϑ,ϕ) : P (ϑ,ϕ)

)

: f(θ,φ)A
t
(θ,φ) ∀

{

ϑ, θ ∈ [0 ; 2π] ,

ϕ, φ ∈ [0 ; π]

(F.33)

and

Ds(ϑ,ϕ) = As : f (ϑ,ϕ)A
∞
(ϑ,ϕ) : P (ϑ,ϕ) −

(

As :

[

fsA
∞
s : P s+

φ=2π∫

φ=0

θ=π∫

θ=0

f(θ,φ)A
∞
(θ,φ) : P (θ,φ)

sin θ dθ dφ

4 π

]

− A∞
s : P s

)

: f(ϑ,ϕ)A
t
(ϑ,ϕ)

∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.34)

The homogenized polycrystal is identified under consideration of Eqs. (F.15),

(1.26), (F.25), (F.26), (F.27), and (F.23), and reads as

Chom = Cs :

[

I + P s : (Cs − Chom)

]−1

:

([

I + P s :

(Cs − Chom)

]−1

+

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

f(ϑ,ϕ)A
∞
(ϑ,ϕ)

sin ϑ dϑ dϕ

4 π

)−1 (F.35)

In Eq. (F.35), Chom appears in both sides of equation, therefore, the implicit

homogenized polycrystal needs to be computed by iterating.
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F.2.1 Transition from almost flat oblate spheroids to 2D interfaces

Next, we discuss the transition from almost oblate spheroidal inclusions to per-

fectly flat, i.e. 2D, circular interfaces, extending the idea of Pensée et al. [51] to

(zero-stiffness) inclusions with eigenstresses. Given an inclusion radius a and an

initial half-opening c (see Fig. 1.4), this transition refers to the limit of the as-

pect ratio ω = c/a going to zero. The displacement field across the resulting 2D

interface is discontinuous, and can be quantified as follows.

We start from the displacement field in an spheroidal interface inclusion (see Fig.

1.4), which, given the linear strain-displacement relations (F.7), can be derived

from the uniform strains ε(ϑ,ϕ) prevailing in this inclusion, through

ξ(x) = ε(ϑ,ϕ) · x ∀x ∈ Ω(ϑ,ϕ) (F.36)

where Ω(ϑ,ϕ) refers to the volume of the inclusion. In order to label the boundary of

such an inclusion, we choose cylindrical coordinates for expressing corresponding

location vectors x (see Fig. 1.4),

x = ρ cosϕ eϕ + ρ sin ϑ eϑ + r er (F.37)

so that all points of the upper boundary of the inclusion, denoted as x+, fulfill

∀x+ ∈ ∂Ω+
(ϑ,ϕ) : r = ω

√

a2 − ρ2 (F.38)

while those at the lower boundary of the inclusion, denoted as x−, fulfill

∀x− ∈ ∂Ω−
(ϑ,ϕ) : r = −ω

√

a2 − ρ2 (F.39)

Relations (F.37), (F.38), and (F.39) allow us to express the displacement increment

∆ξ(ϑ,ϕ) between the upper and the lower inclusion boundary, as

∆ξ(ϑ,ϕ) = ε(ϑ,ϕ) · (x+ − x−) = 2ω ε(ϑ,ϕ) · n(ϑ,ϕ)

√

a2 − ρ2 (F.40)

where n(ϑ,ϕ) is the unit vector in er-direction (see Fig. 1.4). Eq. (F.40) underlines

that the displacement increment depends on the radial coordinate ρ, i.e. on the

distance from the inclusion center. In order to come up with one constant value

characterizing the displacement increment across in the inclusion, we introduce
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the average displacement increment of the interface phase as

∆ξ(ϑ,ϕ) =
1

a2 π

∫ a

0

2ωε(ϑ,ϕ) · n(ϑ,ϕ)

√

a2 − ρ2 2π ρ dρ =
4 a

3
ω ε(ϑ,ϕ) · n(ϑ,ϕ) (F.41)

Finally, we insert the concentration-influence relation (F.9) into displacement in-

crement expression (F.41), yielding

∆ξ(ϑ,ϕ) =
4 a

3
ω

(

A(ϑ,ϕ) : E +

φ=2π∫

φ=0

θ=π∫

θ=0

D(ϑ,ϕ,θ,φ) : σ
V
(θ,φ)

sin θ dθ dφ

4 π

)

· n(ϑ,ϕ)

∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.42)

We now consider the transition from spheroidal inclusions to flat, “sharp” in-

terfaces, through the limit case ω → 0, so that displacement increment ∆ξ(ϑ,ϕ)

becomes a displacement jump (“dislocation”) across the infinitely thin interface,

lim
ω→0

∆ξ(ϑ,ϕ) = [[ξ]](ϑ,ϕ) =
4 a

3

(

lim
ω→0

ωA(ϑ,ϕ) : E+

φ=2π∫

φ=0

θ=π∫

θ=0

lim
ω→0

ωD(ϑ,ϕ,θ,φ) : σ
V
(θ,φ)

sin θ dθ dφ

4 π

)

· n(ϑ,ϕ)

(F.43)

Eq. (F.43) highlights the need for calculating the limits limω→0 ω A(ϑ,ϕ) and

limω→0 ωD(ϑ,ϕ,θ,φ). Both A(ϑ,ϕ) and D(ϑ,ϕ,θ,φ) depend on Chom which is only im-

plicitly defined see Eq. (F.35). Therefore, the limit case of Eq. (F.35), read as

lim
ω→0

ω Chom = C lim
hom = Cs : A

∞,lim
s :



A∞,lim
s +

Φ=2π∫

Φ=0

Θ=π∫

Θ=0

4 π d(Θ,Φ)

3
T (Θ,Φ)

sin Θ dΘ dΦ

4 π





−1

(F.44)

where A∞,lim
s is read as

lim
ω→0

ωA∞
s = A∞,lim

s =

[

I + P s : (Cs − C lim
hom)

]−1

(F.45)

where we followed [94] in introducing the notation

T (ϑ,ϕ) = lim
ω→0

ω A∞
(ϑ,ϕ) = lim

ω→0
ω

[

I − S(ϑ,ϕ)(ω)

]−1

, ∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.46)
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Given an interface with normal pointing in z-direction, (ϑ = 0, ϕ = 0) the non-

vanishing components of T (ϑ,ϕ) follow from specification of (F.46) for (F.23) as

T(ϕ=0,ϑ=0),zzxx

T(ϕ=0,ϑ=0),zzyy

}

=
4 νhom (1− νhom)

π (1− 2 νhom)
,
T(ϕ=0,ϑ=0),xzxz

T(ϕ=0,ϑ=0),yzyz

}

=
2 (1− νhom)

π (2− νhom)

T(ϕ=0,ϑ=0),zzzz =
4 (1− νhom)

2

π (1− 2 νhom)

(F.47)

with symmetries T(ϕ=0,ϑ=0),ijkl = T(ϕ=0,ϑ=0),jikl = T(ϕ=0,ϑ=0),ijlk. The limit

limω→0 ω A(ϑ,ϕ) follows from (F.31), under consideration of (F.21)-(F.23), and (F.4)

as well as of the limit rule of (tensor) products as

limω→0 ω A(ϑ,ϕ) = Alim
(ϑ,ϕ) = T (ϑ,ϕ) :

(

A∞,lim
s +

Φ=2π∫

Φ=0

Θ=π∫

Θ=0

4 π d(Θ,Φ)

3
T (Θ,Φ)

sin Θ dΘ dΦ

4 π

)−1

∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.48)

The limit, limω→0 ωD(ϑ,ϕ,θ,φ) describes the influence of interfacial eigenstresses

σV
(θ,φ) on the average displacement jump [[ξ]](ϑ,ϕ). The limit rules for tensor products

together with (F.4), (F.48), and (F.46) yield

lim
ω→0

ωD(ϑ,ϕ,θ,φ) = − lim
ω→0

ωA∞
(ϑ,ϕ) : P (ϑ,ϕ) δϑθ δϕφ + Alim

(ϑ,ϕ) :
4 π d(θ,φ)

3
lim
ω→0

ω A∞
(θ,φ) : P (θ,φ)

−
[

Alim
(ϑ,ϕ) :

(

A∞,lim
s : P s +

Φ=2π∫

Φ=0

Θ=π∫

Θ=0

4 π d(Θ,Φ)

3
lim
ω→0

ωA∞
(Θ,Φ) : P (Θ,Φ)

sin Θ dΘ dΦ

4 π

)

− lim
ω→0

ω A∞
(ϑ,ϕ) : P (ϑ,ϕ)

]

:
4 π d(θ,φ)

3
Alim,t

(θ,φ) ∀
{

ϑ, θ ∈ [0 ; π] ,

ϕ, φ ∈ [0 ; 2π]

(F.49)

F.2.2 Introduction of eigentraction vector for flat interfaces

The described transition from three-dimensional oblates to two-dimensional in-

terfaces implies that the interfacial displacement jumps (F.43) as well as the

macrostress (F.18) are only influenced by three components of the eigenstress

tensor [31], i.e. the ones forming the eigentraction vector T V
(θ,φ) which is acting on
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the interface plane

T V
(θ,φ) = σV

(θ,φ) · n(θ,φ) ∀
{

θ ∈ [0 ; π] ,

φ ∈ [0 ; 2 π]
(F.50)

reformulate (F.43) and (1.17) as

[[ξ]](ϑ,ϕ) = Alim
(ϑ,ϕ) : E +

φ=2π∫

φ=0

θ=π∫

θ=0

Dlim
(ϑ,ϕ,θ,φ) · T V

(θ,φ)

sin θ dθ dφ

4 π
∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.51)

and

Σ = C lim
hom : E +

φ=2π∫

φ=0

θ=π∫

θ=0

Blim
(θ,φ) · T V

(θ,φ)

sin θ dθ dφ

4 π
(F.52)

While C lim
hom is already defined in (F.44), the third-order concentration tensor

Alim
(ϑ,ϕ), the second-order influence tensor Dlim

(ϑ,ϕ,θ,φ), and the third-order influence

tensor Blim
(θ,φ) are defined as

4 a

3

(

lim
ω→0

ω Alim
(ϑ,ϕ) : E

)

· n(ϑ,ϕ) = Alim
(ϑ,ϕ) : E ∀

{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.53)

4 a

3

(

lim
ω→0

ωDlim
(ϑ,ϕ,θ,φ) : σ

V
(θ,φ)

)

·n(θ,φ) = Dlim
(ϑ,ϕ,θ,φ) · T V

(θ,φ), ∀
{

θ ∈ [0 ; π] ,

φ ∈ [0 ; 2 π]
(F.54)

lim
ω→0

[
4 π d(θ,φ)

3
ωAt

(θ,φ) : σ
V
(θ,φ)

]

= Blim
(θ,φ) · T V

(θ,φ) ∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]
(F.55)

F.2.3 Remarks on macroscopic loading in form of controlled stress

We now consider that a material with eigenstressed interfaces is subjected to a

given macroscopic stress state Σ, such that the macrostrain E is a dependent

quantity. This is the motivation for solving state equation (F.52) for E

E = (C lim
hom)

−1 : Σ− (C lim
hom)

−1 :

φ=2π∫

φ=0

θ=π∫

θ=0

Blim
(θ,φ) · T V

(θ,φ)

sin θ dθ dφ

4 π

= (C lim
hom)

−1 : Σ−
φ=2π∫

φ=0

θ=π∫

θ=0

BΣ,lim

(θ,φ) · T V
(θ,φ)

sin θ dθ dφ

4 π

(F.56)
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where we introduced a third-order influence tensor BΣ,lim

(θ,φ) , as

BΣ,lim

(θ,φ) = (C lim
hom)

−1 : Blim
(θ,φ) (F.57)

Subsequently, we use the expression (F.56) to replace E, in the concentration-

influence relation (F.51), by Σ, which results in the relation

[[ξ]](ϑ,ϕ) = Alim
(ϑ,ϕ) : (C

lim
hom)

−1 : Σ +

φ=2π∫

φ=0

θ=π∫

θ=0

(Dlim
(ϑ,ϕ,θ,φ) − Alim

(ϑ,ϕ) : B
Σ,lim

(θ,φ) ) · T V
(θ,φ)

sin θ dθ dφ

4 π

= AΣ,lim

(ϑ,ϕ) : Σ +

φ=2π∫

φ=0

θ=π∫

θ=0

DΣ,lim

(ϑ,ϕ,θ,φ) · T V
(θ,φ)

sin θ dθ dφ

4 π
∀
{

ϑ ∈ [0 ; π] ,

ϕ ∈ [0 ; 2 π]

(F.58)

where we introduced the third-order influence tensor AΣ,lim

(ϑ,ϕ) and the second-order

influence tensor DΣ,lim

(ϑ,ϕ,θ,φ) as

AΣ,lim

(ϑ,ϕ) = Alim
(ϑ,ϕ) : (C

lim
hom)

−1 (F.59)

and

DΣ,lim

(ϑ,ϕ,θ,φ) = Dlim
(ϑ,ϕ,θ,φ) − Alim

(ϑ,ϕ) : B
Σ,lim

(θ,φ) (F.60)

F.3 Constitutive behavior of viscous interfaces in local,

interface-related components

The fluid filling the interfaces is envisioned to exhibit the following behavior. Once

fluid sheets start to glide along each other, viscous shear tractions are activated.

They are envisioned to be proportional to the time-derivative of the displacement

jumps

η [[ξ̇t]] = Tt (F.61)

where t is an index denoting any in-plane component orthogonal to the inter-

face normal n, where η denotes a viscosity constant with physical dimension

[Stress×Time/Length], and where the partial derivative with respect to time is

indicated with a dot

•̇ =
∂ •
∂ t

(F.62)



Appendix F. Interpenetration of randomly oriented viscous interfaces 164

In interface normal direction, the fluid is envisioned to prevent the interface from

significant opening/closing deformations, accounted for by means of the following

glueing conditions

[[ξn]] = 0 (F.63)

F.4 Specification of eigentraction-based micromechanics

model for viscous interface behavior

As for actual computations, it is beneficial to replace double integrals over all

interface orientations by so-called weighted Stroud sums [6]

ϕ=2π∫

ϕ=0

ϑ=π∫

ϑ=0

• (ϑ, ϕ) sin ϑ dϑ dϕ
4 π

=

no∑

i=1

ωi •i with •i = • (ϕi, ϑi) (F.64)

where ωi with i = 1, 2, ..., no denotes scaler weights related to no specific orienta-

tions, see Tables F.1 and F.2 for orientation angles ϕi and ϑi as well as for weights

ωi related to 15 and to 28 directions, respectively.

Table F.1: 15 Stroud orientations [6]
i ϑi ϕi ωi

1 ϑ1=1.256637 ϕ1=1.017221 1/15

2 ϑ2=1.256637 ϕ2=−1.017221 1/15

3 ϑ3=1.256637 ϕ3=2.124370 1/15

4 ϑ4=1.256637 ϕ4=−2.124370 1/15

5 ϑ5=0.628318 ϕ5=1.017221 1/15

6 ϑ6=0.628318 ϕ6=−1.017221 1/15

7 ϑ7=0.628318 ϕ7=2.124370 1/15

8 ϑ8=0.628318 ϕ8=−2.124370 1/15

9 ϑ9=1.047197 ϕ9=0.364863 1/15

10 ϑ10=1.047197 ϕ10=−0.364863 1/15

11 ϑ11=1.047197 ϕ11=2.776728 1/15

12 ϑ12=1.047197 ϕ12=−2.77672 1/15

13 ϑ13=1.570796 ϕ13=0 1/15

14 ϑ14=1.570796 ϕ14=1.570796 1/15

15 ϑ15=0 ϕ15=0 1/15
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Table F.2: 28 Stroud orientations [6]

i ϑi ϕi ωi

1 ϑ1=0.955316 ϕ1=0.785398 9/280

2 ϑ2=0.955316 ϕ2=−0.785398 9/280

3 ϑ3=0.955316 ϕ3=2.356194 9/280

4 ϑ4=0.955316 ϕ4=−2.356194 9/280

5 ϑ5=1.317534 ϕ5=0.261799 (122+9
√
3)/3360

6 ϑ6=1.317534 ϕ6=−0.261799 (122+9
√
3)/3360

7 ϑ7=1.317534 ϕ7=2.879793 (122+9
√
3)/3360

8 ϑ8=1.317534 ϕ8=−2.879793 (122+9
√
3)/3360

9 ϑ9=1.317534 ϕ9= 1.308996 (122+9
√
3)/3360

10 ϑ10=1.317534 ϕ10= −1.308996 (122+9
√
3)/3360

11 ϑ11=1.317534 ϕ11= 1.832595 (122+9
√
3)/3360

12 ϑ12=1.317534 ϕ12= −1.832595 (122+9
√
3)/3360

13 ϑ13=0.362218 ϕ13= 0.785398 (122+9
√
3)/3360

14 ϑ14=0.362218 ϕ14= −0.785398 (122+9
√
3)/3360

15 ϑ15=0.362218 ϕ15=2.356194 (122+9
√
3)/3360

16 ϑ16=0.362218 ϕ16=−2.356194 (122+9
√
3)/3360

17 ϑ17=0.802728 ϕ17=1.308996 (122−9
√
3)/3360

18 ϑ18=0.802728 ϕ18=−1.308996 (122−9
√
3)/3360

19 ϑ19=0.802728 ϕ19=1.832595 (122−9
√
3)/3360

20 ϑ20=0.802728 ϕ20=−1.832595 (122−9
√
3)/3360

21 ϑ21=0.802728 ϕ21= 0.261799 (122−9
√
3)/3360

22 ϑ22=0.802728 ϕ22= −0.261799 (122−9
√
3)/3360

23 ϑ23=0.802728 ϕ23=2.879793 (122−9
√
3)/3360

24 ϑ24=0.802728 ϕ24= −2.879793 (122−9
√
3)/3360

25 ϑ25= 1.383547 ϕ25=0.785398 (122−9
√
3)/3360

26 ϑ26= 1.383547 ϕ26=−0.785398 (122−9
√
3)/3360

27 ϑ27= 1.383547 ϕ27= 2.356194 (122−9
√
3)/3360

28 ϑ28= 1.383547 ϕ28= −2.356194 (122−9
√
3)/3360
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MECHANICS OF ORGANIC-INORGANIC BIO-INTERFACES – IMPLICATIONS FOR STRENGTH AND 

CREEP PROPERTIES 

Tao Qu, Devendra Verma, Vikas Tomar*, Mehran Shahidi, Bernhard Pichler, Christian Hellmich 

 

From the biological/chemical perspective, interface concepts related to cell surface/synthetic 

biomaterial interface and extracellular matrix/biomolecule interface have wide applications in 

medical and biological technology. Interfaces control biological reactions, provide unique 

organic microenvironments that can enhance specific affinities, provide self-assembly in the 

interface plane that can be used to orient and space molecules with precision etc. Interfaces also 

play a significant role in determining structural integrity and mechanical creep and strength 

properties of biomaterials. Structural arrangement of interfaces combined with interfacial 

interaction between organic and inorganic phases in the biomaterial interfaces significantly 

determines mechanical properties of biological materials, especially the aspect that leads to a 

unique combination of seemingly “in-consistent” properties, such as fracture strength and tensile 

strength both being high - as opposed to traditional engineering materials, which have high 

fracture strength linked to low tensile strength and vice-versa. While there has been a 

tremendous amount of work focused on the effect of structural arrangements on biomaterial 

properties, both experimental and computational studies of the strength, the deformation, and the 

viscosity of the interface itself are limited to just a few systems. Even in such studies, the actual 

interface stress is rarely analyzed, and correlated to the overall material strength. This review 

provides a focused overview of such studies in hard biological materials, but then provides a new 

vision on how the results of interfacial molecular studies could be consistently linked to high –

scale, micromechanics based perceptions of hierarchical biological materials.  

Keywords: Biological, stress/strain relationship, bone, strength, creep 

§1 Introduction 

Biological materials have evolved over millions of years and are often found as complex 

composites with superior properties compared to their relatively weak original constituents. The 

toughness of spider silk, the strength and lightweight of bamboos, self-healing of bone, high 

toughness of nacre, and the adhesion abilities of the gecko’s feet are a few of the many examples 

of high performance biological materials. Hard biomaterials such as bone, nacre, and dentin have 
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intrigued researchers for decades for their high stiffness, toughness, and self-healing capabilities. 

Such biological materials have been reviewed in appreciable detail, in the context of their 

hierarchical structure, material properties, and failure mechanisms.
1-5

 Such hard biological 

materials are not only light weight but also possess high toughness and mechanical strength. In 

particular, such materials combine two properties which are usually quite contradictory, but 

essential for the function of these materials. A unique feature that determines properties of such 

materials is interfacial interaction between organic and inorganic phases in the form of protein 

(e.g. chitin (CHI) or tropocollagen (TC))-mineral (e.g. calcite (CAL) or hydroxyapatite (HAP)) 

interfaces. The volume fraction of the protein-mineral interfaces can be enormous as the mineral 

bits have nanoscale size. For example, in a raindrop size volume of a nanocomposite, the area of 

interfacial region can be as large as a football field.
6
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Figure 1. A schematic of the hierarchical structure of (a) bone and (b) shrimp exoskeleton 

In the structural studies of such biological materials, it is observed that at the mesoscale 

(~100 nm to few µm), the mineral crystals are preferentially aligned along the length of the 

organic phase polypeptide molecules in a hierarchical (e.g. staggered or Bouligand pattern) 

arrangement, Fig. 1.
7-11

 Interfaces are perceived to play a significant role in the stress transfer 

and the consequent improvements in stiffness and strength of such material systems. However, 

how exactly the change in interfacial chemical configuration leads to change in mechanical 

properties in such materials is a big subject of debate. The length scale and complexity of 

microstructure of hybrid interfaces in biological materials makes it difficult to study them and 

understand the underlying mechanical principles, which are responsible for their extraordinary 

mechanical performance. For this reason the governing mechanisms for the mechanical behavior 

for such biomaterials is not understood completely. At the same time such building block level 

understanding is not only important for the evolution of biological materials science but vital to 

the development of bio-inspired materials. One of the most important aspects of understanding 

the influence of interfaces on natural material properties is the knowledge of how stress transfer 

occurs across the organic-inorganic interfaces. Multi-component hierarchical structure of 

biomaterials results in the organic-inorganic interfaces involved at different length scales, i.e., 

between the basic components at the nano-scale, between the mineralized fibrils at the micro-

scale, and between the layers of the multi-layered structures at micro- or macro-scale. While 

considerable progress has been made as concerns elastic, poroelastic, strength, or viscoelastic 

bulk properties from the basic constituent scale up to the macroscopic scale of bone
79-82 

or 

invertebrate exoskeleton
83

, the authors are not aware of any studies that have been able to 

quantify the magnitude of interfacial stress in such materials and its correlation with material 

strength and creep. However, recent progress in materials science and mechanics which we will 

review in the following, brings us very close to identification of the aforementioned interfacial 

properties. The article will then culminate in the probably first bottom-up and top-down 

estimations of interfacial stresses occurring in the extrafibrillar matrix of bone, revealing a 

pronounced thixotropy of this hierarchical biological composite behavior – a property described 

for many material systems
79-83

, but only rarely described in biological materials so far. 
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§2 Understanding Interface Mechanics by means of Molecular Simulations – Review 

Several experimental studies have been performed to understand mechanical behavior of 

bone and similar hard biological materials at nanoscale.
15,27,51-54

 However, till date experiments 

have not yet measured interface strength at the nanoscale interfaces in such materials as a 

function of interface deformation properties. As pointed out in the earlier section, such 

measurements are extremely important for reliable material behavior prediction at macroscale. In 

the absence of such experiments, molecular simulation based models can play an important role 

in predicting interface deformation and interface strength affected material behavior. The 

mechanical behavior of bone with a view to understand the role of TC molecules and HAP 

mineral has been earlier analyzed using experiments, modeling, and simulations based on 

Molecular dynamics (MD) based schemes. Molecular simulation based studies to explicitly 

calculate interface stress in biological materials are limited. Dubey and Tomar 
55

 have performed 

3-D ab initio MD (AIMD) simulations to understand atomic interactions in selected TC-HAP 

interfaces under tensile loading. However, AIMD simulations have limited length scales. Recent 

work by Dubey and Tomar
56-60

, presents a mechanistic understanding of interfacial interactions 

in idealized TC and HAP interfacial biomaterials as a function of hierarchy. A three dimensional 

atomistic modeling framework is developed which combines both organic and inorganic cells 

together to form supercells as shown in Fig. 4. Both tensile and compressive loading directions 

were considered. For failure analysis, TSC model
45,61

 was used to estimate the interfacial shear 

strength and fracture localization zone width.  
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Figure 2. A schematic showing the derivation of PC1, PC2, SC1, and SC2 cells from the 

staggered and layered assembly. In PC1 and SC1 cells, tropocollagen molecules are aligned in a 

direction parallel to the c-axis of hydroxyapatite crystals. In PC2 and SC2 cells, tropocollagen 

molecules are aligned in a direction normal to the longitudinal c-axis of hydroxyapatite super 

cell. Dimensions of hydroxyapatite crystals are approximately the same in all cells. 

Tropocollagen molecules are all shown in multi-color segments and water molecules are shown 

in cyan. 

The analyses confirm that relative alignment of TC molecules with respect to the HAP 

mineral surface such that the interfacial contact area is maximized, along with optimal direction 

of applied loading with respect to the TC-HAP interface orientation are important factors that 

contribute to making nanoscale staggered arrangement a preferred structural configuration in 

such biological materials. The analyses also point out that such an arrangement results in higher 

interfacial strength as well as higher fracture strength. In addition, such TC-HAP nanocomposite 

shows toughening and strain hardening behavior, which is attributed to the reconstitution of 

Columbic interactions between TC and HAP at the interface during sliding. The dominant tensile 

TropocollagenWaterHAP

Primary Cell 1 
(PC1)

Primary Cell 2 
(PC2)

Secondary Cell 1 
(SC1)

Secondary Cell 2 
(SC2)
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failure mechanism at the HAP-TC interface is simply the interfacial separation of TC and HAP 

without significant initial HAP deformation, Fig. 5.   

Figure 3. Tensile and compressive von Mises stress Vs. strain plots as a function of chemical 

environment in the case of (a) supercell Layer 2L loaded in longitudinal direction, (b) supercell 

Level 2T loaded in transverse direction 

The NH3
+ and COO− groups in TC molecules are strongly attracted to the ions in HAP 

surface (Ca
2+

, PO4
3− and OH− ions) (

62
). Since TC is a flexible chain like molecule it elongates on 

applied deformation but cleaves off after the point when it is fully stretched. Such cleavage 

results in local nanoscale interfacial failure. Most biological materials in physiological systems 

contain water as one of their constituents. It has been observed that the presence of water 

molecules in the TC-HAP biocomposites enhanced overall composite mechanical strength (Fig. 

5 (a)), (
57

). This is attributed to water molecule’s affinity for charged surfaces, such as HAP 

surface, (
62

), and NH3
+ and COO− groups in TC, owing to its polar nature and capability of make 

strong hydrogen bonds. As a result, water acts as an electrostatic bridge between HAP surface 

Water

VacuumCalcinated Water

Water

Vacuum

Calcinated Water
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Water

Vacuum

Calcinated Water

Water
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and TC molecules and strengthens the TC-HAP interface. This strengthening especially plays an 

important role whenever there is a relative sliding occurs between HAP surface and TC 

molecules at the interface. Previous studies have shown that hydration has a stabilizing effect on 

the collagen triple helix
63

, and solvated TC molecule requires more energy to untie from the 

HAP surface.
64

 Similar interaction behavior of water at protein-mineral interface is found in 

nacre as well.
65,66

 It also acts as glue between TC-TC interactions
67

, and thereby, delays the 

failure of the overall system. Another interesting finding emerged out of a comparison between 

stress-strain curves for two different hierarchical levels is that the failure of such biocomposites 

is predominantly strain dependent and not a function of ultimate strength. 

Bone diseases such as Osteogenesis Imperfecta are marked by extreme bone fragility and are 

associated with point mutations in the tropocollagen molecule. Also, there is been a debate as to 

whether the HAP crystals in bone tissues are plate shaped or needle shaped. Hence, a further 

investigation into the effect of change in mineral crystal shape and effect of change in TC residue 

sequences on the mechanical strength of TC-HAP biomaterials was performed. Results show that 

TC-HAP interface shear strength increases as the side group complexity and heterogeneity of 

residues increases in the TC-HAP nanocomposite, and the plate shaped crystals are overall better 

in resisting load as compared to needle shaped HAP crystals case.
68

 However, the effect of 

change in mineral crystal morphology has a stronger effect on the mechanical strength of the TC-

HAP biocomposites, as compared to change in TC residue sequences.
60

 This suggests that 

probably mutations in TC manifest its effect by changing the mineral crystal morphology and 

distribution during nucleation and growth period over the lifetime of the animal.  

 

§3 Molecular Mechanics targeting at interface stresses – novel results 

  

While the studies discussed so far have focused on role of interface related mechanisms in 

determining overall mechanical deformation properties, the real aspect of stresses at interfaces 

while the mechanical deformation is going on still remains unaddressed. As pointed out earlier, 

important questions are: For a given peak tensile strength of a given material how much is 

attributed to interface strength? What is the contribution of interface sliding in time dependent 

deformation observed in a simple tension test of a given material sample? Recently simulation 

performed by Qu and Tomar
44

 have pointed out some important aspects in answering such 
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questions. Figure 6 shows a schematic of the type of interfacial systems analyzed. CHI and TC 

molecules are embedded in-between CAL and HAP platelets, respectively. Such interfaces are 

then deformed under tensile and shear modes using established non-equilibrium molecular 

dynamics (NEMD) and steered molecular dynamics (SMD) schemes with focus on measuring 

their shear strength in two separate deformation modes. 

Figure 4. A schematic showing configuration of TC-HAP and CHI-CAL interfaces analyzed 

In order to analyze the effect of hydration on interface stress, water (WT) molecules are 

added to the interface region. The interface separation in Figs. 3-(c) and 3-(d) is chosen so as to 

have one layer of TC (or CHI) molecules in the interface region. Due to computational 

infeasibility of performing atomistic analysis of supercells with full-length TC (or CHI)

molecules, only a segment of TC (or CHI) full-length molecule is used in the supercells. Stress-

strain curve information is generated based on the well-known virial stress formulation using 

NEMD simulations. There are 2 loading directions (Fig. 6): direction along the molecule length 

(x-axis) and direction transverse to molecule length (y-axis). The simulated supercells are

divided into slabs and three diagonal components of the pressure tensor in each slab are given in 

output, Fig. 7. The virial stress tensor of each slab and the overall system at the end of the 

equilibration is recorded as the stress tensor up to the point 20 % strain is achieved. The 

procedures make it possible to estimate how the measured stress of the loaded material system is

!"#$%!&#$%

!'#$% !(#$%
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distributed inside its interfacial regions and the stress between the interfaces can be obtained 

according to the behavior of the corresponding slab of the simulation system, Fig. 7-(b).   

 

Figure 5. (a) A schematic showing of loading condition of the interfacial material system, (b) 

stress-strain curve for each slab of the system from the bottom to the top layer. 

NEMD simulations using the procedure shown in Fig. 7 predict interface strength by way of 

measuring stress-strain behavior of a thin block of atoms that are contained in the interfacial 

region. Such simulations cannot predict the effect of interface strength on interface separation 

mechanism. In order to understand such SMD simulations are performed. SMD simulations in 

the constant speed mode
69

, were used to pull out the upper inorganic crystals (HAP or CAL) 

from the substrate inorganic crystals (HAP or CAL) in order to replicate the interfacial sliding 

process. Similar to the case of NEMD simulations, there are 2 loading directions: direction along 

the molecule length (x-axis) and direction transverse to molecule length (y-axis). SMD force was 

applied to the center of mass of upper inorganic crystals in a chosen direction. The organic 

molecules (TC or CHI) and water molecules in the interface region were not under constraint. 

The substrate inorganic crystals were fixed on the bottom. In order to quantify the interface 

sliding process and failure in the interface region, a viscoplastic model
70

, for interfacial sliding is 

introduced. The viscoplastic failure of the interfaces relates to the applied shear stress, τ, and to 

the shear velocity gradient (rate of shear deformation), 
V

d

∂

∂
, after the yield stress, τ0, is reached, 

as 
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0

V

d
τ τ µ

∂
= +

∂
 .                                                          (1) 

Here, µ is the shear viscosity of interfacial sliding and d is defined in Fig. 8.  

Figure 6. (a) SMD force and displacement of the SMD structure as a function of time with a 

schematic showing of loading condition of the SMD in constant force pulling mode, (b) curve 

fitting of the MD data with the viscoplastic model, (c) velocity profile at different time steps. 

In order to study the effect of shear rate on the viscous behavior of the interfacial systems, 

different magnitude of force increment was only applied to the HAP-TC-HAP (and CAL-CHI-

CAL) system with one layer of TC (and CHI) molecules due to the limited space to perform the 

interfacial sliding with different shear rate. The shear viscosity of the HAP-HAP interface (Fig. 

6) is calculated as 0.0232 Pa s. The viscosity of the slurries of HAP was reported as ~0.01 – 1.6 

Pa s earlier by  experiments performed
71

, and the viscosity of montmorillonite hydrate was 

reported as ~0.008 Pa s by MD simulations.
72

 The thickness of the interface region, d, can be 

determined from the plot. The yield shear stress, τY, is calculated from the critical force, F0, 

obtained by the curve fitting, and the interfacial area, A. The failure shear stress, τF, is calculated 

from the interface separation force divided by the interfacial area, A.  
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Shear stress plays an important role in the failure of examined TC-HAP and CAL-CHI 

composite supercells. The lower and the upper bound of the shear strength of the interfacial 

material systems with organic interfaces or water interfaces could be defined by the yield shear 

stress, τY, and the failure stress, τF, which are used to characterize the plastic shear deformation, 

where τY< τF. Fig. 9-(a) displays the yield shear stress (τY) calculated suing SMD, failure stress 

(τF) calculated using SMD, interfacial shear strength of each of the TC-HAP interfacial material 

system shown in figure calculated using NEMD (σ1), shear strength of the organic TC phase 

region (or region of HAP cells with WT) (σ3) calculated using NEMD, and tensile mechanical 

strength of the organic phase region (or region of HAP cells with WT) (σ4) calculated using 

NEMD, as a function of the interfacial components.  

 
(b)

(a)
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Figure 7. Stress, Young’s modulus and effective viscosity as function of interfacial structures in 

the case of  (a) TC-HAP interfaces and (b) CAL-CHI interfaces. 

 

Fig. 9-(a) also compares effective viscosity and Young’s moduli as a function on type of 

interfaces. The HAP supercell consists of two HAP cells placed over each other separated by 

layer distance corresponding to PO4 using in planes (7.5 Angstroms). The WT supercell consists 

of the same HAP supercells but with now water molecules separating the two. Fig. 9-(b) shows 

similar results in the case of CHI-CAL interfaces. In this case, the CAL supercell consists of two 

CAL cells placed over each other separated by layer distance corresponding to PO4 using in 

planes (9.4 Angstroms). The WT supercell consists of the same CAL supercells but with now 

water molecules separating the two.  

Perhaps not surprisingly, the behavior of the two types of interfacial systems is quite similar 

to each other. The shear strength of organic phase (green line, σ3) lies around the lower bounded 

line of the yield shear stress (blue dotted line, τY). The organic phases is the main contributor of 

the interfacial shear strength based on Fig. 9-(a) where the interfacial  shear strength (grey line, 

σ1) matches closely with, sometimes a little higher than, the shear strength of the organic phases 

(green line, σ3). However, it is always below the upper bounded line defined by the failure stress 

(red dotted line, τF) which initiating the “catastrophic failure” of the interfaces. The mechanical 

strength of the organic phases (yellow line, σ4) usually lies between the lower and upper bounded 

line because shear deformation is usually the main contributor of the mechanical behavior of 

organic phases. Those points which are beyond the upper bound are in the cases of the hydrated 

organic interfaces (i.e. TC-WT or CHI-WT). This could be attributed to the much higher 

contribution of the shear interaction to the overall behavior as well as the higher shear viscosity 

of the interfacial material systems.  

Whatever differing mechanisms observable in the different investigated systems, all 

interfacial shear viscosities reported for the HAP-TC-HAP system are on the order of 10
-2

 Pa s. 

The question arises whether this value is realistic – or how it may be checked or validated by 

independent computational or experimental results. This is dealt with next. 
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§4 Continuum micromechanics top-down access to interface viscosity of HAP-water-HAP 

system  

 

In a series of papers
79-82

, it has been shown how “universal” mechanical properties of bone’s 

elementary constituents (hydroxyapatite, collagen, water with non-collagenous organics), their 

“universal” interaction patterns across multiple length scales, and corresponding “universal” 

composition rules for extracellular bone matrices allow for the prediction of the large variety of 

mechanical properties of different bone tissues observed at the macroscopic scale. In this 

context, the viscoelasticity of interface-penetrated extrafibrillar mineral clusters (see Figure 8© 

for the mineral cluster phases, where each of them is envisioned as interface-penetrated 

continuum as seen in Figure 9) were identified from downscaling of different, independent 

macroscopic creep  tests: they can be characterized by Kelvin-Voigt parameters: a viscosity of 

η
KV

= 1.34 × 10
5
 GP.s, and spring constant of 

KV
µ  = 179 MPa. We here expand on how to 

further downscale this bulk viscosity value further, to the level of the individual interfaces 

(appearing as phases in Figure 9). 
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Figure 8. Micromechanical representation of bone material by means of a six-step 

homogenization scheme
80
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Therefore, we employ the recently established matrix-interface representation of hydrated 

creeping materials depicted in Figure 2
84

. Such materials are transversely isotropic, exhibiting 

the following creep function tensor 

 

 

Figure 9.  2D flat, parallel, spherical interfaces embedded in a linear elastic solid matrix; 2D 

sketch of a 3D representative volume element  
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I
vol

 and 
 

I
dev

 denote the volumetric and the deviatoric part of the symmetric fourth-order 

identity tensor. Analogy between this matrix-interface creep function and the standard Kelvin-

Voigt creep function, reveals the following identities,  

 

  !
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s
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)

#$("−ν
s
)
, η

KV
=
%aη

i

&πd
⇒ η

i
=
&πdη

KV

%a
                            

(4) 

 

Accounting, in addition, for the shear modulus and the Poisson’s ratio of hydroxyapatite, µ
s

= 44.9 GPa and 
  !
ν

s
= ".#$ , yields the interface density parameter as d = 0.271 and the interface 

viscosity as 
i

η = 1.83× 10
12

 GPa
.
s

.
m

-1
. In order to finally retrieve the bulk viscosity related to the 

fluid within the interfaces, we multiply 
i

η !by the interface thickness of 1 nm, yielding 
WT

η = 1.83

× 10
12

 Pa.s. This value is by 14 orders of magnitude larger than the corresponding value obtained 

from the MD simulations. 

 

How can this be explained? The most straightforward answer relates to the sliding speed of 

the involved crystals, with the water interface in between: The MD-based dislocation speed 

amounts to 4× 10
1
 m/s, while the typical interface dislocation speeds can be determined from 

relaxation experiments carried out in the framework of three-point bending tests on bone
91

. The 

initial maximum normal stress in these tests amounts to 32.6 MPa 
81

. The corresponding 

maximum shear stresses act in planes that are inclined by 45
o
 with respect to the cross-sections 

of the beam, and they are by a factor of 2 smaller than the maximum normal stress
88

, i.e. 

maximum shear stresses amount to 16.3 MPa and they refer to the tissue scale. Typical stress 

concentration factors from the tissue scale down to the mineral scale range from 1.5 to 2.8 

90,89,14,80
. This yields matrix-interface composite-related shear stresses ranging from 24 MPa to 

45 MPa. At the time instant of sudden loading, microscopic interface shear tractions T are equal 

to the shear stresses imposed on the matrix-interface composite, at the time instant of sudden 

loading
84

. The interface tractions T are related to dislocation rates 
  [
ɺξ]via the following viscous 

interface law 
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T =η
i
[ ɺξ] ⇒ [ ɺξ]=

T

η
i

                                          (5) 

Eq. (5) specified for interface tractions T ranging from 24 MPa to 45 MPa and for the interface 

viscosity amounting to 
i

η = 1.83× 10
12

 GPa
.
s

.
m

-1
 suggests that the maximum dislocation rates 

range from 5.3× 10
-15

 m/s to 8.3× 10
-15

 m/s, and this is by 16 orders of magnitude smaller than 

the dislocation rate in the MD simulations. The effect of such huge difference in corresponding 

shear rates felt by the viscous fluid inside the interfaces qualifies as the main candidate for 

explaining the viscosity changes: In fact, it is experimentally known for a number of different 

materials 
85, 86, 87

,
 
that increasing shear rates lead to decreased viscosities (or thinning) of viscous 

materials. Hence, the mismatch between MD and downscaled results for the viscosity of water 

trapped between hydroxyapatite crystals does not reveal any fundamental shortcomings of any of 

these methods, but rather elucidates the low speed-enhanced, very “glassy” state of the water 

interfaces under physiological loading conditions.  

 

§6 Comparison of MD results to experimental interface data 

,The viscosities obtained form our MD simulaitons are is much lower than the experimental 

results; those could be on the order of 10
5
 Pa s 

73,74
 for the material of collagen gels. The much 

higher shear rates in MD simulation lead to the measured lower viscosity values. Considered as 

the Newtonian fluid behavior, the shear rate (γ!) dependency of the viscosity (µ) of polymeric 

molecular structure is quite sensitive, i.e. increasing sharply as the shear rate decreases.
75,76

  Due 

to the computational capability of MD simulation, different shear rates varying from 10
7
 to 10

9
 

1/sec were performed on the HAP-TC-HAP system with one layer of TC molecules. Fitting with 

the widely used power law relation  

                                                                    µ = B ɺγ n−1 ,                                                            (2) 

with the parameters B=42.49 Pa s and n=0.7034, however, it is still not enough to capture the 

full picture of the viscosity-shear relationship because shear rate is still much higher than that 

used in creep or stress relaxation experiments (i.e. 10
-6

 to 10
-2

 1/sec 
75,77

 which is too low to be 

generated using MD simulation). The current study reports the viscous behavior of the bio 

interface systems at the infinite shear rate which can be used to estimate the properties beyond 



Appendix G. Mechanics of organic-inorganic bio-interfaces – Implications for strength

and creep properties 184

18

the observation range together with the material intrinsic property, i.e. zero-shear viscosity, µ0, 

using the extrapolation methods, such as the cross model 
75,77

,  

0

1 ( )mC

µ µ
µ µ

γ
∞

∞

−
= +

+ !
. (7) 

Where µ ∞ is the infinite shear viscosity obtained from the MD simulation, C is the cross time 

constant and m is known as the cross rate constant. With the viscosities of collagen materials at 

the lower shear rate from previous studies
73,74,78

 and our infinity shear rate viscosity, the cross 

model parameters are obtained as C=3845.7 s and m=2.002. Fig. 10 displays the viscosity versus 

shear rate behavior as a plot of log(µ) versus log(γ!). The cross model extrapolation captures the 

significant shear thinning behavior of the material within the low shear rate region and gives the 

idea of upscaling the MD viscosity results with the decreasing of the shear rate. The overall shear 

rate dependent viscous behavior of the material is predicted with the combination of the cross 

model and MD simulations.  

 

Figure 10. Plot showing viscosity as a function of shear rate 

§5 Summary 
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Hard biological materials such as nacre, bone, and marine crustacean exoskeletons exhibit 

remarkable mechanical performance despite the fact that they are made up of relatively weaker 

constituents. In terms of the underlying mechanical principles for structural design of such 

materials, quite a few have been suggested. For example, one principle is the alignment of 

mineral-protein interfaces along the loading directions. MD study of TC-HAP biomaterials 

shows that a composite is best poised to handle the load if the protein molecules are in contact 

with mineral crystals having their longitudinal axis parallel to the mineral surface and along the 

loading direction of the composite. Second principle is the staggered arrangement of hard 

mineral crystals in soft protein matrix, leading to a unique mechanism of load transfer where 

crystals bear the normal load and protein transfers the load via shear. Third principle is that the 

failure of such polymer-ceramic type composites is dominantly peak strain dependent instead of 

peak strength. Also, presence of moisture at the interface enhances the stability and strength of 

such biomaterials by supporting the cross linking mechanism due to polar nature of water 

molecule.  

One common feature which strongly stands out in most hard biological materials structures 

presence of interfaces at multiple levels of hierarchy. It seems that nature has designed these 

interfaces for optimum multifunctional performance during the course of evolution. Interfacial 

forces play key role during deformation and failure of such biomaterials. Inorganic phases in the 

material systems carry the uniaxial tensile loading while the organic phases mainly carry the 

shear loading. Organic interfacial systems exhibit plastic shear deformation, the yield and failure 

shear stress define the lower and higher bound of the interfacial strength. Shear viscosity of the 

interfacial systems shows a highly shear rate dependent behavior, however, the full picture of 

this behavior cannot be captured using MD simulation without the assistance from experimental 

technique and the extrapolation estimation. Interfacial interaction between the soft phase and 

hard phase is responsible for redistribution of stresses and directly affects the toughness and 

strength of the natural materials. Further, the design of the organic-inorganic interface along with 

the critical length of mineral constituent also contributes potentially in strengthening the 

biomaterials against failure and in affecting their overall mechanical performance.  
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[20] F. Cordobés, J. Muñoz, and C. Gallegos. Linear viscoelasticity of the hexago-

nal liquid-crystalline phase of a surfactant non ionic/hydrocarbon/water sys-

tem. Journal of Colloid and Interface Science, 187(2):401–417, 1997.

[21] L. Eberhardsteiner, Ch. Hellmich, and S. Scheiner. Layered water in crystal

interfaces as source for bone viscoelasticity: arguments from a multiscale

approach. Computer Methods in Biomechanics and Biomedical Engineering.

Available online at [DOI: 10.1080/10255842.2012.670227], 2012.

[22] J. C. Arnold and N. P. Venditti. Effects of environment on the creep prop-

erties of a poly(ethylmethacrylate) based bone cement. Journal of Materials

Science: Materials in Medicine, 12(8):707–717, 2001.

[23] N. Sasaki, Y. Nakayama, M. Yoshikawa, and A. Enyo. Stress relaxation

function of bone and bone collagen. Journal of Biomechanics, 26(12):1369–

1376, 1993.

[24] P. Acker and F. . Ulm. Creep and shrinkage of concrete: Physical origins and

practical measurements. Nuclear Engineering and Design, 203(2-3):143–158,

2001. Cited By (since 1996): 35.

[25] T. G. Lombardo, N. Giovambattista, and P. G. Debenedetti. Structural and

mechanical properties of glassy water in nanoscale confinement. Faraday Dis-

cussions, 141:359–376, 2009.

[26] J. Berghausen, J. Fuchs, and W. Richtering. Rheology and shear orientation

of a nematic liquid crystalline side-group polymer with laterally attached

mesogenic units. Macromolecules, 30(24):7574–7581, 1997.

[27] W. Brostow, N. A. D’Souza, J. Kubát, and R. Maksimov. Creep and stress

relaxation in a longitudinal polymer liquid crystal: Prediction of the temper-

ature shift factor. Journal of Chemical Physics, 110(19):9706–9712, 1999.

[28] R. H. Colby, L. M. Nentwich, S. R. Clingman, and C. K. Ober. Defect-

mediated creep of structured materials. Europhysics Letters, 54(2):269–274,

2001.
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