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Abstract

Graphene (Gr) is a two-dimensional allotrope of carbon consisting of a single layer of

carbon atoms in a honeycomb arrangement with unique electronic properties due to the

special character of its electronic structure. The strong σ-bonds of graphene are re-

sponsible for stability of the lattice structure while the π-bonds determine the transport

properties and the low-energy electronic structure, which show linear dispersion near the

Fermi level at particular points in the Brillouin zone (Dirac points). The isolation of

graphene in 2004 has led to a remarkable surge of interest in the scientific community. It

was originally produced by exfoliation but high quality graphene sheets of large size can

be produced via epitaxial growth on metal substrates. Moreover, graphene supported on

a ferromagnetic material, such as nickel, has been proposed as a promising system for

spin-filtering devices. In addition, moiré forming graphene grown on transition metals

with large lattice mismatch forms suitable templates for the growth of regular arrays of

nano-sized entities, such as metallic clusters, which offers potential applications for nan-

otechnology. However, the interaction of graphene with a metallic surface is still not well

understood on a fundamental level. Experimentally the Gr-metal interaction has either

been classified as “weak” interaction, e.g. on Au, Ag, Cu, and Ir with merely shifted

graphene π-bands, or as “strong” interaction, e.g. on Ni, Co, Rh and Ru, with strongly

perturbed graphene π-bands compared to free-standing graphene.

In this thesis, density functional theory (DFT) calculations of different Gr-metal sys-

tems are presented, reflecting the various interactions at the Gr-metal interfaces. For these

systems it is crucial to include long-range van der Waals (vdW) interactions. Commonly

used (semi-)local functionals based on the local density approximation or the generalized

gradient approximation, which lack vdW interactions, have to be augmented either by

force-field or density dependent corrections (vdW-DF functional). A systematic evalu-

ation of many-body interactions, which naturally include vdW, can be achieved on the

basis of the adiabatic-connection fluctuation-dissipation theory in the random phase ap-

proximation (RPA). As shown in the present thesis, for graphene on Ni(111) the vdW-DF

functionals can be tuned to reproduce the highly accurate, but also computationally very

demanding RPA calculations. The calculations show that even for the “strongly” inter-
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acting systems such as Gr/Ni(111), the adsorption energies are in the typical range of

physisorption. Two minima of the adsorption energy are present: one “physisorption”

minimum at a typical vdW distance of about 3-4 Å and another “chemisorption” mini-

mum in the proximity of the surface at 2.2 Å.

Additionally the calculations show significant influence of the substrate on the growth

of the graphene sheet: while single vacancies and Stone-Wales defects yield high formation

energies in free-standing graphene, the presence of the nickel substrate stabilizes the

defects and lowers the energetic barriers to heal the defects.

Despite the small lattice mismatch Gr/Ni(111) does not only grow epitaxially, but

scanning tunneling microscopy (STM) measurements also indicate the presence of a ro-

tated graphene phase. This can be explained on the basis of DFT calculations, which

show that the presence of a nickel surface carbide Ni2C phase leads to a weakly coupled

graphene layer.

In contrast to Gr/Ni(111), graphene on Ir(111) is characterized by a weak interaction

and a large lattice mismatch leading to a moiré structure with large Gr-substrate distance

and a small corrugation of graphene. Neither atomic force microscopy (AFM) nor STM

can unambiguously assign the minima and maxima in the moiré, e.g. the measured con-

trast in AFM depends on the proximity of the probing tip to the graphene surface. The

DFT calculations allow to identify the correct assignment of minima and maxima and to

trace the origin of the contrast inversion.

The role of the mismatch versus chemical interaction is highlighted in a study of

an artificially modified system obtained by the intercalation of a strongly interacting

nickel monolayer at the weakly interacting Gr/Ir(111) interface. The intercalation leads

to a pronounced buckling of graphene due to locally strongly enhanced Gr-substrate

interactions for specific adsorption configurations. An analysis of the intercalation process

shows that the diffusion of nickel atoms through graphene is facilitated by vacancies in

the graphene sheet and the intercalated nickel atoms agglomerate at the step edge.

In the opposite example, the intercalation of a weakly interacting material (Ag) in

a strongly interacting Gr/Re(0001), the intercalated layer diminishes the interaction

strength as seen in a reduced buckling. The calculation of the electronic structure reveals

that the graphene layer is not completely decoupled but hybridizes with silver d-states.
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Zusammenfassung

Graphen (Gr), eine zweidimensionale Modifikation von Kohlenstoff, besteht aus einer

einzelnen Lage bienenwabenförmig angeordneter Kohlenstoffatome. Wegen seiner speziel-

len elektronischen Struktur hat es einzigartige elektronische Eigenschaften. Während die

starken σ-Bindungen für die Festigkeit der Gitterstruktur verantwortlich sind, bestimmen

die π-Bindungen die Transporteigenschaften und die elektronische Struktur bei geringen

Energien durch eine lineare Dispersion der Energiebänder in der Nähe des Ferminiveaus

an speziellen Punkten der Brillouin Zone (Dirac-Punkte). Zusätzlich könnte Graphen auf

einer ferromagnetischen Oberfläche wie Nickel ein aussichtsreiches Spinfiltersystem bilden.

Darüber hinaus sind Graphen-Moiré-Strukturen die bei Systemen mit großer Gitterfehl-

anpassung vorkommen, gut geeignet um Nanopartikel, wie metallische Cluster, in einer

periodischen Anordnung herzustellen, wodurch sich auch Anwendungen in der Nanotech-

nologie ergeben könnten. Die Wechselwirkung zwischen Graphen und einer metallischen

Oberfläche ist aber noch nicht ausreichend erforscht und wird von experimenteller Seite

entweder als “schwache” Wechselwirkung wie z.B. auf Au, Ag, Cu, und Ir klassifiziert,

wobei die π-Bänder von Graphen nur etwas verschoben sind, oder als “starke” Wech-

selwirkung auf Ni, Co, Rh und Ru, durch die die Graphen π-Bänder stark modifiziert

werden.

In dieser Dissertation werden Dichtefunktionaltheorie (DFT) Rechnungen für Gr-

Metall Systeme vorgestellt, um den Einfluß der verschiedenen Wechselwirkungen in Gr-

Metall Grenzflächen aufzuzeigen. Für all diese Systeme ist die Berücksichtigung von van

der Waals (vdW) Wechselwirkungen extrem wichtig. Die am häufigsten verwendeten

(halb-)lokalen Funktionale, basierend auf der lokalen Dichtenäherung und der Gradien-

tennäherung, beinhalten keine vdW Beiträge und müssen daher um kraftfeldartige (Grim-

mekorrekturen) oder dichteabhängige Beiträge (vdW-DF Funktional) erweitert werden.

Eine natürliche Einbeziehung der vdW Wechselwirkungen kann aber am besten durch ei-

ne direkte Berechnung der Vielteilchen-Wechselwirkungen erreicht werden, z.B. mit Hilfe

der adiabatic-connection fluctuation-dissipation theory in der random phase approximation

(RPA). Die Ergebnisse der sehr genauen, aber auch sehr rechenintensiven RPA Methode

die zeigen, dass die Adsorptionsenergien auch für “stark” wechselwirkende Systeme wie
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Gr/Ni(111) im Bereich von Physisorptionsenergien liegen, können auch durch optimierte

vdW-DF Funktionale reproduziert werden. Für Gr/Ni(111) gibt es zwei Minima in den

Adsorptionsenergien: Ein “Physisorptions”-Minimum in einem typischen vdW Abstand

von etwa 3-4 Å, und ein “Chemisorptions”-Minimum bei einem kleinerem Gr-Ni Abstand

von etwa 2.2 Å.

Außerdem zeigen die Rechnungen einen eindeutigen Einfluss des Substrats auf das

Wachstum von Graphen: Während einzelne Leerstellen und Stone-Wales Defekte in frei-

stehendem Graphen eine hohe Bildungsenergie aufweisen, werden diese Defekte durch

das Nickelsubstrat stabilisiert und die Energiebarrieren zur Ausheilung der Defekte stark

reduziert.

Obwohl die Gitterkonstanten von Graphen und Nickel sehr ähnlich sind, wurden

in Rastertunnelmikroskop (RTM) Experimenten nicht nur epitaktisches Wachstum von

Gr/Ni(111), sondern auch verdrehte Graphenphasen beobachtet. Dies konnte durch das

Auftreten eines Nickel-Oberflächenkarbids erklärt werden, auf dem DFT Rechnungen nur

noch sehr schwache Graphen Bindungen zum Substrat zeigen.

Im Gegensatz zu Gr/Ni(111) ist Gr/Ir(111) durch eine große Gitterfehlanpassung und

eine schwache Wechselwirkung gekennzeichnet, was zu einer Moiréstruktur mit großem

Gr-Substrat Abstand und einer kleinen Korrugation von Graphen führt. Die Maxima

und Minima in der Moiréstruktur können weder mit Rasterkraftmikroskopie (RKM) noch

RTM eindeutig zugeordnet werden. Zum Beispiel hängt der gemessene Kontrast in RKM

von dem Abstand zwischen Spitze und Oberfläche ab. Die richtige Zuordung und der

Grund für das Auftreten einer Kontrastumkehr können anhand von DFT Rechnungen

identifiziert werden.

Die Bedeutung der Gitterfehlanpassung im Verhältnis zur chemischen Wechselwirkung

wird mittels eines künstlich modifizierten Systems untersucht, das durch die Interkalation

einer stark wechselwirkenden Nickellage in die Gr/Ir(111) Grenzfläche hergestellt wur-

de. Durch die lokal verstärkte Gr-Substrat Wechselwirkung in spezifischen Bereichen des

Moirémusters, ist Gr/Ni/Ir(111) sehr stark gewellt. Eine Analyse des Interkalationsprozes-

ses zeigt, dass die Diffusion von Nickelatomen durch das Graphen hindurch von Fehlstellen

ermöglicht wird und sich die Nickelatome an Stufenkanten ansammeln.
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Im umgekehrten Fall der Interkalation eines schwach wechselwirkenden Materials - Ag

- in eine stark wechselwirkende Grenzfläche - Gr/Re(0001) - wird zwar die Wechselwir-

kung zwischen Graphen und Substrat vermindert, was zu einer kleineren Welligkeit führt,

die Berechnungen der elektronischen Struktur lassen aber erkennen, dass Graphen nicht

vollständing vom Substrat entkoppelt ist, sondern noch mit Silber d-Zuständen hybridi-

siert.
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0.1 Motivation and Outline

The most exciting phrase to hear in science, the one that heralds the most

discoveries, is not “Eureka!” (I found it!) but “That’s funny ...“

– Issac Asimov (1920-1992)

Probably every one who is capable of writing with a pencil has already produced lots of

(multi-layer) graphene in his life. Although pencil cores are called ”lead“1 and also the

German word for pencil ”Bleistift“ allows the assumption that pencils are made of lead,

graphite is the actual material pencil cores are made of. Graphite is formed by the stacking

of identical layers, where in each layer carbon atoms are arranged in a honeycomb lattice.

A stack of multiple layers is naturally formed by pressing a pencil against a sheet of paper.

But it took more than 400 years to isolate a single sheet of graphite, called graphene, which

was not expected to exist due to its two-dimensional nature [1]. It was rather serendipity

than premeditation that led to the discovery with far-reaching consequences. The original

production of graphene was merely based on a repeated peeling of highly oriented pyrolytic

graphite with a scotch tape. For the isolation and further groundbreaking experiments

with graphene, Konstantin S. Novoselov and Andre K. Geim awarded the Nobel Prize in

Physics in 2010. In fact, a similar method proposed in 2012 [2] uses a pencil lead to make

few-layer graphene in a fast and low cost production with high yield.

The unique electronic and mechanical properties of graphene and many potential ap-

plications initiated enormous amounts of scientific activities [3–5]. The crystallographic

quality of graphene is high and it is stable under ambient conditions despite its true

two-dimensional nature. Moreover it has a very unusual electronic structure – the π and

π∗-bands touch at a single point in the Brillouin zone, and show a linear dispersion rela-

tion close to this so-called Dirac points. This specific dispersion relation mimics that of

massless fermions in quantum electrodynamics, except that the so-called Dirac fermions in

graphene move with the Fermi velocity vF instead of the speed of light c. Because of this

relativistic behavior graphene shows an anomalous quantum Hall effect [3, 6]. Further-
1An enormous deposit of solid graphite (the only one ever found in solid form) was discovered in

Borrodale, England in the 16th century and was misleadingly thought to be a form of lead and therefore

called plumbago.
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more, a high mobility and low conductivity as well as extraordinary mechanical properties

make it interesting for applications in electronic devices, solar cells, display screens etc.

Chapter 1 gives a brief introduction to the properties of graphene.

While the production of graphene via mechanical exfoliation methods is a time-

consuming process where only small sample sizes can be achieved, large graphene sheets of

high-quality can be obtained by the epitaxial growth of graphene on metals. However, the

interaction with a substrate can decisively change the electronic properties of graphene.

A detailed understanding of the Gr-metal interaction is crucial, e.g. for the coupling of

graphene on metal substrates in nanoscale electronic devices, but is still missing at the

current state of research. From an experimental point of view the interaction was either

described as “weak” – for almost unperturbed graphene π-bands, or as “strong” – for

clearly perturbed graphene π-bands [7]. The d-band model is often stressed to give an

idea why the interaction on some metals is stronger than on others, but cannot cover

the whole physics behind. Therefore, a well-founded theoretical analysis is required to

reveal the physics of Gr-metal interactions. Basic concepts of the Gr-metal interaction

are discussed in section 1.5.

A theoretical treatment of graphene on metal surfaces must provide an accurate

description of both, the surface and the complex Gr-metal interactions. Solving the

Schrödinger equation for the full many-body wave function is in practice impossible for

a system with a particle number N of the order N ≈ 1023 [8]. In solid state physics

and surface physics, density functional theory is the most widely used method because

it combines computational efficiency with a reasonable accuracy (e.g. of total energies).

In DFT one uses the electron density instead of the full many-body wave function and

maps the problem of interacting electrons onto a system of non-interacting electrons in an

effective potential [9]. In principle the ground-state energies are exact in DFT, however

all is hidden in the exchange-correlation functional Exc, which is not known exactly but

must be approximated. While bulk systems with delocalized electrons are in general well

described in the local density approximation (LDA), the generalized gradient approxi-

mation (GGA) gives better results for systems with strongly varying electron densities

such as surfaces or molecules. However, both approximations are lacking non-local con-

tributions, which are important for the systems covered in the present work. Different
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approaches have been suggested to include non-local van der Waals (vdW) interactions in

the framework of DFT, e.g. force-field corrections, vdW-DF functionals, or the random

phase approximation (RPA) which goes beyond DFT and gives highly accurate energies

but comes along with a high computational demand. The theoretical methods used in

this work are presented in chapter 2.

In this thesis, DFT calculations are performed to study various Gr-metal systems. In

chapter 3 the interaction for graphene adsorbed on Ni(111) is discussed. The potential

use as a spin-filtering device and the almost perfect lattice matching makes this system

interesting for applied research as well as a perfect model system to study the Gr-metal in-

teractions. Gr/Ni(111) has been usually classified as strongly interacting system, because

graphene π-bands hybridize with nickel d-states. However, RPA calculations reveal that

although graphene is chemisorbed on Ni(111), the adsorption energies are in the range of

physisorption. Common (semi-)local functionals fail to describe this system but an opti-

mized vdW-DF functional can reproduce the RPA calculations allowing the treatment of

larger systems which is computationally not feasible with RPA.

Intrinsic point defects have low equilibrium concentrations in free-standing graphene

due to high formation energies. The influence of a substrate on the stability of single

vacancies and Stone-Wales defects is studied in chapter 4. The presence of a substrate

significantly lowers the formation energies and the barriers to heal the defects.

Because of the small lattice mismatch, graphene usually grows epitaxially on Ni(111).

However in STM experiments, also moiré structures were observed, indicating a rotated

graphene phase on nickel. DFT calculations presented in chapter 5 show that the presence

of surface nickel carbide Ni2C leads to a weakening of the Gr-Ni interaction enabling

different rotation domains.

Contrary to Gr/Ni(111), graphene is weakly adsorbed on Ir(111) where the linear dis-

persion of the graphene π-band is restored [10]. A large lattice mismatch leads to a moiré

pattern with a small graphene corrugation [11]. While the assignment of the topographic

features is hindered by an experimentally observed contrast inversion in AFM/STM mea-

surements, the DFT calculations allow to identify the correct structure and to trace the

origin of the inversion (chapter 6).

In chapter 7 the strongly interacting nickel is intercalated in Gr/Ir(111) to study
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an artificially lattice mismatched Gr/Ni interface. vdW-DFT calculations yield a large

buckling of Gr/Ni/Ir(111) due to a modulated interaction strength depending on the local

adsorption configuration. The intercalation mechanism comprises two steps: diffusion of

nickel through the graphene film enabled by vacancy sites and subsequent diffusion to the

step edges.

The reverse case of a weakly interacting material (Ag) intercalated in strongly inter-

acting Gr/Re(0001) is topic of chapter 8. Despite the fact that the intercalation of the

noble metal leads to a decoupling with a recovered Dirac cone, there are still signs of an

interaction between graphene and the substrate in terms of a band gap in the graphene

π-band.

In summary, the manifold interactions occurring at different Gr-metal interfaces can

be accurately described with the theoretical methods used in the thesis and are in good

agreement with the experimental findings, which is proven for various Gr-metal systems

(chapter 9).
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Chapter 1

Graphene

1.1 Introduction

Graphene is a one-atom thick sheet of carbon atoms, which are arranged in a tightly

packed honeycomb lattice. It is a basic building block for graphitic materials of all other

dimensionalities. It can be wrapped up into zero-dimensional fullerenes or rolled into one-

dimensional nanotubes [4] or form three-dimensional graphite, which consists of stacked

graphene layers, weakly bound by vdW forces. The isolation of graphene in 2004 [1] was a

surprise for the scientific community, as it has been assumed that a two-dimensional ma-

terial cannot exist. According to the Mermin-Wagner theorem a truly two-dimensional

crystal is not stable [12]. Meyer et al. [13] found intrinsic microscopic roughening on

suspended graphene that could explain the stability of graphene. In 2002, ab initio cal-

culations showed that a graphene sheet is thermodynamically unstable with respect to

other fullerene structures for small sizes (< 20 nm) but becomes the most stable one for

sizes larger than 24000 carbon atoms [14]. The flat graphene is also known for its ten-

dency to roll up and buckle [15, 16]. Thus, it is disputable whether graphene is a truly

two-dimensional structure or not [4, 17, 18].
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1.2 Properties of Graphene and potential Applica-

tions

Graphene has many unique properties not found in any other material which makes it

interesting for basic research as well as for many potential applications. It is not possible

to give a complete overview on all the topics regarding graphene, because of the enormous

research activities in the last years. The most important early findings were reviewed in a

2007 article Geim et al. [4]. The electronic properties were summarized in a review article

Castro Neto et al. [5].

For this thesis, the extraordinary electronic structure is the key quality of graphene,

which will be discussed in the next section. A remarkably high electron mobility at room

temperature, an unexpected high opacity, a very high stiffness, and the occurrence of an

anomalous quantum Hall effect [3, 6] are some examples of the astonishing characteristics

of graphene.

Various potential applications for graphene are currently under development, and

many more have been proposed. Examples are solar cells, flexible, thin, yet durable dis-

play screens, electric circuits, various chemical, medical and industrial processes enhanced

or enabled by the use of new graphene materials.

1.3 Electronic Structure of Graphene

Atomic carbon has the electronic configuration 1s2 2s2 2p2. Two electrons occupy the

inner 1s orbital and the other four are valence electrons. In the carbon allotrope graphene,

the 2s, 2px and 2py orbitals hybridize so that each carbon atom is bonded to its three

neighbors by strong sp2 bonds of σ-type. The σ-bonds are responsible for the stability of

the lattice structure in all allotropes. Due to the Pauli principle, the corresponding bands

are completely filled and form a deep valence band [5]. The remaining electron in the

pz-orbital, oriented perpendicular to the honeycomb lattice, contributes to a π-orbital. As

each pz-orbital contains one electron, the π orbital is half-filled. The π-electrons determine

the low-energy electronic structure of graphene and their nature can be understood on

the basis of e.g. a tight-binding approximation (see section 1.3.3).
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1.3.1 Structure in Real Space

The periodicity of the hexagonal lattice is described by a Bravais lattice formed by two

base vectors a1 and a2 (Fig. 1.1). There are two identical carbon atoms A and B within

each unit cell forming two identical sublattices. The nearest neighbor distance ab, i.e. the

distance between two adjacent carbon atoms A and B is 1.42 Å [19]. The length of the

basis vectors, which is also the lattice constant a can be calculated as

a = |a1| = |a2| =
√

3 · ab ≈ 2.46 Å (1.1)

Each atom of type A is surrounded by three neighboring atoms of type B, when sitting

at an A atom at relative positions

δ1 = ab (0, 1) δ2 = ab
2
(√

3,−1
)

δ3 = ab
2
(
−
√

3,−1
)
, (1.2)

while the six second-nearest neighbors are located at relative positions

δ′1 = ±a1 δ′2 = ±a2 δ′3 = ± (a2 − a1) , (1.3)

for atoms of both sublattices A and B.

1.3.2 Structure in Reciprocal Space

The reciprocal lattice of graphene is shown in Fig. 1.2. The hexagonal symmetry of the

direct lattice is also apparent in the first Brillouin zone in reciprocal space. However,

there are two inequivalent points at the corner of the hexagon, K and K ′, which are

called Dirac points for reasons that will become clear later. The M -point is in the middle

of two corners.

1.3.3 Tight-binding Approach

The band structure of graphene was first studied using a tight-binding approximation [20],

which is still a common practice to get an insight in graphene’s band structure. Following

the review of Castro Neto et al. [5], the tight-binding Hamiltonian in second quantization

formalism for pz electrons for electrons hopping to both nearest- and next-nearest-neighbor

atoms has the form
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y

x

Sublattice A

Sublattice B
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ab δ1
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Figure 1.1: Graphene consists of a two atom basis superimposed onto a hexagonal lattice.

The primitive cell (grey area) is spanned by the primitive vectors a1 = a
2

(
1,
√

3
)
and

a2 = a
2

(
−1,
√

3
)
where a is the lattice constant. Any lattice point Ri can be reached by

adding an integral number of primitive vectors. The basis consists of two carbon atoms A

and B, given by the vectors rA = 1
3 (a1 + a2) and rB = 2

3 (a1 + a2). The nearest-neighbors

of type A atoms are given by the vectors δ1, δ2, and δ3, respectively.

b2 b1KK� M

Γ

kx

ky

Figure 1.2: First Brillouin zone of graphene with reciprocal primitive vectors b1 =
2π
a

(
1, 1√

3

)
and b2 = 2π

a

(
−1, 1√

3

)
. The coordinates of the high symmetry points are

Γ = (0, 0), K =
(

2π
3a ,

2π√
3a

)
, K′ =

(
−2π

3a ,
2π√
3a

)
and M =

(
0, 2π√

3a

)
.
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H = −t
∑
〈i,j〉,σ

(
a†σ,ibσ,j + H.c.

)
− t′

∑
〈〈i,j〉〉,σ

(
a†σ,iaσ,j + b†σ,ibσ,j + H.c.

)
, (1.4)

where aσ,i (a†σ,i) annihilates (creates) an electron with spin σ on site Ri on sublattice A (an

equivalent definition is used for sublattice B), t ≈ 2.8 eV is the nearest-neighbor hopping

energy (hopping between different sublattices A and B), and t′ is the next nearest-neighbor

hopping integral (hopping in the same sublattice). The value of t′ is not well known but

ab initio calculations of Reich et al. [21] find 0.02 t ≤ t′ ≤ 0.2t depending on the tight-

binding parametrization. Taking this Hamiltonian, the energy bands can be written

as [20]

E± (k) = ±t
√

3 + f (k)− t′f (k) ,

f (k) = 2 cos (kxa) + 4 cos
(1

2kxa
)

cos
(√

3
2 kya

)
,

(1.5)

where the plus applies to the conduction band and the minus to the valence band, respec-

tively. If t′ equals zero (only nearest-neighbor hopping allowed) the spectrum is symmetric

with respect to zero energy. For finite values of t′, the electron-hole symmetry is broken

and the π- and π∗-bands become asymmetric (Fig. 1.3, 1.5). The π- and π∗bands touch

each other at six points exactly at the Fermi energy, but only two of them are independent

(K and K ′), the rest are equivalent by symmetry.

The band structure with both, t and t′ is shown in Fig. 1.3. On the right side a, close

up of the band structure close to one of the Dirac points, shows the characteristic Dirac

cone. This dispersion can be obtained by expanding the full band structure, Eq. (1.4),

close to the K or K ′-point. For a wave-vector k = K + q, with |q| � |K| [20],

E± (q) ≈ ±vF|q|+O[(q/K)2], (1.6)

where q is the momentum relative to the Dirac points and vF is the Fermi velocity, given

by vF = 3ta/2, with a value vF ' 1 × 106 m/s [20].

This dispersion relation is different to the usual case, E(q) = q2/(2m), where the

Fermi velocity v = k/m =
√

2E/m is a function of the energy (m is the electron mass).

For graphene pz electrons, the Fermi velocity is a constant and the energy is linearly

dependent on the wave vector in the vicinity of the K-points.
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Figure 1.3: Tight-binding band structure of graphene including nearest-neighbor and

second-nearest neighbor hopping terms, t and t′, respectively. The energy is displayed in

units of t with t = 2.7 eV and t′ = −0.2t. Taken from Castro Neto et al. [5]

Since the unit cell of graphene contains two equivalent atoms, the wave function can

be written as an effective 2-spinor-structure. In momentum space, the wave function for

the momentum around K has the form

ψ±,K (k) = 1√
2

 e−iθk/2

±eiθk/2

 , (1.7)

where θk is the angle in momentum space. One can show that this wave function obeys

the two-dimensional Dirac equation1

− ivFσ· ∇ψ (r) = Eψ (r) , (1.8)

with Pauli matrices σ = (σx, σy) [22]. The phase factors of the two components are

interchanged for the wave vector at K ′. Hence, the electron and holes are called Dirac

fermions, and the corners of the Brillouin zone are called Dirac points [22].

The effective (cyclotron) mass, defined within the semiclassical approximation [23] for

the Dirac fermions is calculated as [3]

m∗ =
√
π

vF

√
n. (1.9)

1For a detailed derivation see Castro Neto et al. [5]
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where n is the electron density, which is zero at the Dirac point. Thus, massless Dirac

quasiparticles have been expected in graphene, which were indeed confirmed by experi-

mental observations [3] (Fig. 1.4).

Figure 1.4: Effective (cy-

clotron) mass of electrons and

holes as a function of their

concentration n. The cir-

cles are the experimental data;

solid curves are the best fit

to Eq. (1.9). Taken from

Novoselov et al. [3]

Figure 1.5: Density of states per unit cell in the tight-

binding approximation, for t′ = 0.2t (top) and t′ = 0

(bottom). The close-up at the Fermi level on the right

side shows that for t′ = 0 the DOS can be approxi-

mated by ρ(ε) ∝ |ε|. Taken from Castro Neto et al. [5]

The density of states (DOS) per unit cell, derived from Eq. (1.4) for both t′ = 0

and t′ 6= 0 is illustrated in Fig. 1.5. Both cases show semimetallic behavior [20]. Thus,

graphene is a semi-metal or zero-gap semiconductor. For t′ = 0, an analytical expression

for the DOS was derived by Hobson and Nierenberg [24]. Close to the Dirac point, the

dispersion is approximated by Eq. (1.6) and the expression for the DOS becomes

ρ(E) = 2Ac
π

|E|
v2
F
, (1.10)

where Ac is the unit cell area. The linear dependency of the DOS is in contrast to carbon

nanotubes, which show a 1/
√
E singularity due to there one-dimensional nature of their
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electronic structure [25, 26].

1.4 Production of Graphene

In 2004, graphene was isolated and characterized for the first time by micro-mechanical

alleviation of highly oriented pyrolytic graphite, commonly referred to as the Scotch tape

method of mechanical exfoliation [1]. The drawback of the exfoliation of graphene is

the small sample size, typically less than 1mm2, and the time consumed by isolating

monolayer graphene flakes. Aside from graphene also free-standing atomic planes of

boron nitride, mica, dichalcogenides and complex oxides were obtained by using the same

method [27].

Silicon carbide (SiC) has been widely used to grow monolayer and few-layer graphene

of very high quality with the advantage that the graphene resides on top of a wide band

gap semiconductor. Many important properties of graphene were first measured using

a SiC substrate. While graphene on silicon carbide is advantageous for many electronic

applications, a major drawback is the inability to remove graphene from the silicon carbide

substrate. Another method to produce high quality sheets of graphene is the epitaxial

growth on metal substrates. It has been known for a long time that monolayers of graphite

can be grown epitaxially on metal surfaces, e.g. on Ni(111) [28]. After the 2004 paper

of Novoselov et al. [1], a revival of interest in graphene on transition metal surfaces

occured. For example, graphene grown on iridium is very weakly coupled to the substrate

with a small corrugation and can be prepared highly ordered, as will be discussed in

section 6. High-quality sheets of few-layer graphene with sizes more than 1 cm2 have been

synthesized via chemical vapor deposition (CVD) on thin nickel films with methane as a

carbon source. These sheets have been successfully transferred to various substrates [29].

1.5 Graphene-Substrate Interaction

While many properties of the free-standing graphene layer result from the linear dispersion

at the Dirac-point, adsorption on substrates can alter its electronic properties significantly.

For example, the weak interaction of graphene adsorbed on the (0001) surface of insu-

32



CHAPTER 1. GRAPHENE A. Garhofer

lating hexagonal boron nitride is enough to destroy the characteristic band structure of

graphene, because of the symmetry breaking induced by the substrate and opens a gap

of ≈ 50 meV [30]. A similar effect is even present in the bulk allotrope graphite. Even

when the interaction is sufficiently weak to leave the conical points essentially unchanged,

it can lead to a large shift of the Fermi energy away from the conical points [30] [31].

From an experimental point of view, graphene on transition metals are classified either

as “weak” or “strong” interacting systems [7]. A third category can be defined as graphene

on bulk-carbides (Fig. 1.6). A strong interaction on a pure metal commonly involves [32]:

(i) formation of a large domain structure, (ii) a strongly perturbed graphene π-band, in

particular a shift to a higher binding energy (BE) of 1-3 eV and opening of a gap, (iii) the

smallest Gr-metal distance around 2.1-2.2 Å, much smaller than the interplane distance in

graphite, which is clearly observed for nickel and cobalt. For these two elements, graphene

is well lattice matched and can adsorb in a single adsorption geometry, i.e. the honeycomb

lattice has the same registry with the metal substrate atoms across the surface. (iv) If a

moiré-pattern is formed, a large corrugation of the graphene layer with a buckling of more

than 1 Å is observed. The moiré pattern is a consequence of the lattice-mismatch between

graphene and the substrate so that graphene is forced to occupy different adsorption

sites in the different regions of moiré cell. A large corrugation in strongly interacting

Gr/metal systems indicates large variations in the carbon-metal interaction, depending

on the position of the carbon atoms relative to the substrate metal atoms [32]. For all

elements the weakest interaction and largest Gr-metal distances (3.6-3.8 Å for Re, Ru,

and Rh) are found if the carbon-hexagon is centered above surface metal atoms2. The

strongest interactions are either found for one carbon at a metal top-site and the other

in a three-fold hollow3 (for Ru and Re) or in a bridge adsorption position4 (for Rh).

The different bonding strength at different regions in the moiré cell gives rise to a slight

variation of C1s core level (CL) shifts [34]. A comparison of C1s peaks for graphene on

several lattice mismatched metals shows that for weaker interacting systems, the peak is

shifted to higher energies (Fig. 1.7). Furthermore, only one peak is observable for the

2This position is called ATOP region [33] and corresponds locally to a hcp-fcc adsorption configuration

according to Fig. 3.3
3This configuration corresponds locally to a top-fcc and top-hcp adsorption positions in Fig. 3.3
4Corresponding locally to a bridge-top adsorption position in Fig. 3.3
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Figure 1.6: The interaction of graphene with transition metals is divided into three groups.

First, elements where graphene was not observed to grow on pure metals but may grow on

their bulk-carbides, colored in blue. Strong and weak Gr-metal interactions are colored

in red and yellow, respectively. ’S’ or ’M’ in the upper right corner of each element-box

indicates if graphene forms single or multiple rotational domains, ’d’ denotes the Gr-metal

separation in Å. The corrugation is given by ’c’ in Å, and the amount of downward shift

of the π-band by π, where ’intact’ means that the Dirac cone is preserved. Taken from

Batzill [32].
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two weakly interacting systems Gr/Pt(111) and Gr/Ir(111), while two peaks are found

for the strongly interacting systems Gr/Rh(111) and Gr/Ru(0001). The double peak

can be assigned to the stronger and weaker interactions within a moiré cell with large

corrugation. Two peaks were also found for graphene on Re [35].

Figure 1.7: C1s core level BEs of monolayer graphene on various transition metal sub-

strates. With decreasing Gr-metal interaction a shift toward lower BEs is measured. For

systems with a strongly corrugated graphene moiré pattern, two BE peaks are observed

corresponding to the strongly and weakly interacting regions within the moiré unit cell.

Taken from Preobrajenski et al. [34]

A characteristic feature of a weakly interacting Gr-metal system (yellow in Fig. 1.6)

is a Gr-metal distance of more than 3.3 Å and an almost undisturbed graphene π-band

with the Dirac cone at the K-point intact. However, the Fermi level can be shifted (as

much as 0.5 eV) which is due to charge transfer, as a consequence of differences in the

work function [32]. Pd was marked between strong and weak interaction in Fig. 1.6 based

35



1.5. GRAPHENE-SUBSTRATE INTERACTION A. Garhofer

on a separation of 2.5 Å calculated with the LDA-DFT [36]. Yet, with the results of more

recent RPA calculations [37] which predict a typical Gr-metal distance for weakly inter-

acting systems of 3.3 Å, one would categorize Gr/Pd(111) as weakly interacting system.

Interestingly, Gr/Ir(111) is the only weakly interacting system where single rotational

domain structures are found [32].

The chemical reason for different interaction strengths for various transition metals

can be given in a crude simplification by analyzing the d-band position relative to the

Fermi level with the so-called d-band model [38]. This model was originally developed to

understand the bonding strength of adsorbates (mainly molecules) on transition metals

and mainly applies for covalent bonding situations. The interaction of graphene with a

transition metal is often characterized by weak vdW interactions, therefore the application

of the model to Gr-metal system is very limited. Within this model, a stronger bonding

is predicted for a decreasing occupation of the d-band, because the anti-bonding state

is pushed to higher energies and partly above the Fermi level. A stronger bonding is

also predicted when going from 5d to 3d transition metals, caused by a stronger Pauli

repulsion due to a stronger overlap of the adsorbate-metal orbitals. The center of d-bands

for various transition metals are compared with the respective Gr-metal separation in

table 1.1. From this comparison one can conclude that metals with their d-band center

less than ≈ 2 eV below Fermi level are strongly interacting, whereas if the d-band center

is further below ≈ 2 eV the metal interacts weakly with graphene [32].

However, the model is not suitable to explain different interaction strengths within the

moiré unit cell for lattice mismatched systems. Furthermore, abrupt changes from weak to

strong interaction from one metal to a neighboring in the periodic table (e.g. from Ir to Rh)

cannot be explained with this model. Moreover, this model does not apply to interaction

cases dominated by dispersive interactions. Therefore, more advanced electronic structure

calculations are required to understand the bonding of graphene with transition metals.

In recent years, even large moiré-structures which are coupled by weak vdW interactions

can be successfully treated with DFT calculations. Graphene on iridium as an example of

a weak interaction system with a large moiré unit cell is subject of section 6 in this work.

Graphene on noble metals such as Au, Ag, and Cu is not easily synthesized. Due to

the weak Gr-metal interaction for these materials, graphene grows polycrystalline on these
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(Ed-center − EF) [eV] [38] dGr-metal [Å]

Co(0001) −1.17 2.1

Ni(111) −1.29 2.1

Cu(111) −2.67 3.3

Ru(0001) −1.41 2.1

Rh(111) −1.73 2.2

Pd(111) −1.83 2.5

Ag(111) −4.30 3.3

Re(0001) −0.51 2.1

Ir(111) −2.11 3.4

Pt(111) −2.25 3.3

Au(111) −3.56 3.3

Table 1.1: A rough classification of strongly and weakly interacting Gr-metal systems

can be done by comparing the d-band center of transition metals used as substrate for

graphene and reported values of Gr-metal separation (the smallest Gr-metal distance was

chosen for strongly corrugated moiré-structures where the strongest interaction is found).

A d-band center shifted to lower energies (<−2 eV) is correlated to a large Gr-metal

distances and thus a weak Gr-metal interaction. Smaller shifts of the d-band center

(>−2 eV), on the other hand correspond to a small Gr-metal separation and a strong

interaction. Reprinted from Batzill [32].
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substrates, which makes it difficult to perform measurements. However, by first growing

graphene on a strongly interacting metal substrate and then subsequently intercalate the

metal of choice between the metal substrate and graphene, the required experiments can

be performed [32]. This approach has been demonstrated, e.g. by the intercalation of

Au, Pt, Pd, Ni, Co, In, and Ce between graphene and ruthenium and for noble metals

(Cu, Ag, Au) as well as Fe and alkali elements (Na, K, Cs) for graphene grown on nickel.

The intercalation of noble metals often results in a decoupling of graphene from the sub-

strate and the recovery of the Dirac cone, e.g. angle-resolved photoelectron spectroscopy

(ARPES) measurements one monolayer (ML) Au intercalated in Gr/Ni(111) (Fig. 1.8)

showed that quasi-free-standing graphene with a linear dispersion relation at the Dirac

points is formed, because the hybridization of Ni 3d-states with graphene π-bands is

suppressed [39]. However, the intercalation of a noble metal does not always lead to

quasi-free-standing graphene, e.g. a band gap was observed for Au intercalated between

(the strong interacting) graphene and ruthenium [40]. Furthermore, the intercalation of a

noble metal (Ag) underneath Gr/Re(0001) restores the linear character of the graphene π-

band, but also a significant hybridization between Ag-bands and the π-bands of graphene

is observed, which will be discussed in section 8. In contrast, the intercalation of strongly

interacting nickel, in weakly interacting Gr/Ir(111) is studied in section 7. The nickel

layer is stretched to the iridium lattice constant resulting in a moiré-structure with strong

corrugated graphene caused by different interaction strengths in different regions of the

moiré [41] similar to Gr/Ru, Gr/Rh, and Gr/Re.

Also from a theoretical point of view the Gr-metal interaction was divided into two

categories. In 2009, Khomyakov et al. [42] performed DFT calculations based on the

local density approximation (LDA) where they analyzed the adsorption strength of Gr on

several metals. They found chemisorbed systems with BE >0.1 eV except Pd (0.084 eV)

and small Gr-metal distances (< 2.31 Å) for Ti, Ni, Co, and Pd. Much weaker bonding

(< 0.043 eV) and larger Gr-metal distances (> 3.26 Å) were calculated for Al, Ag, Cu, Au,

and Pt. For the strongly interacting systems the graphene bands are strongly perturbed

and the characteristic conical band structure of graphene at K is destroyed. Graphene pz-

states hybridize (relatively) strongly with the metal d-states and the corresponding bands

acquire a mixed graphene-metal character. In contrast, for the weakly adsorbed metals
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Figure 1.8: Changes of the electronic structure of Gr/Ni(111) along Γ–K before (a) and

after (b) the intercalation of 1 ML Au. A shift of the π-band of 2 eV and a preserved

Dirac cone are observed after intercalation. Taken from Varykhalov et al. [39]

they found that the graphene bands, including their conical band structure at K, can still

be clearly identified. The term physisorption is used to describe this type of bonding.

Unlike the case of free-standing graphene where the Fermi level coincides with the conical

point, physisorption generally shifts the Fermi level. Even if there is no interaction or the

interaction is weak, this does not preclude the transfer of charge between graphene and

the metal substrate resulting from the equilibration of the chemical potentials [42].

Although LDA calculations [42] can explain the observed band structures rather

well, non-local contributions including vdW forces are only spuriously mimicked by the

overbinding of the LDA. Hence, for a detailed analysis of the interaction, more sophisti-

cated methods must be used. Especially, the strong interacting systems Gr/Ni(111) and

Gr/Co(0001) unexpectedly were shown to exhibit two energy minima for both of which

the BEs are weaker than predicted by LDA calculations [37, 43]. For the weakly interact-

ing systems graphene on Au(111), Ag(111), Pd(111), Cu(111), Pt(111), and Al(111) only

one vdW minimum at distances larger than 3 Å was found [37]. In section 3, the peculiar

interaction of graphene with a nickel substrate is studied in more detail.
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Chapter 2

Theoretical Background

2.1 Basic Hamiltonian

Solid materials consist of atomic nuclei, often arranged in a regular (elastic) lattice, and

of electrons. As the macroscopic behavior of a solid is determined by these constituents,

the description of the system requires the use of quantum mechanics. The Hamiltonian of

a system is of fundamental importance, because if the Hamiltonian is known not only the

total energy of the system but also the time-evolution of this system can be calculated.

In fact one can easily write down the full Hamiltonian of a many-body problem including

only electrons and nuclei

Ĥ = Ĥnuc + Ĥel + V̂nuc-el, (2.1)

where the input should be the charge of the nuclei Ze, the mass of the nucleiM , the charge

of the electron −e, and the mass of the electron m. At the energy range we are interested

in, somewhere between zero and keV’s, only the Coulomb interaction will play a role.

This means that, apart from disregarding gravitation, strong, and weak interactions, one

can in general assume that relativistic and retardation effects can be neglected in a first

approximation. Therefore, the different parts of the Hamiltonian above, can be written
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as follows1

Ĥnuc = T̂nuc + V̂nuc-nuc =
K∑
I=1

P̂ 2
I

2MI

+ 1
2
∑
I 6=J

ZIZJe
2

|RI −RJ |
(2.2)

Ĥel = T̂el + V̂el-el =
n∑
i=1

p̂2
i

2mi

+ 1
2
∑
i 6=j

e2

|ri − rj|
(2.3)

V̂nuc-el = −
n∑
i=1

K∑
J=1

e2ZJ
|ri −RJ |

. (2.4)

The Hamiltonian for both the nuclei and electrons, includes a kinetic energy T̂ and

potential energy term V̂ . The last term (2.4) is the potential energy between nuclei and

electrons. The Schrödinger equation in its most general form reads

ıh̄
∂

∂t
Ψ = ĤΨ. (2.5)

If there is no explicit time dependence for the Hamiltonian (2.1), the time-independent

Schrödinger equation

ĤΨ = EΨ (2.6)

is used. In this equation we used the many-particle wave function

Ψ(r1, s1, r2, s2, · · · , rn, sn, ,R1, I1, · · · ,RK , IK), (2.7)

which depends on all electron and nuclear coordinates ri,RJ and spins si, IJ . In the

following we combine the spatial and spin degree of freedom to one coordinate r for

electrons and R for nuclei. It is impossible to solve this equation for a large number

of particles. Therefore, approximations must be done so that the problem gets solvable.

In solid state theory the first step is usually to separate the electronic and ionic motion

within the Born-Oppenheimer approximation.

2.2 Born-Oppenheimer Approximation

The Born-Oppenheimer approximation is based on the fact that the typical electronic

velocities are much larger than ionic velocities, because the nuclei are much heavier then

electrons. Therefore, one supposes that the electrons can follow the motion of the nuclei
1In this chapter Gaussian units are used.
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almost instantaneously. Often one simply assumes that the electrons stay in their ground-

state for any configuration of the nuclei. Mathematically speaking, the wave function

Ψ(r,R) can be written as a product of an electronic and a nuclear wave function

Ψ(r,R) = χel(r,R) · φnuc(R). (2.8)

One assumes further that the electronic wave function χel, depends on the nuclear po-

sitions only as parameters. When the full Hamiltonian is applied to (2.8), one gets two

expressions: first, a Schrödinger for the electrons

Ĥeχel(r,R) = Eel χel(r,R), (2.9)

with an electronic Hamiltonian Ĥe

Ĥe = T̂el + V̂el-el + V̂nuc-nuc + V̂nuc-el. (2.10)

And secondly a Schrödinger equation for the nuclei

(T̂nuc + Ĥe(R))φnuc(R) = Enuc φnuc(R). (2.11)

In the following we want to study the electronic properties of materials and treat the ionic

motion classically.

2.3 Simple Models in Solid State Physics

In the field of solid state physics a typical number of particles is 1023. With (3 ·n) degrees

of freedom, not considering the spin, it is impossible to solve the electronic Schrödinger

equation (2.9) directly and further approximations must be considered.

A number of different attempts in describing the electronic structure of solids were

made, after the quantum theory was established. In 1927, Sommerfeld combined the

classical Drude model with quantum mechanical Fermi-Dirac statistics. This model is now

known as the free electron or Drude-Sommerfeld model. Within this model, the valence

electrons are completely detached from their ions. The electron-electron interactions are

completely neglected and the crystal lattice is not taken into account. As the electrons

feel no potential, the respective Schrödinger equation is

− h̄2

2me
∇2ψ(r, t) = ih̄

∂

∂t
ψ(r, t) (2.12)
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and the plane wave solution

Ψ(r, t) = 1√
Ωr

eik·r−iωt, (2.13)

with wave vector k, volume of space occupied by one electron Ωr, and angular frequency ω.

Even though it is such a crude approximation, it explains many experimental phenomena

such as the Wiedemann-Franz law, electrical conductivities, the temperature dependence

of the heat capacity, and the shape of the electronic density of states surprisingly well.

But it could not explain, for example, the existence of insulators.

The next step was the nearly free electron model, where a weak periodic potential

is included to account for the interaction between the ions in the crystalline solid and

the conduction electrons, but electron-electron interactions are completely ignored in this

model. The periodic crystal is reflected in the solution for the wave function

Ψn,k(r) = eik·run(r), (2.14)

which are called Bloch waves, where un(r) is a periodic function over the crystal lattice

un(r) = un(r−R). (2.15)

Here n is the n-th energy band, r is the position in the crystal and R is the location of an

atomic site [44]. A result of the weak perturbation by solving the Schrödinger equation, is

the introduction of band gaps between interacting bands at the Brillouin zone boundaries.

Despite the complete neglect of electron-electron interactions, this model works rather well

for materials with small distances between neighboring atoms, e.g. some metals like Al.

The opposite case to the nearly free electron model assumes that the wave function is

still closely related to the solution for the constituent atoms. In this tight-binding (TB)

model, the solution to the time-independent Schrödinger equation Ψ, is approximated by

a linear combination of atomic single-electron orbitals ψn(r) [44].

Ψ(r) =
∑
n,R

bn,Rψn(r−R), (2.16)

where the coefficients bn,R are the weights of the atomic orbitals. The TB model is best

suited for materials with small overlap between atomic orbitals and potentials of neigh-

boring atoms, e.g. Si, GaAs, SiO2 and diamond are well described by TB-Hamiltonian on

the basis of sp3 orbitals. The band structure (for pz electrons) of graphene is also well

described with a TB-model (see section 1.3.3).
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2.4 Hartree and Hartree-Fock Method

A different attempt to solve the time-independent electronic Schrödinger equation (2.9)

is the application of the Rayleigh-Ritz variational principle, which states that the expec-

tation value of the Hamiltonian in any state |Ψ〉 is always larger than, or equal to the

ground-state energy E0, i.e.

E0 ≤
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 . (2.17)

Hartree used this principle and obtained the following equation2 [46]{
− h̄2

2me
∇2 + vext(r) + vH(r)

}
ψi(r) = εiψi(r) (2.18)

In this so-called Hartree equation, the nuclei-electron potential of Eq. (2.4) is incorporated

by the external potential

vext(r) = −
K∑
J=1

e2ZJ
|r−RJ |

, (2.19)

and the Hartree potential vH is defined as

vH(r) =
∫
d3r′ n(r′) e2

|r− r′|
, (2.20)

with the electron density

n(r) =
N∑
i=1
|ψi(r)|2. (2.21)

The Hartree equations (2.18) have the form of effective one-particle Schrödinger equations.

But the solutions ψ(r) enter the effective one-particle Hamiltonian. Therefore, iterative

self-consistent field methods are used to solve the equations. The expectation value of

the Hamiltonian equals the total energy, which reads in the Hartree approximation

EH =
N∑
i=1

εi − VH + Vnuc-nuc, (2.22)

where the Hartree energy

VH = 1
2

∫
d3r d3r′

e2n(r)n(r′)
|r− r′|

, (2.23)

corresponds to the classical electrostatic energy of the electronic charge distribution. This

term appears twice in the Hartree eigenvalue, thus it is subtracted in Eq. (2.22). Because
2For a detailed derivation see, e.g. Gross [45].
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the Hartree equations are solved self-consistently, the total energy is not simply the sum

over non-interacting particle energies, but the interaction is included to some extent.

Thus, the Pauli principle is in some way included in the Hartree ansatz, however

the anti-symmetry of the wave function is not taken into account. This can be done by

using Slater determinants to construct the wave function, which leads to the Hartree-Fock

equations [47]
{
− h̄2

2me

∇2 + vext(r) + vH(r)
}
ψi(r)−

N∑
j=1

∫
d3r′

e2

|r− r′|
ψ∗j (r′)ψi(r′)ψj(r)δσiσj

= εiψi(r).

(2.24)

An additional term appears in comparison with the Hartree equation (2.18), the so-called

exchange term. The total energy in the Hartree-Fock approximation is given by

EHF =
N∑
i=1

εi − VH − Ex + Vnuc-nuc, (2.25)

Similar to Eq. (2.22), the Hartree energy VH and the exchange energy Ex are subtracted,

because they appear twice in the Hartree-Fock eigenvalues. While in the Hartree approx-

imation the electrons are not correlated, the anti-symmetry of the wave functions in the

Hartree-Fock approach leads to the so-called exchange hole – electrons of the same spin

avoid each other. The exchange energy corresponds to the repulsive Coulomb interaction

between electrons of the same spin and decreases the total energy. However, electrons

of opposite spin are still not correlated. The energy can be further decreased, if these

electrons avoid each other. This additional effect is called electron correlation and the

electron correlation energy is defined as the difference between the exact total energy of

the system and the Hartree-Fock energy [45].

2.5 Post Hartree-Fock Methods

In the Hartree-Fock method, several assumptions and shortcomings are incorporated such

as: (i) the Born-Oppenheimer approximation is assumed, (ii) relativistic effects are ne-

glected, (iii) the basis set is incomplete, (iv) the effects of electron correlation is only

partially included. Post-Hartree-Fock methods mainly focus on the fourth item by adding

electron correlation. Some frequently used methods are presented in the following.
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The configuration interaction (CI) method adds determinants to the wave function by

replacing occupied orbitals. If only single (S) and double (D) excitations are included in

the sum, the method is called CISD with the wave function

ΨCISD = ΨHF +
∑

c
(1)
i Ψ(1)

i +
∑

c
(2)
i Ψ(2)

i . (2.26)

The coefficients c(j)
i are varied to find an optimized wave function ΨCISD. If all possible

determinants are added (in the given basis set), the method is referred as full-CI (FCI),

which exactly solves the Schrödinger equation within the spanned one-particle basis set.

However, FCI calculations are limited to rather small systems. One issue with this ap-

proach is that the scaling of the energy is not linear with the number of electrons. The

size consistency is recovered with the coupled cluster (CC) method, where the exponential

of the excitation operators is taken. For single and double excitations only (CCSD) the

wave function can be written as

ΨCCSD = exp(T̂1 + T̂2)ΨHF, (2.27)

where T̂i is the i-fold cluster operator. Higher order excitations are often incorporated

perturbatively, because of computational limitations. The present “gold-standard” for

quantum chemistry reference calculations is CCSD(T), where triple excitations are ac-

counted perturbatively.

A different approach is to incorporate the excitations perturbatively in the Møller-

Plesset perturbation theory, where the difference between the true many-body Hamilto-

nian and the Hartree-Fock Hamiltonian is treated perturbatively. Hartree-Fock theory

is correct to first order. In many cases only the second-order term is treated, which is

referred as MP2 method and is cheaper but less accurate than CCSD(T) calculations.

For large system sizes post-Hartree-Fock methods are too expensive. Another method

is needed which can handle large systems efficiently with the required accuracy. In recent

years one method that is not based on a representation of the many-body wave function,

but on the electron density has proven to be the best choice for this requirements: density

functional theory (DFT).
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2.6 Density Functional Theory

The basic principle of density functional theory is to work with a quantity that is easier

to handle, namely the electron density n(r), which is reduced in coordinate space, instead

of trying to solve the electronic Hamiltonian (2.10) through complicated many-body wave

functions. The idea of using the electron density to calculate the electronic structure was

already used by L. Thomas and E. Fermi in 1927 [48, 49]. However, the application of

this Thomas-Fermi model for real systems yields poor quantitative predictions. Further-

more, this model is not based on a solid theory which relates the electron density to the

corresponding many body wave function [8].

In fact, the Hohenberg-Kohn theorem provides the missing connection and thereby is

the foundation of DFT. This theorem states that the ground-state density n(r) of a system

of interacting electrons in an external potential uniquely determines this potential, which

can be proven in an elegant way [8]. Whereas the variational principle of Hohenberg and

Kohn proves that the correct ground-state density n0 minimizes the energy functional

E[n]

Etot = min
n(r)

E[n] = min
n(r)

(T [n] + Vext[n] + VH[n] + Exc[n]) . (2.28)

The functional of the external potential Vext[n] and of the classical electrostatic interaction

energy, which corresponds to the Hartree energy VH[n], can be easily expressed through the

electron density. All quantum mechanical many-body effects are hidden in the so-called

exchange correlation energy Exc[n]. However, this non-local functional is not known and

it is probably impossible to determine its exact form. Also the kinetic energy functional

for non-interacting electrons T [n] is not well-known, thus the formulation (2.28) is usually

not directly used to solve for the ground-state energy.

One rather expresses the electron density as a sum over single-particle orbitals

n(r) =
N∑
i=1
|ψ(r)|2, (2.29)

and uses the variational principle for the energy functional to minimize E[n] in a similar

way as in the derivation of Hartree and Hartree-Fock to derive single-particle equations,

the so-called Kohn-Sham equations [9]{
− h̄2

2me

∇2 + vext(r) + vH(r) + vxc(r)
}
ψi(r) = εiψi(r). (2.30)
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This equation is again a Schrödinger equation for non-interacting electrons in an effective

potential

veff(r) = vext(r) + vH(r) + vxc(r), (2.31)

which generates the same density as any given system of interacting electrons. The

exchange-correlation potential vxc(r) in Eq. (2.31) can be written as functional derivative

of the exchange-correlation functional Exc[n]

vxc(r) = δExc[n]
δn

. (2.32)

The ground-state energy in the Kohn-Sham formalism can now be expressed as

E =
N∑
i=1

εi + Exc[n]−
∫
d3r vxc(r)n(r)− VH + Vnuc-nuc, (2.33)

where the term Vnuc-nuc is added in order to get the correct total energy of the electronic

Hamiltonian (2.10). The single-particle energies εi serve just as Lagrange multipliers and

have no physical meaning except for the highest occupied state, but are often interpreted

as one-particle energies. Furthermore, the Kohn-Sham eigenvalues cannot be strictly

taken as excitation energies [50] although done in practice in many cases. However, for a

correct evaluation of excited state properties like band gaps or quasiparticle energies as

measured e.g. by spectroscopy, more advanced theories like GW [51] have to be applied

(see section 2.10).

The Kohn-Sham theory may be seen as an extension of the Hartree theory, because

if the exchange-correlation terms are neglected, the Hartree formulation is recovered. In

contrast to the total energies in the Hartree and Hartree-Fock approximation, the ground-

state energy (2.33) is in principle exact. However, the exchange-correlation functional

Exc[n] is not known, and to find an accurate expression for Exc[n] is of crucial importance

to give reliable results in the framework of DFT calculations.

2.7 Exchange Correlation Functional

In principle, the exchange-correlation energy functional Exc[n] can be expressed as

Exc[n] =
∫
d3r n(r)εxc[n], (2.34)
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where the exchange-correlation energy density εxc[n] is a functional of n and therefore

depends on the whole electron density distribution n(r). However, the exact form of Exc

and εxc[n] is not known in general, but the exchange-correlation energy for the homoge-

neous electron gas can be calculated [52]. This exchange-correlation energy is then used

in the so-called local density approximation (LDA) also for non-homogeneous situations,

ELDA
xc [n] =

∫
d3r n(r)εLDAxc (n(r)). (2.35)

Therefore, the local exchange-correlation energy of the homogeneous electron gas εLDAxc is

used at every single point in space for the corresponding density, despite the non-locality

of the real exchange-correlation energy εxc[n].

LDA calculations were surprisingly successful for a wide range of bulk and surface

problems [53], which is still not fully understood but probably due to a cancellation of

errors in the exchange and correlation expression of LDA. For systems where the electron

density is rapidly changing, such as atoms or molecules, LDA performs poorly. Further-

more, LDA shows usually overbinding, i.e. binding and cohesive energies are to large

compared to experiment.

The first step to improve for systems with large spatial variations of the electron

density, is the addition of a term adding information on the semi-local surrounding. The

gradient of the density is a good choice and leads to the so-called generalized gradient

approximation (GGA) for the exchange-correlation energy

EGGA
xc [n] =

∫
d3r n(r)εGGA

xc (n(r), |∇n(r)|). (2.36)

The energies with GGA calculation yield better results than LDA for many systems.

There are different flavors of GGA functionals, but most widely used in the surface physics

community is the Perdew-Burke-Ernzerhof (PBE) functional [54]. Despite its success for

many material classes, DFT calculations on the level of LDA and PBE-GGA still fail in

several aspects [45]: (i) van der Waals (vdW) forces cannot be described, (ii) electron

affinities are too small, so that negative ions are usually not bound, (iii) an exponential

decay of the Kohn-Sham potential instead of ∝ 1/r, (iv) band gaps are considerably

underestimated in both, LDA and GGA, (v) cohesive energies are overestimated with

LDA and underestimated with GGA, (vi) the ground-state of strongly correlated solids

(CoO, FeO) is predicted wrong.
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There are different attempts to correct these failures and to get more accurate results.

One possibility is to include higher-order powers of the gradient or the local kinetic energy

in the so-called meta-GGA’s [55]. Another ansatz are hybrid functionals, that incorporate

a portion of exact exchange from Hartree-Fock theory with exchange and correlation

from DFT. The most popular hybrid functionals in use nowadays are B3LYP [56, 57] and

HSE [58]. Other methods which are based on orbital functionals, such as the optimized

potential method and the optimized effective potential method, give very accurate results

for small molecules [59]. However, the high computational efficiency of DFT is lost by

using this methods. Relativistic effects become important for heavy elements such as

Au [60] and the Hohenberg-Kohn theorem can be extended to the relativistic regime [61].

For spin-polarized calculations the electron density n(r) is substituted by n↑(r) + n↓(r)

which leads to the Kohn-Sham spin density functional theory [9].

2.8 Performing a DFT Calculation in Practice

Only a very limited number of problems can be solved analytically with the above men-

tioned theories. In practice one uses numerical methods to solve the equations. Through-

out this work, the Vienna ab initio simulation package (VASP) [62, 63] is utilized to per-

form DFT calculations. In practice, the Kohn-Sham equations are solved self-consistently,

where an initial guess for the charge density is made. This guess is used to calculate the

respective potentials and to solve the Kohn-Sham equations. A new charge density is

calculated from the resulting wave function and compared to the initial charge density. If

a certain criterion is fulfilled the cycle stops, otherwise a new charge density by combining

the old ones is generated and the cycle starts again. A second loop is performed if the

ions are allowed to relax into to their equilibrium positions. Here the forces acting on the

ions are evaluated and new position are calculated according to one of several possible

algorithms, e.g. the RMM-DIIS quasi-Newton algorithm [64] or the conjugate-gradient

algorithm [65].

With VASP, the wave functions are expanded in a plane wave basis3, which is the

3A detailed discussion of the plane wave approach in DFT can be found, e.g. in the review of Payne

et al. [53]
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common basis to describe periodic systems because a plane wave

ΨG
k (r) = 1√

V
ei(k+G)·r, (2.37)

has the form required by the Bloch theorem [66]. In Eq. (2.37) G is a reciprocal lattice

vector and k is a wave vector inside the first Brillouin zone. The computation of many

quantities, e.g. the charge density and the total energy require the integration over the

Brillouin zone but in practice, a finite k-point grid is used to sample the Brillouin zone,

e.g. in the form of a Monkhorst-Pack grid [67].

The expansion in plane waves is computationally very efficient due to the fact that

the plane waves are eigenfunctions of the momentum operator and that the kinetic energy

operator is diagonal in momentum space. Thus, the kinetic energy can be easily evaluated

in momentum space, whereas the potential energy is evaluated in real space. The switch-

ing between real and momentum space is done via Fast-Fourier-Transformation (FFT)

techniques. The expansion in plane waves usually requires a three-dimensional period-

icity, which is naturally given for perfect 3D crystals but a somewhat artificial concept

for finite or aperiodic systems. However, this can be achieved by the so-called supercell

approach, where the respective systems are placed in large 3D supercells in order to avoid

interactions between repeated images. In the case of surfaces, on the one hand the vac-

uum between the slabs must be sufficiently large to minimize the interaction between the

slabs, and on the other hand the slabs have to be thick enough to be a reasonable model

for a surface. Fortunately, both requirements can be easily checked by convergence tests

through increasing the vacuum and the number of layers.

However, for the description of strongly localized electrons with rapid oscillations,

such as electrons close to the core, a large number of plane waves is needed which is

computationally very demanding. The size of the plane wave basis set is usually defined

by the so-called cutoff energy

Ecutoff = max
G

h̄2(k + G)2

2m . (2.38)

In fact, the effect of core electrons is often negligible and the main influence comes from

the valence electrons. Various methods have been proposed to utilize this, e.g. the

pseudopotential method [68], and the very efficient projector augmented-wave method

54



CHAPTER 2. THEORETICAL BACKGROUND A. Garhofer

(PAW) [69, 70] which is used in VASP. Here the space is divided into spherical areas

around the nuclei (muffin-tin potential) and an interstitial region. In the region around

the nuclei, the wave function is projected onto a pseudo-wave function orthogonal to the

core states. In combination with the frozen core approximation (fixed core-states) the

cutoff energy Ecutoff and thus the number of plane waves can be significantly reduced

allowing an efficient treatment even of large systems.

2.9 Including van der Waals Interactions in DFT

The standard exchange-correlation functionals employed in DFT use only local physical

quantities such as the electron density or its derivative. Thus, non-local effects as London

dispersion4 are ignored with these functionals. London dispersion forces are one part of

the vdW forces besides Keesom forces5 and Debye forces6, but are often referred as vdW

forces in the DFT community. The London dispersion force is a weak intermolecular force

due to an instantaneous polarization, which is even present between neutral atoms. In

a simple picture, quantum fluctuations induce a dynamic multipole in adjacent particles

which leads to a small attractive interaction between the particles.

The quantum mechanical explanation, first given by London in 1930 [71, 72], is based

on second-order perturbation theory. The perturbation is the Coulomb interaction be-

tween the electrons and nuclei of atoms. After the expansion in a Taylor series, a substi-

tution into second-order perturbation theory yields the following approximation for the

dispersion interaction between two atoms A and B

Edisp
AB ≈ −

3
2

IAIB
IA + IB

αAαB

R6 , (2.39)

where αJ and IJ are the dipole polarizability and first ionization potential of atom J.

In the beginning of DFT, mainly solid state materials were studied where dispersion

interactions are negligible in most cases. But in recent years, a growing interest for

systems where vdW forces are important like biomolecules or physisorbed molecules is

arising. Furthermore, vdW forces have been proposed to play a role even in materials
4The term dispersion reflects the similarity to the quantum mechanical theory of light dispersion.
5Force between two permanent dipoles.
6Force between a permanent dipole and a corresponding induced dipole.
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where their influence was not expected, such as ionic and semiconducting solids [73].

Furthermore vdW interaction are crucial for the materials studied in this work, such as

graphene on metals [7, 41, 43] and layered materials like graphite [74]. Therefore, there

is a clear demand to account for dispersion forces in the framework of DFT calculations.

Different approaches were proposed in the past with promising candidates, but there is

still enough space for improvements in this current research field.

2.9.1 Force-field Corrections

A pragmatic method to include vdW dispersion has been given by the DFT-D ap-

proach [75], where a semi-empirical vdW term EvdW is simply added to the conventional

Kohn-Sham DFT energy EKS-DFT

EDFT-D = EKS-DFT + EvdW. (2.40)

The vdW term is an pairwise interatomic C6R
−6 term and represents an attractive inter-

action

EvdW = −1
2
∑
A,B

fdamp(RAB, R
0
A, R

0
B)C6AB R

−6
AB, (2.41)

where RAB is the distance between atoms A and B, C6AB is the corresponding C6 coeffi-

cient, and R0
A and R0

B are the vdW radii. The short-ranged damping function fdamp satis-

fies that the vdW corrections are minimized within typical bonding distances so that the

R−6
AB divergence is eliminated. This type of force-field correction was originally proposed

for the Hartree-Fock method which is also missing the vdW dispersion [76] and several

types have been proposed in DFT [75, 77–81]. The DFT-D2 method of Grimme [78] (as

one of those methods) is employed for some calculations in the present work. The C6

coefficient for an atom A in this method is given as CA
6 = 0.05NIAp αA, where N has value

2, 10, 18, 36, and 54 for atoms from rows 1-5 of the periodic table. The atomic ionization

potential IAp and the static dipole polarizability αA of atom A are provided by parame-

ter free density functional model PBE0 calculations [82]. The composed coefficients are

expressed as C6AB =
√
CA

6 C
B
6 .

The advantage of the DFT-D approach is a very fast computation of EvdW compared

to the rest of the Kohn-Sham energy. However, the major drawback are the empirically

obtained dispersion coefficients used by these methods. They are kept constant for each
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pair of elements, however, the actual coefficients may change due to the bonding en-

vironment or depending on the hybridization of the atom [83]. More recently proposed

methods try to overcome this shortcomings [83, 84] by reducing the empiricism with using

reference polarizability data. The starting point for both mentioned studies is the exact

expression (Casimir-Polder integral [85]) for the leading isotropic C6 term between two

atoms or molecules A and B

C6AB = 3
π

∫ ∞
0

αA(iω)αB(iω)dω, (2.42)

where αA(iω) is the polarizability of atom A at the imaginary frequency iω. Tkatchenko

and Scheffler [83] further got an expression for C6AB only depending on homonuclear

parameters C6AA, C6BB, α0
A, and α0

B,

C6AB = 2C6AAC6BB
α0

B

α0
A
C6AA + α0

A

α0
B
C6BB

. (2.43)

For the free-atom reference values of α0
A and C6AA, accurate reference values were taken.

The C6 coefficients for an atom inside a molecule or solid is scaled according to the change

of volume occupied by the atom, where the direct relation between polarizability and

volume is used [86]. A disadvantage of this method is that atomic forces are not readily

available, which is not the case for the second mentioned method, which was also proposed

by Grimme et al. [84]. Again, more accurate polarizability data from time-dependent DFT

computations are employed. Yet, here the different chemical environment is accounted

through dispersion coefficients that are dependent on the number of neighboring atoms.

Moreover, higher-order coefficients and a three-body term which substantially weakens

the interlayer binding in graphene were also included in this method. The total errors are

decreased with both methods compared to formerly mentioned methods with constant

coefficients.

However, there are several weaknesses for all DFT-D approaches [87]. First, the inter-

action is a pure force-field correction and is not derived from the electron density, therefore

large changes in density are difficult to address. Although very accurate dispersion cor-

rections may be obtained, the 1/r6 interaction at small distances needs to be removed

by using a damping function. The damping is in a region where the effect of repulsion

is strong and therefore the damping function alters the position of the minimum on the
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binding curve. This implies that for different functionals (with different binding curves)

the damping function must be adapted to give the same binding minima. Finally, it is

obvious that the additional dispersion term Edisp is always attractive and increases the

binding. Therefore this approach improves total energies only for functionals which are

not overbinding.

2.9.2 The Adiabatic-Connection Fluctuation-Dissipation The-

ory in its Random Phase Approximation (RPA)

In DFT the actual Coulomb electron-electron interaction operator is exchanged by the

more easily treatable exchange-correlation energy Exc and the problem of interacting elec-

trons is reduced to non-interacting electrons in an effective potential Eeff. In the adiabatic-

connection fluctuation-dissipation theory (ACFDT) one can find an exact expression of

the exchange-correlation energy Exc by smoothly switching the electron-electron inter-

action from a non-interacting KS system to a fully interacting system7. The electronic

Hamiltonian of Eq. (2.3) in the adiabatic connection is modified to

Ĥ(λ) = T̂el + V̂ (λ) + λV̂el-el, (2.44)

where T̂el and V̂el-el are the kinetic energy and the electron-electron potential defined

in Eq. (2.3). The coupling constant λ determines how much of the electron-electron

interaction is turned on, and at the same time influences the potential energy V (λ) to

keep the ground-state density at the value of the fully interacting system. For λ = 1

the fully interacting system is recovered with V (λ) = Vext, and λ = 0 represents the

Kohn-Sham system with V (λ) = Vext + Vxc.

By performing a thermodynamic integration over λ and using the Hellman Feynman

theorem, the Hartree-exchange-correlation energy EH
xc can be expressed as

EH
xc =

∫ 1

0
dλ 〈Ψ(λ)|Vel-el|Ψ(λ)〉, (2.45)

where Ψ(λ) is the ground-state wave function of the λ interaction system. This expression

is free of the kinetic energy operator, therefore the explicit construction of the one-particle

density matrix is entirely avoided.
7For a more detailed discussion of the ACFDT in the RPA see Ref. [88]

58



CHAPTER 2. THEORETICAL BACKGROUND A. Garhofer

Next, the fluctuation-dissipation theorem is applied. This theorem states that the

response of a system to a small perturbation is the same as its response to a sponta-

neous fluctuation, which is a density fluctuation in our case. A small time-dependent

additional potential generates a density response which can be described by the density-

density response function χ. After applying the FDT theorem one can derive the following

expression for the exchange-correlation energy

Exc = −e
2

2

∫ 1

0
dλ
∫
d3r d3r′

1
|r− r′|

{
n(r)δ(r− r′) + 1

π

∫ ∞
0

dωχλ(r, r′, iω)
}
, (2.46)

where the first term is the Hartree energy and χλ is the response function of the λ

interacting system. One can rewrite Eq. (2.46) (after some algebraic transformations, see

Ref. [88]) to separate the exchange and correlation part

Exc = Ex
[{

ΨKS
}]
−
∫ 1

0
dλ
∫
d3r d3r′

e2

|r− r′|

∫ ∞
0

dω

2π
{
χλ(r, r′, iω)− χKS(r, r′, iω)

}
,

(2.47)

with the response function of the Kohn-Sham system χKS. The Hartree-Fock exchange

energy is evaluated for the wave functions of the Kohn-Sham system. The response

function for the λ interacting system χλ appearing in the correlation energy (right hand

side of Eq. (2.47)) is not known exactly but is linked by the Dyson equation to χKS

χλ(r, r′, iω) = χKS(r, r′, iω)+

+
∫
d3r1 d

3r2 χ
KS(r, r1, iω)

(
λ e2

|r1 − r2|
+ fλxc(r1, r2, iω)

)
χλ(r2, r′, iω). (2.48)

In the random phase approximation (RPA) the exchange-correlation kernel fxc is set to

zero. After a transformation to reciprocal space and some algebra where the explicit λ

integration can be avoided, the correlation term of Eq. (2.47) in the ACFDT-RPA can be

written as

ERPA
c =

∫ ∞
0

dω

2πTr
{
ln
[
1− χKSν

]
+ χKSν

}
, (2.49)

with the Coulomb-kernel ν. The total energy with ACFDT-RPA is now given as a sum

of the Hartree-Fock energy expression evaluated for the Kohn-Sham wave functions and

the RPA correlation energy

E = E
[{
ψKS

}]
+ ERPA

c . (2.50)

The self-consistent solution for RPA energies is in principle possible, but for practical rea-

sons (high computational costs) Eq. (2.50) is usually evaluated using DFT wave-functions.
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RPA calculations reproduce lattice constants, bulk moduli, heats of formations and

surface energies in excellent agreement with experiments for various materials, while at-

omization energies are less accurately described [89, 90]. A major advantage of RPA is

that vdW interactions are seamlessly incorporated and that it allows to analyze the corre-

lation and exchange energy contributing to the total energy. Therefore, systems where the

bonding is dominated by weak vdW forces are well described with RPA [87, 91]. Further-

more, it was shown that RPA reproduces the correct interlayer dispersion in graphite [74].

A drawback of this method is that forces are not directly accessible in the present im-

plementation and secondly, it is computationally much more demanding than LDA or

GGA. Therefore the system size for RPA calculations is limited to about 100 atoms

nowadays [90].

2.9.3 vdW-DF

A related route to include vdW interactions in DFT calculations, however on a lower

level but with less computational effort, was proposed by Dion et al. [92]. In this so-called

vdW-DF the exchange-correlation energy is calculated as

Exc = EGGA
x + ELDA

c + Enl
c , (2.51)

where EGGA
x is the GGA exchange energy. In the original proposed vdW-DF the revised

PBE functional from Zhang and Yang (revPBE) [93] was used. The correlation energy is

divided into ELDA
c , which accounts for the local correlation energy obtained with LDA, and

a non-local correlation energy Enl
c that accounts approximately for the non-local electron

correlation effects. The expression for Enl
c is based on electron densities interacting via

a model response function. However, the particular form of Enl
c is still a subject of

research [94, 95]. In the originally proposed derivation [92], the starting point is the

correlation energy in the ACFDT formalism and (after some tricky algebra) Enl
c can be

expressed as a simple double space integral

Enl
c [n(r)] = 1

2

∫
d3r1 d

3r2 n(r1)n(r2)φ(q1, q2, r12), (2.52)

where φ(q1, q2, r12) is a function depending on r12 = |r1 − r2| and a universal function

q0[n(r), |∇n(r)|] evaluated at r1 and r2. The form of φ should guarantee that (i) for
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a system with constant density Enl
c is zero, and (ii) a correct r−6 dependence of the

interaction energy for large separations r [96]. For a detailed derivation and the exact

expression of φ, see Ref. [92].

First implementations of vdW-DF were not accurate enough with errors of ≈ 60 meV

for the S22 dataset8 [97] compared to CC data [98]. Since the interaction energies ob-

tained with vdW-DF depend on the incorporated exchange functional one can simply try

to improve the resulting energies by choosing an optimum exchange functional. In doing

so Klimeš et al. [94, 99] proposed three new functionals “optPBE-vdW”, “optB88-vdW”

and “optB86b-vdW” with significantly lower errors in interaction energy. Because the

“optB88-vdW” and “optB86b-vdW” functionals are employed in this work, the optimiza-

tion procedure leading to this functionals is summarized in the following.

Klimeš et al. [94] considered various alternative GGA functionals for the exchange

functional EGGA
x in Eq. (2.51). They observed that in contrast to revPBE-vdW9, PBE-

vdW systematically overbinds the dimers in the S22 dataset. The different performances

for various functionals can be understood by analyzing the enhancement factors of PBE

and revPBE.

The exchange energy density for GGA is given by

εx(n, s) = εLDAx (n)Fx(s), (2.53)

where εLDAx (n) is the LDA exchange energy density and the enhancement factor Fx(s)

depends on the reduced density gradient s(r)

s(r) = 1
2(3π2)1/3

|∇n(r)|
n(r)4/3 . (2.54)

The enhancement factors of PBE and revPBE differ only in the value of parameter κ in

FPBE
x (s) = 1 + κ− κ

1 + µs2

κ

. (2.55)

The value for κ with revPBE is larger than with PBE leading to a steeper Fx vs. s curve

for revPBE than PBE (see Fig. 2.1). Therefore, in regions with low density gradients,

e.g. in the center of a molecule, functionals with flat Fx curves (PBE) are preferred, i.e.
8The S22 dataset is a set of 22 weakly interacting dimers which is mostly of biological importance.
9A combination of an exchange functional X with vdW correlation is denoted X-vdW in Ref. [94] and

also used throughout this work.
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the interaction is stronger for PBE than for revPBE (see Ref. [100] for a more detailed

discussion). In the following, an exchange functional with a κ value between the extrema

of PBE (underbinding) and revPBE (overbinding) was shown to reduce the mean absolute

deviations (MAD) to 21 meV with respect to the reference data for a S22 set. Furthermore,

by varying both, κ and µ the MAD could be further reduced to 15 meV yielding the

optPBE-vdW functional.

The B88-vdW functional (proposed by Becke in 1988 [101]) performs slightly better

than revPBE in terms of MADs for the S22 set but outperforms in the mean deviation of

hydrogen bonded and dispersion bonded subsets. The exchange enhancement factor for

the B88 functional can be written as

FB88
x (s) = 1 + µs2

1 + βs arcsinh(cs) , (2.56)

with a constant c and parameters µ and β. After the optimization of µ/β the MAD could

be decreased to 10 meV. The functional with the new parameter set is called “optB88”.

In a more recent paper Klimeš et al. [99] proposed a new functional based on the B86b

functional by Becke from 1986 [102]. The goal was to find a functional that is less repulsive

than revPBE, which is assured if Fx rises less steeply for small s. In addition, for large s

it should have a s2/5 behavior to give binding curves similar to Hartree-Fock [103]. This

requirements are fulfilled for the optB86b-vdW functional with an exchange enhancement

factor FB86b
x (s)

FB86b
x (s) = 1 + µs2

(1 + µs2

κ
)4/5

, (2.57)

with µ = 0.1234 leading to similar MAD as for optB88-vdW. The exchange enhancement

factors for different functionals are compared in Fig. 2.1. The optimized functionals are

less steep for small values of s and keep rising for large s. Functionals with steeply

increasing Fx for small s are more repulsive than functionals with Fx less steep or flat

(LDA). A flat Fx curve for large s leads to a more attractive functional. Therefore, the

least repulsive functional is optB86b-vdW, followed by optB88-vdW and optPBE-vdW. In

the asymptotic region on the other hand, optPBE-vdW is more attractive than optB86b-

vdW, and optB88-vdW10. In general the vdW correlation overestimates the interaction

for long range. This effect is thus reduced by using the optB88-vdW exchange.
10This trends in interaction energies are also observed for graphene on Ni(111), see Fig. 3.4.
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Figure 2.1: Exchange enhancement factors Fx as a function of the reduced gradient density

s for different functionals. PBE, PBEsol, and revPBE share the same functional forms

but have different parameters. The three functionals “opt” were optimized for the use

with vdW correlation. The optimized functionals rise less steeply for small s than the

original functionals which decreases repulsion for hydrogen bonded systems. Moreover

for large s, optB88 and optB86b keep rising which decreases the overestimation of the

binding caused by vdW correlation [87]. Taken from Klimeš et al. [99]
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The vdW-DF method was implemented in the VASP code by J. Klimeš using the

algorithm of Roman-Perez and Soler [96]. Calculations with vdW-DF are only slightly

more expensive than regular GGA calculations making them an attractive choice for large

system sizes. However, the dependence of the interaction energies on the actual function

is unsatisfactory. In practice, one should compare the results of vdW-DF calculations

with reference calculations and select a proper functional.

2.10 Quasiparticle Energies in the GW Approxima-

tion

While DFT has been very successfully applied to obtain ground-state properties such as

total energies and structural properties, the Kohn-Sham eigenvalues cannot be directly

viewed as quasiparticle energies as measured, e.g. in photoemission spectroscopy. A widely

used approach to study quasiparticle energies is a Green’s function based method, the

GW approximation. In order to calculate the Green’s function, the non-local and energy

dependent self-energy operator is required. In the GW approximation [51] only the lowest

order in the expansion of the self-energy ∑ in terms of the single-particle Green’s function

G and the dynamical screened Coulomb potential W

∑
= iGW −GWGWG+ · · · (2.58)

is used. Therefore, the self-energy in the GW approximation is given by

∑
≈ iGW . (2.59)

In practice, first DFT calculations are performed and from the obtained orbitals and

eigenvalues a first guess of the Green’s function G0 and of the potentialW0 is constructed.

In the next step, the self-energy ∑ = iG0W0 can be used to calculate a new Green’s

function in a Dyson equation, which is then the input for a new self-energy and so forth,

until self-consistency is reached. However, often one stops after the first iteration, which

is known as the G0W0 approximation. The band gaps for semiconductors and insulators

provided with the GW approximation are in good agreement with experimental data [51]

and thus improve the systematic underestimation of band gaps predicted with DFT.
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Furthermore, the calculated quasiparticle energies allow for a direct comparison of the

calculated band structure with experimental angle-resolved photoelectron spectroscopy

data.
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Chapter 3

Graphene on Ni(111)

The main results of this chapter were published in Phys. Rev. B, 84, 201401 (2011),

Graphene on Ni(111): Strong interaction and weak adsorption [43], where the present

author contributed to the DFT calculations.

Graphene grown on Ni(111) is a good model system to study the growth and interac-

tion of graphene on a transition metal substrate, because the lattice mismatch between

graphene and the nickel substrate is small. Therefore, graphene usually grows epitaxially

in 1× 1 structures on the nickel substrate, keeping additional strain-induced contributions

small and makes it easy to model with periodic slabs, in contrast to weakly interacting

systems with large moiré unit cells. Consequently adsorption, interaction and changes

in the electronic structure have been already the subject of quite a few theoretical stud-

ies [37, 42, 104–107].

The potential usage as spin-filtering devices boosted the interest in Gr/Ni(111) even

more. Karpan et al. [108, 109] predicted an ideal spin-filtering for interfaces between

graphite and (111) face-centered cubic (fcc) or (0001) hexagonal close-packed (hcp) Ni or

Co. The effectiveness of spin-filtering was tested in a current-perpendicular-to-the-plane

configuration for a ferromagnet|Grn|ferromagnet sandwich-like structures with n graphene

layers. The prerequisite for the spin-filter effect is an almost perfect lattice match so that

they share a common two-dimensional reciprocal space. However, the striking point is

the unique overlap in the reciprocal space for only one spin direction (Fig. 3.1). In

graphene or graphite, the only states at or near the Fermi surface are at the corners of

the hexagonal Brillouin zone where Co and Ni have states of minority spin character only.
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For only one graphene layer, the strong Gr-metal interaction will partially quench the

spin-filtering effect in the sandwich-like structure. However by using other combination

of ferromagnetic materials, a sizeable effect is predicted [110].

Figure 3.1: Fermi surface projections onto the (111) plane for (a,b) fcc Co majority and

minority spins, (c,d) fcc Ni majority and minority spins and (e) for fcc Cu. For graphene

and graphite (f), the constant-energy surface is reduced to a single point, i.e. the K-point.

Taken from Karpan et al. [108]

Graphene on Ni(111) is difficult to treat from a theoretical point of view. Both, an

accurate description of the metallic surface and the nonlocal correlation effects is needed.

Several authors have investigated this system with standard DFT approaches [42, 104–

106] where the vdW contributions are completely neglected. A gradient-corrected GGA

exchange-correlation functional yields too repulsive energy vs. distance curves with a

local minimum corresponding to endothermic, i.e. no bonding. The LDA approxima-

tion yields a minimum at approximately the correct distance but with completely wrong

long-range asymptotic behavior and to strong binding (see section 3.1.3). Furthermore,

even the recently proposed vdW-DF [92] fails to predict an appropriate structure for

the graphene-metal interfaces. In a recent paper, Hamada and Otani showed that the
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originally proposed vdW functionals (vdW-DF, vdW-DF2) also lead to no binding at

all [111].

Although the use of recently proposed vdW-DF exchange functionals leads to more

reasonable results, the wide spread of the computed adsorption energies using different

functionals underlines the need for a reference calculation. Benchmark calculations for

Gr/Ni(111) using the adiabatic-connection dissipation-fluctuation theorem (ACFDT) in

the random-phase approximation (RPA) are presented in this chapter and are compared

to computationally cheaper vdW functionals.

3.1 Structure of Gr/Ni(111)

3.1.1 State of the Art

The “high-symmetry” adsorption sites for an adatom on a fcc(111) surface are shown

in Fig. 3.2. For a single adatom the three-fold coordinated fcc and hcp “hollow” sites

are usually the most stable adsorption positions. The adatom is at an fcc-site, when it

continues the fcc stacking sequence ABCABC and is therefore above a substrate atom

of the third layer. If it breaks up the fcc stacking sequence and is instead above a

substrate atom of the second layer, the adsorption configuration is the so-called hcp-

site. A position directly above a substrate atom, which has only one-fold coordination,

is commonly referred as top-site. The two-fold coordinated bridge site is located in the

middle of two adjacent top-sites what is equivalent to the middle of an fcc and hcp-site

(Fig. 3.2).

With respect to Gr/Ni(111), two adsorption sites per unit cell are occupied by carbon

atoms. First, there are the three “high-symmetry” configurations: top-fcc, top-hcp, and

hcp-fcc (Fig. 3.3a, 3.3c, and 3.3e), where e.g. top-fcc means that one carbon atom is on the

top-site and the other one on the fcc-site. Three additional “low-symmetry” configurations

were considered by Fuentes-Cabrera et al. [106], which were labeled bridge-top, bridge-

fcc and bridge-hcp by the authors (Fig. 3.3b, 3.3d, and 3.3f). In these structures, the

carbon atoms are not placed at hollow or top sites, but in the center of two of these sites,

respectively. However, only the center of hcp and fcc is the before mentioned bridge-
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(a) Hexagonal fcc(111) surface structure with

adsorption sites (b) Enlarged figure of adsorption posi-

tions from (a)

Figure 3.2: Adsorption sites on a fcc(111) surface with marked adsorption sites top, fcc,

hcp, and bridge.

site, the other two are usually not specifically labeled in the literature. The notation

might therefore be misleading as there is indeed one atom at a bridge site for bridge-hcp

and bridge-fcc, but none for the bridge-top configuration. The notation rather indicates

that the middle of a C-C bond (the bridge) is located above a top, hcp, or fcc-site for

bridge-top, bridge-hcp, and bridge-fcc, respectively.

Different stable adsorption positions for Gr/Ni(111) were proposed in experimental as

well as theoretical studies (table 3.1). From a theoretical point of view, Bertoni et al. [104]

as well as Kalibaeva et al. [105] performed DFT-PBE calculations, which yielded the top-

fcc structure as the most stable configuration. However, Fuentes-Cabrera et al. [106]

showed that for the PBE functional, hcp-fcc is the only stable structure. They included

three additional “low symmetry” configurations bridge-top, bridge-hcp, and bridge-fcc and

surprisingly found bridge-top to be the most stable one for using LDA. While Khomyakov

et al. [42] did not include bridge configurations and got top-fcc as the favorite geometry,

Zhao et al. [107] performed a combined high-resolution X-ray photoelectron spectroscopy

(HR-XPS) and DFT study to investigate the favorite adsorption position. The latter em-

ployed the PBE functional plus dispersion corrections [80] to take care of van der Waals
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(a) top-fcc (b) bridge-top (c) top-hcp

(d) bridge-hcp (e) hcp-fcc (f) bridge-fcc

Figure 3.3: Adsorption sites of graphene on Ni(111).

(vdW) interactions. Their calculations again showed that a bridge-top configuration has

slightly larger binding energy (BE) than a top-fcc configuration. The favorite adsorption

sites could be distinguished by measured and calculated core level (CL) shifts, which

suggested a coexistence of both phases with relative fractions probably depending on mi-

nor defect concentrations. The most expensive and nowadays state-of-the-art calculation

was performed by Mittendorfer et al. [43] in 2011, using ACFDT in the RPA (see sec-

tion 2.9.2), where the vdW interactions are intrinsically included. The bridge structures

were not considered in this study but two minima were found for the top-fcc configu-

ration at 2.17 Å and 3.3 Å corresponding to a chemisorbed and physisorbed state (see

section 3.1.3). Also in 2011, Olsen et al. [112] used the same method to study graphene on

Ni(111), Cu(111), and Co(0001). For Gr/Ni(111) they did not find two distinct minima

but rather a broad flat minimum extending roughly from 2.2 to 3.2 Å. However, their

global minimum is located at 3.25 Å with a 8 meV larger BE than at the chemisorption

state at 2.3 Å. This discrepancy was solved in a more recent paper of Olsen and Thyge-

sen [37], where they ascribed the divergent results to an insufficient k-point sampling in

Ref. [112] and reproduced the two minima found by the present author [43].

From an experimental side, Rosei et al. [113] and Klink et al. [114] assigned hcp-
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Ref. method site BE [meV] dGr-Ni [Å]

[113] SEELFS a hcp-fcc - 2.80 ± 0.08

[114] STM b hcp-fcc - -

[115] LEED c top-fcc - 2.11/2.16 ± 0.07

[104] GGA-PBE top-fcc - 2.122/2.130

[105] GGA-PBE top-fcc - 2.13

[106] LDA bridge-top 205 1.95

[42] LDA top-fcc 125 2.05

[107] HR-XPS, PBE d bridge-top (top-fcc) ≈ 130 ≈ 2.07

[43] RPA top-fcc 67 2.17

[37] RPA top-fcc 70 2.19

Table 3.1: Experimental and calculated literature values of the preferred adsorption site,

BE, and Gr-Ni distance of Gr/Ni(111).
a Surface extended energy loss fine structure (SEELFS) spectroscopy
b Scanning tunneling microscope (STM)
c Low-energy electron diffraction (LEED)
d Zhao et al. combined high-resolution X-ray photoelectron spectroscopy (HR-XPS) and

dispersion corrected DFT-PBE studies
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fcc as the most stable structure, whereas a top-fcc configuration was found by Gamo

et al. [115] and Kawanowa et al. [116]. In the early study of Rosei et al. surface extended

energy loss fine structure spectroscopy was used, and a bonding distance of 2.80 ± 0.08 Å

was determined. This result is in contradiction with DFT results, where the binding

distance is around 2.1 Å for top-fcc and around 3.4 Å for fcc-hcp (Fig. 3.7) geometries.

More recent low-energy electron diffraction (LEED) measurements of Gamo et al. [115]

stated a distance of 2.11/2.16 ± 0.07, i.e. 2.11 Å for the nearby carbon atom and a

small corrugation of 0.05 Å. The obtained value of Gamo et al. is in accordance with the

theoretical studies.

Thus, a proper functional that takes the vdW interactions into account is crucial to

get the correct bonding behavior of Gr/Ni(111). Therefore, the adsorption energies for

various functionals are studied in more detail in section 3.1.3 after a summary of the

lattice constants for the employed potentials.

3.1.2 Interface Lattice Constants

The lattice constant of nickel bulk aNi is 3.520 Å. The lateral analogue for the Ni(111)

surface is

alatNi = aNi√
2
≈ 2.49 Å.

The calculated lattice constants for the used potentials in the following discussion are

compared with the experimental ones in table 3.2. The calculated values for the graphene

lattice constant are in good agreement with the experimental one. However, the LDA

lattice constant for nickel is smaller than the experimental one by approximately 3%,

which is in agreement with values reported by Fuentes-Cabrera et al. [106]. Usually LDA

shows overbinding, i.e. binding and cohesive energies turn out to be too large compared

to experiment. This overbinding also leads to lattice constants and bond lengths that

are smaller than the experimental values [45]. The PBE lattice constant on the other

hand, is in very good agreement with experiment. The effect of Grimme force-field vdW

corrections is an additional attractive interaction so that the nickel lattice constant is

1.6% smaller than the experimental one. Both vdW-DF which are implemented in VASP

are close to the experimental lattice constant. They also reproduce the experimental
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lattice mismatch of 1.30% better than the PBE-Grimme potential, where the graphene

lattice constant is 0.6% larger than the nickel lattice constant.

aGr [Å] alatNi [Å]
(
alatNi − aGr

)
/aGr [%]

experimental 2.46 [19] 2.492 1.30

LDA 2.447 2.424 −0.09

PBE 2.468 2.493 1.01

PBE+Grimme 2.468 2.451 −0.07

optB88-vdW 2.463 2.484 0.09

optB86b-vdW 2.465 2.479 0.06

Table 3.2: Experimental and calculated lattice constants of graphene and lateral Ni(111).

The lattice mismatch in the last column is very small for Gr/Ni(111).

3.1.3 Adsorption Energies for different Functionals

As discussed in section 3.1.1, previous studies of Gr/Ni(111) suggest that the choice of

a proper functional that includes vdW interactions is essential to accurately describe the

bonding behavior. In this section a comparison of different functionals is given.

In Fig. 3.4 the adsorption energies as a function of the graphene-nickel distance for

certain potentials are shown. The carbon atoms are in a top-fcc configuration, which is

one of two favorite adsorption geometries (see section 3.1.4).

In the present work the sign convention by Groß [45] is adopted, meaning that posi-

tive adsorption energies, which are equivalent to negative BEs represent repulsion. When

PBE is used, the adsorption energy is positive for all distances which represent a repulsive

interaction. This would cause graphene not to stick on nickel as already pointed out by

Fuentes-Cabrera et al. [106]. Nevertheless, with PBE a local minimum is present at a bind-

ing distance of 2.15 Å, which is close to the experimental value of 2.11/2.16 ± 0.07 [115],

however with an “endothermic” adsorption energy of 20 meV. The PBE functional is

therefore an unfortunate choice for this system.

The binding situation is better described with LDA. A distinct minimum is present at
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a Gr-Ni distance of 2.00 Å. The BE at the minimum (191 meV) is larger than for any other

presented functional, but is still in the range of physisorption, where vdW interactions are

important. Despite the small Gr/Ni bonding distance, it is questionable if the adsorption

can be viewed as traditional (covalent) chemisorption, because of the small BEs. It should

be mentioned that the BE at the LDA lattice constant of nickel is even decreased by a

factor of two.

Furthermore, it can be seen in Fig. 3.4 that for the local LDA and semi-local PBE

functionals the interaction decays exponentially with distance and has nothing in common

with the correct long-range vdW behavior that is expected to be of polynomial form

(C3 × 1/d3 – C4 × 1/d4) [74]. Clearly, both semi-local and local functionals are missing

these vdW like contributions: the deep LDA minimum is a true artifact and related

to the wrong decay of the Kohn-Sham potential and orbitals from the surface into the

vacuum [43].
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Figure 3.4: Adsorption energy per carbon atom as a function of the Gr/Ni distance

for different functionals at the RPA lattice constant of 2.493 Å. The graphene layer is

adsorbed at a top-fcc configuration on Ni(111).

There are several approaches to include vdW interactions in the framework of DFT
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(see section 2.9). In this thesis, two approaches are used namely the PBE+Grimme (DFT-

D2 [78]) and vdW-DF in the flavor of optB88 and optB86b [92], besides RPA calculations

performed by F. Mittendorfer [43]. In the DFT-D2 method of Grimme [78], the van

der Waals interactions are described via a simple pair-wise force-field, while the vdW-

DF proposed by Dion et al. [92] is a nonlocal correlation functional that approximately

accounts for dispersion interactions. There are multiple proposed versions of this method

in usage, which are compared to the reference RPA calculations [43] in Fig. 3.5 (for details

of the ACFDT RPA method see section 2.9.2). The original functionals, vdW-DF and

vdW-DF2, lead to a nonbonding behavior in the vicinity of the surface, which was already

discussed by Hamada and Otani [111]. The vdW functionals (“opt”), which were recently

developed by Klimeš and Michaelides [94, 99], lead to improved binding at short distances.

The binding energies at the local energy minima for the optB88-vdW functional are in

good agreement with our RPA results. This functional replicates the RPA curves very

well. The optB88-vdW is more repulsive at low distances (the repulsive curve on the left

of Fig. 3.5 is shifted to the right compared to optB86b-vdW) and optB86b-vdW is more

attractive at larger distances. This is due to the construction of the respective functionals

(see section 2.9.3 for a detailed discussion). The barrier between the chemisorption and

physisorption minima is more pronounced with RPA than optB88-vdW. The binding

energies in the chemisorption region are decreased (increased) for the optPBE (optB86b-

vdW) functional.

At Gr-Ni distances of more than 4 Å both PBE+Grimme and vdW-DF curves are

almost identical with the RPA curve, while they behave differently when graphene is

close to the nickel substrate (Fig. 3.4, 3.5). A pronounced energy minimum at 2.1 Å

is obtained with PBE+Grimme that is even more pronounced than for optB86b. For

these two functionals, instead of a second minimum like for optB88-vdW and RPA, the

energy-distance curve is just flattened and no distinct minimum can be detected.

RPA results

The results of our RPA calculations of Mittendorfer et al. [43] are summarized in the

following. RPA predicts a weak adsorption at a distance of 2.17 Å with a BE of 67 meV

per carbon atom (Fig. 3.5, 3.6). It should be noted that this value is slightly higher than
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Figure 3.5: Adsorption of graphene on Ni(111) in top-fcc configuration as a function of

the exchange-correlation functional. Taken from Mittendorfer et al. [43]

the calculated BE of 48 meV for the graphene sheets in graphite [74], indicating that the

graphene sheet will wet the surface, in agreement with experiment. A second minimum

at a typical vdW distance for graphene on a transition metal [117], of 3.3 Å is slightly

more weakly bound with a BE of 60 meV.

A split-up of the total energy in the correlation and exchange contribution illustrates

the origin of the double peak. At large distances down to 2.8 Å, the exchange interaction

is purely repulsive (and the band structure is hardly modified, see section 3.2), and the

correlation follows essentially a vdW like behavior: the long-range contributions of the

correlation energy can be fitted well by a curve following d−3.84 (Fig. 3.6, pink line). The

value of the exponential is rather close to −4 indicative of a simple additive pairwise

interaction between two sheets [74].

At distances shorter than 2.8 Å, the graphene band structure starts to be modified

with a hybridization setting in (see section 3.2), and most importantly, with a breakup of

symmetry between the top-site and hollow-site carbon atoms. For the related adsorption

of graphene on Ir(111), a small hybridization has been predicted even for a slightly larger

distance of 3.2 Å, presumably due to the less localized Ir 5d-states [11]. The symmetry
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reduction by the hybridization abruptly changes the exchange energy (EXX), resulting

in a strong interaction even on the level of exact exchange. Part of the reason for this

decrease of the exchange energy is that Hartree-Fock prefers a symmetry-broken solution

for the free-standing graphene layer, i.e., an insulating charge density wave ground state

with disproportionated carbon atoms is preferred over the metallic ground state. Such a

charge density wave is induced by the metal slab, lowering the exchange energy. However,

correlation restores the correct symmetric ground state for free-standing graphene, and

concomitantly on the surface, the correlation rises almost as steeply as the exchange

energy decreases. The resulting total energy is smooth, with a slight barrier between

the physisorption minimum, characterized by a graphene band structure that is hardly

modified compared to free-standing graphene, and the second “chemisorption” minimum,

where the graphene band structure is strongly modified compared to the free-standing

layer (see section 3.2).

Figure 3.6: RPA adsorption energies for the adsorption of graphene on Ni(111) in the

top-fcc (red line) and top-hcp (inset) configuration. The total adsorption energy is sepa-

rated into the exchange- (blue line) and correlation contributions (green line). The pink

line indicates an analytic fit to the long-range correlation contributions. Taken from

Mittendorfer et al. [43]
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3.1.4 Influence of the Adsorption Configuration

The adsorption energies per carbon atom as a function of the Gr/Ni distance for all

six adsorption configurations (Fig. 3.3) are shown in Fig. 3.7. The calculations employ

the vdW-DF optB88-vdW at the Ni RPA lattice constant of 2.493 Å, very close to the

experimental value of 2.492 Å. This functional mimics the reference RPA calculations best

as discussed in section 3.1.3.
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Figure 3.7: Adsorption energy per carbon atom as a function of the Gr/Ni distance for

various adsorption sites with the optB88-vdW functional at the RPA Ni lattice constant.

A physisorption minimum at typical vdW distances of about 3.4 Å is present for

all configurations, whereas a second minimum at approximately 2.2 eV exists only for

the top-fcc, bridge-top, and top-hcp configurations. The adsorption energies for this

chemisorption minimum are of the same order of magnitude for all three systems, but the

top-fcc valley is slightly smaller. The highest BE is found for the top-fcc arrangement

with 71 meV. The bridge-top configuration not calculated with RPA, yields almost the

same binding energy as top-fcc.

The physisorption minima for top-fcc, bridge-top, and top-hcp are all at the same

level (∆ BE≤ 1 eV), whereas there are slightly higher BEs at the minimum of the three
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remaining configurations, bridge-hcp, hcp-fcc, and bridge-fcc. Notice that the energy-

distance curve of the hcp-fcc configuration in the chemisorption range is much steeper

than for bridge-hcp and bridge-fcc, which are almost identical due to a similar local

adsorption geometry.
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Figure 3.8: Adsorption energy per carbon atom as a function of the Gr/Ni distance

for various adsorption sites with the optB88-vdW functional at the optB88 Ni lattice

constant.

If instead of the RPA, the optB88-vdW lattice constant is used, a distinct chemisorp-

tion minimum is no longer present as illustrated in Fig. 3.8. Although the optB88-vdW

lattice constant is only 0.4% smaller than the RPA one, the curves are clearly changing.

While the vdW minima are nearly the same, the chemisorption minima are ≈ 11 meV (or

15%) lower in BE.

The adsorption energies as a function of the Gr/Ni separation when graphene is in

a top-fcc arrangement was already shown in Fig. 3.4 and is replotted in Fig. 3.9 as well

as the respective curves of the other adsorption configurations for the optB86b-vdW

functional. The three chemisorption states found for the optB88-vdW functional have a

minimum around 2.1 Å also for the optB86b-vdW functional. The highest BE of 126 meV
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Figure 3.9: Adsorption energy per carbon atom as a function of the Gr/Ni distance for

various adsorption sites with the optB86b-vdW functional at the RPA Ni lattice constant.

is reached for the bridge-top configuration at 2.0 Å. While for optB88-vdW, there was

a quite linear curve with a small kink at 2.1 Å for bridge-hcp and bridge-fcc at small

distances (Fig. 3.7, 3.8), with optB86b-vdW there is a flat region from 2.1 Å to 2.4 Å.

It becomes a definite minimum if a larger lattice constant is employed. For the extreme

case of using the optB86b-vdW Ir lattice constant which is 9.7% larger than the RPA Ni

lattice constant, even the hcp-fcc configuration develops a minimum (Fig. 3.10). This is an

unrealistic scenario on its own as the graphene is stretched by 11%, which costs 0.61 eV

per carbon atom compared to results with the RPA Ni lattice constant. Nevertheless,

the results are useful with respect to nickel intercalated Ir(111) where one monolayer of

nickel is stretched to the Ir lattice constant (see section 7). However, due to the strong

σ-bonds graphene is not stretched but forms a moiré. The calculations with the Ir lattice

constant shows the tendency of stronger adsorption energies at the chemisorption minima

in general, and the binding for bridge-hcp and bridge-fcc geometries mimics rather top-fcc,

top-hcp and bridge-top, than hcp-fcc in this case. Furthermore, the minima are shifted to

smaller Gr-Ni distances: the largest absolute adsorption energy is found for the bridge-top
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configuration at 1.90 Å.
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Figure 3.10: Adsorption energy per carbon atom as a function of the Gr/Ni distance

for various adsorption sites with the optB86b-vdW functional at the optB86b Ir lattice

constant.

3.1.5 Relaxation Effects

No relaxations were allowed for the energy-distance calculations showed in Fig. 3.7 - 3.10.

For each local energy minima an additional calculation where the atoms can relax, are

presented in table 3.3. The optB88-vdW functional at the RPA lattice constant is used.

The two bottom Ni layers are kept fixed and all other atoms are allowed to relax.

The BEs in table 3.3 show that the relaxation does not change the order of energies,

and the BEs are quite similar compared to the unrelaxed calculations. The maximum

BEs are found for top-hcp and bridge-top arrangements and differ by only 3 meV. The

physisorption and chemisorption minima are practically at the same energy. The BE

for top-fcc with RPA is slightly lower (67 meV) [43]. The Gr-Ni distance for all three

chemisorbed states are at distances ranging from 2.11 Å to 2.26 Å, which is in good

agreement with the RPA results (2.17 Å for top-fcc and top-hcp) [43] and the experimen-
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BE [meV] dGr-Ni [Å]

top-fcc 71 2.20

73 3.21

bridge-top 72 2.11

72 3.22

top-hcp 64 2.26

73 3.20

bridge-hcp 69 3.35

hcp-fcc 65 3.42

bridge-fcc 69 3.34

Table 3.3: BEs and Gr-substrate distance for different adsorption configurations with

RPA lattice constant and optB88-vdW functional.

tal value of 2.11/2.16 ± 0.07 [115]. The physisorption minima of the also chemisorbed

configurations are almost at the same distances (3.20 - 3.22 Å), which is in good agreement

with RPA [43] (3.3 Å for top-fcc and top-hcp). The other three configurations, bridge-

hcp, hcp-fcc, and bridge-fcc have slightly lower BEs and the equilibrium Gr-Ni distance

is larger.

3.1.6 STM Simulation

The STM simulations within the Tersoff-Hamann approach [118] for top-fcc, top-hcp,

hcp-fcc, and bridge-top are illustrated in Fig. 3.11. The occupied states in the energy

range EF − 0.5 eV to EF are plotted. While for the hcp-fcc and bridge-top configuration

both carbon atoms are visible as white spots (smeared out for bridge-top), only one white

spot per unit cell is detected for top-fcc and top-hcp. The bright spot for top-fcc (top-

hcp) is located at the fcc- (hcp-) site. The symmetry breaking is mirrored in the STM

images because of a stronger interaction for the top-site carbon atom with the underneath

lying nickel atom which pushes reactant states above EF (see section 3.2). Therefore, it

is possible to distinguish between a bridge-top and top-hollow configuration, but it is
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not possible to distinguish between top-fcc and top-hcp. Graphene adsorbed in a hcp-fcc

configuration has a lower BE and should not be observed in experiments anyway.

(a) top-fcc (b) top-hcp

(c) hcp-fcc (d) bridge-top

Figure 3.11: Simulated STM image of graphene on Ni(111) in the (a) top-fcc (b) top-hcp

(c) hcp-fcc and (d) bridge-top configuration in a 7× 7 unit cell.

3.2 Band Structure

The bonding at short Gr-Ni distances indicates a strong covalent interaction, which is

reflected in the band structure already on the level of semi-local functionals. The PBE

band structure for graphene in the top-fcc configuration on Ni(111) projected at the carbon

atoms is shown in Fig. 3.12a. At a distance of 2.1 Å a pronounced band-splitting of the

π-bands (green dots) at the (Dirac) K-point is observed, while the lower-lying σ-bands

remain unchanged compared to free-standing graphene. A similar nonrigid downward

shift was observed also in previous studies [39, 104, 119, 120]. The interaction between

graphene and nickel layers implies a hybridization of the graphene π-bands with the nickel
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d-bands. In the graphene band structure there are only two states at the Dirac point.

Since the symmetry is broken, the double degeneracy of the π-band is lifted as well and

four states near the Fermi energy appear. A similar splitting is also observed for the

interaction of graphene with, e.g. Ru surfaces [121].

The energies of the calculated states for Gr/Ni(111) are compared with literature

data in table 3.4. The main contribution of the two lower bands can be related to the

fcc carbon pz minority state at −2.9 eV. It is the bonding state between the fcc hollow

carbon and the interface nickel atom and corresponds to the interfaces state I1 described

by Bertoni et al. [104] and the experimentally found state at −2.9 eV, −2.8 eV, and

−2.65 eV, respectively (table 3.4). The top site carbon pz orbitals interact strongly with

the nickel states (predominantly dz2 , dxz and dyz) leading to strong bonding resonance at

−2.2 (−1.9) eV for the majority (minority) state at the Dirac points. This state can be

assigned as the I2 state [104] and the experimentally found state at −1.6 eV to −1.7 eV

(table 3.4). The hollow site carbon pz also exhibits an anti-bonding state close to the

Fermi-level at −0.3 (+0.2) eV for majority (minority) states. Using a many-electron

(G0W0) approach, only a small shift of the bonding states to values of −2.5 (−1.9) eV

for the top C atoms and −0.7 (+0.3) eV for the hollow atoms is predicted [43]. The

density functional theory predictions are very accurate in this case. The values obtained

by experiment for occupied states near the Fermi-level (−0.15 to −0.7 eV) are in good

agreement with the calculated energies.

The strong hybridization of carbon pz and nickel d-states are clearly related to the

vicinity to the surface, as moving the graphene layer to a larger distance of 3.0 Å restores

the band structure of free standing graphene with the usual crossing of the π-bands at

the Fermi level (Fig. 3.12a, bottom). Previous DFT calculations showed, that for a

hcp-fcc configuration with a Gr-Ni distance of 3.1/3.3 Å, graphene bands are restored

indicating a small graphene-substrate interaction. Only a small downward shift of the

graphene bands with respect to EF, and a small upward shift of the nickel surface state

was observed [104, 108].

The differential charge density induced by the adsorption at the chemisorption min-

imum is shown in Fig. 3.12b. Due to the strong hybridization between top site carbon

pz orbitals and nickel dz2 orbitals, the nickel dz2 orbitals are partly pushed above the
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Figure 3.12: (a) PBE band structure of graphene/Ni(111) at a distance of 2.1 Å and

3.0 Å projected at the carbon atoms. (b) Differential charge induced by the adsorption of

graphene on Ni(111) for a distance of 2.1 Å: blue (red) areas mark an increase (decrease)

of the charge density. No significant changes in the differential charge distribution can be

observed at a distance above 3 Å. Taken from Mittendorfer et al. [43]

(*) Bertoni et al. [104] Experimental

Spin ↑ Spin ↓ Spin ↑ Spin ↓ [119] [39] [120]

fcc −0.3/−0.71 0.2/0.31 fcc (I3) −0.2 0.18 -0.6 -0.2 -0.15

top −2.2/−2.51 −1.9/−1.91 top (I2) −2.4 −1.96 -1.7 -1.6 -0.7

fcc −3.22 −2.9 fcc (I1) −3.37 −3.24 -2.9 -2.8 -1.65

top −3.42 −3.12 -2.65

Table 3.4: Energies in eV of graphene states close to the Fermi energy at the K-point of

the Brillouin zone.

(*) Augmented analysis of Mittendorfer et al. [43]
1The second value is obtained with the many-electron (G0W0) approach.
2Only small contributions.
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Fermi-level resulting in a depletion of charge in the nickel dz2 states (graphene-surface

anti bonding linear combinations), and an increase of the charge density on the carbon pz
orbitals (graphene-surface bonding linear combinations at −2.0 eV). There is a slight loss

of charge from the fcc carbon pz orbitals induced by the minority fcc carbon pz orbitals

being pushed above the Fermi-level to +0.2 eV, and an increase of charge on the nickel

dxz and dyz orbitals.

The interaction is reminiscent of classical molecule-surface interaction, to some extent.

There is the (back-)donation from the surface nickel dz2 states into the top-site carbon pz
orbitals on one hand, and the hollow-site carbon pz orbitals donate charge to the nickel

dxz and dyz states, on the other hand. However the second interaction is fairly weak

for sterical reasons. The donation to the surface nickel dxz and dyz orbitals is mainly

necessitated by the requirement of charge neutrality for the graphene sheet. In fact, a

Bader analysis shows that the net charge flow from the surface to graphene is zero [43].

The weak hybridization of the hollow-site carbon atoms with the surface could be a reason

for the small total interaction energies. The nickel dxz and dyz states are pushed to lower

energies (below the Fermi-surface) as a result of electrostatics related to the loss of charge

on the nickel dz2 states [43].

3.3 Computational Methods

The presented calculations were performed with the Vienna Ab Initio Simulation package

(VASP) [62, 63] using the PAW method [70]. Ni 3s and 3p-electrons were included for the

RPA calculations. The Ni(111) surface was modeled by a slab consisting of five layers and

a vacuum width of ≈ 14 Å thickness. The RPA calculations of Mittendorfer et al. [43] were

performed at an RPA lattice constant of 3.526 Å, which is very close to the experimental

value of 3.524 Å. The lattice constants used in other calculations is given in the respective

sections. The Brillouin zone integration was done on a 19× 19× 1 k-point mesh for RPA

and on a 15× 15× 1 for all other calculations. Further technical details concerning the

RPA method can be found in Schimka et al. [122] and Harl et al. [90]

89



3.4. CONCLUSION A. Garhofer

3.4 Conclusion

Ab initio studies of graphene on ferromagnetic Ni(111) show that PBE and LDA disagree

significantly about the trend in BEs. While PBE leads to no binding at all, LDA finds a

minimum at 2.0 Å. However, both functionals are (semi-)local and are missing vdW inter-

actions, which are crucial for a correct description of Gr-metal interactions. An explicit

evaluation of the correlation energy in the framework of the ACFDT in the RPA leads to

a natural inclusion of the nonlocal vdW contributions. The most remarkable result gained

from the RPA calculations is the presence of two minima, one at a typical physisorption

distance of 3.3 Å, and a second chemisorption minimum at 2.17 Å. The analysis of the

interaction indicates that the common concepts of adsorption cannot be applied to this

system, as we observe both, strong signs of chemisorption at short distances, but also an

adsorption energy that remains in the typical range of weak physisorption. The broken

symmetry induced by the adsorption of the graphene layer on Ni(111), e.g. for a top-fcc

adsorption configuration, results in a decreased exchange energy at shorter distances. The

small BEs are related to the lack of an efficient hybridization mechanism for donation of

charge from the carbon overlayer to the surface, for instance via the hollow-site carbon

pz orbitals. Band structure calculations show a strong hybridization in the chemisorption

regime but almost intact graphene bands at typical vdW adsorption distances.

The use of the accurate RPA data allows to assess the quality of the computationally

significantly cheaper vdW-DF functionals. The long-range behavior is in accordance with

the RPA curves for both, PBE+Grimme (DFT-D2) and the vdW-DF calculations. In

the short range the optB88-vdW results are in best agreement with the RPA calculations,

making this vdW functional a promising choice for the treatment of larger systems. Within

the computationally demanding RPA approach only the two top-hollow configurations are

considered, where top-fcc has a bit higher binding energies than top-hcp. More adsorption

configuration are analyzed with optB88-vdW and optB86b-vdW functionals, yielding top-

fcc and bridge-top as the favorite adsorption configurations and top-fcc with slightly

lower BEs, whereas for hcp-fcc, bridge-hcp, and bridge-fcc only physisorption minima

are present. However, the actual BEs strongly depend on nickel lattice constant and the

specific functional.
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Chapter 4

Defect Structures and Defect

Healing of Nickel-supported

Graphene

The main results of this chapter were published in J. Phys. Chem. Lett., 3, 136 (2012),

Disorder and Defect Healing in Graphene on Ni(111) [123], where the present author

performed the DFT calculations.

In previous chapters, only perfect graphene and nickel structures were considered which

can be described by a two-dimensional periodic lattice. The atoms occupy sites determined

by repeating fixed distances as given by the two-dimensional unit cell. However, most real

materials are not perfectly periodic, but rather the regular patterns are interrupted by

crystallographic defects [124]. Point defects are defects that occur only at or around one

single lattice point and are not repeated in space in any dimension. In this chapter, two

types of point defects are studied: single vacancies (SV) and Stone-Wales (SW) defects,

first for free-standing graphene and secondly, for nickel-supported graphene. It will be

shown that with aid of the nickel support, diffusion barriers are decreased so that the

healing of defects is facilitated.
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Defects in Graphene

A recent review article of Banhart et al. [125] gives an overview of structural defects

in graphene. According to Banhart, it is intuitively clear that defects associated with

dangling bonds should enhance the reactivity of graphene. Indeed, numerous simulations

indicate that hydroxyl, carboxyl, or other groups can easily be attached to vacancy-type

defects. The controlled creation of defects can be used, e.g. for the local functionalization

of graphene samples, the development of electrical contacts with metal electrodes, and

for the creation of graphene ribbons with the designed properties by various chemical

methods [125].

The electronic properties of graphene are affected by defects and bond lengths in the

strain field of defects are altered. Defects can lead to a local rehybridization of σ and

π-orbitals which further changes the electronic structure. A local deformation of the

graphene lattice around defects influences the rehybridization as well. In summary, all

defects lead to scattering of the electron waves and change the electron trajectories [126,

127].

4.1 Single Vacancies

The simplest type of a defect is a single vacancy – a missing carbon atom at one specific

lattice point. SVs have been observed via transmission electron microscopy (TEM) [128,

129] (Fig. 4.1a), and STM measurements [130]. Point defects give rise to localized states

near the Fermi energy in sp2-bonded materials like graphene, leading to the protrusions

that appear bright in STM images [130] (Fig. 4.1c).

First the single vacancies are studied on free-standing graphene. In pristine graphene

there are two equivalent carbon atoms in the unit cell. To create a SV any of the carbon

atoms is replaced by a hole. To model a single vacancy in graphene, larger supercells must

be used instead of the regular 1× 1 unit cell. For two-dimensional systems, one simply

repeats the two-dimensional unit cell in the two lateral directions. On the one hand the

supercell must be large enough to minimize the defect-defect interactions and to allow the

system to relax the atoms close to the defect. On the other hand it must be small enough
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Figure 4.1: (a) Single vacancy as seen in an TEM image, taken from Meyer et al. [128]; (b)

atomic structure obtained with DFT, taken from Banhart et al. [125]; (c) experimental

STM image of an artificially generated SV, appearing as a protrusion due to an increase

in the local density of states at the dangling bond (marked with a circle in panel b), taken

from [130].

to make the system computationally treatable in reasonable time. Usually 5× 5 cells, as

used in this section, are a good compromise between this two requirements [131]. However,

the convergence of the calculations depend on the particular system and computational

details and must be checked for each calculation.

Three different structures are compared in the following. First, all atomic positions are

fixed at the positions of the ideal graphene lattice with one carbon atom removed. In the

second and third case, the atoms are allowed to relax. A metastable symmetric configura-

tion is found for the second case. Earlier theoretical studies found a symmetric structure

where the three carbon atoms next to the vacancy each move away by 0.4 Å [132] or

move symmetrically closer to the vacancy [133], although the possibility of a Jahn-Teller

(JT) distortion1 for SVs in graphite was already put forward in 1963 [135]. Indeed, the

asymmetric third configuration (Fig. 4.2) due to JT distortion is the preferred configura-

tion in our calculations, in agreement with more recent studies [125, 136, 137]. Due to

the JT distortion two of the three dangling bonds pointing toward the missing atom are

saturated. The one remaining dangling bond, shows a local magnetic moment of 0.52 µB.

1The theorem named after H. A. Jahn and E. Teller states that any nonlinear molecule with a spatially

degenerate electronic ground state will undergo a geometrical distortion that removes that degeneracy,

because the distortion lowers the overall energy of the species [134].
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The magnetic moments can be identified by the color code in Fig. 4.2 and shows that the

atom with the dangling bond is the only one contributing effectively to the total magnetic

moment of the magnetic solution as found first by Ma et al. [138].

m [µB]

Figure 4.2: Free-standing graphene with a SV in the most stable asymmetric configura-

tion. The carbon atom next to the vacancy with shorter bonds is the only one with a

considerable magnetic moment.

The formation energy is defined as

Eform = Edef − Eperfect − nµ

where Edef is the total energy of the supercell with the defective site and Eperfect is the

total energy of the supercell in the perfect graphene structure. The chemical potential µ

is taken as the energy per carbon atom in perfect graphene and n denotes the number of

atoms that are added (n>0) to or removed (n<0) from the supercell when an impurity

or defect is created [139], e.g. for a SV n = −1. The asymmetric configuration has

the lowest formation energy with 7.789 eV (table 4.1), which compares well with the

experimental value of 7.0 ± 0.5 eV, and the value of Ma et al. (7.7 eV). These numbers

are large compared to formation energies in other materials (usually less than 3 eV in

most metals [140]). The formation energy of the metastable symmetric configuration and

the rigid model is 0.287 eV and 0.545 eV larger, respectively.
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Other theoretical studies calculated formation energies of the same order of magni-

tude. They are all found in the range of 7.4 to 7.7 eV (table 4.1). However, the studies

of El-Barbary et al. [136], Kaxiras and Pandey [141], and Li et al. [132] use a symmetric

configuration, which is not the most stable one according to [138]. The activation barrier

for removing a single carbon atom is calculated as the formation energy plus a migra-

tion barrier, which is relatively small compared to the formation energy (1.7 eV [136],

1.6 eV [141], 1.3/1.4 eV [137]) which allows a measurable migration of the SV already

slightly above room temperature (100 - 200 °C) [125].

The concentration c of an impurity, defect, or complex is related to the respective

formation energy. In thermodynamic equilibrium the expression

c = NsitesNconfige
−Eform

kBT

is valid [139], where kB is Boltzmann’s constant and T is the temperature. Nsites is the

number of sites in the lattice where the defect can be incorporated and Nconfig gives the

number of equivalent configurations in which the defect can be incorporated. For vacancies

on unsupported graphene where no symmetry breaking occurs, Nconfig equals one. But

for supported graphene, which will be discussed in the following section, the symmetry is

broken and there are two non-equivalent sites (with different formation energies). Because

of a high formation energy for a SV defect (≈ 9 eV), the SV density is usually small in

experiments.

4.2 Single Vacancies in Nickel-supported Graphene

In this section the effect of a nickel support on graphene with a SV is studied. The

top-fcc and bridge-top are the most stable configurations for Gr/Ni(111), as discussed in

section 3.1.4 and hence calculations presented in this section use the top-fcc adsorption

geometry with a five layer nickel slab underneath, within a 5× 5 two-dimensional unit

cell. More computational details are described in section 4.6.

The initial structure before relaxation is a perfect Gr/Ni(111) system with one carbon

atom removed. Due to the broken symmetry, caused by the nickel substrate, there are

two different choices to remove a carbon atom. The vacancy can be either above a nickel
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Ref. method configuration Eform [eV] Eact [eV]

(*) DFT PBE+Grimme no relaxation 8.334 -

(*) DFT PBE+Grimme symmetric 8.076 -

(*) DFT PBE+Grimme asymmetric 7.789 -

[141] DFT LDA symmetric 7.6 9.2

[136] DFT LDA symmetric 7.4 9.1

[138] DFT PBE asymmetric 7.7 -

[132] DFT PBE symmetric 7.6 -

[137] DFTB/DFTa asymmetric 7.6/7.7 8.9/9.1

[142] exp. - 7.0 ± 0.5 eV -

Table 4.1: Formation energies of unsupported graphene with a SV. The activation barrier

is calculated as Eact = Eform + Emigr where Emigr is the migration energy.

(*) Present results, partially published in [123].
a Krasheninnikov et al. performed DFT-based tight binding (DFTB) as well as DFT

calculations.
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atom or above a fcc-hollow position, which are labeled top- and fcc-vacancy, respectively.

Therefore, the three carbon atoms next to the top- (fcc)-vacancy are at fcc- (top)-sites,

respectively. In the relaxed structure, the three adjacent carbon atoms at fcc-sites are

0.60 Å closer to the nickel substrate than the other mainly unaffected other carbon atoms

(Fig. 4.3) so that the C-C bond lengths are stretched to 1.43 Å compared to a bond length

of pristine graphene of 1.425 Å. The nickel atom below the vacancy site is lifted by 0.58 Å.

Thus, the C-Ni bond length to the interface nickel atom at the vacancy site is decreased

to 1.85 Å, whereas the bond lengths to the other two nickel atoms is 2.14 Å, which is

0.06 Å less than the Gr-Ni separation.

Figure 4.3: Graphene with a single vacancy at the top-site. The color code indicates the

height of the C atoms. The three C atoms around the vacancy are 0.60 Å closer to the

nickel substrate than the C atoms away from the vacancy.

The relaxation effects for the fcc-vacancy configuration are less distinctive (Fig. 4.4).

The three carbon atoms next to the vacancy move 0.23 Å downwards, the C-C bond

lengths are only slightly decreased by 0.02 Å.

The formation energies are drastically lowered compared to free-standing graphene,

whereupon the top-vacancy configuration (2.817 eV) is by far more stabilized than the

fcc-vacancy configuration (5.553 eV). The three carbon atoms at fcc-hollow sites in the

top-vacancy geometry are higher coordinated than the top-site carbon atoms in the other
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Figure 4.4: Graphene with a single vacancy at the fcc-site. The three C atoms around

the vacancy are 0.23 Å closer to the nickel substrate, indicated by the color code.

case. A single carbon adatom on Ni(111) gains 2.20 eV BE when it is adsorbed on a

fcc-hollow site instead of a top-site2. For the top-vacancy geometry, the energy gain per

carbon atom is still 0.912 eV. In contrast to the unsupported structures, smaller magnetic

moments < 0.35 µB are calculated for the preferred structure. No dangling bonds are

found and both configurations are symmetric with respect to the SV.

A migration barrier is not calculated here, since a barrier that must be larger than the

difference of the two formation energies (> 2.736 eV) is unlikely to be overcome in reality.

4.3 Stone-Wales Defects in Pristine Graphene

The Stone-Wales defect is a 90° rotation of two carbon atoms with respect to the midpoint

of the bond and does not require any removal or addition of carbon atoms. This type of

defect was described in 1986 by A. J. Stone and D. J. Wales [143] on the isomerization of

fullerenes. More precisely, the truncated icosahedron C60 molecule with carbon arranged

2The favorite adsorption position for a single carbon atom on Ni(111) is the hcp-site that has 0.03 eV

more BE. However, there is a strong driving of the carbon atom to segregate into the bulk or contribute

to a nickel surface carbide layer (see section 5).
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in pentagons and hexagons was studied. By rotating a C-C bond by 90°, the orientation

of the pentagons and hexagons can be locally changed which influences the electronic and

vibrational levels of C60. SW defects have been extensively studied in carbon nanotubes

for their effect on the electronic, chemical, and mechanical properties. They can act as

preferred adsorption sites, e.g. for transition metal atoms [144], which is of certain interest

for gas-sensor applications [145].

SW defects also appear in planar graphene and frequently occur during electron

bombardment in TEM. In graphene, it is a transformation of four hexagons of pristine

graphene into two pentagons and two heptagons (Fig. 4.5a,b). Thus, the formation of

a SW defect does not involve any removed or added atoms. But besides changing the

structure in real space also the electronic structure is altered [146]. DFT studies reported

on a band gap opening at the K-point due to the symmetry breaking of a single graphene

layer on SiC [147] as well as the adsorption due to atomic hydrogen [148].

Figure 4.5: The 90° bond rotation is indicated for perfect graphene in (a). A flat SW-

defect (b) is unstable, whereas the sine-like (c),(e) and cosine-like (d),(f) buckled confor-

mations are lower in energy. Taken from Ma et al. [149]
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Previous studies discussed the configuration of SW defects as planar defects [132,

141, 146], where the formation energies vary from 4.8 to 10.4 eV (table 4.2). Yet, Ma

et al. [149] proposed that the planar configuration is rather a saddle point that separates

two lower-energy buckled defect structures (Fig. 4.5c-f). The buckling height (difference

between the highest and lowest carbon atom) was reported to be pronounced: ≈ 1.4 Å

and ≈ 1.7 Å for the cosine- and sine-like waves, respectively. The explanation why a

SW defect in graphene buckles is simple and merely related to strain relief [149]. The

C-C bond lengths upon making the SW defect flat are compressed to 1.31 Å. Since the

in-plane motion of carbon atoms in graphene is much stiffer than out-of-plane motion, the

flat structure cannot release the compression efficiently. To expand the compressed bond,

the carbon atoms instead move out of plane [149]. The C-C bond length for the sine-

and cosine-like structures are increased to 1.33 Å and 1.32 Å, respectively. The sine-like

configuration was found to be most stable by Ma et al. [149]. A sine-like configuration is

confirmed as the most stable structure by means of PBE+Grimme calculations which take

into account vdW interactions in a simple way (table 4.2). The large formation energy

clearly demonstrates a huge thermodynamic driving force for the healing of the defect.

Ref. method configuration Eform [eV] Eact

(*) DFT PBE+Grimme flat 5.410 -

(*) DFT PBE+Grimme cosine 5.320 -

(*) DFT PBE+Grimme sine 5.183 9.279

[141] DFT LDA sine 10.4 13.7

[132] DFT PBE/LDA sine 4.8/5.2 9.2/9.4

[149] DFT PBE/QMC sine ≈ 5 -

Table 4.2: Comparison of formation energies and activation energies needed to get a SW-

defect in free-standing graphene. A sine-like configuration has a lower formation energy

than a flat configuration.

(*) Present results partially published in [123].
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When a SW defect is already present, an energy Erem = Eact − Eform is needed to

remove the defect (Fig. 4.6). This barrier and the corresponding transition state (TS)

configuration has not been calculated by Ma et al. for the buckled configurations and

the values obtained by Kaxiras and Pandey [141] and Li et al. [132] are not reliable.

In the first place, because they only considered planar structures and secondly because,

either already the formation energies were by a factor two to large [141], or a rather small

supercell (3× 3) was used [132].
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Figure 4.6: Schematic representation of the energies involved in the removal and the

formation of a SW defect. First, for the healing of a SW defect an energy barrier Erem

must be overcome. And secondly the reverse process, when the initial state is a perfect

graphene sheet and we want to generate a SW defect, an activation energy Eact is needed.

The formation energy is the energy difference of the initial configuration (SW defect) to

the final configuration (perfect graphene).

Because of a high energy barrier Erem of 4.10 eV [123], the defects are stabilized and

the healing process is hindered. The mechanism of the healing process is illustrated in

Fig. 4.7a-c. The high reaction barrier is due to an unfavorable transition state configura-

tion (Fig. 4.7b). The healing reaction proceeds via an out-of-plane rotation of a C-C pair,

so that two corner atoms of the neighboring graphene rings have lost one bonding atom.
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Figure 4.7: Calculated reaction pathway for the healing of a SW defect in pristine graphene

(a-c). Panel b displays the transition state configuration. Taken from Jacobson et al. [123]

4.4 SW Defects on Nickel-supported Graphene

In this section the influence of a nickel support for the healing of a SW defect is studied.

The graphene is adsorbed in a 1× 1 top-fcc arrangement on the nickel substrate, similar to

the SV supported case in section 4.2. For the three high-symmetry configurations top-fcc,

top-hcp, and hcp-fcc, the middle of the two C-C bonds in the unit cell are at equivalent

positions, respectively (e.g. bridge for hcp-fcc, see Fig. 3.2). Therefore, it does not matter

which of the two C-C bonds is rotated to form a SW defect.

The relaxed defect structure shows a pronounced buckling (1.2 Å) of the carbon atoms

(Fig. 4.8). A sine-like configuration analog to unsupported graphene is not possible be-

cause of geometrical restrictions. A cosine-like structure is found as the most stable

configuration. The two rotated carbon atoms are close to the interface nickel. Notice,

that the determined final structure is not symmetric. The carbon atoms to the right of

the defect (in top view) are higher than the left ones. The three top-site carbon atoms to

the right of the defect are ≈ 0.3 Å higher than the lowest carbon atoms. The bonding to

the nickel atoms induces a small corrugation in the interface nickel layer of 0.2 Å (dashed

circles in Fig. 4.8). The enhanced bonding due to the nickel support is also reflected in

an decreased formation energy of 4.18 eV with respect to the unsupported defect.

The crucial point, however, is that the energy barrier Erem is reduced to 2.88 eV,

from 4.10 eV for unsupported graphene. Even though such barrier still implies that high

temperatures of more than 700 °C for a thermal healing of the SW defects on the Ni(111)
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Figure 4.8: Configuration of Gr/Ni(111) with SW defect. The carbon atoms are colored

to denote the corrugation. The dashed circles label the three nickel atoms that are lifted

by ≈ 0.2 Å.

surface are required, a barrier of 4.10 eV for pristine graphene would completely suppress

this process at these temperatures [123].

The reaction mechanism for the removal of a SW defect proceeds differently when

a nickel substrate is involved (Fig. 4.9a-c). The presence of the nickel surface breaks

the symmetry of the process. In contrast to the symmetric out-of-plane tilting of the

bond at the transition state in the unsupported graphene layer (Fig. 4.7b), the steric

restriction prevents moving the lower carbon atom closer to the nickel surface (Fig. 4.9b).

Consequently, while both five-fold rings are opened simultaneously for the unsupported

graphene, one of the five-fold rings remains closed at the transition state for the Ni-

supported graphene. The bond between the substrate and the edge of the pentagon is

especially pronounced, leading to a C-Ni distance of 1.94 Å and a corrugation of 0.37 Å

in the uppermost Ni layer (Fig. 4.9d). The large increase in corrugation below the SW

defect at the transition state indicates a strong chemical bonding between the SW defect

and nickel, despite the low adsorption energies for Gr/Ni(111) found in section 3.1.3.

Therefore, during the reaction the surface corrugation increases when compared to the

unsupported SW defect. Importantly, we find that all but one under-coordinated edge
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atom of the reaction intermediate binds to the surface (Fig. 4.9b), leading to a stabilization

of the reaction barrier.

(a) (b) (c)

(d)

Figure 4.9: Calculated reaction pathway for the healing of a SW defect for nickel-

supported graphene (a-c). One of the two carbon atoms is rotated out-of-plane at the

transition state (b). Panel d shows a side-view cutaway at the transition state and the

0.37 Å increase in nickel surface corrugation; the affected Ni atom is circled in white.

The top nickel layer is shown as a ball and stick model (dark red) to better visualize the

corrugation. Taken from Jacobson et al. [123]

4.5 STM Measurements of defective Graphene

Peter Jacobson et al. [123] did STM measurements on the structural evolution of graphene

on Ni(111) as a function of the growth temperature. A detailed description of the ex-

perimental methods is found in [123]. At a low temperature of 400 °C (Fig. 4.10a), the

film is highly defective. The graphene honeycomb structure and SW-type defect struc-

tures are clearly visible (Fig. 4.10a,e). With increasing growth temperature the disordered

domains shrink, leaving small clusters of defects alongside epitaxially matched graphene
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(Fig. 4.10b-d). Annealing the film grown at 450 °C to 650 °C results in epitaxial graphene

that is still highly disordered (Fig. 4.10f).

While graphene grown at 650 °C on Ni(111) is largely perfect, defects such as grain

boundaries occur (Fig. 4.11a), where SW defects may be created. A single carbon vacancy

appears as dark three-fold feature in a different region of the rotated graphene grain

(Fig. 4.11b). The STM images simulated with DFT of the top-vacancy configuration

from section 4.2 reproduce the experimental image (Fig. 4.11c). Although a single carbon

vacancy is the simplest structural defect in graphene, isolated carbon vacancies were rarely

observed on graphene on Ni(111) grown at high temperature (650 °C). A recent study of

isolated carbon vacancies in graphene on Pt(111) required post growth ion bombardment

to create carbon vacancies, indicating that these defects are not prevalent in epitaxially

grown graphene [150].

4.6 Computational Methods

All results in this chapter were obtained by spin-polarized DFT calculations using PAW-

VASP. The PBE functional including vdW corrections proposed by Grimme [78] is used

together with an energy cutoff of 400 eV. The defect energies have been evaluated for a

5× 5 graphene surface cell supported by five layers of nickel using a nickel lattice constant

of 3.47 Å (i.e., a nearest-neighbor distance of 2.45 Å), where two nickel layers next to the

interface were allowed to relax, resulting in residual forces < 0.02 eV/Å. A 4× 4× 1 k-

point mesh was employed for the integration of the Brillouin zone except for free-standing

graphene with a SV where a 7× 7× 1 k-point mesh was used. The transition states

have been identified with the improved dimer method [151], and verified by a subsequent

relaxation to the initial (final) state minimum.

4.7 Conclusion

In this chapter SVs and SW defects both, on unsupported and nickel-supported graphene

were studied. A huge formation energies of 7.8 eV prevents a noteworthy concentration of

SVs in pristine graphene at least at typical experimental temperatures. The symmetry is
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Figure 4.10: STM images (6× 6 nm2)

of graphene grown at different tempera-

tures:(a) 400 °C, (b) 450 °C, (c) 500 °C,

(d) 650 °C. (e) Close up (2.4× 2.4 nm2) of

the structure in panel a. (f) Graphene film

grown at 450 °C then annealed at 650 °C for

15 min. Taken from Jacobson et al. [123]

Figure 4.11: (a) High-resolution image of

a graphene grain boundary (4× 4 nm2).

Five- and seven-membered rings observed

at the grain boundary and are colored

with green and magenta, respectively.

(b) An isolated carbon vacancy on a

graphene sheet rotated 21.8° (2× 2 nm2).

(c) Simulated STM image of a single car-

bon vacancy in a supported (1× 1 nm2)

graphene sheet. Taken from Jacobson

et al. [123]
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broken for nickel-supported graphene. If the vacancy is at a top-site the formation energy

is drastically decreased to 2.8 eV, whereas a vacancy at fcc-site is less favorable. The lower

energy configuration shows no considerable magnetic moment in contrast to unsupported

graphene but the strong carbon-nickel bonds of the carbon atoms next to the vacancy at

fcc sites stabilize the defect.

A planar SW defect in free-standing graphene comes along with small C-C bonds

and high surface stress. A sine-like configuration where the C-C bonds are expanded

can release the stress induced by the SW defect and was confirmed as the lowest energy

solution. For the healing of the defect a barrier (4.1 eV) of the same order of magnitude as

the formation energy (5.2 eV) was calculated. Therefore, once the defect is formed under

non-equilibrium conditions, a high reverse transformation barrier ensures its stability at

room temperatures. The formation energy is reduced to 4.2 eV for a SW defect on nickel-

supported graphene. However, the most remarkable result is the decrease of the barrier

to remove the defect to 2.8 eV. While for unsupported graphene both five-fold rings are

opened at the transition state, for the supported graphene all but one atom binds to the

surface, which induces a corrugation of the nickel interface layer of 0.37 Å.
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Chapter 5

Surface Carbide induced Changes on

Graphene/Ni(111)

The main results of this chapter were published in ACS Nano, 6, 3564 (2012), Nickel

Carbide as a Source of Grain Rotation in Epitaxial Graphene [152], where the present

author performed the DFT calculations.

Graphene grown by chemical vapor deposition (CVD) is utilized to produce large-sized

graphene sheets of high quality [29, 153]. While CVD-grown epitaxial graphene has been

investigated on numerous transition metals [7] (e.g. Ru, Pt, Ir, Rh, Co, Ni, and Cu), nickel

and copper are primarily utilized in applied research. Because graphene on copper has no

preferred epitaxial growth orientation, grain orientations cannot be easily controlled [154].

Epitaxial graphene on Ni(111), on the other hand, adsorbs in one of several possible 1× 1

structures due to a small lattice mismatch (see section 3.1.2). E.g. the adsorption energies

for top-fcc and bridge-top adsorption configurations are rather similar (see section 3.1.4),

and it has been shown recently that both phases can coexist on Ni(111) [107].

In addition to these 1× 1 structures, several local moiré structures have been ob-

served [120, 155, 156], but the existence of such moiré structures is unexpected due to the

overwhelming preference of 1× 1 configurations. The source of the grain rotations was

found by a combined study using STM and DFT [152, 157]. Local regions with excess

carbon in the form of a surface-confined nickel carbide (Ni2C) prevent graphene from

adopting its preferred 1× 1 epitaxial relationship on Ni(111). Graphene has no epitaxial

relationship with the surface carbide, resulting in a range of grain rotations (6.6-23.8°).
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5.1 Nickel Carbide on Ni(111)

When Ni(111) is exposed to hydrocarbons above 300 °C, the surface reconstructs into

a monolayer surface carbide with stoichiometry Ni2C [114, 158, 159]. Atomic carbon

strongly chemisorbs on Ni(111), penetrating the topmost layer and becoming nearly copla-

nar with nickel. As the carbon forces itself into the top nickel layer, the nickel-nickel

distance is increased ≈ 3% and the local structure is distorted, effectively changing the

hexagonal symmetry of the (111) surface into a square mesh similar to the (100) face

(Fig. 5.1). This reconstruction includes clockwise and counterclockwise rotations of the

square carbon lattice; hence, this surface carbide is known as the “clock reconstruction”.

The distortion to a square lattice on a hexagonal surface results in an incommensurate

surface overlayer. Two supercells were suggested in the past, to model the system. The

originally proposed structure by McCaroll et al. [158] is a (
√

39R16.1° ×
√

39R16.1°) cell

while Klink et al. [114] claimed that a (
√

39R16.1° ×
√

37R –34.7°) cell is closer to a

coincidence cell. The notation indicates the carbide unit cell orientation with respect to

the Ni(111) unit cell; specifically, rotations of 16.1 and -34.7° from the [11̄0] direction and

with 110.8° between basis vectors.

Both models are simulated with DFT calculations using LDA to relax the structures.

However, LDA predicts a BE that is too strong for graphene/Ni(111). Especially for the

Gr/Ni2C/Ni(111) system discussed in next section the inclusion of vdW interactions is

needed. Therefore, vdW-DF calculations employing the optB88-vdW functional are per-

formed for the relaxed LDA geometry. It turned out that the surface energy of both

proposed configurations is almost the same (<0.01 eV/Å2 difference) for both, LDA

and optB88-vdW functionals. The (
√

39R16.1° ×
√

37R –34.7°) cell proposed by Klink

et al. [114] is used for the following discussions, since it is a better approximation to the

experimentally observed structure [114].

In STM measurements, large areas of carbon-induced reconstructions are observed

(Fig. 5.2b). The presence of the carbide phase is indicated by parallel lines (highlighted

in yellow) with a spacing of 1.65 nm and an apparent height modulation of 20 pm. The

local structure of Ni2C is shown in Fig. 5.2c, where carbon atoms are imaged as depression

(black dots) and the line structure in (Fig. 5.2b) is now recognizable as regions with more
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Figure 5.1: Clock reconstruction of the Ni2C surface carbide at the LDA nickel lattice

constant. The (
√

39R16.1° ×
√

37R –34.7°) unit cell is marked with turquoise lines. The

nickel atoms of the surface layer are pictured as small orange balls, the surface carbon

atoms are colored black, and the bulk nickel atoms are grey. The carbon square-like

structures are rotated clockwise and counterclockwise. The small square units in blue are

slightly irregular (average side length 3.41 Å) while the large square units (purple) are

even less distorted (4.72 Å× 4.76 Å)
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or less pronounced depressions. A fast Fourier transform (FFT) of the Ni2C domain

(Fig. 5.2d) shows spots of the underlying Ni(111) surface, marked with black circles. The

square-like carbon lattice of the clock reconstruction unit cell shows periodicities of 3.6 Å

(blue circles in Fig. 5.2d and corresponding blue square in Fig. 5.2c and Fig. 5.1) and

5.2 Å (purple circles in Fig. 5.2d, purple square units in Fig. 5.2c and Fig. 5.1) in the

FFT image. The stripes observed in large-scale images (Fig. 5.2b) are also present in the

FFT and indicate a periodicity of 16.5 Å. These characteristic features allow Ni2C to be

readily identified, in effect acting as fingerprint for the presence of Ni2C. The STM image

simulated with DFT of the (
√

39R16.1° ×
√

37R –34.7°) Ni2C reconstruction reproduces

the experimentally observed square-like structure very well (Fig. 5.2e).

5.2 Graphene on Nickel Carbide

5.2.1 DFT Calculations

For the calculations of Gr/Ni2C/Ni(111) the same
√

39R16.1° ×
√

37R –34.7° cell as for

Ni2C/Ni(111) is used with graphene on top, aligned to the Ni(111) substrate in the top-

fcc configuration. Thus, graphene is not rotated in contrast to the STM measurements

(see below). The BE per carbon atom is weak (LDA: 0.022 eV, vdW-DF: 0.068 eV) with

respect to 1× 1 graphene on Ni(111) for which the BE of Gr/Ni(111) per carbon atom is

calculated as 0.101 eV for LDA, and 0.062 eV for vdW-DF at the respective optimal nickel

lattice constant. Therefore, standard DFT (LDA) predicts that the adhesion of graphene

on the Ni2C is significantly weaker compared to the bare Ni(111) surface. Although the

vdW-DF calculations (with the optB88-vdW functional) predict a similar BE of graphene

on a Ni2C and a bare nickel covered surface (almost the same as in bulk graphite), the

adsorption energies show a strong dependency on the choice of the vdW-DF functional

(see section 3.1.3) which renders a reliable qualitative comparison doubtful. Nevertheless,

the average (LDA) distance of 3.16 Å (vdW-DF: 3.23 Å) between graphene and Ni2C

is significantly larger than the 2.21 Å for graphene on Ni(111), indicating only van der

Waals bonding of graphene on Ni2C. The weak interaction with the Ni2C enables a wide

range of grain rotations. Rotation angles of 16.1° and 25° would result from alignment
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Figure 5.2: (a) Top view model of the (
√

39R16.1° ×
√

37R –34.7°) Ni2C reconstruction

(C, dark gray; surface Ni, red; bulk Ni, light gray) determined by DFT; white lines

indicate the carbide unit cell. (b) Large-scale STM image of the Ni(111) surface covered

with the Ni2C reconstruction. The parallel stripes (marked in yellow) are indicative of

Ni2C. (c) High-resolution STM image of the Ni2C surface. Black dots denote the position

of individual carbon atoms. The yellow lines indicate the stripes observed in panel b. The

square-like structures from Fig. 5.1 are marked in purple and blue again. (d) FFT of the

Ni2C domain in panel c. Black circles correspond to the Ni(111) substrate; purple and

blue circles highlight the non-hexagonal Ni2C reconstruction; yellow circles indicate the

stripes in panel b. (e) Simulated STM of Ni2C overlaid with the model (C, dark gray; Ni,

red). Taken from Jacobson et al. [152]
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of the graphene lattice with the sides of the Ni2C superstructure cell. Since the unit

cell of Gr/Ni2C/Ni(111) is already very large, rotated graphene would require even larger

supercells, which are not tractable by the given computational resources.

5.2.2 STM Results

In STM measurements (Fig. 5.3a) graphene grown on the Ni2C covered Ni(111) surface

as well as epitaxial graphene and rotated graphene was observed. In the color-coded map

of Fig. 5.3a, the central triangular region in yellow contains a moiré pattern that turns

into 1× 1 graphene (red) and graphene on Ni2C (blue in Fig. 5.3b). A high-resolution

image of the area indicated by the black box in Fig. 5.2a shows the boundary between the

moiré patterned graphene and graphene on Ni2C (Fig. 5.3c). The upper half of Fig. 5.3c

contains a moiré pattern indicating rotation of the graphene sheet away from the expected

1× 1 binding sites. In the FFT image of this region hexagonal spots corresponding to

graphene (Fig. 5.3e, green circles) and the nickel substrate (black circles) are observed.

Inside the primary graphene spots, a series of satellite spots (yellow circles) correspond to

the 9.5 Å periodicity of the moiré unit cell, and a rotation of 14.6° with respect to 1× 1

graphene. The lower half of Fig. 5.3c contains a more complex structure with no obvious

moiré cell (see detail in Fig. 5.3d). In the FFT of Fig. 5.3d again the same primary spots

attributable to graphene are observed. However, the satellite features correspond to Ni2C

i.e. graphene is adsorbed on Ni2C and not Ni(111) with graphene rotations ranging from

6.6° to 23.8°.

Depressions and protrusions in STM measurements are preferentially found at the

grain boundary where 1× 1 graphene meets the rotated graphene (Fig. 5.4a,b). In FFTs,

1× 1 graphene in top and right regions of panel b (Fig. 5.4c), as well as rotated graphene

in the central region of panel b (Fig. 5.4d) are confirmed. Line profiles along the hexagonal

features in panel b show a decrease in apparent height by 2 Å (blue curve in Fig. 5.4e)

and more than 2.5 Å (red curve in Fig. 5.4e). As the interplane distance of Ni(111) is

2 Å, these line profiles indicate that for the red line profile one nickel layer and for the

blue line profile two nickel layers have been (partially) removed under the graphene sheet.
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Figure 5.3: (a) Morphology of graphene grown on the surface in Fig. 5.2b. Three distinct

regions are found in this image and are marked in panel b for clarity. (b) Red indicates

1× 1 epitaxial graphene on Ni(111); yellow represents graphene rotated away from 1× 1

epitaxy; blue marks graphene residing on Ni2C. (c) Zoom in on the boundary, marked

with a black box in panel a. (d) Graphene adsorbed on the Ni2C reconstruction (blue in

panel b). (e) FFT of the upper half of panel c; green circles indicate the graphene lattice,

black circles indicate the Ni(111) substrate, and yellow circles indicate the moiré unit cell.

(f) FFT from the lower half of panel c; green circles indicate the graphene lattice, while

purple and blue are non-hexagonal elements. The non-hexagonal features are the same

as observed in Fig. 5.2c. Taken from Jacobson et al. [152]
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Figure 5.4: (a) Rotated graphene grain surrounded by 1× 1 graphene. Inside the central

region, a small domain of Ni2C is circled in black. Protrusions, hexagonal depressions,

and ripples are found in the central region. A close-up of the white box (b) shows two

hexagonal features at a tilt grain boundary. (c) FFT of the 1× 1 graphene of panel b,

excluding the hexagonal areas at the grain boundaries; green and black circles mark the

graphene features and Ni(111), respectively. (d) FFT of the rotated grain; the green

circles mark the rotated graphene, black circles mark the Ni(111) substrate, and yellow

circles show the moiré unit of the rotated region. (e) Line profiles taken from panel b over

the hexagonal features show the removal of nickel below the graphene sheet. Taken from

Jacobson et al. [152]
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5.3 Surface Phase Diagram

In order to find the most stable structure for phases with different amounts of carbon

and nickel atoms, a mere comparison of total energies is not sufficient. The stability also

depends on the reservoir from where, e.g. carbon atoms are supplied. The method of choice

is to calculate surface phase diagrams [160], where the surface free energies as a function

of the chemical potential are plotted and the equilibrium phases at a given chemical

potential can be identified. The surface free energy γ in the ab initio thermodynamics

framework are calculated as

γ (µC) = (Etot −NNiµNi −NC (µC + EC-atom)) /A− Elat (Ni(111)) (5.1)

where Etot gives the total energy of the calculations, the chemical potential µNi is set

to the BE of bulk nickel, and the energy EC-atom of a single carbon atom is used as a

reference value for carbon. The area of the surface unit cell is A, the number of nickel

and carbon atoms in the supercell is NNi and NC, respectively. The surface energy of a

bare Ni(111) surface is subtracted due to the bare Ni(111) surface at the back side of the

slab geometry used in the calculations.

The surface free energies of Ni(111), the surface carbide Ni2C/Ni(111), Gr/Ni(111),

and Gr/Ni2C/Ni(111) are compared for LDA and optB88-vdW functionals in Fig. 5.5

and Fig. 5.6, respectively. At the graphite chemical potential (µC = −9.00 eV), the

LDA calculations predict a small decrease in the surface energy of 0.014 eV/Å2 after the

formation of Ni2C, and a further decrease upon the formation of a graphene layer on

Ni(111). The choice of graphite as a reference for the chemical potential determines the

respective thermodynamic stability after the dosing of hydrocarbons, while the relevant

chemical potential of carbon can be significantly higher under growth conditions [161, 162].

The optB88-vdW calculations predict a decreased stability (i.e. higher surface energy) for

the Ni2C, making the surface carbide thermodynamically only metastable (Fig. 5.6, light

blue line). Nevertheless, at the chemical potential of graphite, both functionals predict a

similar energy gain for the formation of a graphene layer on Ni(111) from a Ni2C surface

carbide, as the surface energy is reduced by ≈ 20 meV/Å2 for both functionals.

Evaluation of the free surface energy for the Gr/Ni2C/Ni(111) system at the chemical
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Figure 5.5: Free surface energies (LDA) of Ni(111), Gr/Ni(111), Ni2C/Ni(111), and

Gr/Ni2C/Ni(111). The vertical lines indicate the specific value of the carbon chemi-

cal potential for graphite, graphene, and dissolved carbon; the chemical potential scale is

referenced to a single carbon atom. The thermodynamically stable surface termination

is given by the lowest energy line (entropy effects are neglected). Taken from Jacobson

et al. [152]
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Figure 5.6: Free surface energies of Ni(111), Gr/Ni(111), Ni2C/Ni(111), and

Gr/Ni2C/Ni(111) using the optB88-vdW DF. The vertical lines indicate the specific value

of the carbon chemical potential for graphite, graphene, and dissolved carbon; the chemi-

cal potential scale is referenced to a single carbon atom. Taken from Jacobson et al. [152]
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potential of graphite yields a value of 0.152 eV/Å2 (vdW-DF) and 0.143 eV/Å2 (LDA),

which is about 14 meV/Å2 higher than graphene/Ni(111). On the other hand, under

carbon-rich conditions (i.e. at the chemical potential of diluted carbon), the phase diagram

indicates a high stability of the graphene-covered surface carbide. Therefore, while the

calculations predict the formation of a graphene-covered surface carbide in carbon-rich

conditions, the surface carbide is transformed to graphene/Ni(111) due to the higher

stability of the graphene sheet on the bare Ni(111) surface at lower chemical potential.

5.4 Growth Model

When clean nickel is exposed to hydrocarbons (e.g., toluene) at 650 °C, the hydrocarbon

is decomposed, allowing atomic carbon to dissolve into the nickel bulk. The incorporation

of carbon into nickel at an optimized volume results in an increase of the total energy

by 0.44 eV (LDA) and 0.71 eV (vdW-DF) per carbon atom (values at T = 0 K; with

respect to phase separation into pure nickel and graphite). Experimental evidence for this

carbon-nickel solid solution comes from a diverse range of experimental techniques [163–

165]. When sufficient carbon enters the bulk, the carbon-nickel solid solution reaches

supersaturation and carbon segregated to the surface can contribute to the formation of

surface carbide Ni2C and graphene growth.

Graphene grown on a surface containing Ni2C has not been deliberately investigated

before, but due to the relevance of Ni2C in the methanation reaction much is known

about Ni2C surfaces. Previous studies showed that Ni2C can survive on nickel surfaces at

elevated temperatures similar to that used in the experiments [159, 166]. The conclusion

is that Ni2C is present in the actual experiments when the graphene growth begins. This

assumption is strengthened by the observation of vacancy islands. The formation of these

features can be understood by first considering the structure of Ni2C. When hydrocarbons

are exposed to the clean Ni(111) surface, or when the bulk has a sufficient reservoir of

carbon, the surface reconstructs into the clock reconstruction shown in Fig. 5.1. This re-

construction alters the Ni(111) surface layer into a quasi-square symmetry reminiscent of

the Ni(100) surface with a c(2× 2) structure of adsorbed carbon. To transform the (111)

surface into a (100)-like surface requires a reduction of the surface nickel density by 12%.
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The driving force behind this transformation is surface stress induced by the adsorption

and incorporation of carbon [114]. Because the formation of Ni2C occurs at elevated tem-

peratures and the diffusion barrier for nickel adatoms on Ni(111) is small (0.22 eV [167]),

excess nickel can diffuse to step edges. When a carbide domain starts to dissolve at high

temperature – by diffusion of carbon into the Ni bulk or through consumption of the

carbon in the graphene growth – there is a local deficit of nickel compared to the initial

clean Ni(111) terrace. Dissolution of Ni2C after graphene formation will therefore result

in vacancy islands, as observed in experiments.

The basic steps in the formation of rotated graphene are summarized in Fig. 5.7. After

the hydrocarbons are decomposed, atomic carbon can dissolve into the nickel bulk. In

these carbon-rich conditions, Ni2C is formed as predicted by DFT calculations in the

previous section. When the Ni2C layer is completed, graphene nucleation starts with

graphene loosely bound by vdW forces to the surface carbide, enabling different rotation

angles. With the depletion of carbon in nickel bulk, the Gr/Ni2C/Ni(111) is no longer

the phase with the lowest surface energy and carbon either contributes to the graphene

growth, leaving Ni vacancy islands, or diffuses into nickel bulk so that the lowest surface

energy phase Gr/Ni(111) for this chemical environment is established. However, the

graphene is still rotated with respect to the Ni(111) substrate (Fig. 5.7).

Figure 5.7: Proposed steps in the formation of rotated graphene grains. Taken from

Jacobson et al. [152]
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Based on observations similar to those shown in Fig. 5.3, Lahiri et al. [155] pro-

posed a different graphene growth model assuming the in-plane transformation of Ni2C

into graphene at low temperatures (< 460 °C). The FFT analysis however, proves that

graphene is adsorbed on Ni2C. Furthermore, the Supporting Information (Fig. S8) in Ja-

cobsen et al. [152] confirms the assumption that Lahiri et al. did not observe the direct

transformation of Ni2C into graphene but also observed graphene on Ni2C.

5.5 Computational Methods

Spin-polarized DFT calculations were performed with the VASP code using PAW poten-

tials. As standard GGA potentials predict an endothermic adsorption of graphene on

Ni(111) due to the neglect of the vdW contributions (see section 3.1.3) the calculations

were performed on the basis of vdW-DF using the optB88-vdW exchange-correlation func-

tional [99], which offers a good description of the interaction of graphene and nickel as

compared with gold-standard-RPA calculations [43], and also with the LDA functional.

The energy cutoff employed for both functionals was 400 eV. The nickel lattice constant

was optimized for the respective functional, 3.43 Å for LDA calculations and 3.51 Å for

optB88-vdW (which is close to the experimental lattice constant of 3.52 Å). The system

was modeled with a (
√

39R16.1° ×
√

37R –34.7°) slab consisting of three supportive layers

of nickel and a vacuum of more than 10 Å. The geometry of the two bottom nickel layers

was fixed. The graphene sheet was adsorbed on the Ni2C surface in the orientation of the

Ni(111) substrate leading to a slight deformation of the graphene sheet, which introduces

an error of less than 0.008 (vdW-DF: 0.007) eV/C atom. A 2× 2× 1 k-point mesh was

employed for the integration of the Brillouin zone. The formation energies of the diluted

carbon were evaluated from a bulk cell of 32 nickel atoms both at a fixed volume (LDA:

0.52 eV, vdW-DF: 0.78 eV/C atom) and at an optimized volume (LDA: 0.44 eV, vdW-DF:

0.71 eV/C atom). All LDA structures were relaxed to forces lower than 0.02 eV/Å. The

same geometries rescaled with the optB88-vdW nickel bulk lattice constants were used

for the vdW-DF calculations.
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5.6 Conclusion

In a combined STM/DFT study, the surface carbide Ni2C was identified as the source of

rotated graphene grains observed on the Ni(111) surface by STM. These rotated grains

are unexpected given the widely reported 1× 1 epitaxial match between Ni(111) and

graphene. Ni2C is only found below rotated graphene grains, and nickel vacancy islands

are found within and at the periphery of rotated grains – a clear indicator of carbide

dissolution. DFT calculations predict that the graphene/Ni2C/Ni(111) phase is stable

when the carbon chemical potential is determined by the dilute carbon reservoir and

predict a transformation to the graphene/Ni(111) as the dilute carbon reservoir (i.e., the

Ni bulk) is depleted. Grain rotation is facilitated by the weak BE of graphene on Ni2C,

and calculations indicate that adsorption is dominated by the vdW interaction.
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Chapter 6

Graphene on Ir(111)

The main results of section 6.2 were published in Sci. Rep., 3 (2013), Electronic struc-

ture and imaging contrast of graphene moiré on metals [168], where the present author

contributed to the DFT calculations.

Graphene on Ir(111) is a typical example of a weakly interacting Gr-metal system. In

a study by N’Diaye et al. [33] using STM and DFT methods, the structure of graphene

on Ir(111) was identified on an atomistic level. Due to the mismatch of the lattices

a long-range moiré with three local high-symmetry regions (FCC, HCP, and ATOP)

was found which may serve as sample surface for growing small metal clusters of well

defined size into the moiré, allowing experiments on charge carrier manipulation through

periodical potentials [169]. However, standard DFT functionals like LDA and GGA (used

by [33]) are (semi-)local and lack the nonlocal-correlation effects responsible for vdW

interaction [170]. GGA calculations showed very weak binding (20 meV/C) and a large

Gr-Ir distance of ≈ 3.9 Å [11] while with LDA the binding is stronger, reflecting mainly

the well known tendency of LDA to overbind. Busse et al. [11] included vdW forces on

the level of force-field vdW corrections (PBE+Grimme) [78] to relax the structures and

obtained the total energy with vdw-DF [171] using the relaxed PBE+Grimme geometry.

It was further shown that GGA alone does not bind graphene for vdW corrected distances

which have been determined with a mean value of 3.41 Å, close to an experimental value

of 3.38 ± 0.04 Å [11].

The band structure of Gr/Ir(111) was studied by Pletikosić et al. [10] with angle-

resolved photoelectron spectroscopy (ARPES) exhibiting a graphene Dirac cone only
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slightly shifted to smaller binding energies due to a marginal p-doping by the substrate.

Furthermore, the moiré structure imposes a superperiodic potential giving rise to Dirac

cone replicas and the opening of minigaps [10].

In this chapter the Gr/Ir(111) structure calculated with optB86b vdW-DF is presented

and compared with previous results. Furthermore, the results of a joint experimental

theoretical study on the electronic structure and imaging contrast on Gr/Ir(111) [168]

are discussed. By applying a combination of DFT calculations, STM and atomic force

microscopy (AFM) measurements, a deeper insight into the electronic and topographic

contributions to the imaging contrast of the epitaxial Gr/Ir(111) system is gained. In

STM imaging the electronic contribution is found to prevail over the topographic one,

and in AFM a variation of the interaction strength between the tip and graphene for the

different high-symmetry areas of the graphene moiré supercell is observed [168].

6.1 Lattice Mismatch and Moiré Unit Cell

The lateral lattice constants of graphene and Ir(111) summarized in table 6.1 show the

large lattice mismatch of more than 10% between graphene and Ir(111). The overbinding

of LDA is less pronounced for an iridium substrate as compared to nickel (see section 3.1.2)

leading to a lattice constant (2.706 Å) which is in good agreement with the experimental

value of 2.71 Å. The iridium lattice constants obtained with the other functionals are all

less than 1.5% larger than the experimental lattice constant.

aGr [Å] alatIr [Å]
(
alatIr − aGr

)
/aGr [%]

experimental 2.46 [19] 2.71 10.16

LDA 2.447 2.706 10.58

PBE 2.468 2.747 11.30

PBE+Grimme 2.468 2.670 11.30

optB88-vdW 2.463 2.747 11.53

optB86b-vdW 2.465 2.735 10.95

Table 6.1: Experimental and calculated lattice constants of Gr and Ir.
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If graphene would grow in 1× 1 structures an enormous strain would be induced due

to the large lattice mismatch. Therefore it is energetically favorable to form a moiré

structure instead of the epitaxial 1× 1, as observed in experiments [33, 172, 173].

In Gr/Ir(111) the graphene and iridium lattices are often not rotated against each

other [33, 172], therefore the distance between two moiré maxima amoire can be expressed

as
2π
amoiré

= 2π
aGr
− 2π
alatIr

. (6.1)

The value measured for amoiré is 25.3 ±0.4 Å, which equals 9.32 ± 0.15 times the iridium

nearest neighbor distance, alatIr [33, 172].

For DFT calculations, a 10× 10 graphene ad-layer on a 9× 9 Ir(111) slab is a very

good approximation to the experimentally found moiré structure. The supercell shows

three high-symmetry regions (Fig. 6.1), top-fcc, top-hcp, and hcp-fcc. The nomenclature

is in line with previous chapters, e.g. in top-fcc, one carbon atom is on top of an interface

nickel and the other carbon is above a nickel atom of the third layer, slightly different

than the nomenclature used by N’Diaye et al. [33] who designate ATOP: hcp-fcc, FCC :

top-hcp and HCP: top-fcc. In addition to the high-symmetry regions, the lower-symmetry

sites1 bridge-top, bridge-hcp, and bridge-fcc appear three times in each case because of

the three-fold symmetry.

The Gr-Ir distances in the relaxed structure are in very good agreement with the

PBE+Grimme calculations by Busse et al. [11] and by Voloshina et al. [168] (table 6.2).

The maximum graphene height is reached in the hcp-fcc region with 3.65 Å and the

minimum height at top-hollow sites (top-fcc and top-hcp nearly identical). The average

distance of 3.42 Å is within the experimental range 3.38 ± 0.04 Å [11]. The large Gr-Ir

separation indicates a weak interaction with small BEs.

The average BE per carbon atom for the relaxed structure is 80 meV for the optB86b

vdW-DF, which is larger than the value obtained by Busse et al. (50 meV/C) [11], but still

a typical adsorption energy for physisorbed systems. Computationally highly demanding

RPA benchmark calculations like for Gr/Ni(111) are not available because of the too large

unit cell. However, Olsen et al. [37] studied weakly interacting systems with smaller lattice
1The 1× 1 adsorption configurations illustrated in Fig. 3.3 for graphene on fcc-Ni(111) are similar for

graphene on fcc-Ir(111).
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hcp-fcc

ATOP
top-hcp

FCC
top-fcc

HCP

b-fcc

b-top
BRIDGE

b-hcp

Figure 6.1: Structure of the Gr/Ir(111) moiré cell used in DFT calculations. A 10× 10

graphene layer is above a 9× 9 iridium substrate. The high-symmetry regions are indi-

cated as circles filled with orange (fcc-hcp | ATOP), blue (top-hcp | FCC ), and yellow

color (top-fcc | HCP). The notation written in capital letters, where the center of a

graphene hexagon is at a top, fcc, and hcp-site for ATOP, FCC, and HCP, respectively is

used in this section. The lower symmetry regions bridge-top | BRIDGE, bridge-hcp, and

bridge-fcc are indicated with circles filled with green, magenta, and black, respectively.

All low symmetry regions occur three times in the unit cell. Replicas at the boundary of

the unit cell are not plotted. In the fcc-hcp region the carbon atoms cover the threefold

coordinated hollow sites. In the top-fcc and top-hcp regions every second atom is located

above an iridium surface atom and every second atom at fcc and hcp sites, respectively.
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Ref. dmax [Å] dmin [Å] d̄ [Å] ∆d [Å]

(*) 3.65 3.30 3.42 0.35

[11] 3.62 3.27 3.41 0.35

[168] 3.58 3.27 - 0.31

Table 6.2: Comparison of the maximum height, minimum height, average height, and

corrugation ∆d = dmax − dmin for Gr/Ir(111).

(*) Present results (optB86b vdW-DF)

mismatch such as Gr/Al(111), Gr/Ag(111), and Gr/Au(111) by using RPA on a
√

3×
√

3

unit cell. On the one hand, the largest BEs at typical vdW distances ≈ 3.4 Å were found

to be about double the values obtained with LDA and vdW-DF2. On the other hand,

the BE for an artificial 1× 1 structure at the lattice constant of unsupported graphene

(i.e. iridium lattice constant compressed by 11%) and optimized for optB86b-vdW yields

75 meV, while the corresponding BE for optB88-vdW is only 66 meV. Hence, although

here the optB86b-vdW functional might overestimate the interaction strength, vdW-DF

functionals may underestimate it in general. Therefore, the value of the true BE remains

an open question and its determination must be postponed to future studies.

Despite the small BEs Busse et al. [11] showed that the binding is not pure physisorp-

tion, but is chemically modulated. In the top-fcc and top-hcp3 regions a small charge

redistribution from graphene toward the iridium substrate, caused by the adsorption,

takes place. The pz orbital of a top-site carbon atom hybridizes with the underlying Ir

5d3z2−r2 orbital. The charge is provided from the neighbor carbon atom, which explains

their tendency to bind additionally deposited metal atoms [33]. This charge transfer is

intimately related to the nonlocal part of the BE density [11], which is missing in LDA and

PBE. As a result a slight p-doping where the Dirac point is shifted by ≈ 100 meV above

the Fermi level [168] is predicted, which is close to the data obtained by photoelectron

spectroscopy [10].

2The original vdW-DF proposed by Dion et al. [92] was used.
3In the original notation of Busse et al. [11], top-fcc corresponds to the HCP region and top-hcp to

the FCC region.
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Further insights in the electronic structure of Gr/Ir(111) by analyzing the band struc-

ture and core level shifts is postponed to chapter 7, where the results for Gr/Ir(111) are

compared to nickel intercalated Gr/Ir(111).

6.2 Electronic Structure and imaging Contrast

In the joint experimental and theoretical study of Voloshina et al. [168], the moiré pattern

of Gr/Ir(111) is easily recognizable in LEED and the large-scale STM images in Fig. 6.2a.

The distance between two moiré maxima amoire is 25.5 Å and 25.2 Å, obtained by LEED

and STM respectively, in good agreement with previously published data [33, 172]. The

STM structure is imaged in the so-called inverted contrast [172] (Fig. 6.2a,b), where

topographically highest ATOP places are imaged as dark and topographically lowest

HCP and FCC ones as bright regions. By performing “on-the-fly” switching between

constant current (CC) STM and constant frequency shift (CFS) AFM imaging during

scanning (Fig. 6.2c), an inversion of the topographic contrast z(x, y) is observed. This is

clearly seen in Fig. 6.2c around areas marked with an arrow: darkest contrast in CC STM

becomes the brightest one in CFS AFM for the ATOP position. The imaging contrast

strongly depends on the experimental conditions.

6.2.1 Contrast Inversion in CC STM

The inversion of the imaging contrast was also detected in CC STM images when the bias

voltage is changed from -0.5 V to -1.8 V during scanning (Fig. 6.2a). The simulated STM

image [168] (Fig. 6.3b) using the Tersoff-Hamann formalism [118] is in good agreement

with the experimental image. The inverted contrast arises because of the dominant role

of certain peaks in the local DOS (see Fig. 6.3c) for specific regions in the moiré unit

cell [168].

The electron density difference induced by the adsorption (lower inset in Fig. 6.3c)

shows an increase of charge in FCC, BRIDGE, and HCP regions between graphene and

interface iridium atoms indicating the stronger binding in this regions compared to ATOP.
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a

b c

Figure 6.2: (a) Large scale STM image of Gr/Ir(111) and the corresponding LEED image

as inset. (b) Atomically resolved STM image showing the inverted contrast. (c) A com-

bined STM/AFM image with a switching “on-the-fly” between CC STM and CFS AFM

image during scanning. Taken from Voloshina et al. [168]
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Figure 6.3: Experimental (a) and calculated (b) CC STM images of Gr/Ir(111) obtained

at -0.5 V (bottom) and −1.8 V (top) bias voltage. (c) DOS projected on carbon atoms

for all high-symmetry regions of Gr/Ir(111) with a zoom-in around the Fermi energy in

the top-right inset and the electron density difference induced by adsorption in the lower

inset. Taken from Voloshina et al. [168]
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6.2.2 Contrast Inversion in AFM

The contrast in the AFM measurements depends on the tip-sample distance, the local

region in the moiré and the used bias voltage, which will be discussed in the following.

The frequency shift ∆f(d) of an oscillating sensor as a function of the distance from the

surface is shown in Fig. 6.4a,b. The corresponding tunneling current (Fig. 6.4c) is needed

to get the relative z-positions. The frequency shift is related to the interaction energy E

and the vertical force Fz through following expressions

∆f(d) = − f0

2k0

∂Fz(d)
∂d

(6.2)

Fz(d) = −∂E(d)
∂d

. (6.3)

The frequency shift is proportional to the negative derivative of the force and to the

second derivative of the interaction energy, f0 and k0 are the resonance frequency and

the spring constant of the sensor. Repulsive, attractive, and long-range electrostatic

and vdW contributions can be separated in AFM imaging [174]. At large tip-sample

distances (> 5 Å) the imaging contrast is insensitive to the local atomic structure of sample

and scanning tip because the long-range vdW interactions are dominant. In the short-

range around the minimum of the ∆f curves, the interactions are dominated either by

repulsive (left-hand side) or attractive (right-hand side) forces and define the atomically-

resolved site-selective chemical contrast. The site-selective interaction is clearly observable

in the ∆f(d) curves of Fig. 6.4a,b. On the one hand the absolute value of the maximum

frequency shift is larger in the FCC and HCP region than in the ATOP region and

on the other hand the minima of the ∆f(d) curves are shifted by 0.97 Å compared to

a corrugation of Gr/Ir(111) in CC STM of 0.67 Å, reflecting the different interaction

strength for different regions in the moiré cell.

Furthermore, DFT simulations by Ondráček et al. [174] of two different tips interacting

with graphene showed that the imaging contrast also depends on the tip reactivity. The

vdW contributions are dominating for a weakly reactive silicon tip whereas short-range

forces are only small. Here the contrast between different sites appears in the repulsive

region while for a tungsten tip the short-range forces dominate and therefore determine

the atomic contrast in the attractive regime. Therefore, a hexagonal pattern of bright
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spots was observed for the weakly interacting silicon tip but the honeycomb pattern with

inverted contrast in the repulsive regime is seen for a strongly interacting tungsten tip.

Figure 6.4: Experimental frequency shift obtained in AFM measurements (a,b) and the

corresponding tunneling current (c) as a function of the relative distance between tip and

the Gr/Ir(111) sample. The inset of (a) shows the corresponding STM image with the

path where ∆f and I data were measured. Taken from Voloshina et al. [168]

In constant height (CH) AFM experiments4 the contrast in ∆f(d) images is changing

for different heights and completely inverted for two limit z-positions (d1 = −0.033 nm

and d2 = +0.227 nm, Fig. 6.5). In the vicinity of the surface, the interaction has more

repulsive character leading to a smaller frequency shift in ATOP, and larger shifts in FCC

and HCP regions. At larger distances the interaction is more attractive and frequency

shifts in FCC and HCP regions are smaller and correspondingly the shifts are larger in the

ATOP region. The modified frequency shifts at different distances is again founded in a

different interaction strength depending on the actual position. The contrast in tunneling

current images otherwise, shows the same inverted contrast for both distances (lower row
4In constant height AFM experiments the z-coordinate of the oscillating sensor is fixed during scanning.
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in Fig. 6.5). Furthermore, the change of bias voltage during CH AFM imaging does not

lead to any changes in the imaging contrast for ∆f or I. Thus, taking into account the

contrast inversion in CC STM for different bias voltages and a similar variation of the

distances of CC STM and CH AFM (when UT is changed from -0.5 V to -1.8 V), one can

separate the topographic and electronic contributions for imaging at different biases and

distances.

Figure 6.5: Frequency shift (upper row) ∆f(x, y), and tunneling current I(x, y) (lower

row) of constant height AFM measurements of Gr/Ir(111), obtained at two different

sensor-substrate distances d1 and d2. High symmetry regions are indicated with a circle

(ATOP), square (FCC ), and triangle (HCP). For different distances the contrast in the

frequency shift is inverted whereas the contrast in the tunneling current is not inverted.

Taken from Voloshina et al. [168]

A first approximation via DFT calculations of the experimentally obtained AFM im-

ages can be given by expressing the tip-sample force as a function of the potential Vts(r) on

the tip Fts ∝ −∇[|∇Vts(r)|2] [175]. The results of such DFT simulations [168] (Fig. 6.6a)

can sometimes offer an initial view on the expected topography. However, the interaction
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of the scanning tip with the sample is not taken into account and therefore the results of

this analysis should be assessed by other methods.

Within another more quantitative approach, the W-tip is explicitly included in the

calculations. In the present study, it was approximated by a five-atom pyramid as shown

schematically in Fig. 6.6b and the interaction energy was explicitly calculated for varying

tip-surface distances [168]. The interaction energy for the two limiting positions of the

W-tip, ATOP and FCC, is shown in Fig. 6.6c. The Morse potential was used to fit the

calculated data as this was shown to be the most suitable for graphene-metal systems [176].

The resulting curves are shown by solid lines in the same figure. The force and frequency

shift are calculated according to Eqs. 6.2 and 6.3.

Figure 6.6: (a) Simulated CH AFM image of the Gr/Ir(111) system according to the

approach suggested by [175]. (b) Schematic representation of the geometry of the 5-

atom-W-tip/Gr/Ir(111) model [168]. Interaction energy (c) force (d) and frequency shift

(e) for the system illustrated in panel b as a function of the distance between the model

tip and Gr/Ir(111). Taken from Voloshina et al. [168]
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The interaction energy curves from DFT calculations [168] (Fig. 6.6c) for both high-

symmetry regions are very similar but shifted by 0.40 Å with respect to each other re-

flecting the height difference between ATOP and FCC regions. The maximal absolute

value of energy is slightly higher for FCC by 0.015 eV. The minima in the force and fre-

quency shift curves are more distinct at larger distances. The ATOP and FCC extrema

in the frequency shift curve are separated by 0.45 Å, which is approximately two times

larger than the experimental values. Nevertheless, the shape and trend for the inversion

of the imaging contrast are clearly reproducible with the calculated data. Also the larger

absolute value of the frequency shift in the FCC compared to ATOP is correctly reflected

in the calculated curves.

However, relaxations of Gr/Ir(111) and the W-tip are not taken into account by these

calculations. Therefore, to get more reliable results, in a more realistic DFT model a

ten atom tungsten tip (10W-model) was used (with a geometry similar to the tip used

in Ref. [174]) where the five tungsten atoms of the tip nearer to the surface as well as

the top-most layer of the iridium substrate were allowed to relax. In this calculations

the tip is in the FCC region of the moiré cell. In addition to the Grimme method [78],

where the vdW interactions are accounted for by a simple force-field correction, the more

advanced optB86b-vdW functional [92] was applied. Differences to the former model

(5W-model, blue curves in Fig. 6.6) are visible already in the static calculations (green

curves and red plus symbols in Fig. 6.7), due to the larger tip and the different functional.

While the shapes of all three curves are similar for both models the absolute values and

the positions of the minima differ slightly. The minima in the interaction energies are

found at ≈ 2.3 Å for both cases, but the absolute values of the energy are larger for

the 10W-model. At the minimum the interaction energies differ by 0.4 eV which reflects

the additional binding contributions for the larger tip but may also be related to the

different used exchange-correlation functionals. The minimum for the force is shifted to

a larger tip-sample distance for the 10W-model and the absolute force is about 0.7 nN

larger compared to the 5W-model. Each of the five additional tungsten atoms in the 10W

tip experiences an additional force which increases the total force accordingly. The most

noticeable difference is a three times larger frequency shift for the 10W-model compared

to the 5W-model.

137



6.2. ELECTRONIC STRUCTURE AND IMAGING CONTRAST A. Garhofer

−3.0
−2.5
−2.0
−1.5
−1.0
−0.5

0.0
0.5

In
te
ra
ct
io
n
En

er
gy

[eV
]

(a)

−3.0
−2.5
−2.0
−1.5
−1.0
−0.5

0.0
0.5

Fo
rc
e
[n
N
]

(b)

−25.0
−20.0
−15.0
−10.0
−5.0

0.0

1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5

Fr
eq
ue
nc
y
sh
ift

[H
z]

dW-Gr static [Å]

(c)

static
fitting function

relaxed
fitting function

static

relaxed

static
relaxed

Figure 6.7: Interaction energy (a), force (b), and frequency shift (c) as a function of the

distance for the rigid system dW-Gr static (see Fig. 6.6) for a tungsten tip consisting of ten

atoms at the FCC region in the moiré unit cell. The calculated interaction energies and

forces as marked by plus symbols and crosses, respectively. The Morse potential was used

to fit the energy curve for static calculations (green line in panel a). The fitting function

for the energy of the relaxed system is a more complex function (magenta line in panel a).

The curves in panel b and c displaying the force and frequency shift are evaluated from

the fitted interaction energy curve (a) according to Eqs. (6.3) and (6.2), respectively. The

crosses in (b) correspond to the values directly determined by the DFT calculation.
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When the five lower tip atoms and the top-most iridium layer are allowed to relax,

the curves are drastically changing compared to the static calculations. The interaction

energy is increased at all tip-surface distances (Fig. 6.7a) but instead of a sharp minimum

at 2.3 Å for the unrelaxed system, the minimum is flat with almost the same interaction

energies of ≈ 2.5 eV between 1.5 and 2.25 Å distance. Therefore, the system gains 0.2 eV

binding energy due to the relaxation. The force curve on the other hand is almost linear

in the range of 1.5 to 3.25 Å tip-sample distance (Fig. 6.7b) and the extremum is reached

at 0.4 Å larger distance compared to the static calculations. The absolute value of the

force, however, is only slightly reduced. A considerably larger frequency shift is calculated

for the relaxed system due to a more rapid decrease of the force curve. This is partially

an artifact of an unfavorable fitting function for the interaction energy, which is parallel

to the x-axis at distances of more than 4.3 Å. Moreover, the minimum of the frequency

shift is shifted to a 0.5 Å larger Gr-substrate distance. However, the discrepancy between

the small experimentally obtained frequency shifts (< 3 Hz) and the calculated values is

probably due to the oscillation amplitude of the sensor (1-3 Å). For the interpretation

of these curves, it should be noticed that the x-coordinate in Fig. 6.7 is the tip-sample

distance of the rigid model dW-Gr static for both, static and relaxed calculations (Fig. 6.8b).

The reasons for the anomalous relaxation curves can be understood by considering

the evolution of the relaxed structures (Fig. 6.8a) when starting at a large tip-sample

distance and in the following continuously approaching the surface. The energies and

forces are very similar to the unrelaxed (static) ones for large distances (> 4.3 Å) where

forces are very small, indicating that relaxation effects are negligible, i.e. the Gr/Ir(111)

moiré structure is intact and the forces acting on the tip lead to only minor changes of the

tip shape. Indeed, the actual distance between the tip and graphene dW-Gr is almost the

same compared to the static tip-Gr distance dW-Gr static in Fig. 6.8a while the local distance

between graphene and the top-most iridium layer is approximately the unperturbed C-Ir

distance of this specific region in the moiré unit cell (FCC).

If the distance is further decreased (from 4.3 Å to 3.5 Å), the attractive forces (mainly

vdW) acting on the carbon atoms of the weakly coupled graphene sheet lead to a local

deformation so that the graphene iridium distance (at the tip position) is increased (blue

curve in Fig. 6.8a) reaching its maximum at dW-Gr static = 3.5 Å. Furthermore, the W-tip
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Figure 6.8: (a) Different distances sketched in panel b as a function of the static tip-surface

distance dW-Gr static, which is equivalent to the distance between the unrelaxed W-tip and

the unrelaxed graphene sheet (dashed lines in panel b). The actual distance between the

tip and graphene including relaxation effects dW-Gr plus the actual Gr-Ir distance dW-Gr is

almost a linear function of the distance dW-Gr static. The difference to the perfectly linear

dW-Gr static+dGr-Ir static function is due to the relaxation of the W-tip, while the corrugation

of the iridium layer is negligible.

140



CHAPTER 6. GRAPHENE ON IR(111) A. Garhofer

is also slightly deformed, which is seen in the difference of the dashed line and the violet

line in Fig. 6.8a. At distances around 3.5 Å the violet line is about 0.05 Å lower than the

dashed line, which means that the W-tip is slightly stretched toward the surface. Both

effects result in a larger reduction of the actual tip-surface distance dW-Gr and consequently

in a rapid increase of the forces between 4.3 Å and 3.5 Å where the maximum is already

reached at 3.5 Å5.

Between 3.5 Å and 2.8 Å tip distance (dW-Gr static) the Gr-Ir distance of approximately

3.7 Å is almost constant, i.e. a local outwards deformation of graphene by 0.3 Å compared

to Gr/Ir(111) without tip, while the tip is constantly getting closer to the graphene

surface, which is observable by a linear red curve in this region with a similar gradient as

the unrelaxed distance dW-Gr static+dGr-Ir static in Fig. 6.8a. When the distance between the

W-tip and graphene dW-Gr is smaller than 2.4 Å a repulsive interaction between carbon

atoms of graphene and tungsten atoms of the tip prevents a further decrease of the tip-Gr

distance. From that point on, the Gr-Ir distance is linearly reduced, i.e. the deformation

is first reduced until the equilibrium structure of Gr/Ir(111) without tip is reached again

at dW-Gr static = 2.3 Å. Thereafter, graphene is deformed in the other direction, i.e. toward

the iridium substrate. The equilibrium position (total force on tip equals zero) for the

tip is reached at dGr-Ir = 3.0 Å, however, the tip is compressed in this region. On the

left side of Fig. 6.8a the force is still in a linear relation to the distance dW-Gr static. It

is expected that this linearity is lost for dGr-Ir smaller than ≈ 2.3 Å when the repulsion

between the carbon atoms of the depression and the iridium substrate becomes stronger

and the interaction energies are decreasing. Further calculations must be performed to

prove this assumption.

Therefore, the relaxation of the system has a strong influence of the actual shape of

the measured frequency shift curves. However, for a detailed analysis, other tip posi-

tions in the moiré cell, e.g. ATOP, HCP, must be considered, as well as different local

positions, e.g. top-site vs. hollow-site in each high-symmetry reason. Consequently, the

present calculations already sketch the changes stemming from the relaxation of the tip,

but for a complete analysis of the experimental curves further calculations must be per-

5The minimum of the forces predicted by the fitting curve is shifted to the left, however the actual

minimum can be identified by the crosses in Fig. 6.7

141



6.3. METHODS A. Garhofer

formed. Moreover, the actual atomic structure of the tip is not known and there is a small

uncertainty in the tip position during the measurements of the ∆f curves which makes a

rigorous simulation difficult. Nevertheless, the basic mechanism of the contrast inversion

can already be understood on the basis of DFT simulations using the rigid 5W-tip model.

6.3 Methods

Spin-polarized DFT calculations were performed with the VASP code using PAW poten-

tials and an energy cutoff of 400 eV. Standard (semi-)local LDA and GGA functionals do

not account for vdW interactions, which is crucial for weakly interacting systems such as

Gr/Ir(111) [11]. Therefore, the calculations in section 6.1 and AFM simulations with the

relaxed 10W tip in section 6.2 were performed using the optB86b-vdW functional [99] to

account for the long-range vdW interaction. The Gr/Ir(111) structure is modeled using a

supercell with a (9× 9) lateral periodicity of three iridium layers and (10× 10) graphene

adsorbed on top with a lattice constant of 2.735 Å (2.725 Å) for calculations in section 6.1

(in Ref. [168]). The Brillouin zone is sampled with a 3× 3× 1 Γ-centered k-point mesh.

The details of the experimentally used equipment and settings for the STM and AFM

measurements can be found in Voloshina et al. [168].

6.4 Conclusion

In conclusion, the ab initio calculations give an accurate description of the structure of the

graphene mesh supported on Ir(111), and allow to identify the origin of the experimen-

tally observed contrast inversion in STM and AFM measurements. The lattice mismatch

between graphene and iridium and the weak Gr-Ir interaction lead to a moiré pattern

with a large average Gr-Ir separation of 3.42 Å and a small corrugation of the graphene

film of 0.35 Å. The maximum Gr-Ir distance is reached in the hcp-fcc (ATOP) region

whereas top-hollow and bridge-like configurations are closer to the surface, reflecting a

stronger and weaker interaction in the respective regions. The structure was relaxed by

using the optB86b-vdW functional which gives similar results to the data obtained with

PBE+Grimme [11], but an average binding energy per carbon atom of 80 meV is con-
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siderably larger than the PBE+Grimme value of 50 meV [11]. Nevertheless, the Gr-Ir

system can be considered as weakly interacting system which is also confirmed by a linear

dispersion relation in the band structure and in only one peak obtained by core level

measurements and calculations in the following chapter.

A combination of DFT calculations and scanning probe microscopy/spectroscopy al-

lowed to distinguish between topographic and electronic contribution of the imaging con-

trast observed in STM and AFM experiments on Gr/Ir(111) [168]. The electronic contri-

bution is predominant in STM imaging compared to the topographic one and can explain

the contrast inversion for different bias voltages. The contrast in constant height AFM

measurements is changing for different tip-sample heights and also depends on the specific

region of moiré cell. The AFM images were simulated on the basis of DFT calculations

with different levels of sophistication. The site specific contrast could be reproduced

already by analyzing the potential [168]. However, for a quantitative comparison with

the experiments the interaction energy, force, and frequency shift have to be included in

the calculations. Still, additional corrections stemming from the size of the tip and the

relaxation effects can play an important role. The contrast inversion can be explained

with the rigid 5W-tip model. A stronger interaction strength at the FCC site compared

to ATOP shifts the frequency shift minima to smaller distances and therefore leads to a

different imaging contrast depending on the tip-position in the moiré cell as well as to a

contrast inversion for different heights [168]. Within the second model, the effect of the

relaxation employing the optB86b-vdW functional instead of PBE+Grimme was analyzed

for a tip located in the FCC region. The relaxation considerably affects the shape of the

interaction energy curves and consequently also the force and the frequency shift curves

where the minimum of the frequency shift is at larger distances and the absolute value is

increased.
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Chapter 7

Graphene on intercalated Ni/Ir(111)

The main results of section 7.1 were published in Phys. Rev. B, 87, 035420 (2013), Artifi-

cially lattice-mismatched graphene/metal interface: Graphene/Ni/Ir(111) [41], where the

present author performed the DFT calculations, while the main results of section 7.2 are

submitted with the title Intercalation Mechanism of Nickel in G/Ir(111) [177], where the

present author also performed the DFT calculations.

Graphene on Ir(111) (see section 6) is a weakly interacting system with a large Gr-Ir

distance and only small perturbations of the graphene bands. The large lattice mismatch

between graphene and iridium leads to a moiré pattern with a small corrugation [11].

Graphene on Ni(111), on the other hand is a strongly interacting system with very small

lattice mismatch. Although the BE between graphene and nickel is relatively weak (typ-

ical for physisorption), the π-band of graphene is no longer preserved due to a strong

hybridization between nickel d-bands and graphene π-bands (see section 3). In section 7.1

an artificially lattice mismatched Gr-Ni interface with one single epitaxial nickel layer in

Gr/Ir(111) is studied by STM (Uni Konstanz), ARPES (Elettra Trieste) and DFT in-

cluding vdW interactions (Vienna), providing a wide characterization of electronic and

structural properties [41]. For this system, the lattice mismatch between graphene and

the nickel layer is increased, while the local chemical environment is similar to Gr/Ni(111)

defining the doping level of the graphene layer. Indeed, the intercalation leads to a locally

enhanced interaction, resulting in a strong corrugation of the graphene layer. The com-

parison between Gr/Ni/Ir(111) and Gr/Ni(111) allows to determine the influence of two

important factors, lattice mismatch and chemical interaction, which affect the graphene-
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metal adsorption.

A study of the intercalation mechanism is presented in section 7.2 [177]. Experimen-

tally, nickel is deposited on Gr/Ir(111) and subsequently annealed at 510-550 °C. As seen

in the STM images, nickel clusters are preferentially adsorbed at step edges and also the

intercalated nickel is found most often at step edges. This is in agreement with DFT

calculations which predict the favorite position for a single adsorbed or intercalated nickel

atom at the step edge. The DFT calculations also show that a low diffusion barrier for the

nickel between graphene and Ir(111) facilitates the accumulation at step edges. Border-

ing fcc-hcp regions are avoided by intercalated nickel because the Gr-Ni bonds are weaker

in that regions due to the large Gr-Ni separation. Diffusion barriers for nickel passing

through the graphene layer are studied for different scenarios. The actual process may

involve point defects like single vacancies to explain the high diffusion rates observed in

experiments.

7.1 Graphene adsorbed on one Monolayer Ni/Ir(111)

7.1.1 Experimental Background: STM Results

In the STM images performed in the group of M. Fonin [41] the Gr/Ir(111) surface dis-

plays large fully graphene covered terraces with several hundreds of nanometers width and

straight steps following the direction of the graphene moiré, with distinct fcc-hcp regions

and virtually indistinguishable top-hollow (top-fcc and top-hcp) sites. The STM images

of Gr/Ir(111) show an inverted contrast as described in Ref. [172], where topographically

higher fcc-hcp regions appear as dark depressions in the middle of bright rings. Upon

nickel intercalation, the nickel film starts to grow at the step edges, and the STM im-

ages show no contrast inversion. In Fig. 7.1a three different regions can be distinguished:

Graphene-covered iridium areas (A, C) with inverted contrast and an intermediate area

with non-inverted contrast (B) following the geometrical topology, as well as two remain-

ing nickel clusters (in white) on top of graphene with a height in the nanometer range.

From the morphology of the sample after intercalation it becomes clear that areas A and

C display pristine graphene on adjacent iridium substrate levels, whereas area B corre-

146



CHAPTER 7. GRAPHENE ON INTERCALATED NI/IR(111) A. Garhofer

sponds to graphene on a nickel-intercalated region. The area depicted in Fig. 7.1c is

analyzed and line profiles across the terraces and histograms showing the distribution of

apparent height values are evaluated (Fig. 7.1b).

The moiré pattern of area C continues the pattern of area A whereas the moiré in area

B is rotated against the others (Fig. 7.1c). Therefore two line profiles are displayed, where

line profile 1 is aligned to the Gr/Ir(111) moiré pattern of area A and C and crosses fcc-

hcp positions of Gr/Ir(111), which appear as dark depressions. The second height profile

crosses the bright protrusions of terrace B. The STMmeasurements indicate a significantly

enhanced corrugation on terrace B compared to terraces A and C. The histogram in

Fig. 7.1b shows the frequency of apparent height values for equally sized areas on terrace

A, B and C, respectively, as well as for the complete area in Fig. 7.1c. The distribution for

Gr/Ir(111) on terrace A and C is narrow (0.45 Å peak width) and features a distribution

maximum reflecting the top-hollow sites and a distinct shoulder at lower apparent height

corresponding to the fcc-hcp regions. For nickel intercalated graphene on terrace B the

distribution is much wider (0.8 Å peak width) with a maximum 0.6 Å below the maximum

of Gr/Ir(111) and a shoulder extending far into the Gr/Ir(111) region. The reason for

this change will be discussed on the basis of DFT calculations in the next section. If the

intercalated nickel atoms arrange pseudomorphically on the Ir(111) surface with a similar

interplane distance, then the distance between equivalent sites in the measurements (e.g.

lowest heights on terrace A and B in Fig. 7.1c) reflects to a large extent the difference

in the Gr-metal distance. This would mean that graphene on intercalated nickel is on

average 0.6 Å closer to the substrate compared to the pristine Gr/Ir(111) with a much

larger graphene corrugation. The almost unaffected continuation of the graphene moiré

on the intercalated nickel patches – albeit with increased corrugation – already indicates

a pseudomorphic arrangement of the intercalated nickel atoms.

7.1.2 DFT Calculations

In agreement with the experimentally observed (10 × 10) periodicity of the graphene

moiré, the nickel intercalated system is modeled by a (10 × 10) graphene sheet adsorbed

on a (9 × 9) Ni/Ir(111) substrate, consisting of three iridium layers and one nickel layer

on top of iridium. Table 7.1 shows a comparison of the experimental and the theoretical
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Figure 7.1: (a) Topographic STM overview showing the morphology of graphene with a

partially intercalated nickel sub-monolayer. Nickel accumulates at step edges (B area)

showing increased moiré corrugation in STM as compared to Gr/Ir(111) (A and C areas).

Corresponding LEED image in the inset. (b) Areas with nickel intercalated underneath

graphene (B areas) show reduced mean apparent height in the line profiles and the his-

togram. The histogram shows the frequency of apparent height values appearing in the

magnification depicted in (c) (black curve) and within areas on terrace A, B or C (yellow,

orange and brown curves, respectively). (c) Magnification of the dotted square in (a).

Taken from Pacilé et al. [41]
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lattice constants. The experimental iridium lattice constant is 8.75% larger than the

nickel lattice constant and the lattice mismatch for the calculated equilibrium lattice

constants are even larger (> 10%). Therefore the nickel layer is significantly stretched

on the iridium substrate. There are two possible (hollow) adsorption sites for the nickel

atoms. First, when they continue the fcc iridium stacking sequence and the nickel atom

is above an iridium atom of the third layer and in the second position, when the nickel

atom is above an iridium atom of the second layer. In the following the first case is called

FCC site and the second one HCP site. A calculation of one ML nickel on Ir(111) shows

that the FCC arrangement is preferred over HCP by 30 meV/Ni atom. Therefore, the

pseudomorphical FCC arrangement is preferred for Ni/Ir(111), but also with a graphene

layer on top, the calculations produce the same stacking sequence.

alatIr [Å] alatNi [Å]
(
alatIr − alatNi

)
/alatNi [%]

experimental 2.71 [178] 2.492 8.75

LDA 2.706 2.424 11.63

PBE 2.747 2.493 10.19

optB88-vdW 2.747 2.484 10.59

optB86b-vdW 2.735 2.479 10.33

Table 7.1: Experimental and calculated lateral lattice constants of Ir and Ni.

The relaxed geometry of Gr/1ML Ni/Ir(111) (in the most stable pseudomorphic nickel

arrangement) is illustrated in Fig. 7.2a,b. The intercalation of the nickel layer leads to

a pronounced corrugation of ∆h = 1.51 Å in the graphene layer, significantly larger

than for Gr/Ir(111) (Fig. 7.2b). However, more than 70% of the carbon atoms in the

graphene layer are adsorbed at a close distance of about 2.0-2.2 Å from the nickel layer,

which is in the same range as the interplane distance of Gr/Ni(111) (2.1 Å). Hence, the

binding of graphene to the intercalated nickel layer in these regions is similar to the

binding in 1× 1 Gr/Ni(111), despite the expansion of roughly 11% due to pseudomorphic

growth of the nickel lattice in Gr/1ML Ni/Ir(111). Therefore we can conclude that the

strong interaction of graphene/Ni(111) is not a result of the small lattice mismatch, but
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rather related to the chemical properties of the surface layer, which also drives the strong

corrugation of the graphene layer in the mismatched structure.

Figure 7.2: (a) Structural model for a single layer of graphene on Ni/Ir(111). The color

coding indicates the height of the corrugation ∆h in the graphene layer. (b) Comparison

of the corrugation in the optimized structure of graphene/Ni/Ir(111) (upper panel) and

graphene/Ir(111) (lower panel). (c) Simulated STM image for the states between EF

and EF + 0.2 eV . (d) Atomically resolved STM topography of graphene/Ni/Ir(111).

Theoretical (e) and experimental (f) C1s core level shifts of Gr/Ni/Ir(111) compared to

Gr/Ir(111). Taken from Pacilé et al. [41]

In the flat regions of the moiré structure, the magnetic moment of the nickel atoms is

completely quenched by the interaction with the graphene sheet, while the nickel atoms

under the graphene bubbles yield a small magnetic moment (< 0.4 µB). Nevertheless,

the remaining magnetic moment in the surface layer is too small to induce a magnetic

moment in the graphene sheet, opposite to the graphene/Ni(111) system showing an

induced magnetic moment of carbon atoms [179].

Seen from an atomistic point of view, a close adsorption configuration of the graphene

layer is reached not only for a top-fcc configuration preferred on Ni(111), but also for
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adsorption in a bridge-like configuration1. Both configurations yield a close adsorption

distance reaching values as low as 1.94 Å. In contrast, the weak interaction in the fcc-hcp

sites (green regions in Fig. 7.2a) leads to the formation of local protrusions, with a maximal

distance of 3.45 Å to the nickel layer common for physisorbed graphene. Nevertheless,

this distance is still smaller than the calculated maximal (vdW-DF) separation 3.7 Å

(∆h = 0.37 Å) for the adsorption of graphene on the bare Ir(111) surface (Fig. 7.2b).

A stronger bonding at bridge-like and top-hollow positions was also seen in calculations

of 1× 1 graphene on Ni(111) in section 3.1.4. The binding energies at the chemisorption

minimum are overestimated with optB86b-vdW compared to RPA. Nevertheless, only if

graphene is adsorbed in a top-fcc, bridge-top, or top-hcp configurations a distinct mini-

mum around 2.1 Å is found at the RPA nickel lattice constant (Fig. 3.9). At the iridium

lattice constant (also used for Gr/Ni/Ir(111) calculations) the minima in adsorption en-

ergy are at smaller Gr-Ni distances of about 1.9 Å and the BEs for all adsorption sites

are strongly increased (Fig. 3.10). An average BE per carbon atom of 0.19 eV for the

Gr/1ML Ni/Ir(111) system indicates a strong interaction if compared to the largest 1× 1

Gr/Ni(111) BE at the RPA lattice constant of 0.13 eV (0.45 eV at the Ir lattice constant).

A direct comparison of the obtained STM data (Fig. 7.2d) and a simulated STM

image (Fig. 7.2c) reflects the structure of the adsorbed graphene sheet: the elevated

fcc-hcp regions appear brightest, while the low-lying areas with top-hollow configuration

appear as a dark background. In agreement with the structure recently reported for

Gr/Ru(0001) [180] and Gr/Rh(111) [181–183], the regions where the graphene sheet is

adsorbed in a local bridge configuration is the area of the smallest distance to the surface.

These areas appear as faintly visible depressions in STM topographies. A peak-to-valley

corrugation of up to 1 Å fits well the corrugation of 1.3 Å in the simulated image. On

the atomic level, Gr/Ni/Ir(111) shows both carbon atoms of a graphene ring everywhere

within the moiré supercell in Fig. 7.2d. However, inside the strongly bound areas a

difference in intensity between neighboring carbon atoms is observed indicating a broken

sublattice symmetry.

The corrugation and hybridization of graphene with the metallic substrate is also

1The bridge-like configuration is labeled by a circle in Fig. 7.2a and corresponds to a bridge-top

configuration in Fig. 3.3b and Fig. 6.1
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reflected in the C1s line-shape [34, 35]. The C1s core level energies taken at 445 eV of

Gr/Ir(111), Gr/(1/3)ML Ni/Ir, and Gr/1ML Ni/Ir are compared in Fig. 7.2f. According

to the existing literature [11, 34], in the Gr/Ir(111) system the C1s BE is found at

284.10 ± 0.20 eV. After the intercalation of 1/3ML of nickel, a second peak at higher BE

is observed, which turns into the only component for 1ML intercalated nickel. The main

peak centered at 284.90 ± 0.20 eV close to the value found for graphene grown on bare

Ni(111) [164]. There a single peak at 284.7 ± 0.18 eV was measured, with an intrinsic

line width of 216 meV.

The calculated CL energies (Fig. 7.2e) are in good agreement with the experimental

ones and display a similar shift toward higher BEs for the main peak. For both curves, a

strong asymmetry toward lower BE of the line-shapes for Gr/1ML Ni/Ir is observed, which

is due to different CL shifts in different regions of the moiré unit cell. In the strongly

interacting top-hollow and bridge-like positions the C1s CL shift is stronger whereas

the weakly interacting fcc-hcp region give rise to only a minor CL shift compared to

Gr/Ir(111). The dominant contribution however comes from the lower regions of the moiré

leading to the detected intensity shape with only one peak (Fig. 7.2e) and thus do not

exhibit a double C1s peak as observed for Gr/Re(0001), Gr/Rh(111) or Gr/Ru(0001) [34,

35].

7.1.3 Band Structure of Gr/Ni/Ir(111)

In order to get a better insight into the overall interaction of graphene with the mis-

matched nickel layer, the band structure was studied both experimentally by ARPES

measurements and theoretically by DFT calculations. Figures 7.3a-d show the electronic

band structure along the ΓK direction obtained with ARPES on (a) Gr/Ir(111); (b)

Gr/0.33ML Ni/Ir(111); (c) Gr/1ML Ni/Ir(111); (d) Gr/thick Ni/Ir(111). The graphene

π and σ-band in Gr/Ir(111) show similar features as the free-standing graphene bands

with an intact Dirac cone. However, the π-band approaches the K-point at a BE of

70 meV and replica bands of both, π- and σ-states due to the moiré superpotential are

seen close to the K-point according to the literature [10, 34, 184]. After the intercalation

of about 1/3ML of nickel atoms (Fig. 7.3b), new π- and σ-states appear at higher BE

together with the d-states of nickel. The co-existence of double π- and σ-bands reflects
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an inhomogeneous surface with clean areas of Gr/Ir(111) and patches where nickel atoms

are in between.

Figure 7.3: (a-d) ARPES dispersions along ΓK as a function of the amount of nickel

atoms intercalated underneath graphene (G) on Ir(111). (a) and (d) show extreme cases

of 0ML and thick nickel, respectively. (e) Carbon projected band structure of a 1× 1

model system of graphene/Ni/Ir(111). The band structure was evaluated at a Gr-Ni

distance of 2.0 Å (brown-dark gray dots) and 3.4 Å (green-light gray dots). Taken from

Pacilé et al. [41]

The band structure for a full monolayer Ni intercalated (Fig. 7.3c) clearly shows

the new bands at higher binding energies, while the lower-lying of the double-bands of

Gr/0.33ML Ni/Ir(111) have vanished. The π-band no longer shows a linear dispersion,

but reaches a maximum of 2.16 eV at the K-point. The electronic states of iridium

disappear when several monolayers of nickel (above five) are intercalated via annealing

(Fig. 7.3d) and the band structure is identical to Gr/Ni(111) [120]. The BE at theK-point

for the σ-state is independent of the number of nickel layers. Yet, the π-state is shifted

toward higher BEs at the K-point when more nickel layers are intercalated (Fig. 7.3d).

In case of a Ni bulk substrate the maximum is found at 2.65 eV [120]. This finding is

related to the differences in the width of the Ni d-states of a single intercalated nickel layer

compared to a surface of bulk nickel: narrowing of the Ni 3d-band upon the decreasing of

the nickel layer thickness. Taking into account that the position of the graphene-derived

π-band at the Γ-point is the same for both thick and thin (1ML) intercalated nickel layers,
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we can conclude that the energy shift of π-band with respect to free-standing graphene

is purely defined by the charge transfer between nickel and carbon atoms at the closest

distance through the donation/back-donation mechanism [185]. The broken symmetry

for two carbon atoms in the graphene unit cell in this system, accompanied by a strong

hybridization between nickel 3d and graphene π-states determine the presence as well as

the width of the band gap between π- and π∗-graphene-derived states.

Theoretical band structures were evaluated for a comparison with experiment. How-

ever, due to the large supercell the bands are multiply folded and the unfolding of the entire

Brillouin zone would require heavy post-processing [186]. Therefore, the local interactions

are modeled with a smaller (1× 1) cell of Gr/Ni/Ir(111) in a top-fcc configuration, where

the nickel monolayer continuous the fcc stacking sequence and graphene at an average

distance of the flat regions (2.0 Å) and at the maximal height of the bubbles (3.4 Å). The

resulting band structure is shown in Fig. 7.3e. The calculations clearly show that the inter-

actions at the elevated regions of the bubbles (green-light gray dots in Fig. 7.3e) are rather

weak, resulting in a nearly unperturbed graphene band structure. On the other hand, a

much stronger interaction can be expected for the dominant flat regions in the vicinity

of the surface, leading to a large splitting of the π-band at the Dirac point (brown-dark

gray dots in Fig. 7.3e). These findings agree with the experimentally observed opening

of a band gap in the ARPES data. Furthermore, in the experiments no π-band-splitting

is observed for Gr/Ni/Ir(111), due to the metallic nature of graphene [187], in contrast

to the electronic behavior of h-BN grown on selected transition metals [188], where the

dielectric nature of the overlayer allows to observe double σ- and π-states corresponding

to higher and lower regions in the moiré cell.

7.2 Intercalation Mechanism of Gr/Ni/Ir(111)

7.2.1 Experimental Evidence: Intercalated Nickel at Gr/Ir

Figure 7.4 shows the surface of graphene samples after nickel intercalation for various pre-

deposited nickel thicknesses and annealing times. Remaining nickel clusters with apparent

heights in the nm range on top of the surface are rendered in white color and decorate

154



CHAPTER 7. GRAPHENE ON INTERCALATED NI/IR(111) A. Garhofer

most frequently step edges as well as terraces after intercalation.

For low pre-deposited nickel amounts of 0.8 Å Ni (Fig. 7.4a,b), the intercalation

progress is slow. The nickel clusters occupy an area of 5.4% of the sample surface and

intercalated areas cover only 1.8% of the sample in Fig. 7.4a after two annealing periods

of all together 17 minutes at 510 °C. Further annealing does not significantly increase the

fraction of intercalated material underneath the surface. Intercalated areas are observed

mostly in the vicinity of substrate steps.

(c)

20 nm 20 nm

(e) 75 eV

(a)

40 nm

(b)

20 nm

(f)

(d)

Figure 7.4: (a) Topographic STM overview showing a Gr/Ir(111) sample with low nickel

coverage (0.8 Å) after annealing for 17 minutes at 510 °C. (b) Magnification of the in-

tercalated areas in panel a. (c) High nickel coverage sample (6.1 Å) after annealing for

three minutes at 525 °C. (d) Magnification of the intercalated areas in panel c. (e) Sample

surface of the high nickel coverage sample after prolonged annealing for a sum of 17 min

showing more than one full monolayer of intercalated material. (f) Magnification of the

surface in panel e. Taken from Leicht et al. [177]
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In Fig. 7.4c,d the surface of a Gr/Ir(111) sample with an increased nickel amount of

6.1 Å nominal nickel deposition is shown after a subsequent annealing process of three

minutes at 525 °C. As compared to the lower coverage graphene sample, the surface area

covered by intercalated material has now increased to 17.3% (excluding the potentially

intercalated areas underneath nickel clusters) after roughly 1/5 of the annealing time,

however still exhibiting less than one monolayer of intercalated graphene after the first

annealing step. In addition to intercalation at steps, intercalated nickel now also forms

isolated patches within flat terraces. After prolonged annealing of 14 minutes at 550 °C in

addition to the initial three minutes at 525 °C the surface features intercalated Gr/Ni/Ir

on 100% of the sample (Fig. 7.4e). In comparison to the initially straight Gr/Ir(111)

steps, kinks along the step edge are observed now. Furthermore single moiré positions

become extensively bulged marking the onset of intercalation of more than one monolayer

of nickel (Fig. 7.4e,f).

In LEED no qualitative change is found for Gr/Ir(111), partly intercalated surfaces

and intercalation with greater coverages than one monolayer (inset in Fig. 7.4e). Therefore

no change in the periodicity of Gr/Ni/Ir(111) moiré superstructure parameters below the

resolution limits of LEED is found.

Given the comparable annealing temperatures used for samples in Fig. 7.4 one can

assume, that the intercalation rate depends significantly only on the deposited nickel

amount. In the low nickel coverage sample, a nickel surface coverage of 5.4% is measured

and from the intercalated surface fraction an intercalation rate of 0.001 monolayer/min

is found. Comparing these values with the higher nickel coverage sample (surface nickel

coverage: 25% and intercalation rate: 0.058 monolayer/minute) an increase of the inter-

calation rate around a factor of 50 is found, whereas the nickel covered surface fraction

increases only by a factor of roughly five. An intercalation yield of hundred percent of

the deposited nickel appeared to be unobtainable within the annealing periods and tem-

peratures investigated. This appears to be connected to the 3D growth of nickel clusters

on graphene and the thereby reduced surface coverage with decreased nickel amounts.
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7.2.2 Adsorption and Intercalation of a Single Nickel Atom

To address the accumulation of the nickel atoms, the adsorption and intercalation of single

nickel adatoms on both, flat Gr/Ir(111) and Gr/Ir(111) with step edges, was investigated

with DFT calculations. In the moiré geometry the favorite adsorption site for a nickel

adatom is on top of a carbon atom, whereas an adsorption in the center of a carbon

hexagon is 0.13 eV lower in BE (table 7.2). The adsorption of the nickel adatom in the

middle of the terrace in the smaller step edge structure (pos. C in Fig. 7.5) yields a slightly

decreased BE (3.080 eV) compared to the full cell calculations (3.116). However, including

the step edge calculation, the highest BE is reached when the nickel atom is located above

the iridium step atom (position A in Fig. 7.5). A configuration where the nickel adatom

is located in the middle of the terrace (pos. C in Fig. 7.5) or at the lower side of the step

edge (pos. B in Fig. 7.5) decreases the BE by 0.04 eV and 0.16 eV, respectively (table 7.2).

Thus, nickel adatoms will preferentially accumulate at step edges, in good agreement with

the experimental observations of the previous section.

site BE [eV] ∆BE [eV]

top 2.982 -

ring 3.116 0.134

pos. A 3.042 -

pos. B 3.201 0.160

pos. C 3.080 0.038

Table 7.2: BEs of a single nickel adatom on top and in the middle of a carbon hexagon

at the moiré unit cell of Gr/Ir(111) (first two rows), and BEs of an adsorbed single nickel

atom on stepped Gr/Ir at different positions (A-C) illustrated in Fig. 7.5.

Once a single nickel atom has penetrated through the graphene sheet (the intercalation

mechanism is subject of section 7.2.5) it is captured between the graphene layer and the

iridium substrate. BEs calculated for different positions of the intermediate nickel atom

on both, flat and stepped Gr/Ir, are summarized in table 7.3. There are two possible

hollow positions where the nickel atom can find a local energy minimum. First, when it
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A B C

D E F

Figure 7.5: Adsorption positions A-C and intercalation positions D-F for nickel atoms at

a stepped graphene covered Ir surface. Nickel atoms are colored in grey, Ir in green, and

C in brown. The unit cell is indicated as box with black lines.
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continues the fcc iridium stacking sequence (pseudomorphic arrangement) and is located

above an iridium atom of the third layer (FCC position) or when it is above an iridium

atom of the second layer (HCP position). The favorite adsorption configuration for a

single nickel adatom on Ir(111) (without Gr) is HCP with 12 meV larger binding energy

than FCC. The surface diffusion barrier for nickel on Ir(111) is 0.208 eV.

When the nickel atom is between graphene and flat Ir(111), the different local config-

uration with respect to the moiré unit cell alters the respective bonding situation. But

the graphene-substrate interaction is small for Gr/Ir(111) leading to a large Gr-Ir sepa-

ration and a small corrugation in the graphene layer and hence, to rather uniform Gr-Ni

distances. Therefore, the BEs and surface diffusion barriers are expected not to differ

significantly for the various intercalation sites in the moiré cell. In table 7.3 BEs for

intercalated nickel in high-symmetry regions of the moiré unit cell for both, FCC and

HCP positions are summarized. The high-symmetry regions are labeled according to the

Gr/Ir(111) notation in Fig. 6.1. The minimum energy configuration is found in the fcc-

hcp region. HCP and FCC nickel positions in this region have a similar local geometry

(see Fig. 6.1). For both cases, a carbon atom is on top of a nickel. In top-hollow regions

otherwise, for one configuration (either FCC or HCP) a carbon atom is on top of nickel,

but for the other one the nickel is at the center of a carbon hexagon. Therefore, the BEs

are similar for FCC and HCP in the preferred fcc-hcp region with a slightly larger BE

of 0.02 eV for HCP, but are different for FCC and HCP in the top-hollow regions. The

configurations where the nickel atom is at the center of a carbon hexagon (pos. e and

pos. h in Fig. 7.6) are more stable than the configurations where a nickel atom is under

a carbon atom (pos. f and pos. g in Fig. 7.6), which have ≈ 0.4 eV lower BEs (table 7.3).

The enhanced bonding in fcc-hcp region can be understood from geometrical argu-

ments. The highest BEs are reached in the region within the moiré unit cell where the

Gr-Ir distance has its maximum value and the additional nickel atom is stretching the

graphene locally only by 0.25 Å (Fig. 7.8a). In top-fcc and top-hcp regions, the additional

nickel atom causes a stretching of the carbon atoms near the nickel atom perpendicular

to the surface of 0.44 Å and 0.50 Å, respectively, which results in higher total energies.

The diffusion barrier of an intercalated nickel atom for hopping from one hollow posi-

tion over a bridge site to an adjacent hollow site is 0.37 eV in the top-fcc region, 0.34 eV
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site BE [eV] ∆BE [eV]

HCP 0.556 -

FCC 0.568 0.012

BRIDGE 0.764 0.208

fcc-hcp HCP (pos. b) −0.003 -

fcc-hcp FCC (pos. a) 0.020 0.023

fcc-hcp BRIDGE 0.209 0.212

bridge HCP (pos. c) 0.019 0.022

bridge FCC (pos. d) 0.072 0.075

top-hcp HCP (pos. f) 0.409 0.412

top-hcp FCC (pos. e) 0.049 0.052

top-hcp BRIDGE 0.393 0.396

top-fcc HCP (pos. h) 0.077 0.080

top-fcc FCC (pos. g) 0.416 0.419

top-fcc BRIDGE 0.448 0.451

pos. D −0.573 -

pos. E −0.004 0.569

pos. F 0.163 0.736

Table 7.3: In the first three rows, BEs of nickel adatoms on 5× 5 Ir(111) (without Gr) at

FCC, HCP, and BRIDGE position are shown. The following rows are BEs of intercalated

single nickel atoms between graphene and the flat iridium substrate. The position fcc-

hcp_FCC e.g., is also found as pos. a in Fig. 7.6, which is located in a fcc-hcp high-

symmetry region (in terms of Gr/Ir(111)) and in FCC stacking sequence, thus the nickel

atom is above a third layer iridium substrate atom. In the last three rows, the BEs of

intercalated nickel atoms in a step edge structure are compared. The nickel positions D-F

are illustrated in Fig. 7.5.
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a
b

c

d

e

f

gh

a fcc-hcp_FCC

b fcc-hcp_HCP

c bridge_HCP

d bridge_FCC

e top-hcp_FCC

f top-hcp_HCP

g top-fcc_FCC

h top-fcc_HCP

Figure 7.6: Gr/Ir(111) structure with intercalated nickel atoms at various adsorption

sites. The positions a-h mark the different adsorption positions, which are also indicated

in table 7.2
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in the top-hcp, and 0.21 eV in the fcc-hcp region. Thus, also the diffusion barrier is the

lowest in the fcc-hcp region. Because of these low diffusion barriers throughout the moiré

cell, the nickel atoms in the graphene-iridium interface have a high mobility and can find

minimum energy sites relatively fast.

When considering also a step edge, the nickel atom can gain additional 0.57 eV when it

gets close to the step edge (from pos. E to pos. D in Fig. 7.5, table 7.3). The coordination

at this site is enhanced whereas at a configuration on the opposite side of the terrace (pos.

F) the BE is decreased by 0.17 eV. The final adsorption site D is a FCC site while HCP sites

are not favored nearby a step edge. Therefore, the Ni atoms are predicted to accumulate

at the step edges in a fcc stacking sequence. Because of the small diffusion barrier in

the layer, the nickel atom between graphene and iridium can find the minimum energy

position at the step edge fast and growth of the intermediate nickel layer is predicted to

start at the step edges, which is in good agreement with STM measurements.

7.2.3 Preferred Configurations of Intercalated Nickel

In Fig. 7.7a the STM image in atomic resolution of a Gr/Ni/Ir(111) to Gr/Ir(111) terrace

is shown. In Gr/Ni/Ir(111) a moiré superstructure is formed due to the pseudomorphic

growth of nickel underneath graphene, as described in section 7.1.1. Fcc-hcp moiré sites

appear as bright protrusions in contradiction to Gr/Ir(111) where fcc-hcp sites appear

as dark depressions in the experiments. The top-hollow sites as well as bridge sites on

the other hand form a quite flat terrace interconnecting the fcc-hcp sites as displayed in

Fig. 7.7a. The overlaid grid connecting the Gr/Ni/Ir(111) fcc-hcp sites extends beyond the

edge of the intercalated material, clearly showing the local configuration of carbon atoms

with respect to delimiting nickel atoms. Whilst the growth of intercalated islands away

from steps occurs, new fcc-hcp sites are suppressed until the fcc-hcp position is completely

surrounded by material (Fig. 7.7a, grid and circles). A similar behavior is found in the

middle of intercalated nickel patches: Randomly scattered fcc-hcp sites collapse (Fig. 7.7c,

dashed circles) marking missing nickel atoms which arrange underneath graphene such

that the fcc-hcp configurations are avoided.

The main reason is the locally weaker Gr-Ni interaction in fcc-hcp regions of the moiré

cell due to the large Gr-Ni separation in these regions. To estimate the weakening of the
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Figure 7.7: (a) Atomically resolved topographic STM image of a Gr/Ni/Ir(111) to

Gr/Ir(111) step. The symbols label high-symmetry regions in the moiré unit cell according

to Fig. 7.2a. (b) Schematic of the intercalated regions (c) Atomically resolved topography

of a large intercalated area with occasionally collapsed moiré atop sites (d) Atomically re-

solved topographic STM of multilayer intercalated nickel in between graphene and Ir(111).

Taken from Leicht et al. [177]

163



7.2. INTERCALATION MECHANISM OF GR/NI/IR(111) A. Garhofer

interaction in this area, DFT calculations for a single nickel atom between the iridium

substrate and a fixed graphene layer, in the structural configuration of Gr/Ni/Ir(111), for

different nickel sites are compared. The weakest bonding occurs for a nickel atom in the

fcc-hcp region due to a large Gr-Ni separation. The energy difference to the preferential

top-fcc region is 0.65 eV. In the ideal case, the nickel atoms at the Gr/Ni/Ir(111) to

Gr/Ir(111) boundary region are at a top-hollow or bridge configuration as schematically

pictured in Fig. 7.8c. Here, the geometry of the graphene film fits perfectly to the Ni-Ir

substrate. Whereas in the case of bordering nickel atoms at fcc-hcp sites, the graphene

would have to buckle at the most unfavorable position, decreasing the BE in this region

as roughly estimated in above mentioned calculations (Fig. 7.8d). The nickel atoms will

rather locate in higher BE regions like top-hollow or bridge like and omit the fcc-hcp

region.

7.2.4 Multilayer Nickel Intercalated in Gr/Ir(111)

In Fig. 7.7d the sample surface of few monolayers of intercalated material is shown. The

lower terrace features Gr/Ni/Ir(111) as observed for a submonolayer of intercalated ma-

terial in Fig. 7.7a. Furthermore the second terrace visible in topography features isolated

islands. In contrast to observations in the submonolayer regime we now find intercalated

islands which are scattered across terraces and not connected to substrate steps. Again

the fcc-hcp configurations play a special role in respect to preferential occupation with

additional intercalated material. However the arrangement of the topmost intercalated

layer seems to contradict the arrangement of one submonolayer on Gr/Ir(111) at first

glance – as for intercalation in the multilayer regime an arrangement of nickel at pro-

truded fcc-hcp sites appears to be favorable. Similar behaviors are visible for the shape

of intercalated islands, which feature straighter edges now as compared to intercalated

islands of submonolayer intercalated nickel.

DFT calculations were performed to study the favorite adsorption positions for nickel

atoms forming a second intercalated layer. The Gr-Ni distance for Gr/1ML Ni/Ir(111)

in the fcc-hcp region is the largest (3.45 Å) whereas in top-hollow and bridge regions the

distance is only 2.0 Å (see Fig. 7.2a). An additional nickel atom above the intermediate

nickel layer in the fcc-hcp region is cowered under a graphene bubble and the distortion of
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the graphene layer is small (0.24 Å). But when the nickel atom is in any other region, the

single nickel atom finds no stable position between the nickel and graphene layer but would

rather contribute to the stretched nickel layer. Thus the additional nickel atom would

create an interstitial defect in the nickel layer which is energetically favorable compared

to an nickel atom adsorbed on the nickel layer, at which the graphene sheet would be

considerably deformed. However, this is by far a worse configuration compared to the

fcc-hcp site considered before (1.46 eV less BE). A second intermediate nickel layer will

therefore start to grow in the fcc-hcp regions of Gr/1ML Ni/Ir(111).

Experimentally only small patches of Gr/2ML Ni/Ir(111) are observed. However,

when a full second intercalated nickel layer is formed, former fcc-hcp positions convert to

top-hollow configurations. If one assumes, that also the second nickel layer follows the

fcc stacking sequence, fcc-hcp regions convert to top-fcc, top-fcc to top-hcp, and top-hcp

to fcc-hcp. Therefore, the second nickel layer starts to grow in a top-fcc region where the

bonding is enhanced. The graphene-nickel interface (without other substrate layers) is

equivalent for Gr/1ML Ni/Ir(111) and Gr/2ML Ni/Ir(111). Thus, a similar corrugation

of the graphene layer with a weaker bonding and larger distances in fcc-hcp regions also

for Gr/2ML Ni/Ir(111) is most likely. The difference in the structure occurs at the

second substrate layer and will probably change the graphene structure only slightly.

Furthermore, the STM image in Fig. 7.7d clearly shows brighter regions (presumably

at fcc-hcp regions in terms of Gr/2ML Ni/Ir(111)) on multilayer intercalated nickel,

indicating a similar corrugation for Gr/2ML Ni/Ir(111) and Gr/1ML Ni/Ir(111).

7.2.5 Intercalation Mechanism

Based on the observations of the previous sections, the intercalation appears to comprise

two steps: penetration of nickel from the cluster (preferred at step edges) through the

graphene layer and subsequent diffusion of nickel in the graphene-iridium interface with

final agglomeration at step edges. This intercalation mechanism favors the development

of intercalated material patches connected to substrate steps. A comparison to interca-

lation studies of nickel underneath graphene on Rh(111) [182] shows distinctly different

morphology of intercalated material where intercalation leads to isolated intercalated is-

lands scattered across substrate terraces. The comparison of nickel intercalated in Gr/Rh
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(a) fcc-hcptop-hcp

(b)

(c)

(d)

top-fcc
fcc-hcp

top-fcc
fcc-hcp

fcc-hcp
top-fcc

Figure 7.8: Schematic structural profile of Gr/Ir(111) with one intercalated nickel atom in

the fcc-hcp region (a), Gr/1ML Ni/Ir(111) with one additional intercalated nickel atom

(b). Notice that the fcc-hcp region for Gr/Ni/Ir(111) is the top-hcp region in terms of

Gr/Ir(111). (c) Schematic picture of a preferential configuration of a graphene covered Ir

step with intercalated nickel nearby the step edge. The nickel atoms opposite from the

step edge are in the top-hollow region with small Gr-Ni distance so that the graphene can

smoothly encase the substrate atoms. (d) Hypothetical picture similar to (c) where the

outer part of Gr/Ni/Ir(111) is a fcc-hcp region so that the Gr-Ni distance is enhanced in

this region. The graphene-substrate interaction is smaller than in (c) and the graphene

sheet is additionally stretched which costs an additional amount of BE.
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and Gr/Ir, yields a stronger interaction and increased electronic and topographic modu-

lation of the moiré pattern for Gr/Ni/Ir(111). It has been shown in Ref. [182] that nickel

patches underneath Gr/Rh(111) are formed, due to high diffusion barriers at strongly

bound bridge sites. Graphene/Ir(111) on the other hand shows decreased substrate in-

teraction and diffusion barriers of nickel underneath graphene are low throughout the

whole moiré unit cell, as described in section 7.2.2. Therefore, nickel diffusion is less hin-

dered, which is strengthened by the observed intercalation morphology of samples with

more than one monolayer of intercalated nickel. As discussed earlier, graphene performs a

transition from weakly bonded to strongly bonded graphene upon intercalation and hence

the morphology of intercalated nickel changes. Here single bumps at the position of the

fcc-hcp sites within the moiré are found (bulged areas in Fig. 7.4f and Fig. 7.7d). These

bulged areas appear to be filled by only few additional atoms per bump and underline the

hindered diffusion underneath graphene as in Gr/Rh(111), once the graphene strongly

interacts with the substrate.

Different types of diffusion processes are also studied with DFT calculations. A nickel

atom that starts at the favorite adsorption position above a step edge (pos. A) and gets

to the most stable position (pos. D) due to diffusion through the graphene sheet gains

about 3.62 eV. On a flat terrace the energy gain is decreased to 3.00 eV. There is a strong

driving force for nickel to intercalate though. However, the nickel atom must pass the

graphene layer in some way, which means that an energy barrier has to be overcome.

This energy barrier depends on the actual intercalation mechanism and is defined as the

energy difference of the transition state and the initial state – which is in this case the

configuration where nickel is adsorbed on graphene. The configuration where the energy

has its maximum during the diffusion process is the transition state. The final state is

reached when the nickel atom is completely intercalated and has found a local energy

minimum under the again intact graphene sheet.

Various energy barriers were calculated using a 4 × 4 cell and are shown in Fig. 7.9.

The energy barrier for direct diffusion of a single nickel atom through perfect free-standing

graphene is 9.94 eV. Here, the initial and final state are equivalent and reached for an

equilibrium Ni-Gr distance of 1.52 Å. This huge barrier is reduced to 5.70 eV including the

iridium support. The values of the 4 × 4 model are compared with full cell calculations
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for the latter case, where the energy barrier is further decreased to 5.04 eV. This result

also shows that the actual energy barriers might be lower than the values of the 4 × 4

cell calculated in the following.

The transition state of the full cell calculations is shown in Fig. 7.10. The nickel atom

is close to the iridium surface atoms and the energy is strongly decreased compared to the

free-standing graphene transition state, because of the formation of Ni-Ir and C-Ir bonds.

However, it is still not likely to overcome such a barrier at typical annealing temperatures

and alternative diffusion mechanisms must be considered.

Figure 7.9: Energies of the initial state, transition state, and final state for a nickel atom

diffusing through graphene for various systems. The energy barrier for free-standing

graphene (ideal unsup.) is the largest and is decreased with Ir support (ideal sup.). The

4 × 4 calculation is compared to the full supercell (sc) calculation for the latter case. The

barriers are smaller when a single vacancy (SV) is present.

When diffusing at step edges, the barrier is decreased by 0.90 eV compared to the

ideal flat graphene surface. In addition, defects like single vacancies (SV) can lower the

energy barriers significantly. A nickel atom passing the graphene sheet at the vacancy

site decreases the barrier to 2.22 eV for unsupported graphene with a SV (Fig. 7.9). The

energy barrier is further decreased if the graphene is supported with iridium substrate

to 1.51 eV. This low barrier may explain the experimentally observed high diffusion rate,

when enough vacancies are available. In general the vacancy density is low in graphene
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Figure 7.10: Transition state of nickel (purple) diffusing through Gr/Ir(111) in the moiré

unit cell.

because of high formation energies, but in the presence of supporting transition metals

the formation energies of single vacancies can be drastically reduced (see section 4.2).

Furthermore, a recent DFT study showed that the formation energies of single and double

vacancies are decreased when transition metal impurities (Fe, Ni, Co) are present at the

surface [189]. The experiments moreover imply that the barriers are decreased with an

increasing portion of nickel deposited. The nickel clusters on top of graphene and the

higher concentration of nickel at step edges might lower the barriers as well, but further

calculations have to be done in order to quantify this prediction.

7.3 Computational Methods

The spin-polarized DFT calculations were performed with VASP using the PAW method.

Because (semi-)local functionals do not describe the Gr-Ni interaction correctly (see sec-

tion 3.1.3), the calculations were performed using vdW-DF with the optB86b-vdW func-

tional [99]. For the calculations with a flat Ir(111) surface, a (10 × 10) graphene sheet

was adsorbed on a (9× 9)(Ni)Ir(111) substrate with a lateral lattice constant of 2.735 Å,

consisting of a three layer slab where the two bottom layers were kept fixed and all other

atoms allowed to relax. For the step edge calculations, a fcc(19,17,17) plane was used

with 9 iridium atoms along the step edge, giving 72 iridium atoms in one layer and 200

carbon atoms on top. The iridium substrate consists of four layers with the two bottom
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layers fixed and all other atoms allowed to relax.

The diffusion of the nickel atom through graphene is modeled using a 4 × 4 unit

cell. For the iridium-supported case, the graphene layer is in top-fcc arrangement above

three fixed iridium layers at the graphene lattice constant. The single vacancy is at a top

site. All structures were relaxed to forces lower than 0.01 eV/Å. A Γ-centered 3 × 3 × 1

k-point mesh was used for both, flat Ir(111) structures and step edge configurations and

a Γ-centered 7 × 7 × 1 k-point mesh for diffusion calculations. The C1s core level shifts

were calculated in the initial state approximation. For the graphical visualization, the

resulting total core level spectra are displayed as a sum over Gaussian functions with

a standard deviation of 0.25. The STM simulations were performed using the Tersoff-

Hamann approximation [118] using the integrated charge density between EF and EF +

0.2 eV.

7.4 Conclusion

The results of this chapter clearly show that one can use the adsorption of graphene

on epitaxial layers to study the influence of the lattice mismatch between graphene and

the substrate, while keeping the chemical environment similar. When one ML nickel is

intercalated in Gr/Ir(111), the nickel layer is pseudomorphically arranged at the Ir(111)

interface. The large lattice mismatch between nickel and iridium leads to a stretched nickel

layer with iridium lattice constant and graphene on top. The structure of Gr/Ni/Ir(111)

was investigated with STM measurements and DFT methods and shows a moiré pattern

with strong corrugation of about 1.5 Å and a minimum Gr-Ni distance of about 2 Å due

to a locally strongly enhanced interaction for specific adsorption configurations similar to

Gr/Rh(111) and Gr/Ru(0001). About 70% of the nickel atoms are adsorbed at a distance

of about 2.0-2.2 Å from the substrate in top-hollow or bridge-like configurations. The Gr-

Ni interaction in the fcc-hcp regions is dominated by weak vdW at larger distances, similar

to the findings for 1× 1 graphene on Ni(111). The graphene band structure probed by

ARPES shows a clear transition with increasing amount of intercalated nickel from almost

free-standing to strongly perturbed graphene bands similar to graphene on nickel bulk.

The hybridization between nickel d-states and graphene π-states for Gr/1ML Ni/Ir(111) is
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a result of the strongly interacting regions in the moiré unit cell. The electronic interaction

in Gr/Ni/Ir(111) determines the strongly interacting regions, while the lattice mismatch

is responsible for the ratio between strongly and weakly interaction regions.

The intercalation of nickel comprises two steps: penetration of nickel through the

graphene layer and subsequent diffusion of nickel in the graphene-iridium interface with

final agglomeration at step edges. The diffusion through the graphene layer occurs prob-

ably with the aid of point defects such as single vacancies. Low diffusion barriers for

the nickel between graphene and Ir(111) enables to find the higher coordinated preferred

positions at the step edge. With larger amounts of intercalated nickel the moiré pattern

of Gr/Ni/Ir(111) is formed, whereupon fcc-hcp regions are avoided as long as neighboring

regions can be filled up, because of a lower Gr-Ni interaction in this region. When one

monolayer nickel is completed, additional nickel atoms accumulate in the bubbles of the

Gr/1ML Ni/Ir(111) structure (fcc-hcp region), but the diffusion across the nickel inter-

face is hindered by the strongly interacting top-hollow and bridge-like regions of the moiré

cell.
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Chapter 8

Silver intercalated in Gr/Re(0001)

The main results of this chapter are submitted in a joint paper with the title Hybridization

of Graphene and a Ag Monolayer Supported on Re(0001) [190], where the present author

contributed to the DFT calculations.

To gain further insight into the interaction of graphene with metal substrates the

influence of a noble metal layer intercalated in a strongly interacting Gr-metal system

is studied. This study uses the opposite setup as for Gr/Ni/Ir(111) where a strongly

interacting metal was intercalated in a weakly interacting system. The graphene-substrate

interaction is strong for graphene adsorbed on Ni [115], Rh [181], and Ru [191, 192], with

a minimum Gr-metal distance of ≈ 2.1 Å, where the hybridization between carbon and

metal leads to a loss of the linear dispersion of the graphene bands [119, 187]. However,

in many cases the electronic properties can be restored by the intercalation of noble metal

layers, as shown by several ARPES studies [39, 40, 193–195]. The intercalated noble metal

layers do not merely act as spacer layers, but also decrease the hybridization between the

metal d-states and the graphene π-band. Indeed, a stiffening of the graphene phonon

modes after the intercalation of noble metals (Cu, Ag, Au) [196–198] and the recovered

linear dispersion relation for the π-band of graphene have been taken as indication that

graphene is decoupled from the substrate. However, the role of an intercalated noble

metal is still not clarified on a fundamental level.

In this section a combined study is presented where ARPES experiments and DFT

calculations were used to investigate the electronic structure of graphene-supported on

Re(0001) before and after the intercalation of one ML silver to assess the decoupling

173



8.1. BAND STRUCTURE AND CORE LEVEL SHIFTS A. Garhofer

of the graphene sheet [190]. Because of a large (lateral) lattice mismatch of about 12%,

Gr/Re(0001) exhibits a moiré structure which can be approximated by a (10×10) graphene

layer over a (9×9) rhenium unit cell [35]. A large corrugation of about 1.6 Å and a

minimum Gr-Re distance of about 2.1 Å in the closely bound top-hollow and bridge-

like regions [35] indicate a strong Gr-metal interaction. Similar to Gr/Ru(0001) and

Gr/Rh(111) [34] a strong graphene-substrate interaction is also indicated by a splitting

of the graphene C1s photoemission peak for graphene on bare rhenium. In addition,

ARPES measurements of Gr/Ru(0001) show strongly perturbed graphene bands which

are again signs of a strong Gr-metal interaction. The intercalation of one ML silver

restores the linear dispersion relation of the graphene π-band close to the Dirac point.

This weakening of the interaction is confirmed by DFT calculations and C1s core level

measurements. However, in agreement with experimental measurements, band structure

calculations still predict a hybridization of graphene π-bands with Ag-states, leading to

the formation of a band gap 4-7 eV below EF.

8.1 Band structure and Core Level Shifts

The experimental electronic band structure for bare rhenium is shown in Fig. 8.1a. For

Gr/Re, the π- and σ-state of graphene are clearly visible in Fig. 8.1b. In contrast to

the linear dispersion relation observed for a weakly interaction system, e.g. Gr/Ir(111)

(Fig. 7.3a), for Gr/Re(0001) a parabolic dispersion of the π-band with a maximum at the

K-point 3.90 eV below the Fermi level is visible. Similar to Gr/Ru(0001) [40, 187], the

hybridization of graphene with the metal d-states leads to a diffuse π∗-band (Fig. 8.1b,f).

These findings clearly point toward a strong interaction between graphene and the rhe-

nium substrate.

After the intercalation of one monolayer of silver the graphene π-band is shifted by

about 1.60 eV toward EF at the Γ-point and the linear dispersion relation is restored at the

K-points (Fig. 8.1c). The π-band shift is an indicator for a reduced graphene-substrate

interaction [39, 40, 194]. A weak adsorption is also predicted by vdW DFT calculations

carried out for a (9 × 9) graphene layer supported on a (8 × 8) Ag/Re substrate in

contrast to the experimentally found (10 × 10) Gr on (9 × 9) Ag/Re structure due to the
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Figure 8.1: ARPES band structure of (a) Re(0001), (b) graphene on rhenium, and (c)

after intercalation of a full single Ag layer (Gr/Ag/Re). (d) Energy distribution curve

measured at the K-point of Gr/Ag/Re surface (red dashed curve in panel c evidences a

band gap highlighted by arrows. Panels (e), (f), and (g) display magnified views of the

low energy region near to the K-point of panels a, b and c, respectively. Taken from

Papagno et al. [190]
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slightly different ratio of the theoretical lattice constants compared to the experimental

ones. The average Gr-Ag distance is at 3.47 Å with a small corrugation of 0.21 Å in the

graphene layer and the average adsorption energy is 60 meV per carbon atom, which are

all typical values for weakly coupled Gr-metal systems. The π∗-band is clearly visible

for Gr/Ag/Re (Fig. 8.1c,g) because the experimental data show that the Dirac point is

shifted 0.4 eV below Fermi level due to the electron charge transfer from Ag to graphene.

The calculated energy shift is slightly lower with a value of 0.1 eV. A similar shift has

been predicted by DFT for the adsorption of graphene on a bare Ag surface [31]. The

energy distribution curve measured at the K-point for Gr/Ag/Re reveals an energy gap

of 0.45 eV, marked by the arrows in Fig. 8.1d. The DFT calculations in the large cell do

not show a band gap, although small gaps have been predicted for graphene adsorbed on

Au/Ru(0001) [40].

The intercalation of noble metal atoms is also reflected in the core states of both

graphene and rhenium. For graphene on bare rhenium a splitting of the C1s core level

into two main contributions centered at binding energies 285.05 and 284.45 eV (black curve

in Fig. 8.2a) has been reported already by Miniussi et al. [35] as a consequence of the

strong buckling of the graphene film (about 1.6 Å according to DFT calculations [35]).

A similar splitting was found for the strongly corrugated Gr/Ni/Ir(111) for the same

reasons (see section 7.1.2 and Fig. 7.2e,f). The strongly interacting regions of the moiré

cell at low Gr-Re distances contribute to a peak at higher binding energy and the weakly

interacting region at larger separations define the peak at lower binding energy. The two

main C1s peaks are separated by 0.6 eV as compared to 0.53 eV for Gr/Rh(111) and

0.6 eV for Gr/Ru(0001) [34]. Therefore, the energy splitting of the C1s peaks reveals

that the corrugation of graphene on Re(0001) is comparable to that of Gr/Rh(111) and

Gr/Ru(0001).

After the intercalation of silver (red curve in Fig. 8.2a) the width of the whole C1s

structure is decreased by about 140 meV and only one peak with a slight asymmetry

is observed. Furthermore, the center of the peak is shifted by ∼400 meV toward lower

binding energies. The calculated C1s binding energies for Gr/Ag/Re(0001) are shown

in Fig. 8.3. The spectral distribution (blue rectangle) reveals a very small spread of

binding energies (< 0.1 eV) which leads to an almost perfectly symmetric C1s spectrum.
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Re 4f

Γ K

Figure 8.2: (a) C1s photoemission peak measured at normal emission with photon energy

of 410 eV for Gr/Re (black curve) and Gr/Ag/Re (red curve). (b) Re 4f states for clean Re

(yellow curve), Gr/Re (black curve), and Gr/Ag/Re (red curve) collected with a photon

energy of 650 eV at normal emission. (c) First derivative ARPES map of Gr/Ag/Re

along the ΓK direction in the energy range 3-10 eV below EF. A, B, C and D denote new

features in the electronic band structure due to Ag intercalation. The arrows highlight

the induced electronic gap in the graphene π-band. (d) Calculated (optB88-vdW) band

structure of a monolayer Ag/Re along the ΓK direction (dot size indicates the localization

in the Ag layer), and (e) G0W0 band structure along the ΓK direction for Ag/Re. Taken

from Papagno et al. [190]

177



8.1. BAND STRUCTURE AND CORE LEVEL SHIFTS A. Garhofer

Nevertheless, a major peak shifted to smaller binding energies is observed which can be

assigned to the larger amounts of strongly interacting regions in the moiré cell, compared

to a broad distribution at lower energies, which are due to a weaker interaction in the hcp-

fcc region of the moiré cell. However, the resulting asymmetry in the simulated spectrum

cannot explain the size of the experimentally observed asymmetry with a shoulder toward

lower binding energies (Fig. 8.2a). An incompletely intercalated silver film with patches of

Gr/Re(0001) in between could explain the asymmetric shape of the C1s curve. However,

both experimental and theoretical C1s spectra indicate a reduced corrugation of the

graphene film and a weaker Gr-substrate interaction induced by the intercalated silver

layer and therefore confirm the DFT and ARPES result.

−0.8 −0.6 −0.4 −0.2 0.0 0.2 0.4 0.6 0.8

In
te
ns
ity

Binding Energy [eV]

Figure 8.3: Calculated C1s core level spectrum and spectral distribution (blue rectangles)

for Gr/Ag/Re(0001).

The photoemission spectrum for the clean surface of the Re 4f states (yellow curve

in Fig. 8.2b) shows a splitting into the doublet 4f7/2 and 4f5/2 at 40.22 eV and 42.64 eV

binding energy respectively, in agreement with earlier studies [199]. The surface core

level shift is due to the half filled 5d band of rhenium [199]. The graphene covered

surface leads to an increase of the peak widths (black curve in Fig. 8.2b) due to the C-Re

interaction. The intercalation of silver promotes Ag-Re chemical bonds, resulting in a

shift of the interface Re 4f peaks by 0.6 eV with respect to the bulk components (red
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curve in Fig. 8.2b) indicating a charge transfer from silver to rhenium.

Nevertheless, the most intriguing features induced by silver intercalation are the

changes in the graphene bands due to the interaction with the silver d states. Fig-

ure 8.2c shows the first derivative ARPES map in a close-up of Fig. 8.1c. At the Γ-point,

four features (labeled A, B, C, and D) are observed. In addition, a band gap in the

graphene π-states (highlighted by the two arrows) is seen, similar to Gr/Au/Ni [39] and

Gr/Ir(111) [200, 201].

The character of the features A-D in Fig. 8.2c is determined by DFT calculations,

performed for a single pseudomorphic silver layer on the Re(0001) surface, i.e. the ex-

perimentally observed structure [202]. Around the Γ-point in Fig. 8.2d there are several

dispersing silver d bands of different symmetry located within the band gap of rhenium.

At the Γ-point, the calculations predict two degenerate dxz and dyz states (E1) at -3.0 eV,

a s,dz2 hybrid state at -3.8 eV, two degenerate dxy and dx2−y2 states (E2) at -4.3 eV and

another s,dz2 hybrid state at -6 eV below EF . The two-fold degeneracy is lifted as one

proceeds toward the K-point and the dx2−y2 mixes into the s,dz2 hybrid, opening a gap

of ≈ 1 eV about midway between ΓK. Quite evidently, the DFT Ag d-like single-particle

DFT eigenvalues are located at significantly higher values compared to the experimental

states. Including many body self-energy effects on the level of G0W0 calculations lead to

a shift of the bands to lower energies (Fig. 8.2e). However, the shift for the silver E1 and

E2 bands (-1.4 eV) is significantly more pronounced than for the Ag s,dz2 hybrid states

(-1.1 eV), a fact already predicted for bulk silver [203]. Thus, the experimentally observed

features are assigned as follows: A and C correspond to the Ag E1 (dxz, dyz) and Ag E2

(dxy, dx2−y2) states, while the experimental bands B and D correspond to the to the two

Ag s,dz2 bands.

The interaction of the graphene states with the substrate is analyzed with the aid

of three DFT models: first, graphene on an unsupported single silver layer, secondly,

graphene on epitaxial (1 × 1) Ag/Re, and thirdly, (9 × 9) graphene on (8 × 8) Ag/Re.

The band structure for the first model, a pseudomorphic graphene film adsorbed at 3.4 Å

on an unsupported single Ag layer at the Re lattice constant is illustrated in Fig. 8.4a. The

π-band of graphene shows a nearly linear dispersion close to the Fermi level but is shifted

toward lower energies. Furthermore, the graphene π-band evidently hybridizes with Ag
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dxz states at -4 eV (highlighted by the black circle) and with the dx2−y2 and dz2 states at

about -3 eV (pink circle), leading to the formation of two band gaps. This hybridization is

modified when a Re substrate is present. In the band structure of Gr/Ag/Re (Fig. 8.4b)

the silver dxz and dz2 states already hybridize with the rhenium states which results in only

a single band gap (cyan circle) in the energy region 3-5 eV below EF , in accordance with

the experimental observations (Fig. 8.4d). The graphene band width and the size of the

band gap are underestimated in the (1× 1) model structure due to the expanded graphene

lattice which is clearly seen compared to the more realistic (9 × 9) model (Fig. 8.4c). The

Dirac point is shifted to lower energies (0.07 eV and 0.18 eV for (9 × 9) and (1 × 1) model,

respectively), therefore both simulations predict a marginal n-doping. Consequently, the

smaller band width in the (1 × 1) leads to a 2 eV higher binding energy of the π-band at

the Γ-point. Nevertheless, the hybridization of the graphene π-band with the proper Ag

d states and the resulting band gap is already captured on the level of the (1 × 1) model.

8.2 Computational Methods

DFT calculations were performed with PAW-VASP with an energy cutoff of 400 eV.

The optB88-vdW functional [99] was applied to approximate the exchange-correlation

potential, as it was shown to capture the non-local contributions to the adsorption of

graphene on a metal surface [43]. The DFT lattice constants of a = 2.777 Å and c =

4.482 Å were used for the rhenium substrate. Due to the slightly different ratio of the

theoretical lattice constants compared to the experimental ones, the calculations were

carried out for a (9 × 9)-graphene layer supported by three (8 × 8)-Re layers and an

epitaxial silver layer, resulting in a strain of only 0.2 % in the graphene layer (a = 2.463 Å).

Additional band structure calculations were performed using a smaller model, consisting

of a (1 × 1) unit cell using a six layer slab with the uppermost three layers relaxed. To

integrate the Brillouin zone a Γ-centered (15 × 15 × 1) k-point mesh was used for the

primitive cell and a (3 × 3 × 1) mesh for the larger cell. In addition, the role of many-

body effects on the band structure of the intercalated noble metal has been explored in

the framework of the G0W0 approximation. The details of the experimental methods can

be found in [190].
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Figure 8.4: DFT band structure (optB88-vdW functional) along the ΓK direction for (a)

graphene on a single ML Ag, (b) graphene/Ag/Re using a (1 × 1) model system and

(c) the unfolded band structure of the large (9 × 9) Gr on (8 × 8) Ag/Re model (bulk

Re bands not shown). Bands localized in the Ag layer with symmetries dxz, dyz, dxy,

and dx2−y2 are shown in red and with s and dz2 like character in blue. The localization

in the respective layer is indicated by the dot-size. The π-band of graphene is displayed

in green. Circles identify distinct electronic band gaps of graphene bands. Taken from

Papagno et al. [190]
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8.3 Conclusion

In conclusion, the changes in the electronic structure induced by the intercalation of a

monolayer silver in Gr/Re(0001) was studied by means of DFT calculations. While Gr/Re

is a strongly interacting system with a large graphene corrugation, the intercalation of

silver leads to a weaker graphene-substrate interaction with an average Gr-Ag/Re distance

of 3.47 Å and only a minor buckling of 0.21 Å. However, the effects of the silver layer

on the electronic band structure is twofold. On the one hand, the linear character of the

π-band in proximity of EF is restored, but on the other hand, a significant hybridization

with the Ag d-bands is observed at lower energies resulting in the formation of a band

gap in the graphene π-band. The results clearly indicate that the “weakly" interacting

graphene sheet on the intercalated noble metal layer is still electronically not completely

decoupled. Therefore the electronic structure of graphene adsorbed on a noble metal can

still deviate significantly from the structure of free-standing graphene.

182



Chapter 9

Summary and Conclusion

Ab initio calculations on the basis of density functional theory (DFT) and post-DFT

approaches (GW, RPA) were performed to study the properties of various graphene (Gr)-

metal interfaces. Late transition metals are of special interest as supporting material

because the epitaxial growth of graphene on transition metals allows the fabrication of

high-quality graphene sheets of large sizes. However, the unique electronic properties

of free-standing graphene can be extensively altered when graphene is interacting with

a metal substrate. Depending on the particular choice of the supporting material, the

interaction can either lead to large changes compared to the electronic structure of free-

standing graphene, e.g. for Gr/Ni(111) discussed in chapter 3 or to only minor alterations,

e.g. for Gr/Ir(111) discussed in chapter 6 and 7.

The theoretical treatment of graphene on metal surfaces is a difficult task as both,

an accurate description of the metallic surface and nonlocal correlation effects in the Gr-

metal interface must be taken into account. DFT is a commonly used tool to handle such

systems, despite the fact that the prevalently used (semi-)local LDA and GGA functionals

do not account for nonlocal van der Waals (vdW) interactions. As shown for Gr/Ni(111)

in chapter 3, LDA and GGA functionals fail to describe the non-local character of the

Gr-Ni interactions, but approaches which take care of vdW interactions reveal their true

nature. The inclusion of vdW interactions is even more important, when graphene is

weakly coupled to the substrate, e.g. for Gr/Ir(111). Therefore a functional taking proper

care of vdW interactions turns out to be crucial for both, weakly and strongly interacting

systems.
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Graphene on Ni(111) is usually considered as a system with strong Gr-metal inter-

actions indicated by a small Gr-substrate separation and a strong hybridization of the

graphene π-bands with nickel d-states. Due to a small lattice mismatch graphene usually

grows in (1× 1) structures, which makes Gr/Ni(111) a perfect model system for theoreti-

cal studies because of the resulting small lateral cell size in a supercell approach. However,

DFT calculations using LDA and PBE fail to give a proper description of the Gr-nickel

interaction. While PBE leads to no binding at all, a minimum at 2.0 Å is found by

LDA. As shown in section 2.9.2 the vdW interaction is naturally included when applying

ACFDT in the RPA. These calculations predict two energetical minima, one at a typical

physisorption distance of 3.3 Å, and a second chemisorption minimum at 2.17 Å. The

graphene π-bands strongly hybridize with the metal d-states in the chemisorption regime

although the adsorption energy remains in the typical range of weak physisorption. The

results of the accurate RPA data allows to assess the quality of computationally signif-

icantly cheaper vdW-DF functionals. Especially the optB88-vdW functional is in good

agreement with RPA calculations making this vdW-DF functional a promising candidate

for the treatment of larger systems where the graphene-metal interaction has to be de-

scribed accurately. The influence of a substrate on the stability of defects in graphene was

studied for single vacancies and Stone-Wales (SW) defects. The calculations revealed that

these common defects have a high formation energy, but are still stabilized by large kinetic

barriers. A supporting nickel layer breaks the symmetry, i.e. the carbon atoms around the

defect are no longer equivalent as in free-standing graphene which results in a drastically

reduced formation energy for a single vacancy at the Ni top site. In this configuration the

carbon atoms next to the vacancy form strong carbon-nickel bonds, which stabilizes the

defect. A SW defect is the 90° rotation of C-C bond leading to two pentagons and two

heptagons instead of hexagons. A sine-like configuration was confirmed as the most stable

structure because the surface stress is lowered as compared to a planar configuration. The

calculations show that the energy barrier for healing a SW-defects in pristine graphene is

of the same order of magnitude as its formation energy (4.2 eV), while in the presence of

a nickel substrate, the formation energies for a SW-defect is reduced by 1.0 eV. However,

the most striking result is a reduction of the energy barrier to remove the defect down to

2.8 eV. While for unsupported graphene both five-fold rings are opened at the transition
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state, for supported graphene all but one atom binds to the surface. The strong C-Ni

interaction at the transition state is also indicated by a 0.37 Å corrugation of the sur-

face nickel layer. Due to the small lattice mismatch, graphene usually grows epitaxially

on Ni(111). However, experimentally Gr/Ni(111) is also observed in moiré structures,

indicating a rotated graphene phase. DFT calculations, show that the nickel surface

is prone to the formation of a Ni2C surface carbide, weakening the graphene-substrate

interaction, thus enabling different graphene rotations. The Gr/Ni2C/Ni(111) phase is

stable in carbon rich conditions while a transformation to Gr/Ni(111) is predicted as the

dilute carbon reservoir (i.e. the Ni bulk) is depleted, leaving rotated graphene grains on

Ni(111). The structure of graphene on Ir(111) is determined by a large lattice mismatch

and a weak vdW interaction, which results in a moiré graphene pattern with a large

average Gr-substrate separation of 3.42 Å. In spite of the weak interactions, the local

configuration within the moiré cell leads to a modulation of the interaction strength and

a small corrugation of the graphene layer (0.35 Å). However, the maxima and minima in

the moiré cell cannot be unambiguously assigned via AFM or STM experiments, because

the measured contrast depends on the bias voltage in STM and on the tip-surface distance

in AFM. The correct assignment and the reason of the contrast inversion was clarified by

DFT calculations. The measured frequency shifts in AFM were simulated by explicitly

evaluating the interaction energy and forces between a model tip and the Gr-iridium sur-

face and produced the correct dependency on the particular regions of the moiré as well

as inversion for different distances between tip and surface.

In order to identify the role of the mismatch compared to chemical interactions, an

artificially modified system obtained by the intercalation of a strongly interacting nickel

monolayer at the weakly interacting Gr/Ir(111) interface was studied. In contrast to the

small corrugation of Gr/Ir(111), the stronger C-Ni interactions lead to a large corrugation

of about 1.5 Å in Gr/Ni/Ir(111). The minimal distances, and hence the strongest inter-

actions, are predicted for local configurations which are also most stable configurations

for Gr/Ni(111). The enhanced interaction for Gr/Ni/Ir(111) is further confirmed by a

strong hybridization of the graphene π-bands and nickel d-states, a C1s core level shift

and the good agreement of simulated and experimental STM images. Thus, the electronic

interaction in Gr/Ni/Ir(111) determines the strongly interacting regions, while the lattice
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mismatch is responsible for the ratio between strongly and weakly interaction regions.

The formation of an intercalation layer includes the diffusion of nickel atoms through

graphene and a diffusion of nickel atoms between graphene and Ir(111) with a final ag-

glomeration at step edges. On the one hand, the diffusion of nickel atoms through an

unperturbed, ideal graphene lattice was shown to have a prohibitively high energetic bar-

rier, which can only be reduced at defect and vacancy sites. On the other hand, the

calculations show that after the intercalation process, the nickel atoms are rather mobile

underneath the graphene sheet, facilitating the growth of a well-ordered nickel ad-layer.

In contrast to Gr/Ni/Ir(111), the intercalation of a weakly interacting silver in a

strongly interacting Gr/Re(0001) system, leads to a reduced interaction strength ex-

pressed by a smaller buckling and a recovered linear π-band dispersion at the Dirac

point. However, a detailed analysis of the electronic structure revealed that the graphene

π-band hybridizes with Ag d-states resulting in the formation of a band gap at about

6.5 eV below the Fermi level. Therefore, the electronic structure of graphene adsorbed on

a noble metal can still deviate significantly from the one of free-standing graphene.

A final word: The manifold and complex interactions at Gr-metal interfaces are accu-

rately described by the theoretical methods employed in the present thesis leading to a

good agreement with experimental findings for a variety of Gr-metal systems.
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List of Abbreviations

ACFDT adiabatic-connection fluctuation-dissipation theory

AFM atomic force microscopy

ARPES angle-resolved photoelectron spectroscopy

BE binding energy

CC constant current

CFS constant frequency shift

CL core level

CVD chemical vapor deposition

DFT density functional theory

DOS density of states

fcc face-centered cubic

FFT fast Fourier transform

GGA generalized gradient approximation

Gr graphene

hcp hexagonal close-packed

JT Jahn-Teller

LDA local density approximation
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LEED low-energy electron diffraction

MAD mean absolute deviation

ML monolayer

PAW projector augmented-wave

PBE Perdew-Burke-Ernzerhof

RPA random phase approximation

STM scanning tunneling microscopy

SV single vacancy

SW Stone-Wales

TB tight-binding

TEM transmission electron microscopy

TS transition state

VASP Vienna ab initio simulation package

vdW van der Waals
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