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ABSTRACT 

 

Aluminum foams are being increasingly used as alternatives for conventional 

materials primarily because of their high strength, specific stiffness, light weight, and 

adjustable properties. However, before using this type of material with confidence in 

industrial applications a thorough characterization of the material properties is needed. 

Because of the number and the inherent variability of the constitutive properties of 

aluminum foam materials, the experimental characterization is quite cumbersome and 

requires a large number of specimens to be tested. An elegant way to circumvent this 

lack consists in using mixed numerical-experimental methods which constitute a 

powerful tool for estimating unknown constitutive coefficients. In this work, a mixed 

numerical-experimental identification technique based on the modal response of 

aluminum foam is presented. This technique is based on the minimization of the 

discrepancies between the eigenvalues and eigen mode shapes computed with a finite 

element model and the corresponding experimental quantities. 

In order to maximize the quality of identification, optimal experimental conditions 

are selected for experimental determination of modal parameters. The specimens 

suspended by elastic soft bands are excited by a mini shaker, while the dynamic 

response is measured with a scanning laser vibrometer. The measured frequency 

response functions are then treated in modal analysis software package LMS Test.Lab 

to obtain modal data. 

As accuracy of the identification technique directly depends on precision of the 

finite element model, a special procedure called density mapping method, has been 

applied to approximate the aluminum foam structure with continuum. The 

transformation of a discretely heterogeneous structure of aluminum foam to an 

approximated continuum was one of the major challenges. The microscopical density 

distribution of aluminum foam recorded by X-ray computed tomography has been 

averaged over a certain domain and is used as input to the finite element model of 

corresponding specimen. Gibson and Ashby model is implemented in FE model to 

present the elastic behavior. Numerical modal analysis is performed in ANSYS. 



 

 

Levenberg-Marquardt nonlinear least squares minimization algorithm is used to 

solve the inverse problem of finding elastic constitutive parameters, which are best 

matching the experimental modal data. For comparing the computed and measured 

values, the implemented objective functions are based upon relative differences between 

the eigen frequencies, modal damping ratio, diagonal and off-diagonal terms of modal 

assurance criteria, and upon geometrical properties of the mode shapes such as nodal 

lines. The identification procedure is explained with the help of block diagrams. Some 

numerical investigations are presented to study the variable density distribution effect 

on modal behavior of aluminum foam. 

Dynamic behavior of closed cell material ALPORAS is investigated 

experimentally and numerically. Modal test on four ALPORAS specimens shows that 

inhomogeneties in the mass distribution are a key factor in evaluating dynamic behavior 

of cellular materials. A comprehensive methodology for the identification of dynamic 

and elastic behavior of cellular materials has been proposed. In the context of materials 

engineering, the present approach can be very useful for designing cellular materials. 

Indeed, it enables the prediction of best way of combining the mechanical properties of 

solid material with feasible microstructures, in order to obtain expected mechanical 

properties. 

 

 

 

 

 

 

 

 



 

 

KURZFASSUNG 

 

Geschäumtes Aluminium wird zunehmend als Alternative für herkömmliche 

Materialien eingesetzt, vor allem wegen der hohen Festigkeit, spezifischen Steifigkeit, 

geringen Masse sowie der anpassbaren Eigenschaften. Bevor jedoch dieses 

vielversprechende Material in industriellen Anwendungen eingesetzt werden kann, ist 

eine vollständige Charakterisierung der Materialeigenschaften erforderlich. Aufgrund 

der Vielzahl und der damit einhergehenden Variabilität der Materialeigenschaften von 

Aluminium Schaumstoffen ist eine experimentelle Charakterisierung sehr aufwändig, da 

entsprechend viele Proben untersucht werden müssten. Dieser Problematik kann durch 

den gemeinsamen Einsatz von numerischen und experimentellen Methoden, die in 

Kombination ein sehr leistungsfähiges Werkzeug für die Abschätzung unbekannter 

Materialkoeffizienten darstellen, entgegengewirkt werden. In dieser Arbeit wird eine 

Methode zur numerisch-experimentellen Identifikation, basierend auf der modalen 

Strukturantwort von Aluminiumschaum, vorgestellt. Dieses Verfahren basiert auf der 

Minimierung der Abweichungen der Eigenwerte und Eigenschwingungsformen 

zwischen einem numerischen Finite-Elemente-Modell und den entsprechenden 

experimentell ermittelten modalen Größen. 

Um eine möglichst hohe Qualität zur Identifikation der Materialparameter zu 

erreichen wird die experimentelle Bestimmung der modalen Parameter unter optimalen 

experimentellen Bedingungen durchgeführt. Die Proben, mit elastischen weichen 

Bändern aufgehängt, werden mit einem Shaker breitbandig angeregt, während die 

dynamische Strukturantwort mit einem Laser Scanning Vibrometer gemessen wird. 

Anschließend werden die erfassten Übertragungsfunktionen mit dem Modalanalyse 

Software-Paket LMS Test.Lab zu modalen Daten weiterverarbeitet. 

Da die Genauigkeit der Identifikation unmittelbar von der Präzision des FE-

Modells abhängt, wurde zur Annäherung der Aluminiumschaumstruktur an eine 

kontinuierliche Größe ein spezielles Verfahren, die sogenannte Density Mapping 

Method, eingesetzt. Die Transformation von Aluminiumschaum, eine diskret heterogene 

Struktur, in eine annähernd homogene Struktur war eine der großen Herausforderungen. 



 

 

Die mikroskopische Dichteverteilung des Aluminiumschaums wurde mit Hilfe der 

Computer Tomographie erfasst, über bestimmte Bereiche gemittelt und als 

Eingangsgröße für das FE-Modell der entsprechenden Probe verwendet. Das elastische 

Verhalten wird durch das in das FE-Modell implementierte Gibson- und Ashby- Modell 

repräsentiert. Die numerische Modalanalyse erfolgt in ANSYS. 

Die Lösung des inversen Problems zur Bestimmung der grundlegenden elastischen 

Paremeter, die den experimentell ermittelten modalen Daten am besten entsprechen, 

wird nach dem nichtlinearen Levenberg-Marquardt Algorithmus zur Minimierung der 

kleinsten Fehlerquadrate ermittelt. Als Basis für den Vergleich zwischen den 

berechneten und den gemessenen Werten werden die relativen Unterschiede zwischen 

den Eigenfrequenzen, modale Dämpfung, Diagonal- und Nichtdiagonal-Termen 

hinsichtlich der modalen Qualitätssicherung sowie geometrische Eigenschaften der 

Schwingungsformen wie Knotenlinien verwendet. Der Ablauf der Identifizierung wird 

an Hand von Blockdiagrammen erläutert. Einige numerische Untersuchungen werden 

vorgestellt, um die variable Dichteverteilung hinsichtlich des modalen Verhaltens von 

Aluminium-Schaum zu prüfen. 

Das dynamische Verhalten von ALPORAS, ein Material mit geschlossenen Zellen, 

wurde experimentell und numerisch untersucht. Modale Untersuchungen von vier 

ALPORAS Proben zeigen, dass Inhomogenitäten in der Massenverteilung ein 

entscheidender Faktor bei der Beurteilung des dynamischen Verhaltens zellularer 

Werkstoffe sind. Eine umfassende Methode für die Identifizierung des dynamischen 

und elastischen Verhaltens zellularer Werkstoffe wurde vorgeschlagen. Im Rahmen der 

Werkstofftechnik, kann der vorliegende Ansatz für die Gestaltung von zellularen 

Werkstoffen sehr nützlich sein. Er ermöglicht die Vorhersage der besten Kombination 

aus mechanischen Eigenschaften des festen Materials und realisierbaren 

Mikrostrukturen, um die gewünschten mechanischen Eigenschaften zu erhalten. 
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CHAPTER  1. INTRODUCTION 

1.1 MOTIVATION 

Metallic foam structures represent a fast developing area of new materials, which 

are still at the beginning of commercial production and industrial applications. A 

number of promising characteristics and applications may be realized in the future by 

metal foam and metal foam sandwich structures as, for example, light weight 

applications combined with high structural stiffness, high structural damping and high 

ultimate strength, high acoustic absorption capabilities, high crash worthiness for 

automotive applications, compatibility with common materials, and easy materials 

recycling properties. Aluminum foams are used increasingly as alternatives for 

conventional materials primarily because of favourable combination of good 

mechanical and physical properties, while maintaining very low weight. However, 

before using this material with confidence in industrial applications such as automotive 

or aerospace structural components, a thorough characterization of the material 

properties is required.  

Numerical simulations have become an indispensable tool in the process that leads 

to the development of an engineering structure. Although these simulations have 

replaced a substantial amount of experimental tests, they have not rendered testing 

obsolete. A successful simulation requires an accurate knowledge of the material 

parameters that are used in the numerical model. These parameters can be only obtained 

with an actual experiment. To improve the performance, durability or efficiency of 

mechanical equipment, material scientists are continuously developing new materials. 

Unfortunately, the mechanical behavior of these novel materials is becoming 

increasingly more complex. Cellular materials are one class of new materials that are 

becoming increasingly important for the production of high performance components. 

During design calculations, their stiffness properties are crucial. Mechanical properties 

of metallic foam structure depend on the relative density of the structure. Various 

constitutive laws have been suggested for the characterization and modelling of this 

relationship. Knowledge of the relationship between the micro structure and the 

macroscopic mechanical properties of a material is a prerequisite for modern material 
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design. The experimental validation of a constitutive model is an important issue in 

computational mechanics. The combined use of sophisticated measurement techniques, 

computational simulations and a numerical identification tool for the model parameters 

is necessary for proper material characterization. The aim of this work is to develop and 

validate realistic models of the investigated foam specimens based both on the foam 

microstructure and on the behavior of the bulk material. The material primary used is an 

alloy supplied by Shinko wire, with the trade name ALPORAS [1]. The density 

mapping method is used to approximate the Aluminum Foam (AF) by a continuous, 3-

D density distribution. A continuum model is implemented using the Finite Element 

(FE) method to simulate the effect of local mass distribution on the modal behavior of 

metallic foam sample. A mixed numerical-experimental identification technique is used 

to identify elastic behavior of AF. 

In this research work, a new mixed numerical-experimental identification 

technique based on the modal response of aluminum foam is developed. This technique 

is founded on the minimization of the discrepancies between the eigen values and eigen 

modes, computed with an accurate parametric FE model and the corresponding 

experimental quantities. One of the objectives of this research is to explore the 

possibility of solving such mixed numerical-experimental identification problems 

accurately using two powerful software packages ANSYS and MATLAB, which are 

available at most universities. This is achieved by developing a suitable automation 

code in MATLAB that incorporates a FE analysis tool ANSYS and experimental results 

from modal analysis software package LMS Test.Lab, with a suitable optimization 

algorithm. 

1.2 MIXED NUMERICAL-EXPERIMENTAL TECHNIQUE 

(MNET) 

1.2.1 Introduction 

Some physical properties are difficult or even impossible to measure in a direct 

way. Sometimes, the physical property can be measured with an indirect measurement 

procedure. Instead of measuring directly the property of interest, indirect procedures 

measure a number of related quantities and derive the unknown property from the 
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experimental values of these measured quantities. Traditional indirect measurement 

techniques use analytical expressions to relate the physical property of interest to the 

measured quantities. This approach can only be used when there is a simple relation 

between the measured quantities and the physical property of interest. If this relation 

becomes too complex to be expressed analytically, the physical properties of interest 

have to be related to the measured quantities by means of a numerical model, and the 

properties of interest have to be identified by the MNET. Figure 1.1 illustrates the 

general concept of the mixed numerical-experimental approach. 

Numerical models are usually formulated in such a way that they compute the 

response of a system using the applied inputs and system properties. The problem of 

determining the response from the input and system properties is called the direct 

problem and is illustrated in Figure 1.2. 

However, the direct problem is not the problem that has to be solved by MNET 

(Figure 1.1). In an MNET, a number of model parameters have to be derived from the 

system's response to a particular input. This problem is called the inverse problem and is 

sketched in Figure 1.3. Most numerical models cannot be reformulated in the form that 

complies with the inverse problem. The inverse problem has to be solved in an iterative 

 

Figure 1.1 The general concept of MNET 
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way by 'fine-tuning' the model parameters in such a way that the calculated response 

equals the measured response. 

Incorporating the concept of inverse problems into the scheme of Figure 1.1 

provides the general MNET flowchart as shown in 1.4. In the first phase, an experiment 

is performed and the applied inputs and resulting responses are recorded. In a second 

phase, a numerical model of this experiment is constructed. The responses are computed 

with this simulation model using a set of trial values of the unknown model parameters, 

i.e. the physical properties that have to be identified. The simulation responses are 

compared with the experimental responses and an improved set of model parameters is 

obtained by minimising the response differences. The improved model parameters are 

inserted into the numerical model and a new iteration cycle is performed. The iterative 

procedure is aborted once the solution has converged, and the model parameters can be 

extracted from the database of the numerical model. Note that vibration-based 

identification routines use resonant frequencies and mode shapes as response quantities. 

The MNET approach might look like a quite complicated concept to measure 

physical parameters. However, if looked at from a modelling point of view, it is actually 

a very logical approach. For mechanical engineering applications, the identified material 

parameters will eventually be used in numerical simulations. An MNET routine will use 

this simulation code to identify the unknown values of the model parameters. It 

therefore creates a perfect synergy between the worlds of modelling and testing, since 

Figure 1.2 The direct problem 

Figure 1.3 The inverse problem 
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the numerical simulation code is used to both determine the values of the model 

parameters and predict the behavior of a real structure. Note that the MNET approach is 

a generic concept allowing the identification of any parameter that is used in a 

numerical simulation code. 

 MNETs also have a number of other interesting advantages over traditional 

measurement techniques. For example, it is possible to extract more than one physical 

parameter from a single experiment or to extract a set of parameters from a combination 

of different experiments. Unlike conventional measurement approaches, MNETs can 

also handle more complex types of experimental data and this might become an 

important issue in the future. Due to recent technological advances, optical 

measurement devices like scanning laser vibrometers and CCD cameras are becoming 

more and more affordable. Although these systems provide a wealth of information, the 

information is only becoming useful when there are techniques to process the measured 

 

Figure 1.4 The general flow chart of MNET
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data in an efficient way. MNETs could play an important role in this process. 

1.2.2 MNET approach for identification of material characteristics 

In MNETs, the response of a numerical model of a structure is correlated with 

experimental observations of the real structural behavior. A set of selected parameters in 

the numerical model is tuned in such a way that the numerically computed structural 

behavior matches the experimental observations as closely as possible. If the structure 

under consideration is a relatively simple test specimen, the method can be used for 

material identification. The unknown material properties are then the parameters in the 

numerical model of the test specimen. The identification of the elastic constants of a 

material is an inverse problem that can be formulated and resolved as an optimization 

problem. 

The flow chart of a solution procedure is shown in Figure 1.4. Starting from a 

random initial trial set (initial solution), the set of elastic constants is updated iteratively 

(new solution) and this is given as input to an analytical or numerical model simulating 

the behavior of the structure until its output (calculated response) fits the experimental 

data (measured response). The last set of constants (the best solution) identifies the 

elastic properties of the material. In particular, the process attempts to minimize an error 

function based on the difference between the calculated and measured response of the 

structure under examination and stops when this becomes less than a specified 

tolerance. The optimizing technique to be used to generate new guess solutions must be 

selected on the basis of the number of unknown parameters and the shape of the error 

function. 

The MNETs have proven to be very versatile and flexible tools for identification of 

material parameters. MNET-based identification routines have been introduced in a 

wide range of disciplines to estimate a broad variety of material parameters. Various 

MNETs have been developed till now. They are distinguished primarily by the 

techniques used for optimization of parameters, the definition of the functional error, the 

kind of experiments, by the type of experimental data used or the modelling and its 

numerical solution implementation. The accuracy and convergence properties of these 

methods depend mainly on the correlation between the experimental conditions and 
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their numerical simulations (consistency of the model and experiment), the sensitivity 

of numerical solutions of the model parameters to identify,   the sensitivity of the error 

functional measuring the numerical-experimental correlation and the performance of the 

adopted optimization technique. Great effort has been devoted to emerging 

methodologies for the elastic characterization of materials. Such developing 

methodologies are usually classified into approaches based on static tests and 

approaches based on dynamic tests.  

The static approaches are generally based on the stresses calculated from direct 

measurement of strains undergone by suitable specimens, during certain mechanical 

tests (tensile, compression, bending, torsion etc.). ASTM [2] and ISO [3] provide many 

standards for determining the elastic properties of isotropic as well as composite 

materials. These norms recommend the use of standard sized and shaped specimens. In 

the case of composite materials, they involve the analysis of a large number of 

specimens and consequently tedious and time-consuming procedures [4].  

The above-mentioned methodologies usually require a significant range of stress-

strain data to determine useful averaged values of the moduli. This necessarily involves 

destructive tests, as the deformation of the specimen must be measured until it fails, that 

is, until it deforms plastically or fractures. In either event, the sample is destroyed, and 

then is unavailable for further testing or other purposes. 

In comparison with static approaches, dynamic approaches have the advantage of 

allowing the use of specimens with a greater variety of shapes and dimensions, and 

supplying, non-destructively, very precise measurements at a wide range of 

temperatures. Dynamic approaches can be classified into two groups: wave propagation 

based methods and modal vibration (or resonant) testing. 

Much research has been dedicated to evaluating the possibility of measuring the 

material elastic properties by the methods belonging to the first group. Among these, the 

more commonly used is based on the measurement of the ultrasonic speed of wave 

propagation through the material or, in particular, the measurement of the transit time; 

i.e. the time that an ultrasonic impulse takes to cross a sample from the emitting 

transducer to the receiving transducer. Knowing the dimensions and the density of the 
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specimen and the transit time of the transversal and longitudinal waves it is possible to 

calculate the Young’s modulus and the shear modulus of the material. Although these 

techniques are robust and quick to perform, they suffer the disadvantage of being 

sensitive to possible local inhomogeneities of the material between the transducers [5].  

Ease of use and inexpensive equipment has recently increased the use of modal 

vibration testing in both research laboratories and industrial contexts. Such tests consist 

of making a specimen vibrate mechanically, at one or more vibration resonant modes. 

Knowledge of the resonant modal shapes and/or the values of the associated frequencies 

together with the sizes and mass of the sample allow the determination of the elastic 

constants of the material. ASTM had provided standardized procedures for testing 

isotropic materials [6, 7]. 

Independently of the approach followed (static or dynamic) an ideal methodology 

for determining the material elastic properties is a methodology, which allows the 

simultaneous measurement of all the unknown elastic parameters by testing a single 

specimen non-destructively. It would be even better if the methodology is also suitable 

for characterizing specimens of various shapes. This would be very useful when the 

production of proper bulk specimens is not feasible or when, the object to be analysed 

must not be damaged and reduced in a conventional testing geometry and, therefore, 

should be tested as it is. The review of developed identification methods based on static 

and dynamic tests are summarised below. 

1.2.2.1 Identification based on static tests 

 The knowledge of the elastic properties of materials is very important for both 

structural design and engineering applications. Because of such importance, it is not 

surprising the great number of methodologies developed and presented in the scientific 

literature, hence, still today, the argument gives rise to a wide interest among the 

researchers, especially in the context of the development of new and more complex 

materials, for which the classical methods of characterization appear slow, expensive 

and not always suitable. When a body is loaded, each point undergoes a displacement 

whose amplitude depends on: the load, the coordinates of the point, the constraints and 

the geometry of the body and, obviously, the elastic properties of the material. If the 
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analytical solution of the adopted loading configuration is available, the elastic 

properties of the material could be determined by measuring the displacement fields, if 

the applied loads are previously measured or properly imposed. On the contrary, if a 

reliable theoretical solution does not exist, a numerical solution becomes necessary. 

Inverse procedures based on the updating of numerical models could be suitable for this 

purpose. 

The idea of determining the elastic constants of a material from the surface 

displacement fields of specimens subjected to a static load has been exploited by many 

researchers [8-22]. Recently, inverse procedures based on FE model updating have been 

proposed for both point wise by F. Hild and S. Roux [22] and full-field measurements. 

In the last case, experimental data (usually strain or displacement fields) are measured 

on the surface of the testing specimen with an optical method, for example, an 

interferometric technique that measured the full-field surface displacement of an object 

with a very high resolution without any contact with the investigated surface [23]. 

Different tests and optical techniques have been used: in-plane loaded rectangular plate 

with speckle interferometry by K. Genovese, et al. [24], open-hole uniaxial tensile tests 

with Moire interferometry by J. Molimard, et al  [25], and cruciform specimens under 

biaxial tests with digital image correlation technique by D. Lecompte, et al. [26]. 

In addition, a method that combines FE analysis and genetic algorithms in order to 

identify the elastic constants of materials from the full-field measurement of the surface 

displacements of plates under flexural loads was developed and presented by L. 

Pagnotta [27]. The method was tested on a thin square plate subjected to an out-of-plane 

loading condition but it is also suitable for characterizing either thin or moderately thick 

any-shaped anisotropic plates subjected to in-plane or out-of-plane loading and 

constraining configurations. In the paper, the feasibility of using the displacement 

component normal to the surface detected by speckle interferometry was investigated. 

Theoretical aspects of the methodology, numerical simulations for testing the accuracy 

and sensitivity of the method and an application to characterize metallic plates were 

presented. 

It is worth pointing out that the amount of data provided by an optical whole-field 

technique is generally in excess of the data strictly necessary for identifying all the 
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unknown elastic properties. It follows that any material characterization using this 

approach becomes an over-posed inverse problem. Obviously, an accurate solution can 

only be obtained if the problem is well-posed. For this reason, great care needs to be 

taken in choosing the geometry and the way of loading and constraining the specimen in 

order to obtain displacement fields containing sufficient information for determining all 

the unknown parameters quickly and unambiguously. In addition, to reduce the effect of 

the measurement uncertainties on the solution, the displacement must also be 

sufficiently sensitive to the variation in each elastic parameter. 

A numerical procedure for optimising the loading and constraining conditions of 

the specimen is proposed by L. Pagnotta in [27]. The procedure consists in determining 

the conditions, which minimize the ''correlation index''. This index represents the degree 

of statistical correlation between the variation in the displacement fields due to a 

variation in the elastic constants and its absolute value is, by definition, less than or 

equal to unity. In the case of isotropic plates, the correlation index is the same as the 

well-known correlation coefficient, while for orthotropic plates the correlation index is 

the mean of the absolute values of the correlation coefficients. 

Such a procedure can be used to identify loading and constraining configurations 

that are practical and simple to replicate in the laboratory and also optimized with a 

view to obtaining faster and more stable solutions. Applications of the procedure are 

presented by L. Pagnotta and G. Stigliano [28] in which it was used to finding a suitable 

configuration for testing a square plate, and by L. Bruno, et al in [29] and [30] for 

testing any-shaped plates. In [30], an experimental set up and the feasibility of testing 

isotropic plates of generic form and orthotropic square plates was investigated and the  

results  of the  experimental assessment are reported and discussed. The components of 

the experimental apparatus for measuring the displacements are described with detail by 

L. Bruno, et al  [30]. The apparatus was placed on an optical table supported by 

pneumatic vibration isolators. The laser beam is filtered and expanded and the resulting 

spherical wavefront is divided by a beam splitter into two equal intensity beams. The 

specimen and the reference surfaces are horizontal and are illuminated and observed by 

a 45° oriented mirror with respect to the propagation direction of the beams. The 

scattered speckle wavefronts interfere at the image plane of the CCD of the TV camera. 
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The camera is interfaced with a general purpose computer image processing system 

where the real time fringe patterns are generated by the subtraction of digitalized 

images. Essentially, the optical setup constitutes a speckle interferometer, based on the 

Michelson design, for measuring the out-of-plane component of displacements. The 

applicability and the robustness of the procedure were proved with success on 

aluminum and unidirectional Graphite laminate specimens. The results obtained for 

both the materials have shown a high repeatability and a good agreement with the 

reference values obtained with other measuring techniques [30].  

1.2.2.2 Approaches based on dynamic tests 

Unlike the static properties of structures, which are often dominated by local 

phenomena, dynamic properties such as natural frequencies and mode shapes are 

generally representative of the overall behavior of the materials used, making this 

information highly attractive for identification of elastic properties of a component. The 

measurement of natural frequencies of specimens vibrating in a single mode has been 

used for many years and is still used today for determining the elastic properties of 

materials. A typical methodology consists in subjecting the specimen to a vibration test 

to measure a single modal frequency (usually, the first or fundamental mode frequency) 

and then substituting the measured value into a "frequency equation". Such equations 

relate the fundamental resonant frequency to the sizes and the mass of the specimen and 

generally to only one elastic constant of the material. The latter can then be calculated in 

a direct way if the other quantities are known. Unfortunately, the frequency equations 

are known only for some simple specimen geometries and boundary conditions. Free-

edge specimens such as bars or rods [31] and cantilever beam [32] are commonly used 

for the characterization of homogenous and isotropic materials. ASTM E1875-00e1 [33] 

establishes the application procedures for determining Young's modulus, shear modulus 

and Poisson's ratio of free bars or rods from the fundamental flexural and torsional 

resonant vibrations. The test consists in forcing the specimen to vibrate at a single but 

variable frequency by means of a suitable exciter system, while the dynamic response is 

detected by a proper receiving transducer and transformed into an electrical signal, 

which is analysed with a suitable system for extracting the fundamental resonant 

frequencies. Finally, the elastic constants are calculated with some recommended 
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numerical procedures based on the frequency equations. Even if the test procedures can 

be carried out automatically by computerized systems [34], they are typically slow and 

cumbersome. However, the advent of computers has made it possible to fast Fourier 

transform (FFT) a signal in real time and this has made impulsive excitation more 

attractive to use. This technique is fast and inexpensive and can be used on either small 

specimens or full-scale structural components. It is recommended in ASTM E1876-01 

[35] for characterizing free-edge bars and rods following procedures similar to those 

indicated in ASTM E1875-00e1 [33]. 

It is worth noting that ASTM standards cover the determination of resonance 

frequencies and elastic properties of specific materials providing test methods that differ 

one from the other in several ways (for example; sample size, dimensional tolerances, 

sample preparation). Moreover, nowadays, systems for the elastic characterization of 

materials based on the standards mentioned above are available commercially (see, for 

example, [36, 37]). These test methods are particularly appropriate for materials that are 

elastic, homogeneous, and isotropic and specimens or structures must have specific 

geometries. Sometimes, the measurement of elastic properties is carried out directly 

during manufacturing on end products constituted of various materials with geometries 

different from those mentioned above and in conditions different from the 

environmental conditions. As a result, there have been a certain number of international 

patents [38-42]. 

All the direct methods mentioned above involve beam specimens and resonant 

frequency measurements. It is worth noting that some direct methods based on single 

modal testing involving both resonant frequencies measurements and mode shapes 

measurements have been developed for characterizing rectangular plates. In these 

methods, estimated analytical solutions providing explicit parameter dependencies are 

proposed (e.g., solutions obtained applying the Rayleigh method by J. L. Leveque, et al 

[40] or the concept of sinusoidal equivalent length by M. E. McIntyre and J. 

Woodhouse [43]). These methodologies have, unfortunately, the disadvantage of 

requiring sophisticated techniques to measure the mode shapes but, in compensation, 

they are also suitable for the elastic characterization of anisotropic plates. 
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As highlighted above, direct methods based on single modal testing are easy to 

apply to simple structures such as beams or rods, but generally, it is difficult to apply 

them to more complex structures such as plates and shells. More precisely, they are not 

applicable when the frequency equations are known but modal frequencies depend on 

more than one elastic constant or when the frequency equations are unknown in a closed 

form. In these cases, direct or indirect methods based on multiple mode testing must be 

used. 

ASTM Standards [33, 35]  provide procedures for isotropic circular thick plates 

with free edges by which Young's modulus and Poisson's ratio are obtained directly 

from the first two resonant frequencies of vibration excited by forced continuous wave 

and impulse, respectively. The shear modulus is then calculated exploiting the well-

known relationship for isotropic materials relating it to Young's modulus and Poisson's 

ratio. Recently, Nieves et al. [44] reported a direct methodology for characterizing free 

short cylindrical isotropic specimens by using only two of the first resonant frequencies. 

More recently, Alfano and Pagnotta [45] have proposed a direct method for testing thin 

isotropic rectangular plate with free edges. Such method is based on suitable 

approximated frequency equations obtained by correcting the Warburton formulas [46] 

with proper factors obtained from FE analysis. The procedure requires the measurement 

of at least two of the first four natural frequencies in order to determine the Young’s 

modulus and Poisson's ratio of the material sample. The experimental assessment of the 

method was carried out on square plates made with a variety of different materials by 

M. Alfano and L. Pagnotta  [47, 48] and on aluminum rectangular plates by M. Alfano, 

et al [49]. In these papers, tables and formulas for practical use are reported. 

It is worth noting that Grediac et al. [50, 51] treated the more general case of 

anisotropic plate specimens of any shape. In these cases, the frequency equations are not 

known but they proposed an original approach based on the Virtual Field Method. This 

method without requiring initial estimates of the stiffness or iterative computations 

allows the direct determination of the flexural stiffness from natural frequencies and 

mode shape measurements. When the frequency equations are not available, the inverse 

problem can also be solved indirectly using iterative optimization procedures. Ohno 

[52] first introduced a technique using such a kind of identifying procedure. This 
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technique, known now as RUS (acronym of Resonant Ultrasound Spectroscopy) [53-

56], identified the elastic constants through a process minimizing the difference between 

the calculated and the measured frequency spectrum of parallelepiped-shaped samples. 

The values of the material elastic constants were updated iteratively in a numerical 

model able to calculate the resonance frequencies of the sample, until the calculated 

frequencies approximated as closely as possible to the measured frequencies. The 

resonance measuring system for very low dissipation materials consisted in a little 

rectangular parallelepiped specimen lightly held between two piezoelectric transducers. 

One transducer was used to generate an elastic wave of constant amplitude and varying 

frequency, whereas the other was used to detect the resonances. The identification of all 

the elastic constants took place simultaneously without damaging the specimen. 

Consecutively, Migliori invented a resonance spectrometer which can also be used with 

high dissipation materials [57] and developed software dedicated to derive the elastic 

constants from natural resonant response data using the subroutine implemented by 

Ohno. Today, the RUS technique allows small anisotropic cubic, spherical or 

cylindrical specimens to be characterized and appropriate instrumentation packages are 

commercially available. 

Successively, numerous different dynamic approaches, the so-called MNETs, for 

characterizing square or rectangular plates of large dimensions have been introduced in 

the literature. These approaches require the measurement, in the sonic field, of a small 

number of natural frequencies of the free plate. W.P. De Wilde et al. [58, 59] and L.R. 

Deobald and R.F. Gibson [60] almost simultaneously proposed two similar approaches 

for determining the elastic constants of composite plates with free edges. L.R. Deobald 

and R.F. Gibson [60] investigated a thin plate with different boundary conditions and 

discovered that a plate with free-free boundary conditions can obtain better results than 

that with one or more fixed edges. Dynamic measurements were carried out using the 

impulse technique. Excitation was induced by impact hammer and a noncontact eddy 

current proximity probe was used for measurement the response of the plate, while the 

free-free boundary conditions are approximated by placing the specimen on a soft foam 

rubber and cotton pads. E. O. Ayorinde and R. F. Gibson [61] obtained the four 

independent elastic constants of a freely supported rectangular thin plate made from 

orthotropic materials with orthotropy ratio from one to thirteen, using the classical 
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lamination theory and an optimized three-mode Rayleigh formulation with a suitably 

formed least-squares objective function. T. C. Lai and T. C. Lau [62] extended the 

approach to deal with a generally orthotropic plate. The authors describes a method of 

finding the elastic constants of a generally orthotropic composite thin plate through 

modal analysis based on a Rayleigh-Ritz formulation. The natural frequencies and mode 

shapes for a plate with free-free boundary conditions are obtained with chirp excitation. 

Based on the eigenvalue equation and the constitutive equations of the plate, an iteration 

scheme is derived using the experimentally determined natural frequencies to arrive at a 

set of converged values for the elastic constants.  

Gibson and Ayorinde [63], in particular, obtained a patent for a method and 

apparatus that allow the determination of the four independent elastic constants 

(longitudinal and transverse Young's moduli, in plane shear modulus and major 

Poisson's ratio) of a composite material from the modal resonance data of freely-

supported rectangular thin plate. The impulse excitation technique together with 

dedicated software for calculating properties from the vibration data, still today, 

constitute one of the most popular vibration systems for determining composite elastic 

constants. Meanwhile, M. E. McIntyre and J. Woodhouse [43] identified both elastic 

and damping constants of thin orthotropic plates by measuring and analysing the low 

modes of vibration. The authors used time-honoured method of Chladni patterns for 

measuring mode. A loudspeaker is mounted beneath a sufficiently large flat surface, and 

the plate is supported over it on the softest and smallest feasible blocks of foam. These 

blocks are adjusted to lie accurately under nodal lines of the mode under observation. 

The loudspeaker is driven by a sine wave generator, and the frequency is adjusted until 

the plate resonates in the desired mode, as revealed by a suitable powder sprinkled on 

the surface. Having tuned to the peak response as carefully as possible, the frequency is 

determined from a standard counter. The main advantages of this method are; one can 

be sure which mode corresponds to which measured frequency (unlike a method based 

solely on response function peaks, where identification of which mode corresponds to 

which peak is harder); the free boundary conditions assumed by the theory are realized 

quite accurately since, provided the foam  blocks are carefully adjusted, the plate 

vibration is essentially unconstrained by the method of support; and no transducer is 

attached to the plate, which might perturb the results by adding mass. H. Sol [64] is the 
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first to use the Bayesian estimation theory in  MNET and applied the method to the 

vibration behavior of anisotropic plates. The MNET he presented identifies the four in-

plane engineering constants of an orthotropic material, from the resonant frequencies of 

the fundamental flexural modes of two beam-shaped specimens, and the first three 

resonant frequencies of a plate shaped specimen. The analytical approaches based on 

the Rayleigh-Ritz [58-60, 62-65] or Rayleigh [66-69] methods and the numerical 

approaches based on the FE method [70-84] have been adopted for determining the 

elastic constants of materials. 

A new method for identifying elastic and damping properties of composite 

materials has been developed by J. De Visscher, H. Sol, W. P. De Wilde and J. 

Vantomme [85]. This technique seeks to determine the complex moduli of elasticity by 

comparison between the measured modal parameters and the results of a numerical 

model. The damping properties are obtained by comparing experimental modal 

parameters and the corresponding results from a numerical model in combination with 

the modal strain energy method. A link between the complex elastic moduli and modal 

parameters is derived for the case of a thin plate. It is concluded that measurement of 

modal damping ratio of at least four eigen modes allows for the determination of the 

four independent loss tangents of the complex moduli. An exclusively non contacting 

measurement method of high quality based on an acoustic excitation and response 

measurement by laser Doppler interferometer, suspending the specimen by thin wires 

attached at the nodal lines of the considered eigen mode is used. The parameters of 

damping, however, were identified with an error of about 2-15%, which is still a good 

value. Guan-Liang Qian, Suong V. Hoa and Xinran Xiao [78] presents a method for 

identifying elastic and damping properties of composite laminates by using vibration 

test data. The analysis model is established based on a FE model, which considers the 

effect of transverse shear deformation and hysteretic damping. The reduced elastic 

constants and material loss factors are selected as the updated parameters. Since the 

damping mainly causes a change of the imaginary part in eigenvalues and eigenvectors, 

the complex modal parameters are measured. The selected parameters are identified by 

minimizing an error function containing the difference of eigenvalues and responses 

between experiment and analysis. The numerical study shows that satisfactory results 

including transverse shear moduli can be obtained by designing a suitable plate 
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specimen. This allows all elastic constants and damping factors to be determined 

simultaneously. 

Thick rectangular plates were used to determine all five of the engineering elastic 

constants of transversely isotropic materials. In this case, the transverse properties, such 

as transverse shear modulus, are determined by including not only the effects of 

bending, but also transverse shear and rotary inertia effects in describing the vibration 

behavior of the plates [71, 79-81, 83, 86-88]. 

It has been shown that Poisson's ratio and the transverse shear modulus are not as 

sensitive, with regard to the eigen frequencies, as the other parameters. A way to avoid 

this low sensitivity and identify the material properties correctly consists in using a 

specific size of the plate [43, 65, 87] and/or processing either the natural frequencies or 

the mode shapes of the plate [61, 66, 67, 69]. The optimal design of the plate has to be 

determined in advance by preliminary tests. A method was presented in [89] whereby 

the Poisson's ratio and the other in-plane elastic properties were determined by 

matching the experimental modal testing results with theoretical modal analysis 

calculations for a set of plate bending modes and one in-plane compression mode. A 

great part of these techniques involves the measurement of natural frequencies of 

samples or structures while only a few of them also involve mode shape observation. 

whatever the method employed, the apparatus for testing a material must always be 

constituted by the same components: a device to induce the solid to vibrate, a device for 

detecting the vibration of the specimen and, a system for extracting the modal 

parameters from the vibration and calculating the elastic constants. 

Continuous variable excitation (generally, forced sinusoidal or random stationary 

excitation) is commonly obtained by loudspeakers or piezoelectric actuators fed by a 

variable frequency oscillator, while impulse excitation is produced striking the object 

with a suitable impulser (e.g., a hammer). Vibrations are generally detected by means of 

a signal pickup transducer that can be in direct contact with the specimen or not. 

Contact transducers are commonly accelerometers using piezoelectric or strain gauges, 

while non-contact transducers are commonly acoustic microphones, but laser, magnetic, 

or capacitance methods are also used. Pickup transducers transform the mechanical 

vibration into an electric signal that is successively analysed in order to determine the 
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resonant frequencies by a system consisting in a conditioner/amplifier, signal analyser, 

and a frequency readout device. More inexpensively, the electrical signal can be 

addressed to an ordinary personal computer provided with a sound card and then 

analysed and processed by a suitable virtual instrument. This latter must operate as a 

spectrum analyser and then it must transform the sampled time function into a 

frequency spectrum by a fast Fourier transform algorithm and identify the values of the 

natural frequencies of vibration. The observation of the mode shapes is generally more 

difficult than frequency measurements and requires specific and more complex 

equipment [43, 50, 61, 66, 67, 69, 90]. 

It should be pointed out that many procedures for the elastic identification involve 

iterative optimization processes requiring a starting point. Sometimes the solution 

depends on the starting point (especially when the error function presents more than one 

minimum) in such cases particular attention must be paid to the choice of the initial 

guess point. A suitable way to overcome this disadvantage is to use Genetic Algorithms 

(GAs). Due to the way the GA explores the region of interest, it avoids getting trapped 

at a particular local minimum and is able to locate the global optimum [91]. GAs does 

not require initial estimates, but instead work within a suitable set of bounds, which can 

often be rather broad. For these reasons, during the past few years, GAs have been used, 

by many researchers, for determining the elastic constants with static approaches [27-

30], wave propagation based methods [92-95] and resonant tests [71, 83]. Reference 

[71], in particular, describes a method combining FE analysis, genetic algorithms and 

vibration test data. The effectiveness of such a method was successfully verified on thin 

and thick laminate plates of materials such as carbon/epoxy, glass/epoxy and aluminum. 

One disadvantage of GAs is their high computational cost. 

It has been shown in references [43, 65, 96, 97] that Poisson's ratio is well-

determined when aspect ratio a/b = (E1/E2)
1/4. If the aspect ratio is not near to the value 

provided by this formula the accuracy of Poisson's ratio can be very poor, even making 

the estimated values completely inaccurate [63]. The considerations reported above hold 

qualitatively also for moderately thick plates, but in this case, due to the transverse 

shear effects, the aspect ratio a/b obtained from the formula applies only approximately 

[97]. Moreover, it must be observed that, when dealing with relatively thin plates, the 
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dynamic response of the material is rather insensitive to the transverse shear modulus. It 

is well known that the transverse shear modulus can only be safely predicted from 

experiments with thick plates [88, 98]. It is important that the specimen be thick enough 

that the effects of transverse shear become significant. In contrast, it is also essential 

that the specimen is not so thick as to produce in-plane modes (at least for the number 

of natural frequencies required for solving the inverse problem) that are much more 

difficult to detect experimentally than out-of-plane modes. It was found that in any case, 

plates with material axes parallel to the plate axes appear more advantageous compared 

to plates having other material directions. 

Fällström et al. [66, 67] used a real-time TV-holography system to obtain the 

modes of vibration. In addition to the Rayleigh-Ritz technique for modelling the 

vibration of plates, the superposition method was applied by Moussu and Nivoit [99] 

and FE analysis was used by Fällström and Jonsson [67]. Although, the mixed 

numerical-experimental approaches have mainly been developed for the 

characterization of anisotropic materials, they can also be applied to the simplest 

isotropic materials. Applications of this kind are reported in most of the papers cited 

above in which they were always carried out with the aim of testing the methodologies 

proposed. The current greater availability of commercial FE codes for carrying out, 

quickly and accurately, the dynamic analysis of complex structures, and the low-cost 

accessibility to large calculation resources, has opened up the possibility of extending 

the application of the mixed numerical-experimental methods to specimens of various 

shapes. 

An optimizing procedure generates trial solutions (couples of E and v) and 

identifies from among them the solution with the lowest error function value. It is worth 

noting that in the case of isotropic material, each resonant frequency only depends on 

two elastic properties and, as a consequence, the error function is a function of two 

variables. The minimization process is obviously simpler than the case of composite 

materials and will be very fast and accurate if the minimum of the error function is 

unique and easy to find inside its existence domain. The error function assumed 

influences the choice of the optimization procedure and, so it is crucial in terms of 

solution times and accuracy. Different optimization methods and error functions were 
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compared in [75], in order to select the combination that provides the best compromise 

in terms of solution time, accuracy and stability of the results. The best performance 

was obtained combining the square root of the sum of the squares error function with 

the simplex method. In the same paper, the effectiveness of the procedure has been 

shown by means of numerical simulations executed on a series of typical and atypical 

shaped plate models. Moreover, the robustness of the procedure with respect to the 

effects of measurement noise was assessed. It was observed that the shape of the plate 

negligibly affects the sensitivity to the experimental errors of the Young’s modulus, 

while the sensitivity of the Poisson's ratio is highly dependent on it. Thus, to avoid 

incorrect estimations of the Poisson's ratio of plates with particularly complex shapes, 

before starting the characterization process, a numerical check on the sensitivity of the 

error function to Poisson's ratio is always recommended. The experimental assessment 

of such a methodology was carried out with success on thin rectangular plate [70], thin 

and thick plates of various shapes [73, 76] and irregular drilled plates [74].  

This thesis will only consider the resonant-based approach, since it is a very 

attractive option from both an experimental and a numerical point of view. Resonant 

based testing is standardised by an ASTM standard [100] which presents a number of 

analytical formulas to estimate the elastic material properties of homogeneous, isotropic 

materials. The use of analytical formulas to describe the vibratory behavior of test 

specimens is, however, the main obstacle for extending the vibration-based methods to 

more complex materials. 

1.2.3 Difference between MNETs and FE model updating 

The reader with a background in mechanical engineering might have the im-

pression that MNET is just another name for FE model-updating. Both techniques are 

based on the same mathematical tools: numerical modelling, correlation analysis, 

sensitivity analysis and optimization theory. In spite of these important similarities, 

there is a significant difference. Both methods differentiate themselves from each other 

based on their main objective. To be more specific, model updating focuses on the 

mathematical model, while MNETs focus on the model parameters. All other 

differences between model updating and MNETs are the outcome of this fundamental 

difference. 
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The quality of a numerical model can be assessed by determining its conformance 

to the responses of the real structure. However, every mathematical model is based on a 

number of assumptions and has therefore a limited accuracy. In the case of FE models, 

the incorrectness of the model can be caused by approximating the geometry of the 

considered structure with a limited number of elements, the type of elements and 

element formulation, uncertainties on the material properties or any other simplification 

made during the construction of the numerical model. Because of these assumptions and 

simplifications, the results of the numerical model will not exactly match the 

experimental responses of the real structure. The objective of model updating is to 

improve the reliability of a mathematical model by fine-tuning a number of model 

parameters, in order to obtain an optimal correlation between the numerical results and a 

set of experimental data. 

An MNET aims to identify the values of a set of physical parameters by min-

imising the differences between a data set measured during an experiment and the 

results of a numerical simulation of this experiment. Like model-updating routines, 

MNETs minimise the differences between experimental and numerical results by fine-

tuning a set of model parameters. However, the goal of MNETs is not to compensate the 

shortcomings of the model, but to measure a set of physical properties. This leads to the 

following practical differences between model updating and MNETs: 

1.2.3.1 Precision and accuracy of the numerical model  

In model updating, the model parameters are fine-tuned to improve the reliability 

of the model. In some cases, the simulation model was even deliberately simplified, e.g. 

to obtain a shorter computation time. This is not a serious problem, since the optimised 

parameter values can compensate the inaccuracies of the model. However, the 

optimised parameter values will only compensate the inaccuracies of that particular 

model. The optimised parameters are thus model-dependent and meaningless, if they are 

not used in combination with the associated model. MNETs aim at identifying the 

values of physical parameters, which are by definition model-independent. The 

inaccuracy of the simulation model of a certain MNET will have a negative effect on 

the quality of the identified parameters. Therefore, the mathematical model of any 
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MNET should be as accurate as possible. This can only be achieved by combining a 

rather simple experiment with a detailed simulation model. 

1.2.3.2 Selection of the variable parameters  

The proper selection of the updating parameters is a key step for the successful 

updating of a FE model. If the selected model parameters are indeed the ones with 

incorrect values, the procedure should converge and yield an updated model that is 

reliable. On the contrary, if the model parameters with correct values are selected, the 

updating process might not converge or might yield a model that is not very reliable or 

contains parameters with unrealistic values. Usually, the selection of the proper 

updating parameters is a difficult process, however in the case of an MNET this process 

is very straightforward. The updating parameters are simply the ones that represent the 

physical quantities that have to be identified. 

1.3 FOCUS OF THE THESIS 

The main objective of this thesis was to develop a vibration-based identification 

procedure to determine the elastic properties of the foam materials. In order to achieve 

this objective, a lot of intermediate steps had to be taken, some of which provided better 

insight in vibration-based material identification or resulted in new identification 

procedures for foam materials. More specifically, the original contributions of this 

thesis are: 

 To develop a FE model based on inhomogeneous mass distribution in aluminum 

foam using the density data measured by X-ray computer tomography. 

 To extract the experimental modal characteristics of aluminum foam using a 

precise measurement setup. 

 To develop a mixed numerical experimental identification technique based on 

modal characteristics, for extraction of elastic properties of the said material. 

 To investigate the influence of inhomogeneous density distribution on the 

mechanical behavior of aluminum foam. 
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 To investigate the influence of mesoscopic inhomogeneous density distribution 

on the modal characteristics of aluminum foam. 

1.4 STRUCTURE OF THE THESIS 

Due to the multidisciplinary approach of the proposed development, the structure 

of this thesis is reported into six chapters, each chapter (from chapter 1-4) corresponds 

to the different research areas addressed. This chapter (Chapter 1) lists the State of 

current knowledge in the field of MNETs for identification and objectives of this 

research study. The experimental setup for modal testing and analysis is explained in 

Chapter 2. The material to be investigated and details of the developed FE model based 

on inhomogeneous density distribution will be explained in Chapter 3. Chapter 4 is 

dedicated to the developments of new mixed numerical experimental identification 

technique. This section constitutes the heart of the thesis. Finally in chapter 5 the 

obtained results are compared with each other and the applicability of the developed 

model will be discussed. A summary of each chapter is given here. 

Chapter 2 describes the experimental modal testing and analysis setup. The 

developed process of the vibration measurement technique aims to measure the 

vibration response of the test specimen by maximum mastering the experimental 

boundary conditions. Indeed, any model error in mixed numerical-experimental 

identification process would be based on accurate measurements, so a high correlation 

between the experimental measurement conditions and FE modelling is necessary. This 

is done by selecting and carefully controlling the boundary conditions of the test 

specimen under investigation. The boundary conditions include the support of the 

specimen, the technique of dynamic excitation, effect of the vibration response 

measurement system and the effect of vibrations from surroundings (environmental 

conditions). The main purpose of experimental modal testing setup developed for this 

work is to measure a large number of modes (eigen frequencies and mode shapes) of 

aluminum foam  specimens, as precisely as possible. The objective is to obtain a wide 

range of experimental values that serve as targets for the mixed numerical experimental 

identification method. Thus, a well controlled and reproducible measurement setup is 

developed for measurement of modal characteristics of aluminum foam specimens.  
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Chapters 3 summarize the FE modelling of aluminum foam. Literature on porous 

metals and metallic foams is increasing at a fast pace, supported by conferences, 

symposia, seminars, books and web sites. Most of the recent R&D activities on closed-

cell metallic foams have focused on the development of aluminum based foams. 

Inhomogeneous mass distribution within the aluminum foam is obtained by X-ray 

Computer Tomography (CT). The distribution of local relative density is calculated 

using density mapping method based on CT data. Heterogeneous microstructure of 

aluminum foam is transformed to an approximated continuum. The obtained continuum 

body is then implemented in FE method. A 3D FE model is describe to simulate the 

effect of local mass distribution on modal properties of the aluminum foam specimen. 

The specifications of investigated specimen of aluminum foam and details of their 

density mapping are presented in this chapter. 

Chapter 4 is completely devoted to the implementation of the proposed mixed 

numerical experimental identification technique. The different routines developed for 

parametric study are explained with the help of block diagrams. The modal error norms 

used for identification are explained in details. Parametric study of large-scale FE 

analysis on aluminum foam plate to identify the robustness and sensitivity of the 

proposed modal error norms is presented. Analysis, selection and implementation of 

optimization algorithm corresponding to needs are explained in detail. The Levenberg-

Marquardt algorithm with assessment of gradients by finite difference method is used for 

optimization and is implemented in mixed-numerical experimental identification 

technique for minimization of modal error norms. 

Chapter 5 is focused on the description of the results obtained from the modal 

testing and the developed identification technique. Four aluminum foam specimens are 

investigated, their modal properties are explained in detail. Identification of variable 

parameters of aluminum foam FE model is presented to illustrate the application of the 

developed identification technique. 

Chapter 6 include summary of the research work. In addition, suggestions for the 

advancement of research in future developments are given.  
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CHAPTER  2. EXPERIMENTAL MODAL TESTING AND 

ANALYSIS 

2.1 OBJECTIVE 

For the prediction of the global properties in materials, dynamic tests have shown 

important advantages over static tests. Despite the superiority of dynamic tests, a high 

level of precision is required on the measured modal information.  The accuracy of the 

constitutive properties estimated with mixed numerical-experimental identification 

technique depends directly on the quality of the experimental measurements and on 

modelling the actual test conditions. To characterize aluminum foam by MNET, use of 

measured modal information as a basis of comparison seems a wise choice in terms of 

accuracy and representativeness. The purpose of this section is to develop a technique to 

measure the eigen frequencies and modes shapes of aluminum foam specimens, 

accurately. Free boundary conditions have been chosen for the specimens tested, in 

order to improve the correlation between the experimental test setup and the numerical 

model. 

2.2 THEORETICAL BACKGROUND 

In linear vibration theory the deformations of a mechanical structure can be 

simulated either by discrete or continuous models or by a mixture of both. In general, 

for the reason of computational effort, the number of degrees of freedom (DOF) of a 

given structure is limited to a certain number of translational and angular displacements 

at given structural mesh points. The generalized displacement vector 

 , , , q … . . T (2.1)

contains these n (number of DOFs) independent displacements, which are assumed 

quite small as compared to the dimensions of the structure. The experimental study of 

the dynamic behavior of a structure is traditionally based on discretization of the 

structure into a set of measuring points, thus forming an experimental mesh. 
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Subsequently, all necessary measurements and analysis are based only on these mesh 

points. An example of a discrete model of the structure is shown in Figure 2.1. 

 

 

Figure 2.1 Measurement grid points 

 

The experimental modal analysis of a structure usually assumes that the dynamic 

behavior described by the equations of motion of the system can be represented by a 

system of linear differential equations with constant coefficients as a function of time. 

The equations of motion for the displacement vector q of a vibrating structure have the 

usual form  

  (2.2)

With M, D, K being constant (n x n) – dimensional mass-, damping-, and stiffness- matrices, 

respectively. The vectors   and  represents the field of displacements and 

external excitation forces acting on the degrees of freedom of the mesh points, 

respectively. 

Considering first the damped harmonic system (2.2) in its homogeneous form (free 

vibration response,  = 0), from differential equation theory the solution can be 

assumed to be of the form 
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     where    (2.3)

Where  is the -th complex eigenvalue (whose real and imaginary parts represent the 

modal damping coefficient δ  and the angular frequency  ) and  is the 

corresponding eigenvector. 

As 0 for any instant of time t, so taking appropriate derivatives and 

substituting the solution (2.3) in the homogeneous form of equation (2.2), the 

generalized eigenvalue problem from the equation of motion of the system is obtained. 

 0 (2.4)

The solution of equation (2.4) is composed of k-th eigenvalues  and corresponding 

eigenvectors  (  = 1, 2, 3 ..., n). The square roots of these eigenvalues are the natural 

frequencies of the system and the eigen vectors its mode shape. From linear algebra it is 

known that, if the natural frequencies are non-zero and distinct, then all the mode shapes 

are independent. Therefore, ‘n’ eigenvectors  (  = 1, 2, 3 ..., n), due to their 

orthognality properties, are linearly independent (no vector in the set can be obtained by 

a linear combination of the remaining ones) and therefore ‘n’ mode shapes collectively 

form a basis in the ‘n’ vector space. Thus, mode shapes are able to ‘diagonalize’ the 

matrix equation of motion (2.2) and decouple the ‘n’ intertwined equations into ‘n’ 

independent equations.  

By transforming the system (2.2) in the modal coordinates, it is possible to 

decouple the differential equations of the system. The relation corresponding to this 

projection is written as, 

  (2.5)

Where  (k = 1, 2, 3 ... n) denotes the modal or principal coordinate of mode k. The 

vector  assemble all the modal coordinates of the vector space q, while the matrix  is 

the modal matrix built up from all mode shape vectors  (k = 1, 2, 3, ...  n) of the 

system. Pre-multiplying the equation (2.4) by T, and using the principal of 
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orthognality, this equation can transform into an uncoupled equation of motion. Thus 

through a simple coordinate transformation, the system has been transformed into ‘n’ 

uncoupled equations of motion. This equation (2.6) is the foundation of vibration 

analysis for multiple degree of freedom systems. 

 T t    (2.6)

for (  = 1, 2, 3, ... n). Where ,  and   are called the modal mass, modal damping, 

and modal stiffness of the k-th mode respectively, but they do not have the same units as 

mass and stiffness. In equation (2.6);  

 T , T and T  (2.7)

Note also that the force term f (t) is transformed by projection into the modal 

coordinate, the modal excitation force  T t . 

By applying Fourier transformation to equation (2.6) and isolating certain terms, an 

expression for the contribution of k-th mode to the system response is obtained. This 

transformation has the advantage of converting a differential equation into algebraic 

equation. Thus, equation (2.6) can be written as: 

 
2

 (2.8)
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Figure 2.2 Experimental mesh and transfer functions 

 

Where  is the modal damping (damping ratio) and  is the angular frequency. The 

denominator of equation (2.8) is known as characteristic equation of the system.  

Summing the contributions of each mode, the expression for the transfer functions of 

discrete system can be written as; 

 
2

 (2.9)

Where  is known as frequency response function of the system. The frequency 

response function relates the Fourier transform of the system input to the Fourier 

transform of the system response. The transfer function  represents, in the 

frequency domain, the response in degree of freedom r due to single harmonic excitation 

force of unit magnitude and frequency  applied in degree of freedom s or, in other words, 

the Fourier transform of the impulse response. Thus, the system of differential equations of 

the spatial formulation of the problem (2.2) turns into a matrix of transfer functions   

which completely describes the dynamics of the system. By reworking expression 2.9, it is 

possible to write transfer functions matrix  as follows; 

 
1

2
 (2.10)

 

 

⁄  
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Figure 2.3 Dynamic model interrelation 

[M]

[D]

[K]

Eigensolution

Modal Identification

Spatial model

[Φ]

Modal model

[H(ω)]

Response model

In this equation, the transfer function matrix have sum of all modes k (k = 1, 2, 3, ..., n) 

of frequency factors (the fraction ) and spatial (dyadic product of eigen vectors). As 

this matrix is derived from the dyadic product of a vector with n components, it is 

enough to know n distinct components in order to determine the matrix n × n. 

It has been seen that the dynamic properties of a system with n DOF may be 

describe by three types of models: the spatial model, the modal model and the response 

model. Each spatial model of a structure is characterized by the matrices K, C, M and 

the vectors  and , it correspond to a frequency response model defined by the 

matrix  and the spectra  and , and also to a modal model consisting 

of the modal vector  and scalar   ,   ,   ,   and   for (k = 1, 2, 3, ..., n). 

Modal analysis, as an experimental or numerical technique is designed to identify the 

parameters of modal model from spatial or frequency response model. In the 

experimental area, modal analysis approach is generally as follows:  
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Figure 2.4 Experimental modal analysis stages 

Frequency model  

Modal model  ,   ,   Structure meshing 

Spatial model    ,  

2.2.1 Establishment of temporal model  

The structure under study is positioned with the representative support conditions 

and is discretized into a set of measuring points. It is then excited at one point s with a 

force t . Simultaneously responses t  at each point r of the structure and the 

excitation force t  is recorded. The temporal model (time domain) of the structure is 

then completely determined by the functions t  and t  measured during the 

experiment. 

 

2.2.2 Transformation of the temporal model in frequency model 

The temporal model characterized by measured functions  and   is 

converted into a set of complex spectra  and  with a Fourier-transform 

(generally discrete Fourier transform and Fast Fourier Transform or FFT). Transfer 
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Figure 2.5 Identification of the third mode from the transfer function of the structure 

functions (also called frequency response functions)  are then calculated using 

the quotient ⁄  of frequency response spectra  and 

excitation . The frequency model is then completely defined when a row or 

column of the matrix  is determined.  

2.2.3 Estimation of modal parameters 

The modal model is created by identifying the set of modal parameters   ,   , 

 and    for all modes k (k = 1, 2, 3... n) from the frequency model . Because 

of inertial effects, the dynamic response of the structure is, however, usually dominated 

by the influence of the modes of lowest eigen frequencies, so it is possible to address 

only a limited number of modes without losing information on the dynamics of whole 

structure under investigation. Each mode requires the determination of eigen vector  

with n components and at least two modal parameters (  and ), the identification 

problem to be solved become rather complicated at given the large number of 

parameters to be extracted. However, thanks to the local characteristics of the resonance 

peaks, the identification of modal parameters can usually be done independently for 

each mode or each group of modes (Figure 2.5). 
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2.3 NON-CONTACT VIBRATION MEASUREMENTS 

TECHNOLOGY 

The main purpose of experimental modal setup developed for this work is to 

measure eigen frequencies and mode shapes of aluminum foam samples, as precisely as 

possible and noninvasive. The objective is to obtain a wide range of experimental 

values that serve as targets for the mixed numerical experimental identification 

technique. The experimental measurement conditions should ensure optimal correlation 

with the numerical simulating model. Thus, the experimental method must be well 

controlled and reproducible and should be very accurately simulated in a FE model.  

A high correlation between the experimental conditions and FE modelling can be 

ensured by selecting and carefully controlling the boundary conditions of the test 

specimen under investigation. The boundary conditions include the support of the 

specimen, the dynamic excitation technique, effect of the vibration response 

measurement system and the effect of vibrations from surroundings (environmental 

conditions). 

The development process of the vibration measurement technique aims to measure 

the vibration response of the test specimen by maximum mastering the experimental 

boundary conditions. In the field of modal analysis, this objective is the minimization of 

any effects of added mass to specimen, or additional external rigidities and external 

damping effects, which are more difficult to control. The optical measurement methods 

can minimize the effects of added mass and stiffness and external damping, in this 

category, the method of laser Doppler interferometry is the only one to provide an 

excellent frequency resolution and high dynamic in a frequency range sufficient to 

measure aluminum foam specimens. Thus, in order to minimize these undesirable 

effects, the commercial optical measurement system, Polytec Scanning Vibrometer is 

used for response measurements. Moreover, as this method can be automated by 

redirecting the laser beam to change the point of measurement, it is easy to perform 

measurements of mode shapes with a spatial resolution sufficient for identification 

purposes. 



Chapter 2                                                                                         Experimental modal testing and analysis 

(2.10) 

2.3.1 Polytec Laser Doppler Vibrometer 

Commercial Laser Doppler Vibrometer (LDV) systems consist of two major 

components: the optical sensor and the data acquisition system. The optical sensor 

contains the actual laser, the optical elements, and electrical components needed to 

spatially position the laser beam. The controller processor, containing the electronic 

components needed to process the velocity information provided by the optical sensor, 

constitutes the interface between the interferometer and the data acquisition computer. 

The data acquisition system consists of the equipment and software needed to 

manipulate the scan mirrors and to acquire the velocity data.  

Commercial system Polytec Scanning Vibrometer (PSV) a product of Polytec is 

available at institute (Institute of Mechanics and Mechatronics, TU Wien). The Polytec 

system is a modified Mach-Zehnder interferometer, which allows the laser beam to exit 

from the "inner" interferometer cell and to hit the external target. A linearly polarised 

He-Ne laser is employed as a light source, which has polarisation orientated at 45° to 

the horizontal plane. 

Polytec uses as coherent light source a multi-mode (in the longitudinal direction) 

Helium-Neon laser, linearly polarised with an output power between 2.2 and 3.0 mW. 

This fact means that there are several modes of oscillation, with different wavelengths, 

in the laser length (longitudinal axis), while only a transverse mode is dominant in the 

distribution of light across the beam and this is the uniphase mode TEM00 (characterised 

by its Gaussian profile and circular symmetry). It is important that in the transverse 

direction only one mode occurs, since other transverse modes have frequencies slightly 

different from the TEM00 mode and their beating may be then confused with the 

Doppler signal. On the contrary the occurrence of multi-modes in the longitudinal 

direction is not so critical, because they can be distinguished by their distinct numbers 

of wavelengths within the laser length. In order to privilege one mode (say the one with 

wavelength l) the optical path length travelled by the wave that is twice the cavity 

length (distance between the mirrors placed in the laser oscillator system) must equal a 

whole number of wavelengths: 
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Figure 2.6 Polytec LDV arrangement 
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 2L ŋλ (2.11)

Where L   is the cavity length and ŋ = 1, 2, 3... . In this case the wave passing 

backwards and forwards between the mirrors reinforces itself each time around because 

each successive passage is in phase. The cavity length in the Polytec laser head is 205 

mm [101]. In order to assure that the same longitudinal mode will be emphasized during 

the travel of the laser beam towards to and backwards from the object tested the path 

followed (L ) must be an integer multiple of the cavity length: 
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Figure 2.7 Quarter wave plate working principle 
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Where now ŋ = 2, 3... Since the minimum optical path of the beam must be at least 

twice the cavity length. Lp can be seen as a sort of 'coherence repeat distance' because it 

is the length where the Doppler interference is maximum and the signal output from the 

laser is also maximum. Therefore, if during the operation, a signal level minima is 

encountered, i.e. fluctuations of signal level occur mostly in the course of the laser 

warm-up, a change of the operating distance of half cavity length should resolve the 

problem. 

The Polytec system is a modified Mach-Zehnder interferometer [102]. A third 

polarising beam splitter with a quarter wave plate is introduced at the place of the actual 

moving target (in Mach-Zehnder interferometer) in order to realise a directional 

coupling: the light coming from the laser is directed straight through the object, while 

the reflected beam is deflected downwards to the second beamsplitter. The quarter wave 

plate is used as optical insulator, in order to avoid that the light reflected by the target 

can return towards the laser source. This optical element, also called retardation plate, 

has the main characteristic to modify the polarisation of the wave incident. In the case 

of quarter wave plate the polarisation direction is deviated of 1/4, i.e. 45°. The entry 

beam, coming from the polariser beam splitter, see Figure 2.7, owns a polarisation of 

45° with respect to the plate axis, then it is transformed in a circularly polarised beam 

inside the plate. Being reflected back by the target surface the rotation is inverted and 
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the travel across the plate will transmit to the beam a polarisation of 45° but on the 

opposite direction. Owing this polarisation the light cannot pass again inside the beam 

splitter and it is deviated downwards. 

Therefore, a second difference with the Mach-Zehnder configuration is the 

insertion of a Bragg cell as a device to discriminate the target velocity direction. The 

frequency shift introduced is 40 MHz. The light intensities  and  seen by the 

photodetectors have the following relationships. 

 Ι
1
2

K A 1 cos 2π ƒ
2υ
λ  (2.13)
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1
2

K A 1 cos 2π ƒ
2υ
λ

t (2.14)

Where A is the amplitude of the optical signal of the laser, ƒ  denotes the frequency 

shift (controlled) of the Bragg cell and υ represents the speed of the vibrating object, λ 

is the wavelength of the beam provided by the laser. Both output signals from the 

photodetectors, which actually are photodiodes, are converted to electrical signals. 

Combining them together using a differential pre-amplifier stage the resulting output 

voltage V  is given:  

 V cos 2π ƒb

2υ
λ

 (2.15)

Where K indicated the conversion efficiency. The voltage V   constitutes the output 

signal of the interferometer and it is transmitted to the processor controller where the 

Doppler signal is frequency demodulated to extract the velocity information. To 

improve the signal quality, affected by velocity drop-outs, the Polytec system has 

introduced in the controller an optional device, which is the tracking filter2. The 

continuous nature of the Doppler signal from a solid surface measurement allows 

frequency tracking demodulation. To obtain real time demodulation of photodetector 

signal giving voltage proportional to instantaneous velocity component a tracking filter 

is activated instead of using a conventional spectrum analyzer. The tracking scheme is 

applying the principle of  Phase Locked Loop (PLL), where a Voltage-Controlled 

Oscillator (VCO), controlled via the feedback loop, tracks the incoming Doppler signal 
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Figure 2.8 Polytec system components, work station, controller OFV-3001-S,  junction box 

PSV-Z-040 

[103]. A mixer at the input stage produces an "error" signal between the Doppler and 

VCO frequencies which is band-pass filtered and weighted before being integrated and 

used to control the oscillator to drive the error to a minimum. The feedback loop has an 

associated "slew rate" which limits the frequency response of the processor. The overall 

effect of the tracker is to act as a low pass filter, which output the VCO voltage as a 

time, resolved voltage analogue of the changing frequency. The frequency range of 

interest for most vibration measurements is well within the range of this form of 

frequency demodulation. The tracker incorporates weighting networks, which tailor the 

control of the VCO according to the signal to noise ratios of the incoming signal. The 

network will hold the last value of Doppler frequency being tracked if the amplitude of 

the signal drops below a pre-set level. In this way the Doppler signal effectively drops 

out and careful consideration must be given to the statistics of what is essentially a 

sampled output, especially when high frequency information of the order of a dropout 

period is required. Fortunately for most practical applications this period, typically 0.2 

μs, is negligible. Another option provided within the Polytec LDV is the auxiliary filter, 

which is applied to the force-signal to compensate for filter gain and phase-shifts.  
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Figure 2.9 Polytec scanning head 

A measurement system Polytec PSV 300-F scanning laser Doppler vibrometer is 

available at institute (Institute of Mechanics and Mechatronics, TU Wien), keeping in 

view the advantages of this measurement technique, it is decided to use this 

measurement tool for modal characteristics of the structures. The Polytec Scanning 

Vibrometer measures the two-dimensional distribution of vibration velocities on the 

basis of laser interferometry. The system components are shown in Figure 2.8 and 

Figure 2.9. 

The interferometer signal is decoded in the controller with the velocity decoder. An 

analog voltage signal is thus generated which is proportional to the vibration velocity. 

The junction box is the central connection point between the system components and 

provides the interfaces for peripheral devices. The scanning head (Figure 2.9) consists 

of the interferometer, the scanners to deflect the laser beam and a video camera to 

visualize the measurement object. The measurement data is digitally recorded in the 

workstation. The software controls the data acquisition and offers user-friendly 

functions to evaluate the measurement data. 

The heart of the system is the optical sensor head (OFV-056) which consists of a 

single-point interferometer which focuses the laser beam towards the x-y scanner 

mirrors driven by the scanner driver electronics. Further, a compact video camera is 

installed in the case of the head for the visual observation of the test item and the 

scanning procedure. In fact, by means of a video control box settled on the PSV 

computer, the grid of measurement points to be followed over the structure surface is 

defined on top of the video image displayed on the computer monitor. In order to 
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perform a correct measurement, the laser beam must be aligned to the video image and 

this is done by a calibration routine included in the Polytec software (PSV-200, version 

7.2). This routine automatically corrects parallax errors and distortions to allow accurate 

positioning of the beam. In conjunction with the optical head there is the electronic 

signal processor/controller unit (OFV-3001-S) which controls the measuring parameters 

and processes the output of the laser sensor in order to derive the velocity information. 

This dynamic test system allows to measure vibration velocity ranging from a few 

µm/s to several m/s over a frequencies range from 10 Hz to 250 kHz. The software 

controlling the acquisition system allows easy measurement of transfer function on 

grids of points up to more than 300 × 300 points and provides intuitive function of post-

processing and visualization of Spectra, frequency response functions and measured 

modes.  

2.4 SUPPORT OF THE STRUCTURE 

In the measurements encountered in solid mechanics and structures, the support 

conditions of a test specimen generally represent an important source of side effects 

often not repeatable or easily quantifiable, making it very difficult analytical or 

numerical modelling of actual experiment. The boundary conditions of the plates in the 

static tests are usually common type clamping fixture or simply supported. Although 

this kind of support conditions seem easy to model using FE and appears to provide a 

good correlation between numerical model and measurement technique, it is not the 

case in practice. Indeed, it is almost impossible to achieve a perfect stiffness (fitting 

rigidity) and attempts to achieve a good approximation of these boundary conditions do 

not generally provide repeatable results close to few percent. For example, in the case of 

a simple clamping fixture, the torque of fixing clamping screw can strongly influence 

contact pressure used to hold the specimen and thereby introduce significant variation in 

local stiffness of the fixture. Similarly, the conditions for simple supports in the 

analytical models or FE are not feasible in practice due to the significant thickness of 

actual specimens and local effects of friction and detachment. 
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Figure 2.11 Free-Free support condition for testing structure 

Consideration of the support of the structure under test is an important part of the 

test set-up. The support conditions should be well defined and experimentally 

repeatable if the results of the dynamic measurements are to reflect the properties of the 

structure without undue influence from the support. Unlike static measurement 

methods, experimental modal analysis can fortunately be achieved even in cases where 

the structure is not constrained and is completely free to carry out rigid body motions. 

Using this advantage, it is possible to consider natural homogeneous boundary 

conditions, known as generally free-free boundary conditions. 

The first decision, which has to be taken, is whether the structure is to be tested in 

free-free boundary condition or grounded. It is almost impossible for either of these two 

conditions to be achieved in practice; a grounded structure will have movements at the 

grounding point (usually rotation) and there will be some small restraint of a, nominally, 

free structure. For a structure to be really free, it should be suspended in the air, free in 

space with no holding points whatever. Such a situation is commonly designated as 

‘free-free’ or freely supported and is clearly impossible. However simulation of free-

free condition is very easy to achieve. Although free-free experimental conditions are 
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unrealizable without weightlessness, they can be approached in practice with a high 

accuracy and repeatability while minimizing any effects of added mass as well as 

stiffness and damping of support. The technique used (and probably the most accurate 

too) is that suspend the structure to be measured using thin elastic bands of negligible 

mass and practically contributing almost no stiffness in the transverse direction. Thus 

the test plate is very weakly constrained in this direction, which is ideal for measuring 

the elastic modes of interest. However, adjusting the position of elastic wire on the test 

plate has an influence on the measured modal values, but in general these effects are 

mainly dissipative and essentially change the modal damping ratios. It has actually been 

observed that the position of elastic bands has no significant effect on the measured 

eigen frequencies and the mode shapes. The test plates are suspended with thin elastic 

bands from the top edge of the plate and on the nodal line of the first bending mode, as 

shown in Figure 2.11.  

2.5 EXCITATION OF THE STRUCTURE 

To develop a dynamic model of the structure, it is obviously necessary to excite it 

with a set of forces f t  depending on time. To satisfy the criteria for consistency and 

reliability of the numerical modelling of actual experiments, it is necessary to minimize 

any external effect in particular influence of rigidity and masses that can account for any 

system of dynamic excitation. Among all known dynamic excitation methods, only a 

small number requires no direct contact with the tested specimen, almost all 

conventional methods make additional mass and/or rigidity for excitation of structures. 

At first glance, only impact excitation can be considered the best one, but because of its 

impulse nature, this technique proved incompatible with a measure of dynamic response 

in completely free conditions. Indeed, the impact is not a symmetrical signal; it 

generates significant rigid body motions which completely drown the vibration response 

the test plate. 

The excitation system can affect the dynamic behavior of a structure in just the 

same way as force or response transducer. The size of the excitation system is generally 

much larger than a force or response transducer and, hence, the influence will be 

greater. Various devices are available for exciting the structure and several of these are 
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in widespread use. Basically they can be divided into two types: contacting and non-

contacting. The first of these involves the connection of an exciter of some form which 

remains attached to the structure throughout the test. Whether the excitation type is 

continuous (sinusoidal, random etc.) or transient (pulse, chirp). The second type 

includes devices which are either out of contact throughout the vibration (such as 

provided by a non-contacting electromagnet) or which are only in a contact for a short 

period, while the excitation is being applied (such as a hammer blow). 

Perhaps the most common type of exciter is the electromagnetic shaker in which 

supplied input signal is converted to an alternating magnet field. A coil is placed inside 

the electromagnetic shaker which is attached the drive part of the device, and to the 

structure. In this case, the frequency and amplitude of excitation are controlled 

independently of each other, giving more operational flexibility – especially useful as it 

is generally found that it is better to vary the level of the excitation as resonance are 

passed through. However, it must be noted that the electrical impedance of these 

devices varies with the amplitude of motion of the moving coil and so it is not possible 

to deduce the excitation force by measuring the current passing through the shaker 

because this measures the force applied not to the structure itself, but to the assembly of 

structure and shaker drive. Although it may appear that the difference between this force 

(generated within the shaker) and that applied to the structure is likely to be small, it 

must be noted that just near resonance very little force is required to produce a large 

response and what usually happens is that without altering the settings on the power 

amplifier or signal generator, there is a marked reduction in the force level at 

frequencies adjacent to the structure’s natural frequencies. As a result the true force 

applied to the structure becomes the (small) difference between the force generated in 

the exciter and the inertia force required to move the drive rod and shaker table and is, 

in fact, much smaller than either [104].  

2.6 SUPPORT OF THE EXCITATION SYSTEM 

The support of the excitation system is not quite so important as the support of the 

structure under test, but it should still be considered [105]. Rigid mounting of shaker on 
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the floor or stands is simple and straight forward, but care should be taken to avoid any 

ground transmission between the shaker. 

The other common method of supporting a shaker is by suspension on some kind 

of hoist. Although this is a most convenient arrangement for positioning and aligning 

the shaker, it is important to remember that the shaker on the hoist is now a dynamic 

system in its own right. The shaker will move as a result of the internal force generated. 

The degree of movement will be related to the inertial mass of the shaker, the larger the 

mass, the smaller the movement. This movement of the shaker can cause problems as 

low frequencies when modes of the shaker suspension can be excited. This results in 

excessive motion and can lead to damage of the shaker, push-rod and force transducer. 

A fixture is designed for positioning and aligning shaker, which allowed free 

movement of shaker along x, y, and z axis. When the shaker is positioned and aligns at 

right place for excitation, it is clamped tightly with the nut and bolts. The second 

problem of ground or external vibration transmission to the shaker is avoided by placing 

the whole arrangement of the excitation system on optical table (vibration isolation 

table).  

2.7 ATTACHMENT TO THE STRUCTURE 

The majority of structural excitation techniques in common usage require some 

physical contact with the structure. The objective is to transmit controlled excitation to 

the structure in a given direction and, simultaneously, to impose as little restraint on the 

structure as possible in all other directions. However, to achieve this purpose, the shaker 

must be rigidly attached to the structure and this connection is bound to introduce 

constraints that will affect the force transducer signal. In fact and except in particular 

cases of symmetry, the structure responds to the excitation by both translating and 

rotating, and therefore the shaker (and force transducer) will be affected by a torque that 

will distort the force signal and introduce errors in the measurements. To avoid this, a 

flexible push-rod, or stinger, or drive rod, usually forms some part of the link between a 

shaker ad the structure under test. Ideally, the stinger should have high axial stiffness 

but low lateral or bending stiffness so as to excite the structure axially and to minimise 

excitations in all the other DOFs. However, forces and moments other than the axial 
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Figure 2.12 Shaker and structure attachment (Stinger assembly) 

excitation force component may also be introduced and act on the test structure and 

influence the force and/or response measurements. This will cause a systematic error in 

the measurement. 

Some cares must be taken while designing a stinger, like, if the stinger is made too 

long, or too flexible, then it begins to introduce the effects of its own resonances into 

the measurements and these can be very difficult to extricate from the genuine data. For 

most general structures, an exposed length of some 5-10 mm of 1 mm diameter wire is 



Chapter 2                                                                                         Experimental modal testing and analysis 

(2.22) 

found to be satisfactory [104]. Keeping these precautions in mind a stinger is designed 

so that it is relatively flexible to lateral and rotational motions between its ends, but very 

stiff axially. The designed stinger and other parts of assembly of the structure-shaker 

attachment fixture are shown in Figure 2.12. The locking screw bush fixtures at each 

end allow for simple adjustment of the stinger length, which simplifies the positioning 

of the shaker along the excitation direction of the free-free structure under investigation. 

The washer headed screw is bounded with the stiff glue, impedance head is installed on 

this washer headed screw and in attached to the shaker through the designed stinger 

assembly, as shown in Figure 2.12. Once set up, the push-rod linkage is then easily 

positioned, removed or replaced, thereby avoiding damage to the shaker or structure 

either overnight, or while transducers are being repositioned. 

2.8 MEASUREMENTS BY SCANNING LASER VIBROMETER 

Two-dimensional vibration Operating Deflection Shapes (ODSs) of structures can 

be derived by measuring FRFs on a grid of points selected over the test structure. The 

measurement philosophy is the same as that which uses accelerometers moved across 

the grid. The evident advantage is the use of a non-contact transducer, as in a laser 

sensor, and the automation of the measurement technique together with the time saving 

that can be achieved. The experiments were performed on four simple aluminum foam 

rectangular plates, in free-free condition and excited in a range of frequencies between 0 

and 5 kHz, using a pseudo-random excitation via an electromagnetic shaker attached to 

the structure, as shown in Figure 2.13. 

The laser was made to scan step by step over a grid of 1044 points (the big plate 

case) as shown in Figure 2.14. The velocity range set for the velocity decoder was 125 

mm/s/V which represents the scale factor between the actual point velocity and the 

vibrometer output voltage. The acquisition was performed by activating the tracking 

filter and the 'Signal Enhancement' routine to improve the signal quality. Furthermore, a 

third option was selected via software: the so-called 'Remeasure' option whose purpose 

is to reject measurement points which do not have a valid status (i.e. during the 

acquisition there was an over-range or the signal level was low) and to remeasure again 

in the same location until the signal quality is acceptable. 
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Figure 2.13 Experimental configuration 
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 'Signal Enhancement' and 'Remeasure' routines have the sole disadvantage of 

increasing the acquisition time of the test but it is worth using them to achieve good 

output signals for most of the points on the grid. In order to minimise the noise level, 

averages were also performed; in the experiment included here thirty averaging were 

found to be sufficient to obtain the optimal measuring response. Vibrometer output 

signals and reference signals, acquired from a force transducer attached to the plate, 

were measured at each point with an antialiasing (low-pass) filter activated. The 

analogue signal had to be sampled for a certain amount of time with a suitable sampling 

frequency, namely 2.56 times bigger than the frequency bandwidth chosen for the 

measurement (5 kHz). The numbers of samples which the analogue signal will be cut 

into are defined, again, as 2.56 times the FFT lines set in the PSV data acquisition (6400 

lines in the actual experiment). From these data the time required to measure the 

velocity at one point could be calculated as: 
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6400 2.56
5000 2.56

1.28 s 
(2.16)

For an area scan, the total measurement time can be derived as the following product: 

  

  1.28 1044 30

40889.6 11.136  
(2.17)

In reality, together with this ideal quantity, additional times must be considered: 

 time required for remeasuring measurement points which do not have a valid 

status; 

 time necessary for waiting until the scanner mirror is at rest, which is set by 

default at 10 ms. The so-called settling time must be greatly emphasised as the 

mirrors should be in a stable position before the measurement starts, otherwise 

the laser spot on the structure will not be steady on the selected measurement 

point and the relative motion between laser beam and tested surface will produce 

speckle pattern motions with consequential dropouts. 

The measurement time will increase further if additional facilities for signal quality 

improvement (i.e. signal enhancement) are selected. The total acquisition time for the 

actual test (1044 points) was in excess of 12 hours. 
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Figure 2.14 Grid of measurement points on testing structure. 

During the acquisition, an on-line processing of the data could be carried out. In the 

PSV software FRFs were stored for each point on the grid. They were derived at each 

measurement point by dividing the Fourier spectrum of the vibrometer output, at the 

actual acquisition point, by the reference signal, taking into account the averages. Since 

the quantity measured by the laser is a velocity, the resulting FRF will be mobility, 

estimated with averaged measurement values (H1 estimator), i.e. output noise on 

vibrometer channel is suppressed. The transfer mobility between the measurement point 

A and the excitation point B, illustrated in Figure 2.14, is shown in Figure 2.16. 

After the area scan had taken place, FRFs for all valid measurement points would 

be saved in order to be post-processed by using the standard PSV200 presentation 

module. Velocity maps for each resonance frequency chosen within the average 

spectrum of all grid points could be displayed. These patterns could be seen as ODSs at 

the selected frequency. Modal analysis was not performed on the data acquired, and 

therefore it is not appropriate to use the expression of "mode shapes". 

Point B 

Point A 
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Figure 2.16 Transfer mobility at point 37 

Two frequencies were selected: 282 Hz (2nd resonance) and 1524 Hz (12th 

resonance). Values of velocity/force at each measurement point are shown in Figure 

2.15, plotted against the x and y coordinates of the points in a 3-D reference system. 

 

2.9 EXTRACTION OF MODAL PARAMETERS (MODAL 

ANALYSIS) 

Once the experimental conditions are under control, dynamic measurement of the 

test specimen is carried out under ideal excitation and measurement conditions. The 

Figure 2.15 ODS @ 282Hz and 1524 Hz 
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transfer functions of the structure type velocity/force is calculated by the internal 

software system PSV200 and an average of several measurements is performed to 

further increase the quality of the experimental frequency model. 

The frequency model is established, it is now necessary to extract the different 

modal parameters in the measured frequency range. Conventional techniques for 

extracting modal parameters are all based on the same principle that consists of 

identifying, from the frequency model  (or time in some cases), all the modal 

parameters   ,  ,  and   for all modes k (k = 1, 2, 3... n) in the measuring 

range. This identification is generally performed using an optimization method (e.g. 

least squares type) trying to minimize the overall difference between the measured 

transfer functions (considered as the actual transfer functions) and theoretical transfer 

functions synthesized from modal parameters identification. 

2
 

(2.18)

Among all modal extraction methods, the most common is based on the assumption 

that in the vicinity of the k-th resonance peak, the transfer function can be approximated 

by a frequency response function of a simple oscillator type single degree of freedom. 

Algebraically, this means that the magnitude of FRF is effectively controlled by one of 

the terms in the series that being the one relating to the mode whose resonance is being 

observed.  This technique, commonly known as SDOF (Single-Degree-Of-Freedom) 

modal extraction method, allows to retrieve correctly and relatively simple modal 

parameters of modes whose resonance peaks are clearly separated and the modal 

damping is low. It is based on identification of measured transfer functions h jω  

using the following simplified approximation. 
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Figure 2.17 Polytec PSV 200 for parameter extraction using SDOF. 

2

2

2
 

(2.19)

For ω in the vicinity of the natural frequency ω  and where R  and R represent the 

inertial and elastic residues respectively, whose sum  R  is generally ignored in 

identification. This simple technique has the advantage of almost directly identify the 

eigen frequencies based on the resonant frequency amplitude and easily reconstruct the 

shape of the eigen modes by extracting the imaginary component of the transfer 

function displacement/force at the same frequency. 
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PSV200 system automates this task and requires the user select a frequency band in 

which the software will seek mode to extract. For this technique to work properly, 

however, requires that the residues of the neighboring modes of identified mode k are 

negligible, which is not always the case. The unexpected side effects that can occur with 

this extraction method are as follows: 

 The eigen frequency can be distorted in a large proportion if close modes perturb 

the resonance peak of desired mode. This effect is also present to a lesser extent 

if desired mode, even though isolated from others, is highly damped. 

 The extracted mode shapes are even more perturbed by the presence of modes 

near the eigen frequencies, so it is sometimes difficult to reconstruct precisely 

shape of an isolated eigen mode. The use of a SDOF method based on the 

adjustment of a circle in the Nyquist diagram (Circle Fitting) allows obtaining 

better results, but generally requires manual processing to be really effective. 

The source of the most commonly observed error comes from the fact that the 

desired mode k identified by SDOF method is often a complex superposition of 

the desired mode and one or more close modes. It should be noted however that 

contributions from neighboring modes have usually slightly different phase, so 

that it is sometimes possible to distinguish the approximate shape of each of the 

contributions in a temporal animation of identified mode. 

The purpose of the modal measurement technique developed here is to measure 

precisely a large number of modal quantities, the density of modes in the measured 

frequency response functions is generally very high (approximately 10 to 20 modes in 

the measured frequency range). This high modal density introduces coupling effects 

such that it is not possible to extract the eigen frequencies and especially the eigen 

modes with a SDOF modal extraction method. Indeed, even under ideal measurement 

conditions, a significant number of modes are often too close, even with low structural 

damping, considered to be decoupled. It is then necessary to use a modal analysis 

method based on simultaneous identification of multiple modes k (k = k0, k0 + 1, ..., k0 

+ m) based on a minimization problem in the sense of least squared deviation between 

the measured transfer functions  and synthetic  frequency response functions of 

the form :  
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2

 (2.20)

For   ∆  ,   ∆  included in the vicinity of ∆  of desired eigen 

frequency and where  and  again represent the inertial and elastic residues of 

identification. 

By analogy with the SDOF method, this class of techniques is called MDOF 

(Multiple-Degree-Of-Freedom). MDOF curve fitting algorithms developed for fitting 

FRFs can be grouped into three classes: 

Local MDOF curve fitting: These methods operate on one measurement at a time, 

but they can simultaneously estimate the parameters of multiple modes at a time. If a set 

of FRFs contains modes which are heavily coupled (resulting from the combined effect 

of heavy damping and small modal frequency separation), then an MDOF fitter is 

usually required to adequately identify the modal parameters. These fitters typically 

apply expression (2.18) to the data in a least squared error sense. That is, a set of 

parameters for two or more modes is found which minimizes the squared difference 

between the FRF data and the model, with modes > 1. 

Global curve fitting: Expression (2.18) makes it clear that all of the FRFs of a 

structure contain the same denominator, hence the same modal pole locations. Only the 

numerators, or residues, are different from measurement to measurement. Global curve 

fitting take advantage of this fact and use all, or a large number of, the FRFs to estimate 

the poles first, and then estimate the residues during a second pass through the data. 

This process yields one global estimate of frequency and damping for each mode, and 

usually provides better mode shape estimates, especially near nodal points where a 

mode’s residues are small and not well defined. 

PolyReference curve fitting: This class of curve fitting extends the idea of a global 

fitter to include multiple references, or multiple rows or columns, of the FRF matrix. 

PolyReference curve fitting method obtains additional estimates of the mode shape by 

curve fitting multiple rows or columns of data from the FRF matrix. These multiple 
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estimates are then combined in a manner which favors the references where each mode 

is more strongly represented, (i.e. its modal participation is greater), to yield a better 

estimate of each mode shape. Repeated roots, (i.e. two or more modes at approximately 

the same frequency but with different mode shapes), can also be found from multiple 

rows or columns of FRF data. A single row or column is not sufficient for this.  

As these processes for modal analysis are relatively complex to properly implement 

from numerical point of view and they require a user-friendly interface to be effective, 

given the available time, to develop internally such methods are not tried. In the market 

of modal analysis software packages, there are indeed a large number of programs that 

implement various versions of these modal parameters extraction methods and generally 

allow direct import of the measurement data from PSV200 system into the universal 

(UNV) file format. 

After a comparison of these programs, LMS Test.Lab software that combines 

benefits of fast computing, friendly user and import data of wide variety of file formats 

is selected. In addition, the curve fitting technique implanted in this software is based on 

an approach called "PolyMAX". This technique is regarded today as being more 

accurate and robust MDOF modal analysis method. 

The new LMS PolyMAX is part of the LMS Test.Lab Structures solution for 

Modal testing and analysis and LMS PolyMAX provides a state-of-the-art modal 

parameter estimation [106]. LMS Test.Lab Structures is an integrated suite of 

applications covering the range of structural dynamic engineering completely. A 

dedicated modal analysis module automatically accesses the measurements taken by 

PSV 200, to compute the modal parameters: mode shape vector, resonant frequency, 

damping factor and modal mass. The new LMS PolyMAX method brings a 

revolutionary modal parameter estimation technique that is easy to use, quick to 

perform, substantially reduces operator-dependant judgment, and that delivers high 

quality modal parameter estimations, even on complex data.  

The LMS PolyMAX method is a further evolution of the least-squares complex 

frequency-domain (LSCF) estimation method. That method was first introduced to find 

initial values for the iterative maximum likelihood method [107]. The method estimates 
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a so-called common-denominator transfer function model [108]. It was found that these 

“initial values” yielded already very accurate modal parameters with a very small 

computational effort [107, 109, 110]. The most important advantage of the LSCF 

estimator over the available and widely applied parameter estimation techniques [111] 

is the fact that very clear stabilization diagrams are obtained. A thorough analysis of 

different variants of the common-denominator LSCF method can be found in [110]. A 

complete background on frequency-domain system identification can be found in [112]. 

 It was found that the identified common denominator model closely fitted the 

measured frequency response function (FRF) data. However, when converting this 

model to a modal model by reducing the residues to a rank-one matrix using the 

singular value decomposition (SVD), the quality of the fit decreased [109]. Another 

feature of the common denominator implementation is that the stabilization diagram can 

only be constructed using pole information (eigen frequencies and damping ratios). 

Neither participation factors nor mode shapes are available at first instance [113]. The 

theoretically associated drawback is that closely spaced poles will erroneously show up 

 

Figure 2.18 Stabilization diagram by applying PolyMAX estimation method. 
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as a single pole. 

These two reasons provided the motivation for a polyreference version of the LSCF 

method, using a so-called right matrix-fraction model. In this approach, also the 

participation factors are available when constructing the stabilization diagram. The main 

benefits of the polyreference method are the facts that the SVD step to decompose the 

residues can be avoided and that closely spaced poles can be separated. The method was 

introduced in [106, 113].  

2.9.1 Steps of applied technique for modal extraction  

Finally, the steps of a typical modal extraction process are described. The various 

stages of this procedure are as follows: 

1. Export of the transfer functions measured from the PSV200 into a UNV file 

format. 

2. Import of the data into LMS Test.Lab and making some small modification to the 

data, to make it compatible with the LMS Test.Lab software for modal analysis. 

3. Modal analysis of experimental data in LMS Test.Lab using LMS PolyMAX 

estimation method. 

a. The first step is to establish the stabilization diagram to determine the true 

modal frequency, damping and participation factors. The values of rank 

(order), freq, damp and type (pole, vector or stable etc.) at the bottom of the 

stabilization diagram can be seen by placing the mouse cursor on the pole in 

stabilization diagram. 

b. A modal indication function (MIF) measuring the probability of a mode as 

function of frequency is then calculated relying preferably on the amplitude 

of the measured transfer functions (Figure 2.17). This step generally helps to 

identify the number of modes present globally in the selected frequency 

range, but can sometimes provide an inaccurate estimate. The user must 

manually check the number of phase jumps and the peaks present. 
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c. Visually inspecting the symbols in the stabilization diagrams, which are 

based on similarity in frequency, damping ratio and/or mode vector between 

poles belonging to subsequent model order: o-type represents unstable 

poles; f-type represents frequency within a given precision is stable, v-type 

represents frequency and modal  participation factors is stable , s-type 

means the pole’s frequency, damping and pole vector are stable within the 

tolerances, d-type means the pole’s frequency and damping do not change 

within the tolerance. Search for a vertical column of poles, especially the 

column, which contain lot of s-type and d-type poles. It is not important that 

this column should exist at the lower model orders, nor that it is a straight 

column at the lower orders. 

d. Checking the s-type and d-type poles in the selected column and search for 

the pole in the column that is most stable in frequency and which stabilizes 

in damping. 

e. Based on the user-interpretation of the stabilization diagram, computation of 

the mode shapes and the lower and upper residuals in a least-squares sense 

is performed. 

4. Evaluation of the quality of identified modes and selection of modes. 

a. The auto Modal Assurance Criterion (MAC) is used to investigate the 

validity of the estimated modes within the same mode set. If mode shape 

vectors are estimates of the same physical mode shape, the modal assurance 

criterion should approach unity (100%). If mode shape vectors are estimates 

of the different physical mode shapes, the modal assurance criterion should 

be low. A high quality mode set must correspond to a MAC matrix close to 

identity matrix. In this case, the non-diagonal terms are also of interest, each 

of these terms symbolizes some sort of coupling of mode pair.  

b. For proportionally damped systems, each modal coefficient for a specific 

mode of vibration should differ by 0° or 180 °. The Modal Phase Colinearity 

(MPC) is an index expressing the consistency of the linear relationship 

between the real and imaginary parts of each modal coefficient. This 
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concept is essentially the same as the ordinary coherence function with 

respect to the linear relationship of the frequency response function for 

different averages or the modal assurance criterion (MAC) with respect to 

the modal scale factor between modal vectors. The MPC should be 1.0 (100 

percent) for a mode that is essentially a normal mode. A low value of MPC 

indicates a mode that is complex (after normalization) and is an indication 

of a non-proportionally damped system or errors in the measured data 

and/or modal parameter estimation. 

c. Another indicator that defines whether a modal vector is essentially a 

normal mode is the Mean Phase Deviation (MPD). This index is the 

statistical variance of the phase angles for each mode shape coefficient for a 

specific modal vector from the mean value of the phase angle. The MPD is 

an indication of the phase scatter of a modal vector and should be near 0 ° 

for a real, normal mode. 

d. The eigen modes that do not meet the MAC, MPC or MPD criteria are 

either removed from the table of modal vectors, or identified again by curve 

fitting by changing slightly the frequency range of extraction or the number 

of identified modes simultaneously. 

5. For further procedure of mixed numerical experimental identification of 

constituent properties, the modal data (mesh, frequencies, damping and mode 

shapes) are exported into a UNV file format.  

Finally, using the proposed modal testing and analysis technique, it is possible to 

extract a large number of eigen modes (average between 10 and 20) with an excellent 

quality of mode shapes, even when the modes are relatively close and the internal 

damping becomes important. In general, approximately 80% of found modes in the 

selected frequency range can be extracted with sufficient accuracy for further use in 

mixed numerical-experimental identification process.  
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CHAPTER  3. MATERIAL AND MODELLING 

3.1 OBJECTIVE 

An accurate and efficient numerical model is of prime importance for developing a 

powerful mixed numerical experimental identification technique. In the context of 

mixed numerical experimental identification technique, the role of the simulation model 

is to provide an assessment to the response of the tested specimen for variable identified 

parameters. During the iterative solution of the inverse problem of mixed identification, 

consistency and accuracy of numerical model directly influence the accuracy of 

identified parameters. In order to ensure their determination with a good degree of 

precision, numerical solution of the problem needs to be as sensitive as possible to all 

the identified parameters. The FE method is the most attractive method for dealing with 

such problems. It is possible to incorporate various FE models which improve the 

accuracy of the solution, simplify the formulation, introduce numerical stability and 

guarantee convergence, and cost-effectiveness of computation. In addition, because of 

the iterative nature of mixed identification procedures, computational efficiency of the 

software solving numerical directly determines inevitable productivity and performance 

of mixed identification technique.  

3.2 MATERIAL SPECIFICATION 

The specifications of test specimen are listed in Table 3.1 below. Specimens are named 

in the present work as follow. 

Alporas _ X X 

                            Sample number 
2: with low density    
3: with high density  

                              Size 
B:  Big  plate  
S: Small plate 

                    Material name 
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Table 3.1 Specification of aluminum foam specimen 

Material Size (cm3) 
Average density 

(g/cm3) 

Experemental 

response mesh 

Density mesh 

measured by 

CT 

Alporas_B2  49.6×40×3.02  0.247  36×29 55×40×5 

Alporas_B3  49.7×40×3.09  0.466  36×29 55×40×5 

Alporas_S2  40×31.2×3  0.246  32×26 40×35×5 

Alporas_S3  40×31×3.02  0.443  32×26 40×35×5 

Alporas foams were supplied as large plate, 2000 × 400 × 30 mm3, without skin on 

the outer surface which cut into smaller panels with the dimensions mentioned in Table 

3.1. The density of individual specimens was calculated by weighting the specimens on 

a balance and measuring their dimensions using a digital calliper. Dimensions, relative 

densities, experimental response mesh (measured by scanning laser vibrometer) and the 

density mapping mesh measured by CT are summarised in Table 3.1. 

3.3 VISCOELASTIC CONSTITUTIVE MODELLING 

In general, the constitutive behavior of viscoelastic materials might be said to 

depend upon the frequency, working temperature, amplitude and type of excitation 

[114-117]. A mathematical model considering all these effects simultaneously has not 

yet been developed, is very difficult to conceive and in practice has somewhat limited 

interest and applicability. Thus, for simplicity, since the amplitude and type of 

excitation effects have been reported to be of reduced importance, these parameters are 

often overlooked. However, the temperature and frequency dependent mechanical 

properties of the viscoelastic materials still introduce serious difficulties in the 

definition of an accurate mathematical model able to simulate properly the dynamic 

behavior of the damped structure. Therefore, for practical reasons, isothermal conditions 

are usually assumed in the simulation conditions and merely the frequency dependent 

constitutive behavior is directly taken into account upon the constitutive mathematical 

model. Following this assumption, the design of passive viscoelastic damping 
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treatments, for broad temperature range applications, is usually conduced at several 

constant temperature levels, selected within the temperature range, considering 

isothermal conditions. 

The three primary mechanisms of damping which are important in the study of 

mechanical systems are: namely internal (or material) damping, structural damping (at 

joints and interfaces) and fluid damping (through fluid-structure interaction). In current 

work, interests are in modelling material damping. Material damping, referred to as 

internal damping, is the phenomenon within the material in which energy is dissipated 

[118]. Damping plays an important role in attenuating the response of system at 

resonance. Understanding material damping is an important step in the development of 

the analytical tool that is needed by design engineers.  Since the first experimental 

observation of material (or internal) damping performed by Coulomb [119], where he 

not only hypothesized regarding the microstructural mechanisms of damping but also 

undertook experiments which proved that the damping of torsional oscillations is not 

caused by air friction but by internal losses in the material, over the following centuries 

different methods to characterize frequency dependent damping, in general, and the 

viscoelastic material’s constitutive behavior (viscoelastic damping), in particular, were 

proposed [120]. 

The integration of the damping properties in a modal identification process needs 

to have a numerical modelling tool that can provide the modal properties of a damped 

structure. To incorporate the material damping character in mixed numerical-

experimental identification technique for determination of materials elastic properties, it 

is necessary to adopt FE code which is capable to extract the damped modal properties. 

The desire to include damping effects in a simulation of the dynamic behavior of a 

structure using the FE method is to pose an eigenvalue problem arising from a model of 

dissipative physical behavior. In order to integrate these aspects in simulation model, 

the FE software should have the capabilities to solve the corresponding complex 

eigenvalue problem. 
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3.4 DAMPING MODELLING AND SOLUTION APPROACHES 

In engineering practice, the quality of a vibration model of a mechanical system is 

essential for a wide range of applications such as, the prediction of system dynamic 

behavior, damage detection, system design and optimization. Most mechanical systems 

exhibit damped dynamic behaviors, which may prevent the systems from being 

accurately identified since understanding of damping mechanisms is still quite 

primitive. Therefore, the estimation or identification of damping models is always the 

central topic in experimental modal analysis. By far the most common damping model 

employed in practice is the so-called 'proportional damping' or 'Rayleigh damping' 

introduced by Rayleigh [121], which is linear and supposed to be determined only by 

the instantaneous generalized velocity. And the damping matrix is assumed to be a 

linear combination of system's mass and stiffness matrices and hence real normal modes 

as those of the undamped case can be preserved. Caughey [122] presented the general 

conditions on the form of proportional damping matrix, under which a damped system 

processes classic real normal modes. A series expression for damping matrix in terms of 

mass and stiffness matrices was proposed by Caughey and O'Kelly [123] so that a 

damped system can be decoupled by real normal modes. And it was also shown that the 

Rayleigh damping is just a special case of this general expression. Since the 

proportional damping matrix can be diagonalized simultaneously with the mass and 

stiffness matrices using real normal modes, a proportionally damped system can be 

decoupled into a set of principal single-degree-of-freedom (SDOF) systems. Based on 

the decoupled damped system, for majority modal analysis applications  [104, 124], 

general expression of frequency response function (FRF) in the form of real normal 

modes can be derived. Then the damping parameters can be easily estimated using 

measured FRFs and the modal damping matrix (viscous or hysteretic) can be 

established by using the normal mode theory. 

However, most practical structural systems under modal testing possess general 

non-proportional damping and hence exhibit complex mode behavior. For a non-

proportionally damped system, the equations of motion cannot be decoupled in the 

modal coordinates due to the non-diagonal nature of the modal damping matrix. And 

consequently the system possesses complex modes instead of real normal modes. From 
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the viewpoint of mathematics, complex modes refer to the complex solution of the 

eigenproblem of a general damped system, which can be transformed into the 

vibrational characteristics of the system. For complex modes, each natural frequency 

and mode shape of the system is described in terms of complex quantities. In spite of 

lots of research efforts, understanding and identification of complex modes is not as 

well developed as those for real normal modes. To overcome the difficulties induced by 

the existence of complex modes in the identification of a mechanical system, real 

normal modes are usually required in experimental modal analysis. Ibrahim [125], Lin 

and Ibrahim  [126] and Chen et al. [127] proposed methods to obtain the best real 

normal modes from identified complex modes. The extracted normal modes were then 

used to construct a proportional damping model together with modal damping matrix. 

Proportional damping is well understood and commonly accepted in the description 

of damped dynamic behavior of a system. Based on a generalized proportional damping 

model, Adhikari [128] presented a method for identification of damping matrix using 

experimental modal analysis in the case where the system to be identified is effectively 

proportionally damped and the modes almost complex. In view of identification of 

damping in time domain, Gaylard [129] presented an improved weighted matrix integral 

of system response functions to identify proportional damping model by introducing a 

state-space approach. Angeles and Ostrovskaya [130] proposed a method to extract 

proportional damping component of an arbitrary damping matrix, which approximates 

optimally the original damping matrix in the least-square sense. However, even results 

drawn from the best proportional-damping approximation can be practically misleading 

in most cases. 

In 1990s, a large number of literatures were devoted to the investigation of non-

proportional damping of a mechanical system [131-134], which still remains an issue in 

modal parameter estimation. A few effective methods have been developed to identify 

non-proportional damping matrix from experimentally measured complex modes in 

case of lightly damped structures [135-137]. Woodhouse [135] discussed linear 

damping models: the familiar dissipation-matrix model and the general linear model and 

presented simple expressions for complex modal data and transfer functions. Following 

this idea, Adhikari and Woodhouse [136] presented a first order perturbation method to 
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obtain a full viscous (non-proportional) damping matrix from complex modal data in 

the case of sufficiently light damping. This method constructs the physical damping 

matrix using the inverse transformation of the modal damping matrix from the 

decoupling of the damped system. The two authors [137] further developed the first 

perturbation method to identify a non-viscous (non-proportional) damping model by 

using experimentally identified complex modal data together with the system mass 

matrix. Prells and Friswell [138] considered to determine symmetric non-proportional 

modal damping matrix using real normal modes and undamped natural frequencies 

based on a generalized modal model of a system. In this case the modal damping matrix 

is symmetric but non-diagonal due to non-proportional damping. Kasai and Link [139] 

presented a measure of non-proportional damping in terms of damping ratio based on 

the investigation of the difference between proportional and general viscous damping 

models. 

To date, most proposed methods to identify or estimate damping whether it is 

proportional or non-proportional [128-139]  are based on a viscous damping model, 

whose mechanism is well understood. In fact, for simplicity in engineering calculation 

and analysis, both viscous damping and hysteretic damping models are generally 

adopted to describe damping properties in linear vibratory mechanical systems  [104, 

124]. They are also the most often encountered damping types in practice. Although 

other damping models have been proposed from time to time, it has become common 

practice in modal analysis that either a hysteretic or viscous damping model can be 

readily used in the interpretation of measured vibration data. However, no verification 

has been made as to show whether or not this kind of arbitrary interpretation is 

physically reasonable. Due to the uncertainty of the type of damping model in practical 

complex structural systems, it is important to demonstrate theoretically whether this 

arbitrary choice of damping model will cause large errors in the estimation of modal 

parameters. Because these parameters are regarded as accurate ones once estimated and 

they are to be used with confidence to establish the system's mass and stiffness matrices 

or modify these matrices of the analytical model which are modeled using FE Method. 

A large number of studies [125-139] have ignored this topic, which may have an effect 

on the identified results of the modal analysis for a damped system. The primary 

research work on the issue was conducted by Balmes in Ref. [140], where an 
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identification procedure was proposed to extract the normal modes from the 

experimental complex modes. Meanwhile, the relation between normal modes 

(hysteretic damping case) and complex modes (viscous damping case) was investigated 

in details. It was found that the normal modes are clearly associated with the complex 

modes in terms of modal damping model and eigenvectors in the case of a 

proportionally damped system. In fact, for the general mechanical systems with same 

mass and stiffness matrices and different damping properties (such as viscous damping 

or hysteretic damping), there may exist a relationship between the modal models of 

these two systems since they have the similar FRF models, which may also represent 

systems' dynamic characteristics in nature. If this relationship can be shown, it may help 

to understand the difference between the same systems with various damping models 

and choose a suitable damping model for a mechanical system when modal analysis is 

performed. 

The relationship between viscous and hysteretic damping models in proportional 

case and general non-proportional case are explained by R.M. Lin [141]. Based on the 

identified results of seven simulated numerical examples and an experimental test, the 

author shows that the error for the estimation of modal parameters due to the wrong 

interpretation of damping model (data from viscous damping model have been 

interpreted as hysteretic one or vice versa) is really very small. And in the case that the 

damping is distributed, for either types of damping, there exists a physically sensible 

(positive-definite or semi-positive definite) equivalent damping matrix on the basis that 

these two systems (in fact, only the damping matrix is different) have the same response 

model. On the other hand, however, if the damping is localized in the system, the 

correct interpretation of damping model becomes greatly important. Because if the 

mathematical model of damping is sought (damping matrix of the system), in this case 

there are no physically sensible equivalent damping matrices on that basis. 

Several models with dissipative behavior are described in the literature, some are 

available in the commercial FE codes. Among the most common models in mechanical 

vibration include: viscous damping, proportional viscous damping or Rayleigh and 

hysteretic or structural damping. 
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3.4.1 Viscous damping model 

The model with a viscous damping is assumed that the dissipative effects are 

proportional to the velocity. The mechanical analog that best fits this model is a 

dashpot. The simple constitutive relationship for a dashpot indicates that the force in the 

fluid depends on the rate the dashpot is displaced, or equivalently the velocity of the 

dashpot. The derivation of equation of motion, the eigenvalue problem and the 

frequency response functions for this type of model is presented here.  

3.4.1.1 Derivation of the equations of motion 

The general equation of equilibrium of elastodynamics is simply the equilibrium 

equation of elastostatics with an additional inertial term. It can be written as [104, 124, 

142, 143], 

, , , 0  Ω  (3.1)  

where  denotes the vector associated with the stress tensor,  is the body force per 

unit volume,  is the displacement vector of a point in x-coordinate,  is the mass 

density, represents a transpose,  represents the derivative operator and  is time. 

Consider a model where the viscous dissipative effects are assumed to be 

proportional to the velocity and material strain rate. In this case, the damping has a 

component related to deformation that take place in the material constitutive law thus 

defining ,  and a component related to displacement , . 

One of the elementary model is the ideal elastic element characterized by Hooke’s 

law. 

 , ′ ,   (3.2)  

Where ′  is the matrix of elasticity. The hookean solid reflects only one 

property of a body, i.e. its elasticity. It does not reveal other rhelogical effects such as 

stress and strain relaxation.  
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Figure 3.1 Kelvin-Vogit Model 

 

Another elementary element is posed by a linear viscous damper filled with a 

Newtonian fluid. When the piston moves, the fluid flows through the gaps and thus 

generates a resistive force which results from the viscosity of the fluid. A constitutive 

formula has the form: 

 , ′′ ,  (3.3)  

Where ′′ denotes the viscosity. The stress is directly propotional to the strain rate. 

The connection of the spring and the damper is parallel creates the so called 

Kelvin-Vogit model (Figure 3.1). It is a very often used model for linear viscoelastic 

solid. The resistive force opposing external loading is posed by the sum of the spring 

and the damper resistive forces. With damping proportional to the strain rate, the 

constitutive law can be written as: 

 
, ′ , ′′ ,  (3.4)  

Where  is the strain tensor, ′ is the matrix of elasticity and ′′ is the damping matrix. 

The above equation illustrates an important characteristic of viscoelastic materials, 
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namely that the stress in the material depends not only on the strain, but also on the 

strain rate.  

The part of damping associated with displacement, proportional to the velocity 

,  can be written in the form of vector of dissipative forces 

 , ′′′ ,  (3.5)  

With ′′′ the matrix describing viscous behavior and is widely accepted as a basic 

measure of the damping. 

 The equilibrium equation (3.1) becomes, 

 , , , ′′′ ,   (3.6)  

By inserting the equation (2.4) in the expression (2.6), while neglecting the volume 

forces, the following expression is obtained, 

 
′ , ′′ , , ′′′ ,   (3.7)  

Under the assumption of linearity in geometry, the strain and strain rate can be written 

as; 

 , ,  (3.8)  

 , ,  (3.9)  

So the relationship (3.7) becomes 

 
′ , ′′ , , ′′′ , 0 (3.10)

To obtain the weak form of the dynamic equilibrium equations multiply both sides by 

an arbitrary test function  and integrate over the entire space Ω by parts. This 

produces 
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′ ′′ ′′′ dΩ 0               (3.11)

Where  is the virtuel displacement vector (to ease the writing, the coordinates x and 

the time t will now be omitted if not necessary for understanding). Integrating by parts, 

the formulation (3.11) becomes in the weak form as 

 

′ ′′ dΩ ′ ′′ d ∂Ω

 dΩ ′′′  dΩ 0                 

(3.12)

Where N is the operator of the direction cosines of the outer normal to the surface ∂Ω of 

the body Ω. By inserting the matrix of shape functions H to approach the real and 

virtual displacements 

 

,  

,  

(3.13)

Where  and  are the vectors of discrete real and virtual displacements and the index 

h represents the character approached, assuming the boundary ∂Ω free of constraints 

(free-free boundary condition type) 

 
′ ′′ 0 (3.14)

The following equation is obtained 
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′ ′′ dΩ  dΩ

′′′  dΩ 0                 

(3.15)

For the identification of virtual displacements, this equation becomes 

 

 

δ ′   ′′ dΩ   dΩ

′′′  dΩ 0                 

(3.16)

As this equality must be checked regardless of the discrete virtual displacements, the 

discrete weak form is written as; 

 

′   ′′ dΩ   dΩ

′′′  dΩ 0                 

(3.17)

By identifying the global matrix of stiffness, damping and mass as  

  
Ω

′ dΩ (3.18)
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Ω

′′ dΩ
Ω

′′′ dΩ   (3.19)

  
Ω

 dΩ (3.20)

Finally the semi-discrete matrix form relating the dynamic behavior in free condition to 

viscous damping of the structure is achieved. 

 0 (3.21)

 If it is assumed that damping is only due to the deformation of the structure, which has 

set aside C"', the structural damping matrix is written as, 

  
Ω

′′ dΩ
Ω

′′ dΩ   (3.22)

With B the deformation matrix   . 

viscous Model in continuous harmonic system 

Assuming a deformation of the form 

 ̃  (3.23)

With  the complex strain of amplitude   and of frequency , The constitutive law 

taking into account a viscous damping system for one-dimensional vibrations in a 

continues harmonic system (considering the expression 3.4 ) can be written as, 

 σ t C′ ̃ C′′ ̃  (3.24)
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3.4.1.2 Eigenvalue Equation 

In formulating the discrete displacements q in the form 

  (3.25)

Where  is a scalar and p is a vector of constants, and introducing this expression in the 

relation (3.21), the following eigenvalue problem is obtained, 

 0 (3.26)

Where  and p are both the eigenvalue and eigenvector. To be able to easily solve this 

quadratic eigenvalue problem of dimension n, it is best to turn it into a classic linear 

form of size 2n. Implementation of classical linearization, as featured in many vibration 

texts and papers, for example [144-149], requires the transformation of square matrices 

of size n to 2n, by adding another set of equations in M or K to obtain, 

  (3.27)

Where, for K augmentation,  

 

 

  

 ,  

 

(3.28)

 

or using M 

 

(3.29)
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,  

Where the matrices  and  of order 2n are symmetrical but not strictly positive 

definite and the magnitude  is the state vector of the system. One advantage in using 

equation (3.29) is that the matrix B remains symmetric and positive definite, if M is 

already symmetric and positive definite. In equation (3.28), the symmetric form is 

preserved in B, but in some K may be not positive definite.  

Inserting the general solution, based on (3.25), 

 , ,  (3.30)

The linearized form of the generalized eigenvalue problem corresponding to the non-

rotating dissipative structures can be written as, 

 0 (3.31)

 With 

 ,  (3.32)

Where  and u form the eigen pair the problem increased to size 2n, the eigenvalue  

and the sub-vector p of dimension n is identical to the grandeur of the quadratic eigen 

problem (3.26). 

Since the matrices A and B are real symmetric but not strictly positive definite, it 

shows that for under-damped systems eigen solutions to the homogeneous matrix 

equation (3.31) consist of n pairs of complex conjugate eigenvalues 

   1, 2, … ,  (3.33)
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Where the positive quantities   and  1, 2, … ,  are the modal damping 

coefficients and the eigen frequency of the structure, and n conjugate pairs of complex 

eigenvectors  and  1, 2, … ,  of dimension 2n, whose first n components 

constitute the eigen form   and  1, 2, … ,  of the studied system, 

 

                  0 

             0      
(3.34)

Note that the characteristic  and  1, 2, … ,  are conventionally related as; 

 
1, 2, … ,                    (3.35)

Where the 1, 2, … ,  are the modal damping factors or damping relation of the 

modal structure. 

3.4.1.3 Special case: the proportional model 

The model of proportional damping is a special case of the model where the 

viscous damping matrix is a linear combination of mass and stiffness matrices. To 

achieve this model, with the damping proportional to the velocity of the structure, 

simple forms for C''  and C''' are selected, 

 
′′ ′ (3.36)

 
′′′  (3.37)

Where  and   are the constants. In this case, the damping matrix is 

  
Ω

′ dΩ
Ω

dΩ    (3.38)
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       With 
 (3.39)

This particular form of damping is also known as Rayleigh damping. With this model, 

the condition known as Caughey [8] is achieved. 

  (3.40)

Ensuring that the damped vibrational modes are real (classical normal modes), which 

allows to solves the problem without the need for a complex eigenvalue solver. This 

advantage explains why this type of damping is often included in codes of modal 

analysis by commercial FE packages, despite its low realism. 

With these assumptions, it is easy to establish the relation between  and , and the 

modal damping  of mode  

 

 

=  

(3.41)

Where  and  are respectively the modal stiffness and mass of mode  and p  

denotes the eigenvector of mode . 

Therefore, the modal damping factor ζ  of mode k is a function of eigen frequency 

ω  of mode  

 

ζ
2 2 2

 

ζ ζ   

(3.42)

With  ⁄  
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Note that with Rayleigh damping, the changes in the frequency function of the 

modal damping factor is independent of mass and modal stiffness. This gives indeed a 

factor ζ  composed of a proportional term   and a term inversely proportional to . 

The modal damping factor is defined solely by ,  and the eigen frequency , e.g. 

geometry do not influence this factor.  

It is possible to extend this approach to proportional damping said generalized, or 

damping matrix (D) takes the form [128] 

  (3.43)

With   and  as the functions of frequency. Modal damping factors 

are then given by 

 ζ
2 2

 (3.44)

 Given the first equality in expression (3.42), taking 0,  

  2 ζ  (3.45)

This makes it possible to find functions α and β that allow to better correlate the modal 

damping factors of experimental and theoretical in the case strictly proportional. 

3.4.1.4 Frequency response function 

Resuming eigenvalue system presented in equation (3.31) 

 0 1,2, … ,2  (3.46)

The eigenvectors of this system have the characteristics of the following orthogonality 
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diag α , … , α , … , α , α , α , … , α  

diag , … , , … , , , , … ,  

(3.47)

With u , … , u , … , u , u , u , … , u  and where α  and  are complex constants, 

while the eigen values can be written as; 

 
α

 (3.48)

The vector of forces is written as; 

 0
 (3.49)

Where  is the vector of external excitation. Therefore, for a harmonic excitation of 

frequency ω, the expression become 

 e e  (3.50)

and ω  (3.51)

Where ω  is the matrix of the transfer functions and x the amplitude of the 

oscillations. Pre-and post-multiplying this matrix by U and its transpose 

 

ω  

diag
1

α
, … ,

1

α
 

diag
1

, … ,
1

 

(3.52)

It follows 
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ω diag
1

, … ,
1

 

T

, … ,
H

 

(3.53)

The frequency response function between two points r and s of the structure can be 

written as; 

 

u . u

ζ 1 ζ

u . u

ζ 1 ζ

 
(3.54)

By using the fact ζ 1 ζ  , this equation can be further reduced as 

 

u . u
R

u . u
S

2 ζ
 (3.55)

Where the coefficients R and S defined as 

 

R ζ 1 ζ  

S ζ 1 ζ  

(3.56)
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Particular case of  proportional damping 

Consider a proportional damping, the equation of the transfer function reduces to a 

much more simple form. Indeed, in case of proportional damping 

 1, 2, 3, … ,  (3.57)

With    the mass and modal damping of mode  and  is the -th eigenvector of 

the system, normalized with respect to the mass matrix M. 

Starting from the equation (3.21) and performing the following transformation 

 

 

 

 

(3.58)

the equation becomes 

  (3.59)

with  representing the force excitation. Therefore, the transfer function H ω  can be 

obtained directly from the following relationship 

 ω  (3.60)

Pre-and post-multiplying ω  by the matrix of mode shape (normalized to mass) and 

its transpose  

 

ω  

diag
1

, … ,
1

 

(3.61)
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With  , … ,  , it becomes 

 

ω diag
1

, … ,
1

 

 

(3.62)

Element of the matrix  ω  has than expression 

 
p p

2 ζ
 (3.63)

With recall, 

  (3.64)

and ζ
2

 (3.65)

  

3.4.2 Hysteretic damping Model 

3.4.2.1  Derivation of the equations of motion 

The hysteretic model - also known as structural [104] - provides a realistic 

description where the structure is subject to harmonic vibration-type. According  to this 

model, the constitutive law is written 

 , ′ ′′ ,  (3.66)

with  the complex elasticity matrix defined as 
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Figure 3.2 Representation of complex Young modulus in complex plane 

Imaginary

Real

Ẽ

E′

E′′

 
′ ′′ (3.67)

The matrix of elasticity ′  and the matrix of dissipation ′′forming the real and 

imaginary parts of complex elasticity matrix. The matrix of dissipation of the hysteretic 

case is not identical to that of the viscous case; its elements also have not the same unit 

as in the case of viscous (viscosity units), whereas in hysteretic dissipating matrix 

elements are expressed in units of stress. 

 

 

  

Consider one-dimensional problem, the hysteretic model state that when imposing 

a harmonic stress σ, the strain ε has a frequency identical to the stress but will be out of 

phase by an angle δ. For one-dimensional case, the constitutive law is reduced then 

 . ′ ′′ ′ 1 tanδ  (3.68)

with complex Young's modulus , consisting of its real part or storage module ′ and 

its imaginary part or loss modulus ′′. The loss tangent Young's modulus tanδ  

defined as the following ratio. 
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 tanδ
′′

′  
(3.69)

is a measure of the damping of material, as shown in Figure 3.2 complex, Young's 

modulus is represented in the complex plane. 

In a similar approach, that is developed in paragraph 3.4.1.1, the semi-discrete 

matrix form, governing the dynamic behavior in free system of the hysteretic damping 

structure is written as, 

 
′ ′′ 0 (3.70)

Where the mass matrix is identical to that of the relation (3.20), but where the stiffness 

matrices of storage ′ and loss ′′ is written as 

  
′

Ω

′ dΩ  (3.71)

 
′′

Ω

′′ dΩ  (3.72)

3.4.2.2 Eigenvalue equation 

The solution for the discrete displacement vector q is of the form 

  
(3.73)

The eigenvalue problem associated with free vibrations of the structure with internal 

damping is expressed as 

 
′ ′′ 0 (3.74)
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In this equation, the complex stiffness matrix  consists of real ′ and imaginary ′′ 

parts. According to the nature of depreciation, solutions are complex and consist of n 

pairs of complex conjugate eigenvalues  1, 2, … ,   and n pairs of complex 

conjugate eigenvectors p 1, 2, … ,   of dimension . Each eigenvalue takes the 

form 

   1 1, 2, … ,  (3.75)

Where  and  are eigen frequency and modal damping factor for the -th mode. The 

comparison of eigenvalues expression for two damping types is presented here. For the 

hysteretic model, solution of the form (3.73) is assumed, which allows to explain the 

values of the form (3.75). It was seen that for a problem of viscous, it is common to 

choose the solutions of the form (3.25) to achieve the shape (3.33) of the eigenvalues. In 

both cases, the eigenvalue obtained is complex and, by comparing the shapes of the 

exponential part of (3.25) and (3.73) with the index  omitted, equality 

   (3.76)

should be respected, the index v and c representing the viscous and hysteretic damping. 

This comparison is justified by the fact that it should be possible to seek solutions of the 

form (3.75) to the equation of the dynamic behavior with a viscous damping (3.21) or, 

conversely, the solutions of the form (3.25) to equation (3.70). It follows that 

  (3.77)

However, according to the equalities (3.33) and (3.75), it becomes 

 2  (3.78)

 1  (3.79)

Assuming  small against , the relation (3.35) becomes 
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 ζ
√

 (3.80)

so that the expression (3.78) takes the form 

 2 ζ  (3.81)

Therefore, comparing the forms of (3.79) and (3.81) to suggest that, for low damping, 

equality (3.76) is verified with 

 2ζ (3.82)

3.4.2.3 Hysteretic model in continues harmonic system 

Assuming deformation of the form 

 ε ε  (3.83)

With   the complex deformation of amplitude ε and of frequency , The constitutive 

law taking into account hysteric type damping for one-dimensional continues harmonic 

vibration system (considering relation 3.66)becomes 

 σ t C′ε C′′ε  (3.84)

3.4.2.4  Frequency response function 

According to hysteresis model, starting from the equation (3.70) with second term 

and performing the following transformation 

 

 

 

(3.85)

the equation becomes 
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′ ′′  (3.86)

With  representing the excitation force. The transfer function ω  can be directly 

derived from the expression  

 
′ ′′ ω  (3.87)

Pre-and post-multiplying the transfer function matrix by the mode shape normalized to 

the mass and by its transpose 

 ω ′ ′′  (3.88)

 

 

 

ω diag
1

, … ,
1

 
(3.89)

The transfer function between points r and s using equation (3.75) becomes; 

 
p p

 (3.90)

3.5 COMPLEX MATRIX OF ELASTICITY 

The global stiffness matrix  and damping  for the case viscous as well as the 

complex stiffness matrix  for the hysteresis cases are constructed from the complex 

matrix of elasticity expressed in the global coordinate system. It is necessary to 

formulate this complex matrix of elasticity from the constitutive properties of complex 

material. This complex matrix for isotropic constitutive law is based on the formulation 
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of the elasticity matrix for the conservative case, and can be used for an internal 

damping of hysteresis or viscous type.  

Case hysteretic 

In agreement with the viscoelastic correspondence principle, it is assume that the 

shape of the complex matrix of elasticity for a given type of FE is similar to the 

configuration of the matrix of elasticity of the corresponding conservative case, but with 

complex components. The complex elasticity matrix for a linear isotropic material is 

defined as 

 
 (3.91)

With the components written according to the complex constitutive properties of the 

material 

  
(3.92)

 
 (3.93)

 
 (3.94)

The above equations provides the following relation between the three engineering 

constants of an isotropic material 

 
 (3.95)
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Note that for isotropic materials, every plane is a plane of symmetry. Therefore, the 

properties of isotropic materials cannot vary in function of the material orientation. 

Where   is the ij-th component of the complex elasticity matrix, and ,  and  

are respectively, Young's modulus, Poisson's ratio and shear modulus. The latter are 

defined as complex quantities 

 
1 tanδ  (3.96)

 
1 tanδ  (3.97)

 
1 tanδ  (3.98)

 

Where tanδ ·  is the dimensionless factor loss associated with the complex quantity ·̃  
and phase δ.  

 
Viscous case 

In the viscous case, it is possible to keep the same architecture of the complex 

matrix of elasticity, but by constructing the elemental matrices of stiffness and damping 

from the real and imaginary parts of  

 d  (3.99)

 

 d  (3.100)

In addition, if engineering constants are keep similar to the case (3.96) to (3.98), it is 

important to note that in the case of a viscous damping, tanδ is the size over a 

dimensionless loss factor, but it takes a time dimension (usually in seconds), so that the 
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elements of the damping matrix D have a unit of viscosity. It is therefore not possible to 

directly compare the values of loss tangent for the two models. 

3.6 CELLULAR MATERIALS MODELLING 

Porous metals, metallic foams and cellular materials are materials with pores 

deliberately integrated in their structure. Porous metals refer to the metals with a large 

volume fraction of porosity, whereas the term foamed metal or metallic foams applies to 

porous metals fabricated through the foaming process [150]. Metallic foams have 

become the new trend materials due to their low densities, good mechanical properties 

and some specialized functions like air and water permeability, high-energy absorption, 

novel physical, mechanical, thermal, electrical and acoustic properties.  

Metallic foams possess a favourable combination of good mechanical and physical 

properties, while maintaining very low weight. They are excellent candidates for 

innovative future designs, in which high strength and low weight are design parameters. 

Special interest in this type of materials is currently devoted to investigating the 

potential use of metallic and non-metallic cellular materials to enhance vehicle 

crashworthiness. To characterize and model foam materials a large number of 

experimental and numerical investigations appeared in the literature.  

Most of the mechanical properties of foam materials can be achieved with other 

materials, sometimes more effectively, but foams can offer a unique combination of 

several properties that cannot be obtained in one conventional material at the same time, 

like ultra-low density, high stiffness, the capability to absorb crash energy, low thermal 

conductivity, low magnetic permeability, and good vibration damping. Metal foams are 

thus promising in applications where several of these functions can be combined. These 

properties depend significantly on the porosity, so that a desired portfolio of properties 

can be tailored by changing the foam density [151]. This is one of the most attractive 

features of these remarkable materials. 

Mechanical properties of metallic foam structure depend on the relative density of 

the structure. Relative density is the density of the foam material divide by that of the 

solid from which the cell walls are made. This influence, imperfectly understood at 
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present, is a topic of intense study. Various constitutive relations have been suggested 

for the characterization and modelling of this relationship. These laws, originally 

developed for polymeric foams, are usually based on the relative density of the foam, 

and therefore suppose uniform cellular structure, at least at a macroscopic level. 

However, metallic foams are dramatically different from polymeric foams: polymeric 

foams generally have a regular microstructure, whereas metallic foams may be highly 

disordered with a wide dispersion of cell size and shape. Moreover, many imperfections 

exist in a cell structure, such as cracks or holes in the cell walls, corrugated cells etc. 

These effects are inevitable due to manufacturing at significantly higher temperatures 

than in the case of polymers. If these features are not taken into account and the 

properties of the foam are characterized only in relation to average density, a higher 

scatter of properties is to be expected [151].  

The design of mechanically efficient metallic foams is the paramount aspect of 

foam modelling and simulation, the aim being the development of "optimum" foam 

structures. Design engineers who use components made of metallic foams are interested 

in easy-to-use methods of describing the constitutive behavior of these materials, for 

example in the form of constitutive material laws for use with general-purpose FE 

codes. For such purposes, it is neither possible nor desirable to account for details of the 

foams micro geometry at each position in the component. Instead, the material behavior 

of the foam is described in terms of equivalent homogeneous material. Such constitutive 

models may be derived from micromechanical studies by homogenization, or they may 

take the form of phenomenological macroscopic descriptions that employ material 

parameters, which have to be obtained from experiments [152].  

For some purposes full constitutive descriptions are not required and material 

characterization can provide the necessary information. This can take the form of 

experimentally based relations, for example in the form of stress-strain relations 

parameterized by the effective density of the foam. Alternatively, micromechanical 

reasoning may be used to derive generic mathematical relationships, which can then be 

fitted to experimental results and provide physically based regression formulae. Some 

approaches in modelling the inhomogeneties of foam exist in the literature: Daxenr et al. 

[153] and Gradinger and Rammerstorfer [154] have studied spring-mass models, while 
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Meguid et al. [155] modeled 3D foam with shell elements and let the thickness of the 

element vary with a Gausian distribution. Several constitutive models for foam exist in 

literature, some of them are quite simple; others are more complicated with several 

material parameters. There are also few or no recommendations on how to include the 

uneven distribution of pores and fracture in the models [156]. 

Design calculations in mechanical engineering require some reliable constitutive 

description of the mechanical behavior of metallic foam. Such constitutive descriptions 

are usually extrapolated from bulk material including hydrostatic pressure influence and 

are implemented in FE software packages [157, 158], the material parameters are then 

obtained by means of calibration procedures in relation with experimental data normally 

compression test without any reference to the microstructure. However, the mechanical 

properties of metallic foams are mainly related to those of solid material and to the foam 

microstructure [159, 160]. In that sense, cellular materials can be themselves considered 

as structures at the micro scale. Then, the structure relationship issue includes two 

different aspects depending on the practical application point of view. In the mechanical 

context, the purpose is to quantitatively connect the macroscopic properties of the 

cellular material to those of the solid one and the microstructure. For this purpose, 

various mechanical models able to reproduce the deformation mechanisms observed in 

cellular materials can be used. Gibson and Ashby [161], Zhu [162] and Ko [163] 

proposed different approaches based on a regular cell. They assume scaling laws to link 

the elastic moduli, the elastic collapse stress and the plastic collapse stress of the 

cellular material to the elastic modulus and the yield stress of the solid material and to 

the relative density of the foam. The relative density is the only parameter available for 

the description of the microstructure [164]. Some approaches assume that the structure 

can be represented by a strut pattern that is either regular [165, 166] or irregular [166, 

167]. The structures described in this way are more regular than the ones observed in 

reality. These models are also most of the time devoted to small density cellular 

materials. Another improvement in the mechanical description of the problem has been 

proposed by Roberts and Garboczi [168]. These authors use a voxel description of the 

solid volume as an input for the generation of a FE model of the material. This approach 

enables the complete description of the actual structure, numerically generated [168] or 

obtained by means of X-ray tomography images [169]. 
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Several constitutive material laws describing the overall behavior of cellular metals 

have been proposed and applied in the simulation of components consisting of or 

containing metallic foams. Obviously, the selection of a particular material law is 

governed by the required material parameters and by the effort necessary for calibrating 

them by experiments or via micromechanical studies. Because they are based on the use 

of an equivalent homogeneous continuum, macroscopic material laws should only be 

used for studying components or samples that are considerably larger and thicker than 

the typical cell size of the foam.  

The most basic aspect of the mechanical material characteristics of inhomogeneous 

material is their linear elastic behavior, which can be describe in term of overall 

elasticity tensor or appropriate effective moduli. Linear dependence of plateau stress, 

Young’s modulus and energy absorption capacity with relative density is reported in 

[170-172]. Aluminum foam is one of the common metallic foam, many researcher have 

investigated the mechanical properties of various aluminum foams e.g. Alporas  [159, 

173] and Alulight [174]. All the results show that Young’s modulus and yield stress are 

related to the relative density. The general equation for the plateau stress of regular 

hexagonal closed-cell foam is suggested by Gibson and Ashby [161] and is given by; 

 

σ

σ
0.3

ρ
ρ

1
ρ
ρ

 (3.101)

The equation for the theoretical elastic modulus of a closed-cell foam is expressed as 

[161]; 

 

E
E

ρ
ρ

1
ρ
ρ

 (3.102)

Where  (Phi) is the volume fraction of solid contained in the cell edges, the remaining 

fraction 1  is in the cell faces.  E  , σ  , ρ  are the Young’s modulus, yield stress 

and density of metallic foam and E  , σ  , ρ  of matrix material respectively.   
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3.6.1 Finite element modelling 

A large number of available software packages like COMSOL, ABAQUS, and 

ANSYS etc. incorporate finite elements based analysis. In this research work an attempt 

has been made with ANSYS (version 13.0) software package to bring into focus the 

versatility and powerful analytical capabilities of finite elements technique by 

objectively modeling the complete response of test specimens. ANSYS parametric 

design language (APDL) is used to compute the vibratory behavior of AF specimens. 

The proposed FE model partitioned foam specimen in to an arrangement of regions. The 

foam material is represented by an array of relative densities assigned to each region. 

Each foam region is represented by a sub-domain, the Young’s modulus relationship of 

which is defined as function of the apparent density by (3.102). The parameter  in 

(3.102) for Young’s modulus, Poisson's ratio and damping are considered as variable 

parameters of the FE model. Density mapping measured with X-ray computer 

tomography is given as input to this model. 

In FE method the continuous model is reduced to discrete model with finite number 

of degrees of freedom. This is done by dividing the volume of the specimen into a 

number of elements. The AF specimens are modeled by using three-dimensional brick 

elements, also referred as hexahedron element. From finite element theory point of view 

[175], the formulation of this element is simple, efficient and reliable. The element is 

defined by eight nodes having three degrees of freedom at each node: translations in the 

nodal x, y, and z directions. The element has plasticity, creep, swelling, stress stiffening, 

large deflection, and large strain capabilities. For this type of element a reduced 

integration option with hourglass control is also available in ANSYS. The analysis with 

uniformly reduce integration method is not as accurate as with the full integration 

method [176]. So, despite the advantage of less CPU time and disk-space consumed by 

uniformly reduce integration method, full integration method is selected.  

In case of 3D elements, the unknowns are the values of the displacement field at 

the nodes of the elements. The displacements of the point between the nodes are 

obtained from nodal displacements by interpolation. In FE terminology, the 

interpolation functions are called shape functions. Shape function matrix of an element 

is obtained by grouping the shape functions of all the degrees of freedom of that 
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element. Shape function matrix is used for relating the continuous displacement, strain, 

and acceleration to the nodal displacement, strain, and acceleration respectively. For the 

discrete model, the integral of the system equations can be expressed as a sum of 

integrals over elements. Discrete model equations (2.2) can be obtained by grouping the 

nodal displacements of the whole model into one global displacement vector. 

A special procedure called density mapping method is applied to approximate the 

cellular structure of aluminum foam with continuum. The microscopical density 

distributions of the AF, recorded by X-ray computed tomography are averaged over a 

certain domain. The local average density represented by a mean density forms a so 

called ‘sub-domain’. All finite elements in the sub-domain behave mechanically in the 

same way. Each sub-domain is assumed to be homogeneous and isotropic. Density 

distributions of AF measured by X-ray computer tomography are used as input to the 

corresponding FE model of investigated specimen. Its mechanical properties are 

modeled using Gibson and Ashby scaling law (3.102) for regular foams. In this scaling 

law, the microstructure of cellular materials is homogenized over a scale infinitely 

larger than the typical microstructure. In other words these relations predict the behavior 

of a material that is assumed to be a homogeneous continuum. The input mechanical 

properties of the bulk material used in scaling law (3.102) for AF specimens are 

Young’s modulus of 69 GPa and density of 2700 Kg/m3.  

It is already noted that the major difference between the two models, viscous 

damping and hysteresis, lies in the evolution of modal damping factor with frequency. 

The choice of the type of solver to use in the identification of damping properties of 

materials will depend on the realism of the underlying model. Therefore, it is interesting 

to compare the two models viscous and hysteresis to reality. Modal damping factors 

measured at each mode of several plates, including: Alporas_B2, Alporas_B3, 

Alporas_S2 and Alporas_S3 are shown in Figure 3.3. 
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Looking at the scatter plot of experimental modal damping ratios in Figure 3.3, it is 

difficult to see a clear dependence with frequency. None shows clearly taking damping 

effects in importance with the frequency. It is known that viscous damping model 

behavior of modal damping factors is clearly frequency dependent. Looking at the 

available models, material dependent damping is chosen in simulation although the 

hysteresis model type is preferred for use as part of the modal identification. Complex 

modal analysis is performed using QR Damped method. This method is faster and more 

stable than the existing damped solver. It combines the best features of the real 

eigensolution method (Block Lanczos) and the Complex Hessenberg method (QR 

Algorithm). Outputs are complex eigenvalues (frequency and stability) and damping 

ratio of each mode.  

 

Figure 3.3 Comparison of damping ratios of aluminum foam specimen 
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All numerical investigations are carried out by means of the FE package ANSYS 

that defines the preprocessor (parametric model of the AF specimen), solution and 

postprocessor phase of the finite element analysis. In the preprocessor phase, the 

geometry and the boundary conditions of the model are defined using a set of APDL 

commands. QR damped method is used in solution phase to solve the model, build in 

preprocessor phase. In the postprocessor phase the results from the analysis was 

gathered and saved in a suitable format (file) for further use. ANSYS FE model of 

Alporas_B2 is shown in Figure 3.4. 

 

 

 

 

 

 

 

 

 

Figure 3.4 FE modelling of Alporas_B2 
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CHAPTER  4. MIXED NUMERICAL-EXPERIMENTAL 

IDENTIFICATION TECHNIQUE 

4.1 BACKGROUND AND OBJECTIVES 

The identification procedure can be considered as the key point of the process of 

mixed numerical-experimental identification technique. From a reference experimental 

modal model, this method evolved a parameterized numerical model (Figure 4.1) by 

changing a set of input parameters to identify at each iteration until a solution as close 

as the desired experimental modal model. The convergence of the numerical model to 

the experimental model is obtained by minimizing an error function which is 

representative of the difference between the two models, this difference is quantified 

from the various modal data. Thus, the identification routine is complete when standard 

error of this function - also called objective function - falls below a specified threshold 

value. During the last iteration, the input parameters of numerical model are the 

identified parameters. 

In mixed numerical-experimental identification procedure, it is necessary to use an 

optimization method in order to identify the parameters of a numerical model, not 

invertible, to the target values that represent the experimental data. Thus, the 

optimization method is of prime importance in the parameter identification. However, 

the properties of error norms (or objective functions) to minimize also play an important 

role in the accuracy and robustness of the mixed numerical-experimental identification 

method, since these functions represent the extent of difference between numerical 

model of the current iteration and the experimental target values that the algorithm 

seeks to minimize. If these error norms are not sufficiently effective and does not 

capture all the physical effects of desired parameters, it is likely that a number of these 

parameters would ultimately find very poorly identified.  

Thus in order to minimize the residual error in identification, while ensuring 

robustness and high rate of convergence, it is essential to develop a set of objective 
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functions suitable for available experimental and numerical data that meet the following 

conditions. 

 Sensitivity to parameters: the objective functions must be sufficiently sensitive 

to identify all the parameters to ensure an excellent accuracy of identification. In 

addition, a high sensitivity but balanced error norms reduces the effects on the 

identified parameters of measurement uncertainties and possible experimental 

errors. 

 

Figure 4.1 Flow diagram of mixed numerical-experimental technique. 
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 Robustness: the error norms used must be convex and having only a single local 

minimum over a wide range of parameters to ensure the smooth running of the 

optimization procedure regardless of the initial estimate of parameters to identify . 

 Precision: the objective functions must converge towards zero near the actual 

parameters and the residual error in identification must not come from effects of 

numeric truncation or approximation in the calculation of these functions.  

The approach to develop the error functions and to develop the optimization 

algorithm is characterized by the following points: 

1. Defining a set of functions possible based on the error norms commonly used in 

modal analysis and on original ideas. 

2. Parametric study of large-scale FE on various types of aluminum foam plates to 

identify the robustness and sensitivity of the proposed error norms. The definition of 

the error norms function as a combination of selected elementary error functions. 

3. Analysis, selection and implementation of a type of optimization algorithm 

corresponding to the needs.  

4.2 MODAL ERROR NORMS 

As the role of error norms is to measure the difference between all measured 

experimental and numerical modal data, thus error functions should not be based only 

on the measured and numerical eigen frequencies ωk (k = 1, 2, .. ., m), but also on the 

experimental and numerical mode shapes φk (k = 1, 2, ..., m). Finally, by analogy, the 

error norms required are the same as those used for years in the field of experimental 

modal analysis and identification of structures (i.e. [76, 104, 105, 124, 177, 178]). Thus, 

based on modal error norms proven in these areas, it is assured of obtaining high quality 

error functions.  

The modal data that will be available for optimization algorithm for each mode k (k = 1, 

2,…., m) at iteration i (i = 1, 2, ..., q) are as follows: 
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 The measured eigen frequencies (target) ωk ( k = 1, 2,..., m ) and the numerical at 

iteration   ω ω     (k=1, 2, ..., m), where   represents the identification 

parameters vector at iteration .  

 The measured eigen modes (target) φk (k = 1, 2, ..., m) and numerical at iteration     

   (k = 1, 2, ..., m), where   represents the identification parameters 

vector at iteration . 

However, the numerical and experimental meshes are not necessarily identical, these 

two modal vectors are not defined on the same mesh grids. In addition, it should be 

noted that only normal components of the displacement of the specimen are measured 

whereas numeric modal vector contains all the components. For the sake of simplicity 

and clarity, it is consider in this chapter that the measured and numerical eigen modes 

are already processed on a same reference mesh and only the degrees of freedom 

corresponding to the transverse displacements are retained.  

The most conventional modal error norm is obviously based on the difference of 

measured eigen frequencies ω  and numerical ω  for each mode k (k = 1, 2, ..., m) as 

the basis for identification. However, it is important to identify that the experimental 

mode shapes and the numerical  modes must absolutely match before making any 

comparison of frequencies.  Also, a method to precisely define pairs of numerical mode 

and corresponding experimental is applied before calculations of any error norms. It is 

assumed here that the numerical and experimental modes index k actually forms a pair 

of corresponding modes. Thus, the conventional error norm based on relative difference 

in eigen frequencies can be written: 

 
ω ω

 (4.1)  

Where   is the vector of estimates of parameters stored to identify constitutive 

properties at iteration i and k denotes the total number of mode considered. It is 

important to note here that the numerical predictions ω  (k = 1, 2, ..., ) are functions 

of the parameter vector  and are updated at each iteration of the optimization process. 
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Similarly, another objective function that quantifies the difference between the 

dissipative behavior of models is based on experimental and numerical modal damping 

factors. Measured modal damping factors ζ are obtained from the measured transfer 

functions and can be compared to numerical modal damping factors in the same way 

that the experimental and numerical eigen frequencies. This error norm can be written 

as  

 
ζ ζ

ζ
 (4.2)  

where  is again the vector of estimates of parameters stored to identify constitutive 

properties at iteration i and k denotes the total number of modes considered. 

In modal analysis, the most commonly used method to evaluate the quality of 

measured eigen modes or the correlation between two sets of eigen modes is called 

MAC (Modal Assurance Criterion) method.  The MAC method is based on the principle 

of theoretical orthogonality of specific ways to calculate projections of a set of eigen 

modes on the base formed by a second set of eigen modes. The MAC method thus 

provides a matrix , , scalar product between two sets of modes 

1,2, … . .  and  1,2, … . . ), which can be define as follow 

 
,

.

. .
 (4.3)  

Thus, if both set of modes   and  are identical, the MAC matrix M  is 

equal to an identity matrix, which corresponds to the case of a perfect correlation. In 

the field of modal analysis, it is generally considered that two modes   and  are 

similar or close if M  > 0.7 or 0.8 depending on the tolerance used for the intended 

application. Using the properties of the MAC matrix thus defined, first modal error 

norm can be written in the following form; 
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 _ 1 ,  
(4.4)  

for each mode pair, k = 1, 2,..., .  

However, under the orthogonality property of modes, a perfect correlation between 

two sets of eigen modes also implies that all non-diagonal terms in corresponding MAC 

matrix are zero. By exploiting this property, a second error function based on the modal 

matrix MAC can be defined by  

 _ ,
,

 (4.5)  

for each mode pair k = 1, 2,...,  . 

Alongside the principle of modal projection used by the MAC method, it is also 

possible to measure the difference between the two sets of mode shapes simply by 

calculating a sum of absolute differences between components of the modal vectors. 

However, it is absolutely necessary in this case that the sets of modes are normalized 

and assigned in the same manner, for example by setting the maximum component to 

unity. An error function based on the components of modal vectors can be defined as: 

 
max max

 (4.6)

for each mode pair k = 1, 2,...,   

Where and  represent the j-th components of the vectors  and   while 

 symbolizes the number of components of the modal vectors. 

Finally, a last correlation method commonly used in modal analysis, certainely 

more visual and quantitative, is based on comparing the shape and nodal lines position 

of each mode pair. The advantage of this method of comparison is mainly to be 

potentially less sensitive to noise and measurement errors than other error norm based 

on mode shapes, due to the intrinsic nature of the nodal lines. To automate and 
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rigorously quantify this measurement error, principle of image correlation is used. The 

process of modes pairing  and  begins first by a bicubic interpolation of mode 

shapes on a grid of relatively fine dimension approximately 256 × 256 points. The two 

tables of amplitudes   and  thus obtained are normalized absolute value so that 

each item is included in the interval [0,1], allowing then to assimilate these tables to 

bitmap images of grayscale  and  . These images are then filtered to show the 

nodal lines in grayscale on a black background, producing the images g   

and g . The filter function g  linear interpolation of grayscale used 

during this treatment is defined as: 

g  
0             if    rs

k I δ

1
δ

  if    δ
 

Where δ  symbolizes the tolerance relative amplitude defining the nodal lines 

(typical value of 10% for example).  

Figure 4.2 Eigen mode shape and grayscale image representing nodal lines (Alporas_B3, grid 

size 256×256,  = 0.1) 

 

Finally, the error norm between the nodal lines of the two modes  and  is 

calculated by the sum of the squares of the differences between the two images:  
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1

 
(4.7)  

For each mode pair of index k = 1, 2,...,m. Table 4.1 summarizes the error norm and 

nomenclature used in this work. 

Table 4.1 list of the modal error norms 

Analytical error norms Nomenclature 

ω ω
 RFreqD 

ζ ζ
ζ

 MDRD 

_ 1 ,  

 
MAC_d 

_ ,
,

 

 

MAC_nd 

max max
 

 

SumMSD 

1
 NLD 

 

4.3 PARAMETRIC STUDY  

To investigate the robustness and sensitivity of error norms, as well as to study the 

influence of variable parameters on the modal quantities, a parametric FE model study 

of AF specimens is conducted. The parameter Phi in (3.102) for Young’s modulus, 
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Poisson's ratio and damping are considered as variable parameters in FE analysis. For 

each parameter thirty values "disturbed" at most ± 30% around of the nominal value are 

defined. These parameters are distributed as follow; ± 0.09%,  ± 0.18% , ± 0.36%,  ± 

0.8% , ± 1.6%,  ± 3%,  ± 6%,  ± 9%, ± 12%,  ± 15%,  ± 18%,  ± 21%,  ± 24%,  ± 27 % 

and ± 30%.  In this study, only one parameter varies from the nominal values, the 

complete parametric study in the parameter space representing a cross, centered on the 

reference values. Thus, for each plate considered in the study, 3 combinations of 

parameters are evaluated, which make the entire study in 12 simulated cases. For each 

case, a FE model is generated for free boundary conditions and first 15 eigenvalues 

(excluding rigid body modes) are extracted by the developed MATLAB code which 

execute ANSYS for modal analysis. Finally, the results of each case of FE analysis are 

stored and modal error norms are calculated between the reference case (nominal 

parameters) and each perturbed case.  

  
4.3.1 Implementation of parametric study in MATLAB  

To complete this parametric study, a program is developed in the MATLAB 

environment. This program is based on two data sources: on one hand, the FE model 

and the problem to be solved are described in the traditional format of an APDL file of 

ANSYS, on the other hand, the parametric study itself is described in an executable 

MATLAB file, defining a data structure containing the specifications for all the 

parameters needed to study. The program developed for the parametric study consists of 

MATLAB functions that can be classified into three main categories:  

1. Functions for performing calculations on all the case studies, including the 

functions of defining the parameter space, routines to merge the parametric FE 

model with a vector of parameters to generate a FE model (APDL) for ANSYS 

classic, procedures to execute and control the FE solver ANSYS and functions 

for reading the output files.  

2. Functions performing the post-processing of FE data, including routines that 

ensure  the conducting error norm calculations and synthesis of information from 

the parametric study, or which allow to load studies, search specific cases in the 

parameter space and load the corresponding modal data. 
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3. The functions for calculating modal error norm that implements the error 

functions presented in section 4.2.  These functions are standardized and all use 

the same arguments, namely a pair of data structure storing the modal data to 

compare as well as sorted a list of numbers of modes to treat each case (defining 

pairs of modes).  

The overall workflow execution of parametric study program is divided into two 

main stages: first, compute all FE models that are used in the study and store the modal 

data in a hierarchical file structure, then in a second step, run a large number of 

calculations based on post processing of the data created. The workflow of these two 

phases of processing is detailed below (Figure 4.3 and Figure 4.4). 

The error norms, presented in Section 4.2, were implemented in the MATLAB 

program that calculates error vectors by comparing two data structures containing all 

modal information of a numerical "perturbed" case and the reference case. As in this 

study the mesh size of numerical models to be compared are always the same, as 

derived from the same parametric FE model, the development of modal error functions 

is very simple, because it is not necessary to project meshes on each other to calculate 

 

Figure 4.3 Block diagram of parametric study developed with MATLAB 

Parametric finite element modelling in 
ANSYS classic; APDL file

Reading parameters values from file 
created in MATLAB by ANSYS 

Modal solution, storage of finite 
element results of the i-th case of 
parametric study

Definition of parameters for all cases in 
MATLAB.

Parametric study routine; definition of 
case, calculation at each iteration and 
saving data in specified folder.

Reading mesh data, eigen values, mode 
shapes and modal damping from 
ANSYS result file.

Storage of data files in MATLAB data 
structure
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the error norm. However, the order of the modes can change significantly depending on 

the variable parameters, it is absolutely necessary to define (automatically) pairs of 

corresponding modes before performing the comparison of two models. The method of 

sorting and creation of pairs of modes used here is based again on the MAC matrix of 

two sets of modes (in full), in which each column and each row correspond respectively 

to a mode of reference model and a perturbed model. For each mode of the reference 

model specified in the list of modes to be studied (user input), the maximum component 

of the corresponding column of the matrix MAC is desired, thereby determining how 

that (perturbed) is best correlated with the reference mode. If this component exceeds a 

maximum limit (classical tolerance 0.7), the mode pair is then validated.  

The study of the evolution of error functions over a range of parameters is 

investigated. A variable parameter is selected and a range of values of this parameter is 

specified by the user. A search is then performed on the entire database to select 

corresponding cases and calculate their error norms. The results are finally presented as 

2D graphs. This study is achieved by using a macro-procedure automating this task.  

  

 

Figure 4.4 Block diagram of post-processing of parametric studies with the developed 

MATLAB program. 
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4.3.2 Robustness of error functions  

To ensure efficient identification, modal error norms must not only be sensitive to 

all parameters to be identified, but having only a single minimum over a wide range of 

parameters, thus ensuring the robustness of the method. In fact, during the first iteration 

of the identification method, a set of variable parameter estimated roughly is used to 

initialize the algorithm, resulting in generally significant deviations from the actual 

parameters. The robustness of the identification procedure is therefore conditioned 

partly by the evolution of different modal error norms over a wide range of variable 

parameters. These error functions are eventually intended to be incorporated into a 

modal error norms of hybrid weighted least squares type. Convexity of the functions or 

the sign of these have no impact on the convexity of the final hybrid error norm; only 

the presence of multiple extreme and possible inflection points in the error functions are 

really important for the robustness of identification method. 

Using the database of parametric studies conducted in this work, each error norm 

on a large number of parameter vectors (4 cases over 10 modes and 6 error norms) can 

be analyzed. A post-processing procedure has been created specifically for this purpose 

and to generate graphs evolving error norms in the range of a parameter. As this 

analysis generates a large number of figures only results of Alporas_B2 for example are 

shown in the following figures. 

Figure 4.5 illustrates the evolution of modal error norms on a range of ± 30% of 

variable parameters for Alporas_B2 plate. It shows expected behavior of  quasi-linear 

nature of each parameter in the error norm frequency (EcRelFreq). Norms based on the 

MAC (MAC_d and MAC_nd) matrix were a quadratic character directly resulting from 

the definition of this modal correlation matrix. Nodal lines difference (NLD) also has 

this quadratic character and its evolution proved to be very close to those of norms 

based on the MAC matrix.  
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Figure 4.5 Evolution of modal error norms  (sum all modes) on a range of ± 30% of each 

variable parameter (Alporas_B2) 
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Finally, the norm of the sum of the absolute modal components (SumMSD) 

differentials reveals very clearly a character "absolute" highlighted by very sharp at the 

minimum point slope discontinuity measurement which may cause difficulties at the 

level of identification algorithm if the error norm is used alone or too heavily weighted. 

Graphs of evolving error norm based on the parameters slopes can regain the 

sensibilities of error functions and of course lead to the same conclusions as presented 

sensitivity study previously. 

The evolution of MAC norm off-diagonal (Figure 4.6) is not only zero at reference 

case, but more often tends to decline in absolute values when it moves away from the 

reference case. This curious behavior comes presumably that eigen modes calculated by 

FE are read from a file created by the ANSYS, introducing some rounding errors from 

text to binary mode conversion performed by the transfer of data between ANSYS and 

 

Figure 4.6 MAC_nd based on non diagonal terms of MAC (Alporas_B2) matrix norm 

digital issue 
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MATLAB. These slight truncation errors then make numerical modes imported into 

MATLAB slightly non-orthogonal between them, which leads to off diagonal terms 

non-zero in the base case MAC matrix. This edge effect can unfortunately severely 

disrupt method for minimizing subsequently used in mixed identification procedure due 

to incorrect error gradients from occasionally opposite to the direction of minimization. 

Thus, to correct this effect, the MAC norm off-diagonal MAC_nd is modified by 

MAC_nd2 (Figure 4.7) as follows; 

 
_ , ,  (4.8)  

 

 

Figure 4.7 New norm MAC_nd2 based on differences in non-diagonal matrix MAC 

(Alporas_B2) 
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4.4 ALGORITHM FOR MIXED NUMERICAL-EXPERIMENTAL 

TECHNIQUE 

4.4.1 Modal optimization problem  

In an approach of mixed numerical-experimental technique, progressive 

convergence of numerical modal data of FE model, whose parameters are unknown to 

the target values that represent the experimental data is usually performed iteratively 

with the aid of a minimization algorithm seeking to minimize the overall difference 

between these two data sets. The identification method is then reduced to a problem of 

minimizing a global error functional  with respect to the vector of unknown 

parameters . This problem can arise in the following manner: 

      Search    such that  minimizes the norm of error    

where  is the vector of identification parameters at iteration . In this case, the 

unknown variable parameters  must satisfy inequality constraints to ensure that the 

law identified is physically qualified. From a practical point of view, it is also possible 

to search the variable parameters in a range of reasonable values, so that variation limits 

are imposed on parameters 

 
 (4.9)

However, as by definition experimental data are physically admissible (with errors 

of measurement), minimizing the difference between the numerical model and 

measurement tends automatically to enforce physical constraints imposed on parameter 

. Thus, it is possible to consider this minimization problem with strong explicit 

constraints or without constraints, they are implicit in the experimental values "targets". 

In a sense the least squares minimization, the overall error functional   can be 

written as a function of the vector error norms previously developed as follows; 

  
1
2

F x
1
2

F x  (4.10)
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with, 

 F
F  , F , F , F , …

… F , F , x x

T

 (4.11)

Where  represents the weight optional terms of stabilization. 

A direct benefit of a global least squares error function is to guarantee the 

convexity and the sign of the functional error, irrespective of the properties of 

components of the vector error F x , thus making identification method particularly 

stable when the number of components q of the error vector is much greater than the 

number n of parameters to identify. In current cases, the number of measured modes are 

in the order of 10, to ensure both the over determination of the problem of least-squares 

minimization while ensuring a variety of methods to obtain sufficient balanced 

sensitivity to all parameters . 

In order to avoid direct numerical packaging problems associated with highly 

variable magnitude of the parameters to identify (1010 difference between ν  and E  for 

example), the vector of parameters  is defined relative to the initial values. In 

summary, the problem of minimization with or without constraint can be defined as; 

 

 

1
2

F x

1
2

F x  
(4.12)

With optional constraints 

  (4.13)

Where the error function can be written as;  

 F
F  , F , F , F , …

… F , F , x x

T

 (4.14)

 
4.4.2 Minimization algorithms  

By adopting a pragmatic development approach with regard to the identification 

algorithm, it is decided to base this work on an existing library of optimization routines 
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that have already been proven in many applications. An important set of MATLAB 

routines for solving problems with parametric FE software ANSYS has already been 

developed (section 4.3.2). As a part of minimization problem, the number n of 

parameters to identify (n = 3) and the number of components of error q (q = 6 × m, 

where m ≈ 10 is the number of measured modes) can be considered relatively low, thus 

classifying this problem in the category of small and medium-scale optimizations (low 

number of parameters, the small number of error norm not decoupled).  

The main algorithms used in this field are either nonlinear least squares (Gauss-

Newton, the maximum gradient or Levenberg-Marquardt methods) for unconstrained 

problems [179, 180] or type sequential quadratic programming (SQP, Sequential 

Quadratic Programming) for constrained problems. Optimization by Nonlinear least 

squares method is used in the procedure for mixed numerical-experimental developed in 

this work. 

Let's start by defining the matrices gradients (slopes) and Hessian (curvature) of the 

overall error norm  . Thanks to the particular shape of the functional error total 

least squares type, these matrices can be connected to the Jacobian matrices  and 

Hessian of the error vector F  . The Jacobian matrix   of the error vector 

F  and the gradient vector    of the global error functional  can then be 

formed into, 

 
∂F

∂
 (4.15)

and 

 F  (4.16)

Hessian matrix   of the second derivatives of the j-th component of the error 

vector F  and the Hessian matrix  of the global error functional  are 

linked by relationships; 

  
∂ F

∂
 (4.17)

and  
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   , with 

∑ F .  
(4.18)

From these definitions, consider now the overall functional . If it is sufficiently 

regular in the vicinity of , this functional can be approximated by the following 

Taylor expansion 

      (4.19)

where the vector h denotes a local perturbation parameters around  .  

The necessary and sufficient conditions to ensure that  is a local minimum, the 

error functional  can be defined by 

 

 is a local minimum of   if 0 and   is 

positive definite. 
(4.20)

Most methods for nonlinear least square type minimization are based on an iterative 

method for "descent", designed to look at each iteration i a direction of descent h (vector 

space parameters) such as h is a descent direction for the overall error norm  

around  if: 

   for small values of α 0  (4.21)

The most well known technique for determining a descent direction based on the 

gradient of the total error functional to calculate the descent direction of   

"maximum slope" 

 ′  (4.22)

 In summary, Table 4.2 presents the overall flow of an optimization algorithm for 

nonlinear least squares. 
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Table 4.2 Algorithm for General optimization based on the principles of descent direction 

Definition of a vector of initial parameter x0. 

Iteration until the convergence is reached or the maximum number of iterations are 

exceeded; 

1. Calculate descent direction  such that    . 

2. Search along the descent direction   the factor α minimizing the function α: 

  

3. Update the parameters vector: .  

In the case of non-linear least squares method, the Hessian matrix  of the total 

error functional  has a particular property. Indeed, as the matrix  tends to 

zero as soon as the residual error F  itself tends to zero, the Hessian matrix 

takes the following specific form when the residue error F  is zero or very low 

(  close to the minimum): 

  (4.23)

This implies that for  close to the minimum x*, the second order approximation of the 

total error functional  is written as 

 
  F

1
2

 
(4.24)

This development limited the total error function corresponds perfectly to the 

approximate form of  that would be obtained by a linear approximation of each 

component of the error vector F  around  

 

  h  (4.25)

Which leads to 
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h

h  h

h   

(4.26)

This observation is the basis of the Gauss-Newton optimization method, based on a 

linear approximation of the components of the error vector  at each iteration, 

thus forming a quadratic approximation of the total functional error . This method 

has quadratic convergence properties when the final residual error is small or zero, or 

otherwise linear. The descent direction  calculated by Gauss – Newton method at 

each iteration is the solution of the following system: 

 hGN  (4.27)

The primary advantage of the Gauss-Newton is of course its quadratic convergence 

in the final iterations if the minimum residual error is small. However, during the early 

iterations, the Hessian matrix  of   can be indefinite or even negative definite, 

completely disrupting the procedure, so that hGN may not be a descent direction for 

. Therefore, during the early iterations, the use of a descent direction of maximum 

slope hSD may be more appropriate. The idea of a hybrid between the maximum descent 

and Gauss-Newton method has motivated a series of algorithms, the best known (and 

perhaps most effecient) is the Levenberg-Marquardt [179, 180]. The difficulty of any 

hybrid algorithm is mainly to choose when and under what conditions switch from the 

method of maximum descent to Gauss-Newton and vice versa. To do this, the method 

of Levenberg-Marquardt introduced a parameter  varying in the interval [0, ∞]. The 

descent direction hLM  is then calculated by solving 

 hLM  (4.28)

If  is close to zero, the descent direction hLM tends toward the descent direction 

hGN of Gauss-Newton type, whereas when  becomes relatively large descent direction 
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hLM approaches to 1⁄ hSD representing a small "step" in the direction of maximum 

descent. It should be noted that   influence both the direction of lowering the 

amplitude of the step performed at iteration i, allowing to pass from a line search 

method. However, any performance of this method lies in fact how to evolve  during 

the iterations. The idea used here is to reduce  when the linear approximation of the 

components of the error vector provides good results (insignificant quadratic terms) to 

approximate the descent direction of Gauss-Newton (super linear convergence if the 

residue is low), and  increase when the terms of the second order component of the 

error vector  are important, so that the algorithm tends towards a maximum descent 

method.  

 

Table 4.3 Minimization of Levenberg-Marquardt algorithm 

Definition of a vector of initial parameter x0. 

Iteration until the convergence is not reached (tolerance) or the maximum number of 

iterations is not exceeded; 

1. Calculate the vector error  and its derivatives  

2. Evaluate the depreciation factor  of the current iteration  

a. linear extrapolation of the error function:   

b. cubic interpolation  of  and  and search for the 

minimum of interpolation leading to   and  

c. calculation of   

i.     then 
 

 

ii.     then 
  

  

3. Search for a descent direction  by solving 

  

4. Find along the descent direction  the factor  minimizing 

  using a quadratic interpolation procedure/cubic  calculation error 

vectors intermediate   for 1,3  .  

5. Update the parameter vector  . 
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Although a search line is not applied directly in the Levenberg-Marquardt method, 

implementation carried out in the MATLAB Optimization Toolbox library [180] 

determines still line search by a factor  used for measuring the nonlinearity of the 

components of the vector error. The step length  is evaluated by searching a 

minimum  on a cubic interpolation  of the error function (based on the values of 

errors and gradients computed in iterations i and i-1). The effectiveness of the local 

linear approximation   of Gauss-Newton is then compared with the cubic 

approximation , in order to decide whether to increase or decrease . The 

updated value of  of the current step is based ultimately on the step length of the 

cubic interpolation . Table 4.3 summarizes the final minimization algorithm 

Levenberg-Marquardt. 

In conclusion, the method of optimization by least squares Levenberg-Marquardt is 

recognized as being very robust and generally perform well in a wide variety of cases. 

Although theoretically converges slower than the Gauss-Newton in some very specific 

cases, this algorithm is most efficient on the majority of cases encountered. Moreover, 

the very rapid convergence of the algorithm, combined with the fact that it does not 

require systematic evaluation of gradients of error functions during the line search, this 

procedure is one of the least demanding in computing error norm and gradient. 

 
4.4.3 Calculation error functional gradients  

As it is observed in the explanation of minimization algorithm that it is necessary to 

compute at each iteration of the main process not only the vector of modal error 

functions between the numerical and experimental models, but also the gradient of this 

vector with respect to the identification parameters. Gradients (or Jacobians) modal 

error norms obviously depend on modal solutions of numerical model, but also the 

gradient of these solutions with respect to variable parameters. Thus, it is necessary to 

build on each major iteration of the identification method, both modal solutions of 

parametric FE model but also their derivatives with respect to each identification 

parameter. The derivatives of the eigen frequencies are relatively simple to calculate, it 

does not hold true for the derivatives of the modes, which require much more 

computational effort to be evaluated. For the sake of clarity and concision, abandon here 
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the index i representing the iterations. Recall that the problem of modal extraction can 

be stated as follows,  

 x λ 0 λ x , x for j 1, 2, … , m (4.29)

where K and M are global stiffness and mass matrices, and where λ  and  represent 

respectively the j-th eigenvalue (the square of the j-th angular eigen frequency ωj ) and 

j-th eigen vector of the system, m is indicating the number of considered modes pairs. In 

current case of identification, the mass matrix M does not depend on the parameter 

vector x because the density and geometric dimensions are not part of the parameters 

vector and therefore remain constant.  

Directly deriving the equation (4.23) with respect to parameter   and using the 

normalization property of modes in the metric of the mass matrix, one can easily make 

the calculation of the derivatives of eigenvalues 178, 181‐184 .  

 
∂λ
∂x

T ∂ x
∂x

for j 1, 2, … . . , m (4.30)

The derivatives of the eigen modes are the solutions of the following system:  

 x λ
  
 = 

λ
for j 1, 2, … . , m (4.31)

The classical technique of finite differences can be implemented very easily in this 

case, either for the calculation of derivative of frequencies and eigen modes, or for the 

calculation of the derivative of modal error norms directly.  

Modal derivatives calculated by finite differences require calculation of a "reference" 

case of parametric FE model as well as the calculation of n "perturbed" cases.  

Let  and  is the modal solutions of the reference case (the parameters vector x = 

x0) and  and   is the modal solutions according to the perturbed k-th parameter  

with a step ∆  than modal derivative can be approximated by  



Chapter 4                                                                 Mixed numerical-experimental identification technique 

4.25 

 ∆
 and  

∆
      for j=1, 2,…m (4.32)

Obviously, resolution of n+1 large scale eigenvalue problems is not very economical in 

terms of computing time, but simplicity and accuracy of this method provide very good 

evaluation of the Jacobiens error J (x).  

Thus, the identification method developed here will use derivation by finite 

differences method. As in the resolution by nonlinear least squares algorithm for 

MATLAB, an option enables the automatic calculation of error gradients by finite 

difference.  

4.4.4 Implementation of identification technique in MATLAB  

The identification method developed here is based on Levenberg-Marquardt 

algorithm with assessment of gradients by finite difference. The majority of the 

development of the method focused on modal error functional calculation and therefore 

on the comparison of numerical and experimental modal values.  

Before the calculation of modal norms, experimental modal data, previously 

processed in the LMS software, must be imported into the MATLAB environment and 

the experimental mesh must be converted into the same coordinate system of the 

numerical model used subsequently for identification. A routine treatment to load the 

experimental modal model from a UNV file and interactively define the geometry data 

necessary to correct coordinates on the basis of an experimental image of the mesh 

exported from the LMS Software. The experimental modal model is stored in a data 

structure of MATLAB in the same way as numerical modal models. 

A set of routines for parametric definition and execution of ANSYS FE models are 

already presented in the operating procedure of the parametric study in section 4.3. 

However, as the mesh used for the measurement and the numerical model are 

dissimilar in principle, a strategy of projecting modal data on a reference mesh was 

necessary to calculate the error norms based on the shape of the eigen modes. Therefore, 

each routine based on error norm calculation of modes (MAC_d, MAC_nd, NLD, and 
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SumMSD) uses a version of "interpolated" procedures for determining MAC matrices 

or sums modal components differences. 

Thus a reference mesh of variable size is generated and the cubic interpolation of  

normal components of deformed mode shapes are calculated. Since the eigen modes 

numerically extracted are generally more numerous than the measured modes and it is 

not necessary that they may appear in the same order as the previous, so numbering of 

the modes must be corrected before the calculation of error norm. A strategy for the 

automatic creation of pairs of numerical and experimental methods, based on the 

maximum terms of the correlation matrix MAC is used to ensure mode shapes 

compatibility. In addition, the rigid body modes are also filtered not to disturb the 

identification procedure. Modal vectors interpolated are defined on the same mesh and 

numbered in the same way, modal norms can be estimated easily as in their theoretical 

definition. The Algorithm 1 and Algorithm 2 will explain implementation of proposed 

mixed numerical-experimental technique and objective function respectively in detail. 

 

 

Figure 4.8 Block diagram of loading experimental modal model for mixed numerical 

experimental identification technique 
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Synopsis of Algorithm 1: 

This algorithm load experimental modal data, extract the required data and 

executes optimize algorithm to solve the mixed numerical-experimental problem. It 

calls several MATLAB routines, which include;  

readuff.m, this routine read the experimental modal data from universal file format. 

LMFnlsq.m, Solve a set of nonlinear equations in least squares sense. A solution is 

obtained by a Fletcher's version of the Levenberg-Maquardt algorithm for minimization 

of a sum of squares of equation residuals. 

Objective_function.m, output of this routine is optimized by Levenberg-Maquardt 

algorithm. 

 

Algorithm 1: Computing FE model parametric variable by optimizing the objective 

function. 

Input: 

Objective function, Experimental modal data (UNV. file format), Initial 

parametric variables, Options for optimization algorithm. i.e. Max no of 

iteration, tolerance, etc. 

Output: 

Optimized parametric variable, experimental modal data in MATLAB format 

(mode shape matrix, eigen frequency vector and modal damping ratios vector). 

Body script: 

1. Read experimental modal data which is saved in UNV. file format (see Fig 4.8) by 

MATLAB. 

2. Extract the required data; 
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for i = 1: max; 

  Experimental mode shapes (i) 

end 

Output = contains mode shapes data matrix, with rows consisting of degrees of 

freedom and each column representing a mode. 

for i = 1: max; 

  Experimental eigen frequency (i) 

end 

Output = contains frequency vector, listing the eigenvalues (resonant frequencies 

in Hz).  The size of the frequency vector is (modes) x (1). 

for i = 1: max; 

  Experimental modal damping ratios (i) 

end 

Output = contains damping ratio vector.  The size of the vector is (modes) x (1). 

3. Optimizing the objective function using Fletcher's version of the Levenberg-

Marquardt algorithm for minimization of a sum of squares of equation residuals.  

 

Synopsis of Algorithm 2: 

This algorithm computes the objective function for optimization. It reads the output 

variable parameters from Algorithm 1, invokes ANSYS to solve the FE problem using 

these parameters, read the FE solution results, load the experimental results, compare 

them and make mode pairs. It also computes the six objective functions of modal error 

norms. Assembling and weighting of these error norms in term of stabilization is also 

performed in this algorithm. It calls the following subroutines.  

FE_mode_specimenl.mac is ANSYS input file (in APDL format) that builds the FE 

model of AF, calculates eigenvalues and eigenvectors, outputs the frequency listing, 
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damping ratios and eigenvectors, plots the mode shapes.  This script consists of several 

sub macros for reading and writing of MATLAB data format.  

Readansysarray_mode.m read ANSYS eigenvector results and converts them to 

MATLAB format. 

Readansysarray_Freq.m read ANSYS eigenvalues results and converts them to 

MATLAB format. 

Readansysarray_Damp.m converts ANSYS file of damping ratios into MATLAB 

format. 

 

Algorithm 2: Compute the objective function (modal error norm vector). 

Input: 

Optimized parametric variable and experimental modal data in MATLAB format 

(Output of Algorithm 1), ANSYS FE model of specimen (APDL). 

Output: 

Error (r) for MATLAB optimization, MAC matrix plot (paired and non paired).  

Body script: 

4. Read optimized parametric variables (output of Algorithm 1). 

5. Execute ANSYS to solve FE model of specified specimen (see section 3.6.1, 

Figure 3.4, and Figure 4.10 for details). 

6. Read required mode shapes values from ANSYS result files using 

Readansysarray_Mode.m. 

7. Read required eigen frequency values from ANSYS result files using 

Readansysarray_Freq.m. 

8. Read required modal damping ratios from ANSYS result files using 

Readansysarray_Damp.m. 

9. Read experimental modal data (output of Algorithm 1). 
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10. Interpolate experimental and numerical data on same mesh for first fifteen mode 

shapes. 

for i = 1: 15; 

  Interpolate numerical mode shapes (i) 

end 

Output: contains mode shapes data matrix, with rows consisting of degrees of 

freedom and each column representing a mode. 

11. Calculate MAC matrix for mode pairing. 

for j,l = 1: number of modes;  

  ,  
.

. .
 

end 

 Plot non-paired MAC matrix (see for example in Figure 5.8, 5.11, 5.14, 

5.18). 

 Select first mode pairs whose MAC > 0.7 (these mode pairs will be used in 

further calculations). 

 Plot paired MAC matrix (see for example in Figure 5.8, 5.11, 5.14, 5.18). 

 Rearrange numerical and experimental data according to sleeted mode pairs. 

 

12. Calculate modal error norms. 

 

Note: Read section 4.2 for details of modal error norms equation used in this 

algorithm.  

 

 Relative difference of the eigen frequencies. 
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for k = 1: number of modes; 

  ω  ω  

  
 

end  

Output = Error1 

 Relative difference of modal damping ratio. 

for k = 1: number of modes; 

   
  

  
 

end  

Output = Error2 

 Error norm based on non-diagonal terms of MAC matrix. 

for  j,k = 1: number of modes; 

 _ ∑ ,,  

end  

Output = Error3 

 Error norm based on diagonal terms of MAC matrix. 

 for  k = 1: number of modes; 

_ 1 ,  

end  

Output = Error4 

 Error norm based on components of interpolated mode shape difference. 
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for  j = 1 : r (component of mode shape) 

for  k = 1: number of modes; 

max max
 

end  

end 

Output = Error5 

 Error norm based on nodal line difference. 

for  k = 1: number of modes; 

1
  

end  

Output = Error6 

13. Assembling and weighting modal error norm. 

The mixed numerical-experimental identification procedure takes place according to 

the following steps: 

1. Loading the experimental data (Figure 4.8). 

2. Solving objective function by invoking ANSYS to work out FE model of AF 

(Figure 4.9). 

3. FE modelling of aluminum foam specimens in APDL (Figure 4.10). 

4. Calculating error norms (Figure 4.11). 

5. Solving the problem of mixed numerical-experimental identification using 

Levenberg-Marquardt algorithm (Figure 4.12). 
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Figure 4.10 FE modelling of AF. 

FE modelling of AF in ANSYS classic 

Preprocessor

Define geometry, element type, sub-domains etc.
Read density distribution file of CT data.
Read the parametric variables from ascii file.
Implementation of Gibson and Ashby formulation of Young’s modulus and ralative density.
Assign material properties to sub-domains.

Solution

Postprocessing

Complex modal solution with QRDAMP method.

Write out eigenvectors in ascii format.
A macro which export frequencies array to a file.
A macro which export damping ratios array to a file.

 

Figure 4.9 Matlab routine summary of objective function (Algorithm 2) 
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Figure 4.11 Block diagram of the evaluation of modal error norms 

Evaluation of modal error norms

Calculating error norms functions

Creation of mode pairs

Calculation of the MAC matrix between numerical and experimental modal models. Identification of 
maximum correlation and filtering modes in the XY plane.

Function MAC_d

Error norm based on the diagonal terms of 
the  MAC matrix.

Error norm based on the relative difference 
of the eigen Frequencies.

Function RFreqD

Function MAC_nd

Error norm based on the non-diagonal terms 
of MAC Matrix.

Function MDRD

Function SumMSD

Error norm based on the components of
interpolated mode shapes difference.

Function NLD

Error norm based on the nodal lines 
difference (image correlation).

Assembling and weighting modal  error norm vector  

Combination of modal error vectors and weighting in terms of stabilization

Experimental modal testing results

Reading experimental results of modal testing.

FE model results

ANSYS modal analysis results of AF.

Error norm based on the relative 
difference of the modal damping ratios
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Figure 4.12 General block diagram for solution of mixed numerical-experimental 

identification problem (Algorithm 1) 

Loading output file of Fig. 4.8.

Extracting and saving modeshapes in a matlab data file; This file contains mode shape data 

matrix, with rows consisting of degrees of freedom and each column representing a mode.

Extracting and saving eigen frequencies in a matlab data file; This file contains frequency 

vector, listing the eigenvalues (resonant frequencies in Hz).  The size of the frequency vector is 

(modes) x (1).

Extracting and saving damping ratios  in a matlab data file; This file contains damping ratio 

vector.  The size of the vector is (modes) x (1).

Note: Details of aquiring experimental data is explained in Fig. 4.8.

Start

Loading experimental data.

Assigning initial values to variable parameters for optimization algorithm.  x03×1

This algorithm solve a set of nonlinear equations in least squares sense. A solution is obtained 

by a Fletcher's version of the Levenberg-Marquardt algorithm for minimization of a sum of 

squares of equation residuals.

Use of finite difference method for derivatives.

Set maximum number of iterations, tolerence etc.

Specify the objective function (see details in Fig. 4.9).

Save required parameters after covergence.

Note: Details of minimization algorithm is explained in Table 4.3.

Executing optimization algorithm.

End
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CHAPTER  5. RESULTS AND DISCUSSION 

In this last chapter, experimental modal analysis results of four aluminum foam 

specimens are presented. The developed MNET is implemented to identify the variable 

parameters in the FE model of these specimens. 

5.1 SUMMARY OF THE PROPOSED MIXED IDENTIFICATION 

METHOD  

Before the description of results, first summon up the actual approach of the proposed 

mixed numerical-experimental identification process: 

5.1.1 Modal measurements of test specimens  

a. Selection of the specimen  

b. preparation of the experimental test setup  

c. dynamic measurements on test specimens  

d. modal parameters extraction  
 

5.1.2 Mixed numerical-experimental identification  

e. import of the experimental modal model in MATLAB 

f. initial estimation of the variable parameters  

g. parametric FE model of test specimens  

h. definition of the identification problem  

i. execution of the optimization algorithm  

5.2 OBJECTIVES AND APPROACH  

At this stage of development, the mixed numerical-experimental identification 

method based on natural frequencies and mode shapes of AF specimens, is fully 

developed in terms of theory and implementation. However, before implementation of 

the proposed technique it is necessary to check the accuracy of dynamic measurements 

and validation of the estimated modal parameters. Section 5.3 is devoted to this task. 
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After validation of experimental modal analysis results the proposed MNET is 

implemented on these specimens and results of each specimen is discussed.  

5.3 MODAL MEASUREMENTS  

Modal analysis of four aluminum specimens are conducted on a range of frequency 

from 10 Hz to 3 kHz on experimental mesh of 36×29 and 32×26 measuring points for 

specimen of size B and S respectively. The spectral lines measured are set to 3200 lines 

and an average of 30 measurements per point is made to increase the signal-noise ratio.  

5.3.1  Measurement estimation and validation 

There are a couple of estimators used to calculate the FRF. For noise at the output, a 

useful estimator is . The function  is derived by using least squares method, and is 

the cross spectrum divided by the autospectrum of the force F see equation 5.1. If 

averaging the FRFs measured with , the random noise will suppress and  will 

converge towards the true H [185]. 

  (5.1)  

For noise at the input  is a useful estimator for the FRF. It is derived from the 

same principle as the  estimator, and is defined as the autospectrum of the response 

divided by the cross spectrum. The noise at the input is removed more and more from 

the cross spectrum with increased averages. 

  (5.2)  

 estimator for the FRF’s calculations is used in this work. The average spectrum of 

measured transfer functions is shown in Figure 5.1. Measured transfer function quality 

is excellent with a large number of close peaks, thus providing the effectiveness of the 

laser scanning (non contact) measurement method.  Very strong mutual influence of 

some resonance peaks is evident here and the LMS PolyMAX extraction procedure is 

essential to accurately determine the close eigen frequencies and mode shapes. On 

average, between 12-15 modes are  identified for small plates while between 18-20 

modes are identified for big plates in a frequency range of  10 Hz to 3 kHz  The eigen 
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modes which have been identified with sufficient quality are shown in Figure 5.3, 5.4, 

5.5 and 5.6 for Alporas_S2, Alporas_B2, Alporas_B3, and Alporas_S3  specimen 

respectively. 

A way to validate the measurements is to observe the coherence function, shown in 

equation 5.4. It is derived from the cross spectrum inequality (equation 5.3) which states 

that if the autospectrum contains non-coherent noise, the magnitude of the squared cross 

spectrum is smaller than the product of the autospectrum. 

The coherence functions have the boundaries described in equation 5.5. For the value 

1, the measurement contains no noise, and for the value 0, there is pure noise in the 

measurement. The coherence function also indicates the linearity between the input and 

Figure 5.1 Average measured frequency response function of testing specimens 
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output signal. When the coherence is 1, estimator H  and H  will yield the same result, 

therefore the estimators are overcompensated, and the true FRF will be somewhere in 

between. 

 | | .  (5.3)  

 

 

| |

.
 (5.4)  

  0 1 (5.5)  

 

To calculate the autospectrum, the spectrum is multiplied with its complex conjugate. 

The complex conjugate is the same spectrum but with opposite sign for the imaginary 

part. The autospectrum is always real. 

The cross spectrum is calculated by multiplying a spectrum with the complex 

conjugate of a different spectrum. For instance the spectrum of the force and the 

response. Cross spectrum is a complex entity which describes the phase shift between 

the different spectrums. The magnitude of the cross spectrum describes the coherent 

product of power in the spectrums [185]. Coherence function of all four AF specimens 

is shown in Figure 5.2. 

After verifying the quality of measurements, FRF’s are saved in UNV file format and 

are imported in LMS Test.Lab. The LMS PolyMAX method is used to estimate the 

modal parameters precisely. Experimental modal results of all four testing specimen are 

shown below in Table 5.1, 5.2, 5.3, and 5.4 for Alporas_S2, Alporas_B2, Alporas_B3, 

and Alporas_S3  specimen respectively. Since some measured eigen modes are highly 

complex and identification procedure requires real reference modes, these complex 

modes are normalised by keeping the amplitude with its sign, corresponding to the 

average phase of the measured complex mode. 
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Alporas_S3 

 
 

Figure 5.2 Coherence function of testing specimens 
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Figure 5.3 Experimental Mode shapes of Alporas_S2 
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Table 5.1 Experimental modal parameters of Alporas_S2 

Mode No. 1 2 3 4 5 6 7 8 

Frequency(HZ) 339.536 411.748 744.493 796.497 963.683 1170.93 1486.4 1541.01 

Damping (%) 0. 33 0. 25 0. 603 0. 090 0. 148 0. 364 0. 346 0. 379 

         

Mode No. 9 10 11 12 13 14   

Frequency(HZ) 1877.11 2104.23 2226.53 2310.23 2464.3 2708.14   

Damping (%) 0. 56 0. 516 0. 452 0. 461 0. 512 0. 329   

 

 

 

  

   

To be continued on next page. 
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Figure 5.4 Experimental mode shapes of Alporas_B2 
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Table 5.2 Experimental modal parameters of Alporas_B2 

Mode No. 1 2 3 4 5 6 7 8 

Frequency(HZ) 219.84 281.33 462.616 525.82 597.41 797.26 993.59 1168.32 

Damping (%) 0.153  0.00132 0. 885  0. 237  0.0778  0. 393  0. 203  0.513 

         

Mode No. 9 10 11 12 13 14 15 16 

Frequency(HZ) 1313.01 1521.79 1537.19 1654.81 1796.64 2208.56 2244.39 2352.23 

Damping (%) 1.20  0. 611  0.628  0.787  0.8101  0. 505  0. 54  0.735 

         

Mode No. 17 18 19      

Frequency(HZ) 2463.35 2614.45 2765.79      

Damping (%) 0. 447  0. 44  0. 240       

 

Table 5.3 Experimental modal parameters of Alporas_B3 

Mode No. 1 2 3 4 5 6 7 8 

Frequency(HZ) 280.4 331.65 597.36 635.61 727.4 929.99 1160.89 1445.59 

Damping (%) 0. 092 0. 101 0. 161 0. 102 0. 087 0. 288 0. 197 0. 352 

         

Mode No. 9 10 11 12 13 14 15 16 

Frequency(HZ) 1608.12 1738.66 1770.32 1894.64 2077.2 2528.06 2597.04 2690.680 

Damping (%) 0. 422 0. 491 0. 64 0. 372 0. 217 0. 216 0.243 0. 137 

         

Mode No. 17 18 19      

Frequency(HZ) 2704.39 2832.08 2888.6      

Damping (%) 0. 166 0. 196 0. 225      
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To be continued on next page. 
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Table 5.4 Experimental modal parameters of Alporas_S3 

Mode No. 1 2 3 4 5 6 7 8 

Frequency(HZ) 412.059 535.27 829.99 1084.5 1365.14 1705.07 1728.16 2104.12 

Damping (%) 0. 073 0. 905 0. 248 0. 683 0. 305 0. 395 0. 280 0. 341 

         

Mode No. 9 10 11 12     

Frequency(HZ) 2346.69 2531.96 2575.94 2811.96     

Damping (%) 0.386 0.358 0.243 0.23     

 

 

 

  

 
Figure 5.5 Experimental mode shapes of Alporas_B3 
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Figure 5.6 Experimental mode shapes of Alporas_S3 

 

Mode shapes extracted using LMS PloyMax estimation technique are also verified 

using the modal assurance criteria (MAC) to evaluate the orthogonality of experimental 
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modes. The Modal Assurance Criterion (MAC) matrix is a mathematical tool to 

compare two vectors to each other. It is used to investigate the validity of estimated 

modes (see details in section 4.2).  

The MAC matrix of all four testing specimen is shown in Figure 5.7. The MAC matrix 

non diagonal terms in Alporas_B2 and Alporas_B3 indicates some coupling (or non-

orthognality) while in Alporas_S2 and Alporas_S3 they are really negligible, which 

demonstrates the excellent orthogonality of measured modes. These mode shapes can be 

used with confident in the identification process. 

MAC Aplporas_B2 MAC Aplporas_B3 

MAC Aplporas_S2 MAC Aplporas_S3 

Figure 5.7 Measured Auto-MAC matrix of Alporas Specimens. 
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5.4 MIXED NUMERICAL-EXPERIMENTAL IDENTIFICATION  

5.4.1 ALPORAS_B2 

Identification of variable parameters in parametric FE model is performed by 

choosing following initial values:  = 0.6, ν = 0.20 and damping = 5.0E-05. The 

formulation for calculation of Young’s modulus (3.102) and density pattern of the 

material is specified in the parametric FE model. The measured density array of 11000 

components is given as input to the FE model of Alporas_B2, based on this density 

array 11000 materials are defined in this FE model. This measured density distributed 

model (MDDM) is used further for identification process.  Automatic creation of 

numerical and experimental mode pairs based on the maximum terms of MAC, 

correlation matrix is used to ensure the compatibility of the eigen modes. Numerical 

mode shapes are interpolated on the same mesh size as that of experimental mesh 

(36×29). The mixed identification process is executed and after every optimization step 

each time a correlation is performed to choose the eigenvectors from the numerical 

eigen solution to be matched with the experimental ones, writing the Mode Pair Table 

(MPT). Due to change of the variable parameters, at each optimization step in the 

identification process, the numerical eigen modes related to the experimental ones might 

be shifted and interchanged in the sequence, which brings to a new evaluation of the 

MPT. An automatic routine has been developed to provide at each optimization step the 

Figure 5.8 MAC matrix of experimental and numerical modes of Alporas_B2 (paired and 

non-paired) 
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updated MPT before executing the norm error function in the identification process. 

This step consists of computing the MAC values between the numerical mode shapes 

and the experimental mode shapes stored in the reference database. The combinations 

that result in the highest MAC-values are the mode shape pairs. The non-paired MAC 

matrix (modal correlation between all measured mode shapes and first 15 numerical 

mode shapes) and paired MAC matrix (modal correlation between first 10 experimental 

and corresponding numerical modes whose MAC values exceed 0.7) of Alporas_B2 is 

shown in Figure 5.8. The first ten mode shape pairs having MAC values greater than 0.7 

are further used in identification process.  

 

 

Figure 5.9 Graphs of convergence of identifying parameters (Alporas_B2) 
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Table 5.6 Relative frequency error, Alporas_B2  

Mode No. 1 2 3 4 5 

Experimental Frequency (Hz) 219.85  281.33  462.62  525.82  597.41 

Numerical Frequency (Hz) 220.75  279.21  463.95  523.31  601.07 

Error (%) 0.41  ‐0.75  0.29  ‐0.48  0.61 

 

Mode No. 6 7 8 9 10 

Experimental Frequency (Hz) 797.26  993.60  1168.32  1313.01  1521.79 

Numerical Frequency (Hz) 794.04  983.29  1185.00  1331.10  1502.30 

Error (%) ‐0.40  ‐1.04  1.43  1.38  ‐1.28 

Table 5.5 Convergence of identifying parameters (Alporas_B2) 

Parameter  Iter.1  Iter.2  Iter.3  Iter.4  Iter.5  Iter. 6  Iter. 7  Iter. 8 

Phi 
0.6  0.782  0.858  0.871  0.873  0.872  0.873  0.873 

Poisson's 
ratio  0.2  0.228  0.213  0.279  0.282  0.294  0.295  0.295 

Damping  5.0E‐5  1.0E‐05  1.8E‐06  7.9E‐07  7.6E‐07  7.6E‐07  7.6E‐07  7.6E‐07 

The progress of the algorithm and evolution of variable parameters during the 

identification procedure are presented in Table 5.5. The convergence of the parameters 

is also presented graphically in Figure 5.9 and identified numerical eigen frequencies 

along with corresponding experimental eigen frequencies are illustrated in Table 5.6. 

The convergence of the Phi parameter and damping is fast while Poisson's ratio 

converges slightly slower and is less stable than others. 

The measured eigen frequencies and identified eigen frequencies for Alporas_B2 at 

the end of optimization process are shown in Table 5.6. Quality of the identified mode 

shapes are excellent because the maximum error of the measured eigen frequencies and 

identified is  1.5 %.  Diagonal terms of paired MAC matix shows the correlation 
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between the first ten experimental and numerical modes, which is quite good as 

minimum component remains greater than 0.7, with an average of 0.9. The off diagonal 

terms of paired MAC matrix are very negligible which shows a good correlation 

between experimental and numerical mode shapes. 

The measured density distribution of Alporas_B2 is shown in Figure 5.10. This 

density mapping is measured by computer tomography and the values are saved in an 

array of size 55×40×5 in x, y and z direction respectively. The density distribution 

shown in Figure 5.10 is the average distribution in z direction. Some numerical 

investigations are performed to analyse the behavior of aluminum foam due to variable 

density distribution. In first case a coarse sub-domain density model (CSDM) is used in 

collaboration with the identified parameters of MDDM. Array of size 11×8×1 in x, y 

and z respectively, in which each component is average of 5 components in each 

direction (average of total 125 components as MDDM is of size 55×40×5) is assigned to 

CSDM. In second case a uniform average density model (UADM) is used in which 

density assigned is a single uniform value.  

 

Figure 5.10 Density distribution of Alporas_B2 
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Table 5.7 Frequencies (Hz) predicted from FE models based on densities distribution mapping 

(Alporas_B2) 

Mode No MDDM CSDM UADM RDDM_1 RDDM_2 RDDM_3 

1 220.75  220.30  214.33  214.12  213.96  213.71 

2 279.21  285.14  277.97  277.58  277.39  277.38 

3 463.95  459.37  447.32  446.90  446.86  446.19 

4 523.31  533.63  510.29  509.62  509.80  509.15 

5 601.07  617.23  595.53  594.88  594.37  594.48 

6 794.04  838.97  786.78  785.26  785.14  785.55 

7 983.29  1032.00  975.91  974.08  974.44  973.72 

8 990.44  1051.30  986.25  985.01  984.84  985.26 

9 1185.00  1277.40  1177.20  1176.00  1174.80  1175.90 

10 1331.10  1443.00  1324.20  1322.40  1322.40  1323.30 

11 1492.90  1613.50  1482.60  1480.70  1480.20  1480.00 

12 1502.30  1644.40  1508.70  1506.60  1506.30  1507.20 

13 1637.80  1794.50  1626.90  1623.90  1624.90  1623.10 

14 1747.90  1803.10  1742.70  1739.90  1740.50  1740.70 

15 1749.90  1930.40  1765.10  1763.40  1761.60  1763.60 

 

In 3rd, 4th and 5th cases random distributed density model (RDDM) is used. In these 

cases different random distributions of measured density are assigned to the FE models. 

Numerical modal analysis is performed for all cases with the identified variable 

parameters of MDDM. The results of all cases are shown in Table 5.7. It is observed 

that the difference between the corresponding eigen frequencies of UADM and 

RDDM’s for Alporas_B2 is very small. It is also observed that corresponding eigen 

frequencies of all these models (UADM and RDDM’s) are less than the MDDM. The 
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Table 5.8 Relative frequency error, Alporas_B3 

Mode No. 1 2 3 4 5 

Experimental Frequency (Hz) 280.41  331.65  597.36  635.61  727.4 

Numerical Frequency (Hz) 275.02  328.2  595.94  637.17  732.28 

Error (%) ‐1.92  ‐1.04  ‐0.24  0.25  0.67 

 

Mode No. 6 7 8 9 10 

Experimental Frequency (Hz) 929.99  1160.89  1445.59  1608.12  1770.32 

Numerical Frequency (Hz) 942.32  1173.9  1444.7  1612.6  1760.9 

Error (%) 1.33  1.12  ‐0.06  0.28  ‐0.53 

difference in corresponding eigen frequencies of RDDM’s is negligible among 

themselves while lower than the MDDM. Similarly in case of UADM the corresponding 

eigen frequencies are lower than the MDDM while slightly higher than the RDDM’s. In 

case of CSDM the first torsion (mode # 1) and bending (mode # 3) modes have lower 

while all other have higher frequencies than MDDM. 

 

5.4.2 ALPORAS_B3 

Identification of variable parameters of FE model Alporas_B3 is performed by 

choosing the following initial values of the parameters:   = 0.7, ν = 0.20 and damping 

= 0.00006. The paired and non-paired MAC matrix of Alporas_B3 is shown in Figure 

5.11. The measured eigen frequencies and identified eigen frequencies for Alporas_B3 at 

the end of optimization process are shown in Table 5.8.  

The progress of the algorithm and the evolution of variable parameters during the 

identification procedure are presented in table 5.9. The convergence of the parameters is 
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also presented graphically in Figure 5.12 and identified numerical eigen frequencies 

along with corresponding experimental eigen frequencies are illustrated in Table 5.8. 

The convergence of the Phi and damping parameters needed only five iterations  to 

determine these parameters, while Poisson's ratio converge slightly slower 

 The measured density distribution of Alporas_B3 is shown in Figure 5.13. This density 

mapping is measured by computer tomography and the calculated values of sub-

domains are saved in an array of size 55×40×5 in x, y and z direction respectively. The 

density distribution shown in Figure 5.13 is the average distribution in z direction. It can 

be observed that Alporas_B3 specimen is roughly divided in to five areas based on the 

average density values. Looking at Figure 5.13 and starting from the top edge, the first 

uniform density area (UDA) is with blue color than second thin UDA with aqua and 

third UDA comparatively wide, with android green having some sub-domains with 

yellow color, fourth UDA again with aqua color and fifth UDA with blue color having 

yellow and red color sub-domains. The color bar is also shown along Figure 5.13. 

 

 

 

Figure 5.11 MAC matrix of experimental and numerical modes of Alporas_B3 (paired and non-

paired) 
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Table 5.9 Convergence of identifying parameters (Alporas_B3) 

Parameter  Iter.1  Iter.2  Iter.3  Iter.4  Iter.5  Iter. 6  Iter. 7  Iter. 8 

Phi 
0.7  0.79  0.84  0.85  0.85  0.85  0.85  0.85 

Poisson’s 
ratio  0.2  0.21  0.25  0.31  0.3  0.31  0.31  0.31 

Damping  6E‐5  6.23E‐6  9.47E‐7  6.16E‐7  6.22E‐7  6.22E‐7  6.22E‐7  6.22E‐7 

 

 

 

 

Figure 5.12 Graphs of convergence of identifying parameter (Alporas_B3) 
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Some numerical investigations are performed in the same way as in case of 

Alporas_B2. The eigen frequencies as a results of modal analysis solution for all cases 

are shown in Table 5.10. The eigen frequency of corresponding mode shapes of Alporas 

_B3 are higher than Alporas_B2 obviously due to high density of the specimen. The 

experimental mode shapes of Alporas_B2 and Alporas_B3 are shown in Figure 5.4 and 

Figure 5.5 respectively. In case of Alporas_B3 the corresponding eigen frequencies 

difference among the RDDM’s is very minor but UADM has slightly higher 

corresponding values than RDDM’s. Similarly like Alporas_B2, the corresponding 

eigen frequencies of UADM and RDDM’s are less than MDDM. In case of CSDM, the 

corresponding eigen frequencies are higher than the MDDM for Alporas_B2 except the 

first torsional (mode #1) and bending mode (mode # 3). 

 

 

 

 

Figure 5.13 Density distribution of Alporas_B3 
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Table 5.10 Frequencies (Hz) predicted from FE model based on densities distribution mapping 

(Alporas_B3) 

Mode No MDDM CSDM UADM RDDM_1 RDDM_2 RDDM_3 

1  275.02  259.87  250.03  248.31  248.46  247.69 

2  328.20  339.44  325.45  323.87  323.38  323.94 

3  595.94  541.59  528.55  524.51  526.81  526.16 

4  637.17  637.78  596.10  591.88  592.77  591.11 

5  732.28  724.90  696.82  691.53  694.42  693.20 

6  942.32  1012.60  925.03  919.84  919.81  919.58 

7  1163.50  1205.50  1140.40  1133.30  1135.20  1133.60 

8  1173.90  1264.40  1153.10  1142.10  1146.80  1148.50 

9  1444.70  1501.00  1386.30  1374.30  1380.30  1381.10 

10  1612.60  1696.00  1556.10  1545.40  1549.20  1547.80 

11  1744.00  1874.50  1738.40  1727.20  1730.60  1727.60 

12  1760.90  1946.50  1762.80  1748.30  1751.80  1753.60 

13  1904.10  2083.70  1901.00  1887.30  1891.60  1890.00 

14  1970.80  2124.10  2022.30  2021.80  2012.70  2008.10 

15  2067.00  2221.10  2043.60  2026.40  2030.00  2030.50 

 

5.4.3 ALPORAS_S3 

Identification of variable parameters of FE model Alporas_S3 is performed by 

choosing the following initial values of the parameters;  = 0.7, ν = 0.25 and damping = 

0.00005. Measured density array of 7000 component is given as input to the FE of 

Alporas_S3. 
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Table 5.11 Relative frequency error Alporas_S3 

Mode No. 1 2 3 4 5 

Experimental Frequency (Hz) 412.06  535.27  829.99  1365.13  1705.06 

Numerical Frequency (Hz) 415.87  531.84  845.11  1381.80  1671.70 

Error (%) 0.93  ‐0.64  1.82  1.22  ‐1.96 

 

Mode No. 6 7 8   

Experimental Frequency (Hz) 2104.12  2346.69  2531.96    

Numerical Frequency (Hz) 2136.70  2325.90  2494.00    

Error (%) 1.55  ‐0.89  ‐1.50    

 

Automatic creation of numerical and experimental modes pairs based on the 

maximum terms of MAC, correlation matrix is used to ensure the compatibility of the 

eigen modes. The paired and non-paired MAC matrix of Alporas_S3 is shown in Figure 

5.14. 

Figure 5.14 MAC matrix of experimental and numerical modes of Alporas_S3 (paired 

and non-paired) 
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The progress of the algorithm and the evolution of variable parameters during the 

identification procedure are presented in table 5.12. The convergence of the parameters 

is also presented graphically in Figure 5.15. The Poisson's ratio converge slightly slower 

and is less stable than other parameters. Identified numerical eigen frequencies along 

with corresponding experimental eigen frequencies are illustrated in Table 5.11.  

 

Figure 5.16 Density distribution of Alporas _S3 

 

Figure 5.15 Graphs of convergence of identifying parameters (Alporas_S3) 

Table 5.12 Convergence of identifying parameters (Alporas_S3) 

Parameter  Iter.1  Iter.2  Iter.3  Iter.4  Iter.5  Iter. 6  Iter. 7  Iter. 8 

Phi 
0.7  0.88  0.89  0.88  0.88  0.88  0.88  0.88 

Poisson’s 
ratio  0.25  0.26  0.29  0.33  0.33  0.33  0.33  0.32 

Damping  5E‐5  9.7E‐6  5.8E‐7  4.9E‐7  5.8E‐7  5.8E‐7  5.8E‐7  5.8E‐7 
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The density distribution shown in Figure 5.16 is the average distribution in z 

direction. The results of numerical modal solution of all cases (as explained in section 

5.4.1) are shown in Table 5.13. In case of Alporas_S2 and Alporas_S3 the CSDM used 

array of size 8×7×1 in x, y and z respectively. In this array each component is average 

of 125components (5 components in each direction), as in MDDM the input density 

array is of size 40×35×5.  

The difference in corresponding eigen frequencies of RDDM’s is negligible among 

themselves while lower than the MDDM. Similarly in case of UADM the corresponding 

eigen frequencies are lower than the MDDM while slightly higher than the RDDM’s. In 

case of CSDM the first torsion (mode # 1) and bending (mode # 2) modes have lower 

while all other have higher frequencies than MDDM. 

 

 

 

Figure 5.17 Density distribution of Alporas _S3 
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Table 5.13 Frequencies (Hz) predicted from FE model based on densities distribution mapping 

(Alporas_S3) 

Mode No MDDM CSDM UADM RDDM_1 RDDM_2 RDDM_3 

1  415.87  391.91  373.35  369.81  370.25  370.29 

2  531.84  490.87  473.68  469.68  470.57  471.98 

3  845.11  856.23  822.92  819.50  816.45  815.64 

4  912.54  931.87  877.54  871.95  869.87  871.78 

5  1085.60  1113.90  1050.00  1043.40  1039.60  1044.20 

6  1381.80  1473.70  1339.80  1331.20  1328.20  1331.50 

7  1671.70  1815.40  1651.30  1639.50  1638.50  1640.90 

8  1701.50  1841.50  1704.40  1693.20  1689.20  1689.70 

9  2136.70  2382.90  2120.80  2109.10  2102.30  2109.40 

10  2325.90  2439.20  2349.30  2339.40  2327.20  2336.20 

11  2494.00  2647.80  2403.10  2385.30  2388.70  2404.10 

12  2525.90  2764.10  2476.40  2461.20  2457.40  2459.20 

13  2537.30  2846.50  2559.60  2538.30  2536.20  2542.10 

14  2746.70  2958.80  2734.30  2718.00  2716.40  2710.30 

15  2985.70  3031.20  2745.60  2729.10  2732.20  2728.80 

 

5.4.4 ALPORAS_S2 

The following initial values of variable parameters;  = 0.6, ν = 0.20 and damping 

= 0.00005 are assigned to FE model Alporas_S2. The paired and non-paired MAC 

matrix of Alporas_S2 is shown in Figure 5.17. 
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Table 5.14 Relative frequency error, Alporas_S2 

Mode No. 1 2 3 4 5 

Experimental Frequency (Hz) 339.53  411.75  744.49  796.49  963.68 

Numerical Frequency (Hz) 340.7  435.9  736.22  780.79  936.98 

Error (%) 0.34  5.86  ‐1.11  ‐1.97  ‐2.77 

 

Mode No. 6 7 8 9 10 

Experimental Frequency (Hz) 1170.93  1486.4  1541.01  1877.11  2104.23 

Numerical Frequency (Hz) 1210.8  1468.2  1504.2  1877.5  2082.1 

Error (%) 3.40  ‐1.22  ‐2.38  0.02  ‐1.05 

 The progress of the algorithm and the evolution of variable parameters during the 

identification procedure are presented in table 5.15. The convergence of the parameters 

is also presented graphically in Figure 5.18 and identified numerical eigen frequencies 

along with corresponding experimental eigen frequencies are illustrated in Table 5.14.  

 

Figure 5.18 MAC matrix of experimental and numerical modes of Alporas_S2 (paired and 

non-paired) 
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Table 5.15 Convergence of identifying parameters (Alporas_S2) 

Parameter  Iter.0  Iter.1  Iter.2  Iter.3  Iter.4  Iter. 5  Iter. 6  Iter. 7 

Phi 
0.6  0.81  0.87  0.87  0.87  0.87  0.87  0.87 

Poisson’s 
ratio  0.2  0.24  0.36  0.34  0.34  0.34  0.34  0.34 

Damping  5E‐5  1.2E‐5  1.9E‐6  6.4E‐7  6.3E‐7  6.3E‐7  6.3E‐7  6.3E‐7 

 

 

 

Figure 5.19  Graphs of convergence of identifying parameters (Alporas_S2) 
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The measured average density distribution (in z direction) of Alporas_S2 is shown in 

Figure 5.19. The results of numerical investigations of Alporas_S2 are shown in Table 

5.16. The eigen frequency of corresponding mode shapes of Alporas _S2 are lower than 

Alporas_S3 apparently due to lower relative density of the specimen. The experimental 

mode shapes of Alporas_S2 and Alporas_S3 are shown in Figure 5.3 and Figure 5.6 

respectively. It is observed that the difference between the corresponding eigen 

frequencies of UADM and RDDM’s for Alporas_S2 is very minute. It is also observed 

that corresponding eigen frequencies in all these cases (UADM and RDDM’s) are less 

than the MDDM. Similarly in CSDM, the first torsion (mode # 1) and bending (mode # 

2) modes have lower while all other modes have higher corresponding eigen frequencies 

than MDDM. 

 

 

 

Figure 5.20 Density distribution of Alporas _S2 
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Table 5.16 Frequencies (Hz) predicted from FE model based on densities distribution mapping 

(Alporas_S2) 

Mode No MDDM CSDM UADM RDDM_1 RDDM_2 RDDM_3 

1 340.70  336.97  326.68  326.52  326.37  325.83 

2 435.90  428.96  419.08  419.39  418.68  418.49 

3 736.22  755.25  724.52  724.33  722.80  723.28 

4 780.79  811.40  771.31  770.19  769.40  769.52 

5 936.98  964.69  919.50  919.03  917.92  916.94 

6 1210.80  1302.10  1192.50  1192.30  1190.50  1190.20 

7 1468.20  1594.40  1456.90  1456.30  1453.20  1453.40 

8 1504.20  1610.10  1497.40  1497.70  1492.70  1494.10 

9 1877.50  2081.40  1864.30  1863.20  1859.80  1859.30 

10 2082.10  2176.20  2065.80  2065.30  2061.10  2060.40 

11 2197.20  2317.20  2143.20  2141.60  2144.70  2140.30 

12 2218.00  2484.40  2202.90  2201.40  2196.70  2197.50 

13 2262.10  2507.00  2255.00  2252.90  2247.80  2249.90 

14 2425.30  2615.80  2416.20  2415.50  2411.40  2410.70 

15 2527.50  2658.00  2423.90  2421.10  2422.60  2421.70 

 

The identified parameters of four AF specimens are specified in the Table 5.17. 

 

Table 5.17 Identified parameters of AF specimens. 

AF specimen 
Damping 
constant 

Poisson's 
ratio 

Phi ( ) 
Young’s modulus 

(GPa) 

Alporas_S2 6.3E-7 0.34 0.87 1.25 

Alporas_B2 7.6E-07 0.295 0.873 1.24 

Alporas_S3 5.8E-7 0.32 0.88 2.80 

Alporas_B3 6.22E-7 0.31 0.85 3.27 
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CHAPTER  6. SUMMARY AND CONCLUSIONS 

The first task of the research work described in this thesis was to develop an 

experimental setup to evaluate modal parameters, precisely. To achieve precision, an 

experimental setup of non contact vibration measurement using scanning laser 

vibrometer has been developed to serve as a base for mixed numerical-experimental 

identification technique. A laser Doppler vibrometer was used to perform a continuous 

point-by-point scan over a particular test piece, the AF structure. The front surface of 

the AF specimen was scanned by the LDV and the excitation was applied from behind. 

The experiments were performed on four simple aluminum foam rectangular plates. 

These specimens were hung down with soft elastic cords to make them in free-free 

condition and excited using a pseudo-random excitation via an electromagnetic shaker 

attached to the structure, as shown in Figure 2.13. In the experimental set-up the LDV 

could be directed at any point on the test specimen almost perpendicularly to measure 

its z-axis vibration. The whole setup was placed on vibration isolated table to prevent 

the surrounding vibrations. Response measurements were obtained with the LDV 

scanning over the testing specimen at specified mesh grid points, see for example 

Figure 2.14. The transfer functions of the test specimen, velocity/force type was 

calculated by the internal software system PSV200 and an average of several 

measurements was performed to further increase the quality of the experimental 

frequency model. The FRFs from PSV200 were imported in LMS Test.Lab. The state of 

the art LMS PolyMAX parameter estimation technique was used to determine the eigen 

frequencies and corresponding mode shapes in range of 10 Hz to 3 KHz. The MAC, 

MPC and MPD criteria were used to investigate the validity of the estimated modes.  

The second specific task of this research was to develop an FE model of AF 

material based both on the cellular microstructure and behavior of the bulk material. 

Computational modelling and simulation of materials with a cellular microstructure is a 

broad field of research that has drawn considerable interest for engineers. Simulations 

give the possibility of investigating several aspects of the relations between the 

parameters of the microstructure and the overall mechanical properties of cellular 

materials. Computed tomography as a non-destructive testing method has the potential 
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to study the internal configuration of the structure, in which density changes over a 

sufficient volume. Aluminum foams are composite consisting of metal and air can fulfill 

this condition very well. These metals can be analyzed in two ways; (i) reconstruction 

of the microstructure to analyze the 3D distribution of solid (ii) transformation of 

heterogeneous microstructure to an approximated continuum. To reconstruct the 

microstructure high resolution CT-data is required. Only micro-CT can provide this 

high resolution data, required for this purpose. Then a FE model of this  reconstructed 

microstructure can be generated as described in [151, 186].  Such a model would have a 

high number of elements which makes the model too complex to easily handle in FE 

packages and computing time would be high as well. One of the most important feature 

of a cellular solid is its relative density; ⁄  where  is the density of the cellular 

material and  is the density of the solid from which the cell walls are made.  

A special procedure called density mapping method, has been applied to 

approximate the cellular structure of aluminum foam with continuum. The 

transformation of a discretely heterogeneous structure of aluminum foam to an 

approximated continuum was one of the major challenges in this work. The 

microscopical density distribution of the aluminum foam recorded by X-ray computed 

tomography has been averaged over a certain domain. The obtained continuum body 

was implemented in FE package ANSYS. The finite elements were used for 

discretization of density fields. The local average density represented by a mean density 

forms a so called ‘sub-domain’. All finite elements in the sub-domain behave 

mechanically in the same way. Each sub-domain was assumed to be homogeneous and 

isotropic. Its mechanical properties were modeled using Gibson and Ashby scaling laws 

for regular foams scaled by experimental results. In this scaling laws, the microstructure 

of cellular materials was homogenized over a scale infinitely larger than the typical 

microstructure. In other words these relations predict the behavior of a material that was 

assumed to be a homogeneous continuum. Density distribution of aluminum foam 

measured by X-ray computer tomography was used as input to the corresponding FE 

model of investigated specimen. All numerical investigations were carried out by means 

of the FE package ANSYS. The ANSYS APDL file was developed such that it could 

handle multiple sets of input variables at a time during each call by MATLAB. 

Furthermore ANSYS APDL files of all AF specimens were generated that defines the 
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preprocessor (parametric model of the AF specimen), solution and postprocessor phase 

of the finite element analysis. In the preprocessor phase, the geometry and the boundary 

conditions of the model were defined using a set of APDL commands. The model, that 

has been defined in the preprocessor phase was then solved in the solution phase using a 

suitable modal solution process such as QR damped method. In the postprocessor phase 

the results from the analysis was gathered and saved in a suitable format (file). This file 

was then read by MATLAB for further optimization process. This APDL file thus 

created was used by ANSYS running in batch mode, during each system call command 

from MATLAB.  

Another task in this work was to develop a mixed numerical-experimental 

identification technique which is based on experimental modal model, measured CT 

density distribution data and FE model of specimen under investigation. To achieve this 

task an automation code in MATLAB was developed that incorporates ANSYS the 

finite element solver, experimental modal analysis results from LMS Test.Lab and a 

suitable optimization tool. A system call command in MATLAB was employed to call 

ANSYS for each simulation run that involved calculation of the modal responses to the 

input variable parameters. Modal results file of each FE simulation was saved for 

further process. Several MATLAB routines were developed to read these FE results 

files and extract the required data in matrix form. The experimental modal data was 

exported from LMS Test.Lab in a universal file format. This universal file was read by a 

MATLAB routine which extracts the required data in matrix form. A set of error 

functions based on measured and numerical eigen frequencies and corresponding mode 

shapes was developed in MATLAB. These error functions have been combined to form 

a total functional error for optimization of the FE model input variable parameters. 

Levenberg-Marquardt algorithm with assessment of gradients by finite difference 

method was used for optimization. Proposed optimization method has proved very 

effective, since on average, all variable parameters converged at 5th iteration. All these 

routines were incorporated together to develop the proposed mixed numerical-

experimental identification technique.  

After identifying the variable parameters numerical investigations were performed 

to observe the behavior of aluminum foam due to the variable density distribution. In 
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first case a coarse sub-domain (which is 5 times greater in each direction than the 

previously modeled) was used in the FE model. The density assigned to elements in 

each sub-domain was the average density of that sub-domain. In second case a uniform 

average density was assigned to the whole FE model instead of measured one. In 3rd, 

4th and 5th cases different random distribution of measured density was assigned to the 

FE model. MATLAB routines were developed to do these tasks of different density 

distributions. Numerical modal analysis was performed for all cases with the identified 

variable parameters from MDDM. It was observed that the corresponding eigen 

frequencies of the models with uniform and random density distribution are lower than 

the MDDM. Similarly in case of coarse sub-domain model the first torsional and 

bending (Alporas_B2 and Alporas_B3 in y-axis while in case of Alporas_S2 and 

Alporas_S3 in x-axis) mode have lower while other modes have higher corresponding 

eigen frequencies than MDDM. These observations show that density distribution 

should not be ignored in FE modelling of these cellular materials. It was therefore 

concluded from these investigations that FE modelling of specimen and non contact 

measurements method for modal analysis extend the scope of mixed numerical 

experimental technique. 

Dynamic behavior of closed cell material ALPORAS was investigated 

experimentally and numerically. Modal test on four ALPORAS specimens shows that 

inhomogeneties in the mass distribution are a key factor in evaluating dynamic behavior 

of cellular materials. A comprehensive methodology for identification of dynamic and 

elastic behavior of cellular materials has been proposed. The actual mass distribution of 

ALPORAS foam has been obtained by processing of X-ray tomographic data. In the 

context of materials engineering, the present approach can be very useful for designing 

cellular materials. Indeed, it enables the prediction of the best way of combining the 

mechanical properties of the solid material with feasible microstructures, in order to 

obtain expected mechanical properties. 

The effect of inhomogeneous distribution on the modal behavior of ALPORAS was 

investigated. Experimental results of modal testing show high scatter in the modal 

properties of investigated specimens. This phenomenon can be well described by the 

effect of inhomogeneous mass distribution. FE simulations of continuum model 
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confirmed the inhomogeneous mass distribution effect on modal properties of AF 

specimens. Gibson and Ashby model was implemented in FE model to provide the 

elastic behavior. Furthermore the model used in the present work was an isotropic 

model. It means that the model was unable to account for the anisotropy.  The proposed 

approach distinguished from traditional finite element approaches of cellular metals 

[161-166], in respect that it is not based only on the cellular microstructure of the AF 

but also incorporate dynamic behavior of the bulk material. 

One important aspect of the model was the bulk material properties. The computed 

behavior of the foam was very sensitive to these input parameters. The model can be 

adjusted by introducing a correction on the mechanical properties parameters of the 

bulky material. Modification can also concern the constitutive relation itself. The aim of 

this work was to develop and validate a realistic mechanical model of cellular materials 

based both on the cellular microstructure and on the behavior of the bulk material. The 

effect of more sophisticated material behavior and the influence of the input parameters 

will be exposed in future works. 

6.1 FUTURE DEVELOPMENTS AND PERSPECTIVES 

The performance of the developed method can be improved and extended for further 

future development using the following steps: 

 In current study ALPORAS foam specimens with two different average densities 

are investigated. Thus, the issue of further studies will be to investigate other 

densities and types of foam. 

 The dynamic behavior of specimens with specific density distribution (i.e. higher 

density distribution at corners, higher density distribution at center etc.) will be 

appealing to explore.  

 Specimens with predefined limits of controlled density distribution (i.e. from 250-

300 kg/m3, 300-400 kg/m3, 200-500 kg/m3 etc.) can be used to evaluate the 

consequence on variable parameters and dynamic behavior of the specimen.  

 In this work Gibson and Ashby model was used in FE formulation. Other well 

known foam models can be implemented in this technique for their comparative 

study.   
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 Dimensional optimization of the test specimen and excitation technique can be 

performed to ensure ideal dynamic measurement quality (clearly decoupled 

modes) and high number of modes in the measured frequency range. 

 Four AF specimens of two different sizes of rectangular shape were considered in 

this research study. It was observed that the geometry of the specimen has 

influence on the sensitivities of the error function. More investigations are needed 

to determine the ideal size of specimen for such identification technique. It will 

also be interesting to explore the behavior of such material for different 

geometrical shapes (like circular, square, rectangular etc.). 
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