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Abstract

Steady advances in radiotherapy treatment modalities simultaneously yield
a demand for more accurate dose calculation techniques. Owing to the
stochastic nature of particle interactions, transport problems can naturally
be addressed by means of Monte Carlo methods. Monte Carlo simulations
represent one of the most rigorous modalities to obtain spatial fluence and
dose distributions accompanying the penetration of particles into matter.
General-purpose Monte Carlo packages have gained an increasing importance
in medical physics simulations. One such Monte Carlo code system is Geant4
– a versatile toolkit for simulating the coupled transport of a large variety of
particles. The toolkit is developed by an international collaboration under
participation of CERN.

This thesis presents a comprehensive and detailed examination of Geant4
physics algorithms pertinent to radiotherapy simulations. Available physics
options are partly extended. The accuracy of Monte Carlo models embedded
in Geant4 is assessed by means of a series of radiation transport benchmarks
covering different aspects of electron and ion transport.

A significant part of the thesis is dedicated to the validation of electron
condensed history algorithms. Monte Carlo predictions are systematically
benchmarked against experimental data reported in the literature, including
dose distributions, backscatter coefficients, energy albedos, as well as angular
distributions of electrons backscattered from solid targets. Obtained simu-
lation predictions are evaluated for their ability to describe the variation of
experimental data with kinetic energy, angle of incidence, and atomic number
of materials. Energies relevant to applications in radiotherapy are covered.
Different multiple scattering and energy loss models are compared and their
accuracy and limitations are discussed.

Complementing the electron transport studies, the thesis addresses light-
ion transport in matter. Physics options in Geant4 are extended by incor-
porating a parameterization model, based on ICRU 73 stopping powers, to
describe the electronic energy loss of ions. With particular attention paid to
the recent developments, the accuracy of current Geant4 models is examined
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for simulating dose profiles of 12C ions in phantom materials. Obtained dis-
tributions are validated against experimental data available in the literature.
A quantitative analysis is performed addressing the precision of the Bragg
peak position and proportional features of dose distributions. In addition,
the effect of different generators for ion fragmentation on dose profiles is
evaluated.
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Kurzfassung

Die stetigen Fortschritte in der Strahlentherapie und fortwährende Verbes-
serungen in den damit verbundenen Behandlungsmethoden führen gleichzeitig
zu einer gesteigerten Nachfrage nach genaueren Verfahren zur Dosisberech-
nung. Strahlentransportrechnungen können aufgrund des stochastischen Cha-
rakters der Wechselwirkungen von Teilchen mit Materie auf natürliche Art
und Weise mittels der Monte Carlo-Methode beschrieben werden. Derar-
tige Strahlentransportsimulationen stellen eines der genauesten Verfahren
zur Bestimmung räumlicher Fluenz- und Dosisverteilungen dar. Insbeson-
dere nehmen Monte Carlo-gestützte Allzweckcodes eine immer wichtigere
Stellung in der medizinischen Physik ein. Ein derartiger Simulationscode ist
Geant4, welcher von einer internationalen Kollaboration unter Teilnahme des
CERN entwickelt wird. Geant4 ist ein vielseitiges Programm zur Simulation
der Wechselwirkung und des Transports von Teilchen in Materie.

In der vorliegenden Arbeit werden, in umfangreichen und detaillierten
Ausmaß und mit Hauptaugenmerk auf Anwendungen in der Strahlentherapie,
Transportmodelle des Geant4-Simulationsprogrammes untersucht. Vorhan-
dene Wechselwirkungsmodelle werden zum Teil erweitert. Um die Genauigkeit
von Simulationsalgorithmen zu bestimmen, wird eine Reihe von Vergleichs-
tests durchgeführt, wobei verschiedene Aspekte hinsichtlich des Transports
von Elektronen und Ionen behandelt werden.

Ein signifikanter Teil der Arbeit beschäftigt sich mit der Untersuchung
von “condensed-history”-Algorithmen zur Beschreibung von Elektronenwech-
selwirkungen mit Materie. Monte Carlo-Berechnungen werden auf systema-
tische Art und Weise mit experimentellen Daten aus der Literatur verglichen,
wobei verschiedene physikalische Größen wie Dosisverteilungen, Rückstreu-
koeffizienten sowie Winkelverteilungen von rückgestreuten Elektronen un-
tersucht werden. Die Vergleiche umfassen jenen Energiebereich, welcher
für Anwendungen in der Strahlentherapie von Relevanz ist. Im Zuge der
Benchmark-Tests wird das Vermögen der Transportmodelle untersucht, die
Abhängigkeit experimenteller Größen von der Elektronenenergie, dem Ein-
fallswinkel sowie von der Kernladungszahl des Absorbermaterials wiederzu-
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geben. Verschiedene Modelle zur Beschreibung der Vielfachstreuung sowie
zur Berechnung des Energieverlusts werden miteinander verglichen und die
Genauigkeit und Anwendbarkeit der Modelle wird diskutiert.

Ergänzend zu den obigen Untersuchungen werden Betrachtungen zu Ionen-
transportsimulationen angestellt. Im Zuge dieser werden in Geant4 verfüg-
bare Algorithmen um ein parametrisiertes Modell zur Beschreibung des En-
ergieverlusts von Ionen in Materie erweitert. Die Parametrisierungen beruhen
auf im ICRU-Bericht 73 publizierten Werten des Ionenbremsvermögens. Des
weiteren wird, unter besonderer Berücksichtigung der neuesten Entwicklun-
gen, die Genauigkeit von Ionentransportmodellen zur Dosisberechnung un-
tersucht. Simulierte Dosisprofile von Kohlenstoffionen in Phantommateri-
alien werden mit experimentellen Daten aus der Literatur verglichen. Als
Teil der Modellvalidierung wird eine quantitative Analyse hinsichtlich der
Genauigkeit der berechneten Kurven, insbesondere bezüglich der Position
des Bragg-Peaks und der Halbwertsbreite, durchgeführt. Zusätzlich werden
verschiedene Fragmentierungsmodelle und deren Auswirkungen auf Dosis-
profile untersucht.
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Chapter 1

Introduction

Radiotherapy is the curative or palliative treatment of malignant or, in less
frequent cases, other diseases by means of ionizing radiation [1]. As a cancer
treatment modality – often applied concurrently with surgery and chemother-
apy [2] – it has the advantage of being a non-invasive method to control or
even eradicate tumours. Recent estimates [2, 3] suggest that a treatment
with ionizing radiation would be beneficial to more than half of all cancer
patients. In radiotherapy, one generally aims in maximising the tumour con-
trol probability with the least level of normal-tissue morbidity [4]. This is
usually achieved by selectively delivering a high radiation dose to malignant
cells while concurrently preventing high exposure of adjacent and distant
healthy tissues [1]. The accurate planning and delivery of tumour dose is
a highly complex task. In clinical practice, the uncertainty of tumour and
normal-tissue dose cumulatively results from different sources like patient
set-up, organ motion, calibration of the therapy unit, and dose calculations
[5, 6]. To optimize the clinical outcome, treatment procedures require a
precise dose administration due to strongly varying dose–effect relationships
[5, 6, and references therein]. As reported by Papanikolaou et al. [5], clinical
studies with electron and photon beams showed that a 7% difference in dose
can lead to observable effects with regard to both, tumour remission and
normal-tissue response.

1.1 Monte Carlo-based dosimetry

In the last decades, significant progress in radiotherapy has been achieved
through the advent of highly conformal treatment modalities, such as intensity-
modulated x-ray therapy [7] or proton and ion beam irradiation [8–11]. The
advances in delivery techniques and the concurrent gain in clinical efficacy
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are closely intertwined with the invention and maturation of other key tech-
nologies, in particular three-dimensional anatomical [12] and biological [13]
imaging techniques, accelerator designs [14, 15], and radiobiology. The over-
all improvement of radiotherapy treatment methodologies concurrently yields
a demand for more accurate dose calculation techniques [5, 16]. Currently,
calculated dose values are recommended to have an uncertainty of less than a
few percent. A challenging aspect of dose calculations is the accurate descrip-
tion of perturbation effects resulting from particle scattering in heterogeneous
media and the formation of secondary particle fields. Many efforts have been
dedicated to the development of more sophisticated, computer-aided dose
algorithms [16, 17]. Among these, Monte Carlo radiation transport simula-
tions are one of the most rigorous modalities to calculate spatial dose and
fluence distributions accompanying the penetration of particles into matter.
Such simulations are generally considered a suitable means for dosimetry in
radiotherapy (see, for example, [4, 6, 18–21]).

The Monte Carlo method is a statistical technique, using random number
sequences to obtain an estimate of a physical or mathematical quantity under
study [22]. The propagation of particles in media, being inherently proba-
bilistic in its nature, can naturally be addressed by means of Monte Carlo
methods. The invention of computer-based Monte Carlo sampling dates back
to neutron diffusion studies by John von Neumann and Stanislaw Ulam in
the 1940s [23]. Based on stochastic models describing particle interactions
with absorber atoms, Monte Carlo transport simulations generate sequences
of individual trajectories, aiming to describe phenomena associated with the
behaviour of a large number of tracks. A limiting factor is the intrinsic sta-
tistical uncertainty, often necessitating lengthy computation times, however
rapid advances in computing technology, both in hardware and software, have
led to a steady increase of Monte Carlo-based applications [24]. Nowadays,
Monte Carlo codes represent a powerful tool in medical dosimetry, with great
potential to accurately compute three-dimensional energy deposition pattern
in heterogeneous media and to describe the mixed radiation fields produced
as a result of particle interaction with beam-shaping devices, monitoring sys-
tems, and human tissues or tissue-equivalent phantoms alike. Monte Carlo
codes are employed in a variety of use cases, ranging from beam-machine
interaction studies and hardware design to quality assurance and dose veri-
fications.

General-purpose Monte Carlo packages have gained an increasing impor-
tance in medical physics simulations. One such Monte Carlo code system
is Geant4 [25, 26] – a versatile, object-oriented toolkit for simulating the
coupled transport of a large variety of particles such as photons, electrons,
positrons, hadrons, and ions. The simulation package accounts for electro-
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magnetic and nuclear interactions particles experience along their track [25].
It covers a broad energy range, from a few hundred electronvolt to the high-
energy regime of interest for accelerator or cosmic ray physics [25]. In par-
ticular, the Geant4 code system offers a comprehensive set of physics mod-
els with recourse to both, theoretical and data-driven approaches [25–27].
Since its initial production release in 1998, Geant4 has been developed and
extended by an international collaboration formed by research centers, na-
tional institutes and universities, with new toolkit versions being delivered
in a semiannual release cycle [25]. The code system is applied in a diver-
sity of fields, spanning from high-energy physics [27] to experimental nuclear
physics [28], space science [29, 30], and medical physics [18, 19, 31–33].

1.2 Scope of this thesis

In view of the high level of accuracy pursued in medical dosimetry, it is an
important prerequisite to assess the ability of Monte Carlo simulation models
to yield a reliable and accurate prediction of relevant physical quantities.
This thesis presents a comprehensive and systematic evaluation of Monte
Carlo algorithms in Geant4, covering different aspects of particle transport
pertinent to medical dosimetry. In part, existing modelling approaches are
extented. A brief outlook is given below. The work presented in this thesis
was performed at the European Organization for Nuclear Research (CERN).
In particular, presented results emerge from research activities conducted
within the Geant4 Collaboration.

A significant part of the thesis is dedicated to electron transport in matter.
Describing the propagation of electrons, independently if they are primary
particles or secondary products, is of considerable importance in medical
dosimetry. Electrons are produced by kilovoltage and megavoltage x-ray
beams used in diagnostic medicine and radiotherapy; they are employed in
external beam therapy for the treatment of superficial diseases; they form
secondary components in proton and ion therapy; and they are emitted
by radioisotopes adopted in brachytherapy or targeted radionuclide ther-
apy. Monte Carlo codes employed in electron transport problems commonly
adopt the condensed history technique [34], where sets of successive inter-
action events are summarized by means of multiple collision theories. The
incentive for condensed history simulations lies in the very nature of charged
particle interactions, effectively rendering single scattering schemes ineffi-
cient for many applications involving fast electrons either as primaries or
secondaries [35]. This thesis presents a comprehensive validation of Geant4
condensed history electron transport algorithms, addressing particle energies
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typically encountered in radiotherapy applications. Monte Carlo predictions
are systematically benchmarked against experimental data reported in the
literature, including dose distributions, backscatter coefficients, energy albe-
dos as well as angular distributions of electrons backscattered from solid
targets. Obtained simulation predictions are evaluated for their ability to
describe the variation of experimental data with beam energy, angle of inci-
dence, and atomic number of target samples. Different multiple scattering
and energy loss models are compared and their accuracy and limitations are
discussed.

Complementing the electron transport studies, the thesis addresses light-
ion transport in matter. Physics options in Geant4 are extended by incor-
porating a parameterization model, based on ICRU 73 [36] stopping powers,
to describe the electronic energy loss of ions. For a few materials, revised
ICRU 73 stopping power tables recently published by Sigmund et al. [37]
were included, also affecting media like water which are of importance in
radiotherapeutical applications. With particular attention paid to the re-
cent developments, the accuracy of current Geant4 models is examined for
simulating Bragg peak profiles of 12C ions incident on phantom materials.
Simulated dose distributions are validated against experimental data avail-
able in the literature, where the focus is on beam energies relevant to ion
therapy applications (90–400 MeV/u). A quantitative analysis is performed
which addresses the precision of the Bragg peak position and proportional
features of the dose distribution. In addition, the effect of different generators
for ion fragmentation on dose profiles is evaluated.

The thesis is organized as follows. Chapter 2 presents concepts of Monte
Carlo-based transport schemes and reviews common applications of Monte
Carlo simulations in radiotherapy. Chapter 3 provides a brief overview of the
Geant4 toolkit, discussing transport methods and physics models included in
the simulation package. Chapters 4 and 5 are dedicated to the validation of
electron transport algorithms, respectively covering spatial dose distributions
and backscattering phenomena. Chapter 6 presents the integration of ICRU
73 stopping powers into Geant4 and presents corresponding validation stud-
ies. Finally, Chapter 7 gives a summary of the thesis as well as concluding
remarks.
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Chapter 2

Monte Carlo simulations in
radiotherapy

Monte Carlo radiation transport simulations are based on sequences of ran-
dom samples drawn from probability distribution functions (PDFs) which
characterize particle interactions with matter. In this way, by creating ran-
dom tracks, Monte Carlo simulations emulate the stochastic nature of particle
propagation in media and allow to describe accompanying transport phenom-
ena. Owing to the explicit modelling of physical processes of individual par-
ticles, Monte Carlo transport schemes inherently account for local scattering
characteristics, i.e. they adapt naturally to varying geometry and material
properties along the particle’s path, and, in addition, they enable the pro-
duction (and subsequent transport) of secondary particles. The natural way
of describing radiation transport, including the generation of particle cas-
cades, renders Monte Carlo simulations a powerful tool for particle physics
and radiation dosimetry [38]. The potential to improve accuracy, largely
due to full three-dimensional transport capabilities, was a major incentive
to employ Monte Carlo simulations in medical disciplines. Particularly in
complex scenarios, where particles travel in heterogeneous media or across
material boundaries, the strength of Monte Carlo simulations becomes evi-
dent [6, 16, 18, 21, 38].

In the last decades, Monte Carlo code systems have gained an increasing
importance in external photon [18, 19, 21] and electron [18, 20, 21] beam
radiotherapy, brachytherapy [39], diagnostic radiology and therapeutic [31]
and diagnostic [40, 41] nuclear medicine. More recently, Monte Carlo simu-
lations have also become a fundamental tool for newer treatment modalities
involving beams of heavy, charged particles like protons or ions. In a review
paper on Monte Carlo simulations in medical physics, Rogers [24] pointed out
that the number of Monte Carlo-related publications in two major medical
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physics journals (“Medical Physics” and “Physics in Medicine and Biology”)
has doubled every 5 years from 1967 to 2000. Apart from being used as
an approach to radiation transport, the Monte Carlo technique has been
extensively applied to miscellaneous physical or mathematical problems in
medical, biomedical and other health-related disciplines. It is interesting to
note that a search for “Monte Carlo” in the PubMed [42] database of the
US National Library of Medicine (NLM) currently (November 2011) yields
29 559 articles, compared to the 14 452 hits reported by Rogers [24] in early
2006.

The Monte Carlo method is, as indicated above, a stochastic technique
and results are obtained by averaging scores, i.e. values of a random vari-
able, over a large number of simulated particle tracks. In this way, the
expected value of the random variable, which can be equivalent to a macro-
scopic physical quantity like fluence or dose, is estimated by the sample
mean [43]. According to the Central Limit Theorem (CLT) [44], the rate
of convergence is proportional to 1/

√
N as N → ∞, where N indicates the

number of histories [21] (in Monte Carlo terminology, a history encompasses
a primary particle trajectory and all secondary trajectories resulting from in-
duced particle cascades [45]). Although being an accurate tool for radiation
dosimetry, larger-scale Monte Carlo simulations have long been unfeasible
due to the lengthy execution times needed to cope with inherent statistical
uncertainties. Owing to the advances in computing technology and due to
the development of more user-friendly software packages, Monte Carlo codes
are increasingly used in more complex medical use cases [18, 21, 24]. Ex-
amples are the simulation of electron or photon transport through detailed
models of linear accelerator treatment heads [19, 20], or the transport of pro-
tons through entire beam lines including nozzles of passive scatter therapy
units (see, e.g., Refs. [46, 47]); in particular, Monte Carlo codes are also
employed for accompanying dose calculations in patient voxel geometries im-
ported from computed tomography (CT) images (see, for instance, the Refs.
[18, 21, 47]). Modern general-purpose Monte Carlo packages, often emerging
from other domains like reactor physics or high energy physics, play a signif-
icant role in the evolvement of Monte Carlo particle transport simulations in
medical physics, and most research studies are based upon such code systems
(cf. Refs. [19, 20, 24, 31, 48]).

In this chapter, concepts of Monte Carlo-based transport simulations
are briefly outlined (Section 2.1) and an overview of Monte Carlo appli-
cations and their benefits in radiotherapy is given, focusing separately on
electron/photon transport problems (Section 2.2) and on hadron and ion
transport simulations (Section 2.3). The two latter sections also provide
an overview of general-purpose Monte Carlo codes most commonly used in
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radiotherapeutical applications.

2.1 Concepts of Monte Carlo-based particle

transport

Monte Carlo particle transport simulations involve the sequential generation
of random particle trajectories based on physical interaction models and the
simultaneous calculation of relevant quantities by averaging the contribu-
tions from individual tracks. The elemental ingredients of Monte Carlo code
systems are (loosely based on Zaidi and Sgouros [31], Pawlicki and Ma [45]):
(i) a (pseudo-)random number generator (random number generation is gen-
erally based on deterministic methods and obtained numbers are therefore
pseudo-random [49]), (ii) algorithms producing a set of primary particles
and primary vertices, (iii) stochastic models describing physical mechanisms
of particle interactions with matter, (iv) algorithms enabling the navigation
of particles in the tracking geometry, and (v) scoring methods allowing to
record relevant physical quantities and the associated statistical uncertainty.
In general, the simulation of a single track proceeds by determining the pri-
mary particle type and initial properties, like energy, position and momentum
direction, and, secondly, by propagating the particle through matter. The
tracking is based on random variables sampled from the PDFs describing
the occurrence and final state of physical interactions, i.e. energy loss and
angular deflection of incoming particles as well as type, initial energy and
direction of secondaries [50].

A straightforward approach to the simulation of particle transport is the
analogue Monte Carlo scheme (cf. [21, 35, 38, 50–52]), where individual in-
teractions are explicitly accounted for. Such an approach is suitable if the
interaction probability is reasonably small [50, 51]. In general, the analogue
scheme is applied to the Monte Carlo transport of photons and neutrons
[43]. It is also employed in microdosimetry simulations of charged and neu-
tral particles, where individual track structures can be important. However,
the very nature of electromagnetic interactions which charged particles ex-
perience along their track renders analogue schemes inefficient for most ap-
plications involving fast charged projectiles [35]. As often discussed in the
literature, this gave incentive to the invention of the condensed history tech-
nique [34], where charged particle encounters are clustered such that the
simulation mimics only the net effect along macroscopic track segments.

This section presents basic concepts of Monte Carlo particle transport
simulations, focusing on aspects related to the simulation of physical inter-
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actions and the resulting random walk: the principles of analogue (Section
2.1.1) and condensed (Section 2.1.2) transport schemes are briefly discussed,
however without referring to specific interaction laws or their mathemati-
cal description. It is beyond the scope of the current section to describe
details of random number generation and sampling methods. For more
information, particularly concerning common sampling techniques like the
inverse-transform, composition and rejection methods, the reader is referred
to references like the book of Rubinstein and Kroese [49]. Additional aspects
specifically related to Monte Carlo-based radiation transport may also be
found in the Refs. [41, 52–54].

Besides the generation of particle tracks, an essential element of Monte
Carlo transport simulations is the retrieval of information, i.e. the calcula-
tion of physical quantities and associated standard deviations (or variances).
Probabilistic aspects related to this topic are common to many problems
addressed by statistical methods. Basic definitions and theorems, like the
previously mentioned Central Limit Theorem, are discussed in a range of
publications (see, e.g., the book of James [55] or the review paper of James
[22]) and are not repeated here. Further, it is out of the scope of this section
to give a description of variance reduction techniques. For more information
on this topic, the reader is referred to references like [21, 54].

2.1.1 The analogue particle transport scheme

The analogue Monte Carlo transport technique, commonly also known as
discrete, detailed or microscopic Monte Carlo simulation, models individual
particle interactions in sequential order. In this sense, by following each
interaction event, the analogue technique provides – as results converge to
the estimate of the expectation value – an exact solution to the transport
equation [35, 51, 56]. Analogue schemes are therefore a rigorous rendering of
nature within established physical principles guiding interactions of particles
with matter [21, 35].

A particle penetrating into a medium may interact through different,
competing mechanisms with atoms or molecules composing the material.
Photons, for example, can be subject to coherent and Compton scattering
processes, pair production and photoelectric and photonuclear effects. The
probability that a particle interacts through a mechanism of type k is de-
termined by the corresponding cross section σk, which generally depends on
the particle energy E and the absorber atom or molecule species [43]. The
dimension of cross sections is equal to an area, commonly expressed in terms
of barns (1 barn = 10−24cm2) [54]. Assuming the projectile survives an inter-
action, the energy loss ε = E − E ′ and the angular deflection Ω suffered by
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the particle in the physical process are governed by the respective differential
cross section (DCS),

d2σk
dεdΩ

(E; ε,Ω). (2.1)

The deflection angle is commonly expressed as Ω = (θ, φ), where θ and φ are
the polar and azimuthal angle relative to the incident direction. Depending
on the type of process, cross sections may not always be available in closed
analytical form. Hence, for some interaction mechanisms, Monte Carlo sim-
ulations incorporate numerical tabulations. A typical example are neutron
reaction cross sections from the ENDF/B-VI evaluated data library [57] used
in several major Monte Carlo codes.

For particles propagating in a homogeneous material composed of a single
atom or molecule species, the mean free path between two interactions of type
k is given by [43]

λk(E) =
1

Nσk(E)
, (2.2)

where N represents the number of atoms or molecules per volume, i.e.
N = ρNA/M , with ρ being the material density, NA the Avogadro constant
(6.022045 × 1023 mole−1), and M the molar mass of atoms or molecules, re-
spectively. The denominator, Nσk(E), is generally referred to as the macro-
scopic cross section Σk of a particle [58]. Conversely, σk is called the micro-
scopic cross section [43]. Supposing the particle undergoes different processes,
the mean free between any type of interaction is

λ(E) =
1

N
∑
k

σk(E)
, (2.3)

where the index k accounts for all types of processes.
The random walk of a particle propagating in an infinite, homogeneous

medium can be described in two steps, which are successively repeated until
the particle is absorbed (in flight) or has lost all its energy (alternatively, a
projectile may be disregarded if its energy falls below a defined threshold,
often called tracking cut). The basics of this transport scheme are outlined
below. For simplicity, no particular attention is given to the creation process
of the projectile and no specific assumption is made concerning the particle
type. Between two interactions the particle is assumed to travel with con-
stant energy along a straight line segment. Starting from an arbitrary inter-
action point on the particle’s trajectory, the analogue Monte Carlo transport
proceeds as follows:

(i) Sampling the spatial distance to the next interaction The first
step consists of transporting the projectile along a path length s to
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the next point of interaction. The distance to the next interaction
is determined by the smallest of different path lengths s individually
calculated for each competing process. The path length imposed by an
interaction mechanism k is determined as follows:

(a) Assuming the previous interaction was due to a process of type
k, then s is randomly sampled. It can be shown that the path
length to the next interaction event of the same type is distributed
according to [43]

p(s) =
1

λk
exp

(
− s

λk

)
, (2.4)

where λk is the mean free path defined in (2.2). The distance s
can then be determined from the cumulative distribution function
of p(s),

P (s) =

∫ s

0

p(s′)ds′, (2.5)

by using the inverse transform method (also called direct method).
This method implies that, if ξ is a random number uniformly dis-
tributed between 0 and 1, s = P−1(ξ) is a path length randomly
distributed according to the probability distribution p(s) [58]. In-
verting the cumulative distribution P (s) leads to the following re-
lation [43]:

s = −λk log
(
ξ − 1

)
. (2.6)

(b) If, in the previous event, the particle was not subject to a process of
type k, the path length corresponding to the interaction mechanism
k is updated according to

s = s′ − sprev, (2.7)

where s′ is the path length previously prescribed by the process k,
and sprev is the actual path length of previous step.

Once path lengths were determined for all competing interaction mechan-
ims by means of the expressions (2.6) and (2.7), the shortest path length
s is selected, and the particle is transported along its initial direction,
i.e. along the direction resulting from the previous interaction event.

(ii) Final state calculation The second step encompasses the sampling
of the final state of the projectile interaction. If the particle was not
absorbed in the process, changes in energy and direction are determined
from the DCS (see (2.1)) corresponding to the process k, which dictated
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the step length. The DCS serves, after being normalized, as the joint
probability distribution pk(ε,Ω) with respect to the variables ε and Ω.
As discussed by Bielajew [54], a common procedure is to sample first
the energy loss from the marginal probability distribution of ε,

pk(ε) =

∫
pk(ε,Ω)dΩ, (2.8)

and, as a second step, to determine the angular deflection from the
conditional probability distribution function of Ω given the obtained ε,

pk(Ω|ε) = pk(ε,Ω)
/
p(ε). (2.9)

Once energy and deflection were sampled, the transport continuous with
step (i).

It should be emphasized that the transport scheme described above pre-
sents only the essentials of analogue Monte Carlo simulations. Some aspects
like the generation of secondary particles were neglected. In particular, the
calculation of step (ii) can rest upon sophisticated final state models (e.g.
event generators used in the description of nuclear collisions). Moreover, the
tracking of particles becomes more complex if they penetrate into heteroge-
neous media. In this case, the spatial variation of the mean free path needs
to be taken into account, and hence the probability distribution of s in (2.4)
becomes [43, 54]

p(s) =
1

λk
exp

(
−
∫ s

0

ds′/λk(s
′)

)
. (2.10)

Applying the inverse transform method and reformulating the sampling equa-
tion gives (cf. Equation 2.6) [54]∫ s

0

ds′/λk(s
′) = − log (ξ − 1). (2.11)

This demonstrates that s cannot be determined analytically in all cases.
To account for absorber heterogeneities, some Monte Carlo codes adopt an
alterred sampling procedure [25, 59, 60], based on the number of mean free
paths

nλk
=

∫ s

0

ds′/λk(s
′). (2.12)

Assuming the particle travels in an absorber of piecewise constant compo-
sition and density, the path length can then be calculated as s = λ0k

nλk
,
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where λ0k
is the mean free path of the layer currently containing the particle

and nλk
is sampled according to

nλk
= − log(ξ − 1). (2.13)

If the particle reaches a boundary, s is recalculated using the mean free path
λ1k

of the consecutive absorber slab, i.e. s = λ1k
nλk

. This procedure exploits
the fact that nλk

is independent of the specific absorber. More details about
Monte Carlo transport in heterogeneous media can be found, for example, in
references like [43, 54].

As a final remark, it is emphasized that the outlined two-step scheme
is not a unique approach to execute analogue Monte Carlo simulations. In
particular, strategies of selecting the type of interaction can vary among
Monte Carlo code systems.

2.1.2 The condensed particle transport scheme

Describing the transport of charged particles, independently if they are pri-
mary projectiles or secondary products, is of considerable importance in clin-
ical dosimetry. This includes, for example, the tracking of electrons produced
by kilovoltage or megavoltage x-ray beams, or the transport of primary pro-
tons and ions as well as accompanying charged fragments in particle therapy.
However, the large number of interaction events energetic charged parti-
cles experience along their tracks (e.g. elastic Coulomb scattering, ionization
and Bremsstrahlung processes) demands other techniques than analogue ones
[35, 38] (it must be emphasized that nuclear processes of charged hadrons
and ions are much less likely and are hence not affected by this restriction).

The publication of Berger [34], which introduces the concept of condensed
history simulations, is generally considered as the foundation of the modern
Monte Carlo transport. Berger describes charged particle propagation by
summarizing the effect of a large, but finite number of inelastic and elastic
collisions in a final state considering net changes in particle energy, mo-
mentum direction and lateral displacement. This means, in the condensed
approach the transport technique does no longer mimic all individual par-
ticle collision events as described in the previous section, but treats sets of
events as a new entity in particle tracking (hence, in Monte Carlo termi-
nology, charged particle “steps” are usually condensed steps). As a direct
consequence, a significant decrease in executation time can be achieved as
particles can be followed with fewer, condensed steps.

The condensed approach has several implications on Monte Carlo simula-
tions. For example, the description of particle transport is based on multiple
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incident particle t

ts

p

Figure 2.1: Condensed history step, including multiple scattering angle θ, curved
path length s, straight line step length t, and the projection of t onto the direction
of the incoming particle. Reproduced from Ref. [61].

collision models [52], which introduce, in contrast to the analogue scheme,
some approximations to Monte Carlo transport simulations. Due to their
physical nature, one generally treats elastic scattering and energy loss pro-
cesses independently from each other:

• Elastic scattering. As a consequence of condensed particle transport
the geometrical size of a simulation step differs from the actual path
length s. The correlation between the straight line step size t and the
length of the curved path is usually referred to as path length correction,
which is given by [61, 62]

tp =

s∫
0

〈cos θ(s′)〉ds′, (2.14)

where tp is the projection of t on the axis representing the initial di-
rection of the particle, and θ is the multiple scattering angle (see Fig.
2.1). Path length corrections as well as the net angular deflection and
the net lateral displacement along condensed steps need to be modelled
by means of according multiple scattering (MSC) theories, taking into
account the correlation between the different quantities.

Monte Carlo codes often employ multiple scattering angular distribu-
tions by Molière [63] and Goudsmit and Saunderson [64, 65] . Molière’s
distribution is valid in the approximation of small scattering angles,
whereas the Goudsmit-Saunderson theory also applies to large-angle
scattering. Longitudinal and lateral spatial distributions and their
correlation with the multiple scattering angle generally vary amongst
Monte Carlo code systems [35]. As shown by Kawrakow and Bielajew
[35], different codes reproduce the exact first and second order spatial
moments (derived by Lewis [62] from the transport equation) and the
spatial-angular correlation to a varying degree of accuracy.
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In the proximity of absorber boundaries, conditions for the applicabil-
ity of multiple scattering theory break down [54]. Monte Carlo codes
therefore often adopt a single scattering scheme if the particle propa-
gates near boundaries.

• Energy loss. The cumulative energy loss suffered along a condensed
history step can be obtained by calculating the average value 〈ε〉 and,
secondly, by superimposing fluctuations, which account for the stochas-
tic nature of energy loss events.

For a process k, the mean rate of energy loss or stopping power1 is given
by [60, 67]

Sk(E) = N
εmax∫
0

ε
dσk
dε

(E; ε)dε, (2.15)

where N represents, as above, the number of atoms or molecules per
unit volume, dσk/dε is the differential cross section for an energy trans-
fer ε to a secondary in an inelastic interaction, and εmax is the maximum
energy transferable to a secondary in a single interaction event. The to-
tal stopping power results from the sum over all contributing processes,
i.e.

S(E) =
∑
k

Sk(E). (2.16)

The average energy loss 〈ε〉 along a condensed step of path length s
can then be obtained by

〈ε〉 = E(R)− E(R− s) (2.17)

where E(R) is the inverse function of

R(E) =

E∫
0

1

S(E ′)
dE ′. (2.18)

Above expression describes the particle range in continuous slowing
down approximation (CSDA), which assumes a non-stochastic energy
loss during particle penetration into matter.

Stochastic aspects of energy loss are described by means of straggling
functions f(s, ε). Straggling functions are often based on Landau and

1Controversy exists [66] as to whether stopping power is an adequate nomenclature for
a quantity having the dimension of a force. Despite this, the designation stopping power
is well established in the scientific community and is hence used throughout this work.
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Vavilov distributions or, for sufficiently long path lengths s, on Gaus-
sian distributions.

In condensed Monte Carlo particle transport, the emission of secondaries
(electrons, photons) is usually restricted to those particles having energies
above a defined threshold Tcut. Secondary electrons with a kinetic energy
exceeding Tcut are usually referred to as knock-on electrons or δ-electrons (see
e.g. [52]). The energy transfered in sub-threshold collisions is then treated as
local energy deposition. Secondary particle emission, and its direct impact
on the primary particle’s dynamic state, also gives rise to distinguish between
Monte Carlo algorithms [21]. As often described in the literature (see, for
example, [18, 21, 52]), it was Berger [34] who introduced the basic concept
of categorizing condensed transport schemes. Code systems are referred to
as Class I codes if primaries are propagated within a selected step size grid;
at the same time, secondary particle emission is treated separately from the
primary particle transport, i.e. changes in the state of primary particles due
to secondary particle production are modelled in a stochastic manner (e.g.
by means of straggling functions), but no interrelation between changes in
the primary’s state and the initial state of secondaries exists on a step-by-
step basis [18, 21, 52]. In contrast, transport codes are Class II codes if the
transport algorithm considers an explicit correlation between a projectile’s
final state and the initial properties of generated secondaries at each step
[18, 21, 52]. In Class II codes the alteration of a primary particle’s state along
a step is therefore twofold, i.e. consisting of a continuous part considering the
condensed transport and a discrete part simulating the analogue effects of
secondary generation above Tcut [38, 52, 67]. The discrete collisions are often
called catastrophic events, whereas sub-threshold interactions are commonly
referred to as soft collisions (see, for example, Refs. [38, 52, 54]). Evidently,
the impact of the different parts is guided by the production threshold. The
discrete part generally follows a similar transport scheme as described in the
previous section, where the probability of a catastrophic interaction of type k
(see Equations (2.2) and (2.10)) is determined by the following cross section
[67]:

σk(E, Tcut) =

εmax∫
Tcut

dσk
dε

(E; ε)dε. (2.19)

Here, εmax denotes again the maximum energy that can be transferred to a
secondary in a single collision, Tcut is the lower production cut, and dσk/dε
is the DCS described above (in the case, k represents target ionization, the
binding energy of electrons is, for simplicity, assumed to be much smaller than
ε and is hence neglected in the current formulation). By treating catastrophic
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interactions in an analogue manner, Class II codes interupt, in contrast to
Class I schemes, a primary particle’s path at real collision points. A concep-
tual constraint arises, however, from the fact that the energy of projectiles
cannot be considered constant between two catastrophic collisions due to the
accompanying continuous energy loss [54]. Hence, the corresponding varia-
tion of the cross section in (2.19) along path segments needs to be taken into
account. Beyond that, a Class II step proceeds as follows: If, based on the
cross section in (2.19), a step is limited by a process of type k, a secondary
is created and its initial kinetic energy and momentum is considered in the
energy/momentum balance of the projectile. Conversely, the mean energy
loss of the projectile due to soft collisions along the path is derived from
restricted stopping powers

Sk(E, Tcut) = N
Tcut∫
0

ε
dσk
dε

(E; ε)dε, (2.20)

where, in contrast to Equation (2.15), the upper integration limit is Tcut.
Similarly, the straggling function, which now models sub-threshold energy
loss fluctuations, explicitly depends on Tcut.

2.2 Electron and photon transport simulations

Photons, as they penetrate into matter, produce secondary electrons and may
be converted into electron–positron pairs (at photon energies >1.022 MeV).
Conversely, electrons and positrons impart energy to secondary electrons in
ionization processes and create Bremsstrahlung photons in the electric field
of nuclei. In addition, photons are emitted when positron–electron annihila-
tion occurs. Beyond that, induced shell vacancies can give rise to relaxation
radiation. These physical interactions cause a coupling of electron and pho-
ton fields, where, depending on energy and material, certain processes can
dominate secondary particle production. Monte Carlo transport methods
outlined in the previous section are particularly suitable to provide a quan-
titative description of such cascade developments.

In particular, Monte Carlo simulations allow to describe certain aspects of
coupled electron/photon transport2 and their impact on particle fluences and
spatial dose distributions, which are difficult to incorporate in deterministic
dose algorithms. As outlined by Fraass et al. [6], this includes, for example,
electron/photon field perturbations due to varying scattering characteristics

2Positrons are not explicitly mentioned as their transport is similar to those of electrons.
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in heterogeneous materials; the absence of electronic equilibrium at interfaces
of media with largely differing properties (partly due to electron backscatter);
and the occurrence of lateral electronic disequilibrium for photon fields with
small field size, particularly in low-density media. The consideration of such
effects can be crucial for calculations related to machine–beam interaction or
transport in tissues.

As a consequence, the Monte Carlo technique is widely used to address
electron and photon transport problems in medical physics, especially cou-
pled electron/photon applications. A brief overview of the use of correspond-
ing Monte Carlo simulations in radiotherapy, as well as a summary of com-
mon general-purpose Monte Carlo packages, is presented in the following. It
is however out of the scope of this section to give a complete discussion of
the topic; instead, applications in radiotherapy are highlighted by means of
a few illustrative examples. Where available, topical review articles are cited
as a source of further information.

2.2.1 Radiotherapy applications

Early review articles, discussing therapy-related electron/photon Monte Carlo
transport problems of the pre-1990s, were published by Raeside [53] and
Andreo [52]. Since then, electron/photon Monte Carlo-based applications
strongly evolved concurrently with technological advances in treatment modal-
ities like external x-ray and electron therapy, brachytherapy, and targeted
radionuclide therapy.

External photon and electron beam therapy Monte Carlo radiation
transport techniques have been used extensively to study clinical beams from
linear accelerator therapy units, in particular for the examination of photon
and electron field interaction with treatment machine heads. The correspond-
ing literature was summarized in dedicated review articles [19, 20]. Based on
detailed treatment head models, Monte Carlo simulations enable the descrip-
tion of different aspects of clinical irradiation procedures, like Bremsstrahlung
generation (for x-ray therapy), field interaction with monitor chambers and
beam-shaping devices (e.g. wedges, multi-leaf collimators), and the pro-
duction of contaminant particle fields [19, 20]. As a consequence, Monte
Carlo-based beam phase space distributions commonly serve, together with
Monte Carlo pre-calculated dose kernels, as input for conventional treatment
planning (TP) algorithms employed in external beam radiotherapy [17, 68].
A literature review further demonstrates (see, for example, the Refs. [69–
72]) the role of Monte Carlo generated data as widely established dosimetric
reference in the verification of conventional TP software. As such, Monte
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Carlo codes have become an important quality assurance (QA) tool [45], for
example, in the verification of monitor unit calculations for IMRT treatment
planning (see, e.g., the Refs. [73, 74]). In recent years, first steps have been
made to explicitly incorporate the Monte Carlo technique into TP systems
[18, 21, 24]. In particular, commercial solutions based on specialized Monte
Carlo codes have become available for both, photon and electron beam ra-
diotherapy (see, for example, Table 2 in Ref. [18]). Currently, such Monte
Carlo dose engines do however not fully replace conventional dose algorithms
in the entire planning process. A comprehensive summary, addressing the
current status of Monte Carlo treatment planning (MCTP) in external beam
radiotherapy, may be found in the review articles by Reynaert et al. [18] and
Chetty et al. [21]. A more compact overview of MCTP is available in the
publication of Spezi and Lewis [48].

Brachytherapy Besides external beam radiotherapy, electron/photon Monte
Carlo simulations are commonly employed in other treatment modalities like
brachytherapy. Widely adopted dosimetry protocols [75–77] of the American
Association of Physicists in Medicine (AAPM) and the European Society
for Therapeutic Radiology and Oncology (ESTRO) recognize Monte Carlo
transport techniques as reference methods to obtain consensus datasets for
the clinical application of photon-emitting brachytherapy sources. Follow-
ing these recommendations, a vast amount of literature has been published
(see, e.g., the Refs. [78–83] and citations in [76, 77]) describing both, low-
and high-energy brachytherapy source models, by means of Monte Carlo-
based dosimetry data. Such Monte Carlo studies often disregard electrons
as their transport is only relevant in the absence of electronic equilibrium,
like in the proximity of the source, and in the case of β-electron emissions
with sufficient energy to penetrate the source capsulae (see, e.g., Ref. [84]).
Monte Carlo transport methods are also used for various other aspects rel-
evant to brachytherapy, like applicator design [85], radiation shielding cal-
culations [86], or the dosimetric evaluation of new candidate radioisotopes
[87]. Similarly as for external beam therapy, Monte Carlo-based techniques
are considered a viable option in brachytherapy treatment planning [88, 89].
Monte Carlo dose algorithms allow to incorporate effects (e.g. inter- and
intrasource attenuation, impact of high-Z shields, heterogeneous scattering
characteristics due to the individual human anatomy) neglected by the cur-
rent brachytherapy standard TP formalism [39, 88–90]. Specialized Monte
Carlo-based systems for brachytherapy treatment planning have been pre-
sented in the literature (see citations in Ref. [89]), however no commercial
MCTP software is currently available [88].
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Targeted radionuclide therapy Nuclear medicine was among the first
medical domains experiencing a trend towards Monte Carlo-based dosimetry
[31, 52, 53]. Electron/photon Monte Carlo systems have been used for various
aspects in associated fields like targeted radionuclide therapy; examples are
the examination of radionuclide mixtures for disseminated malignancy [91],
the calculation of point dose kernels for β-emitters (see, e.g., Refs. [92, 93]),
and patient-specific treatment planning [94]. A comprehensive summary of
therapy-related Monte Carlo simulations in nuclear medicine can be found
in the book of Zaidi and Sgouros [31].

Diagnostic medicine Like in radiotherapy, Monte Carlo-based dosimetry
is also of significant interest in diagnostic disciplines, particularly nuclear
imaging. For more information on this topic, the reader is referred to refer-
ences like [40, 41].

2.2.2 Common general-purpose Monte Carlo codes:
coupled electron/photon transport systems

Monte Carlo particle transport systems commonly used in medical physics
can broadly be categorized into a) general-purpose codes and b) codes specifi-
cally developed for application in Monte Carlo treatment planning [18, 21, 24,
48, 88]. Some Monte Carlo systems of the first category originate from other
physics domains (e.g. nuclear physics, high-energy physics), but provide ac-
curate electron and photon transport capabilities and have consequently been
exploited in radiotherapy studies. In contrast, the development of codes of
category b) was primarily driven by the need to cope with time constraints in
patient treatment planning. Such codes, which appeared more recently than
general-purpose Monte Carlo software, typically apply sophisticated variance
reduction techniques and their tracking mechanisms are often optimized for
particle transport in CT-based voxel geometries which requires efficient scor-
ing and boundary crossing algorithms [18, 21]. General-purpose codes are pri-
marily, but not exclusively, used in less time-critical applications. They play,
however, a significant role in medical dosimetry, from basic research to treat-
ment head output calculations and quality assurance. The current section
briefly summarizes general-purpose Monte Carlo code systems widely used
for coupled electron/photon transport problems in radiotherapy; overviews
of such codes were also given in several previous publications [18, 21, 31]. De-
scriptions of specialized medical physics codes for TP can be found elsewhere
[18, 21, 24, 48, 88].

The electron/photon transport packages most commonly employed in
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medical applications are the Class II condensed history codes EGSnrc [95, 96]
and its predecessor EGS4 [59], as well as the EGS4/PRESTA variant [61]
(EGS is an acronym for Electron Gamma Shower). EGSnrc incorporates
sophisticated electron scattering and stepping algorithms and is considered
one of the most accurate codes for electron transport problems, in particu-
lar ionization chamber simulations [24]. EGS4 was the first version of the
EGS high-energy Monte Carlo code family extending physics models down
to the low keV region. With the introduction of PRESTA (Parameter Re-
duced Electron-Step Transport Algorithm), the low-energy behaviour of the
EGS4 condensed history scheme was improved [61]. A new EGS version,
EGS5 [97], was released more recently. Another Monte Carlo system often
applied in radiotherapy is the coupled neutron/photon/electron transport
code MCNP (acronym for Monte Carlo N-Particle) [98, 99], originally de-
veloped for nuclear physics simulations. Electron transport capabilities were
introduced with version MCNP4 [98] of the simulation package. The elec-
tron physics algorithms in MCNP4 and its successor MCNP5 [99] are largely
adopted from the Integrated TIGER Series (ITS) code system [101]. MCNP
uses a Class I scheme for ionization processes and a Class II scheme for
Bremsstrahlung production. Another modern, general-purpose Monte Carlo
package is the previously mentioned Geant4 toolkit (GEANT stands for GE-
ometry ANd Tracking) [25, 26], which includes physics algorithms for a large
range of particles; it applies a Class II scheme to describe charged particle
transport (a more detailed review of physics options in Geant4 is presented
in Chapter 3). Like EGS, Geant4 has its roots in high-energy physics. Fur-
ther, a modern electron/photon transport code is PENELOPE (PENetration
and Energy LOss of Positrons and Electrons) [56, 58, 100], which employs
a Class II transport scheme. In contrast to most other Monte Carlo pack-
ages, PENELOPE incorporates a mixed scattering scheme, which enables a
discrete treatment of hard elastic collision events. A summary of all men-
tioned Monte Carlo code systems is presented in Table 2.1. Although partly
outdated, a detailed overview of electron/photon algorithms implemented in
the different codes can be found in the paper of Verhaegen and Seuntjens
[19]. Recent physics options are generally described in reference papers or
manuals like [25, 58, 59, 96, 98, 99, 102, and citations therein].

2.3 Hadron and ion transport simulations

When traversing matter, hadrons and ions encounter elastic and inelastic nu-
clear interactions. Inelastic processes can induce secondary particle cascades
eventually leading to the formation of mixed radiation fields. Radiother-
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apy proton beams, for example, produce recoil nuclei as well as secondary
protons, neutrons and, less frequently, other light fragments. The complex-
ity of beam–absorber interactions increases for ions due to the possibility
of projectile fragmentation. Inelastic nucleus–nucleus interactions yield di-
versified spectra of secondary nuclear species, protons and neutrons, which
contaminate the incident ion beam. Apart from nuclear collisions, protons
and ions are subject to Coulomb scattering off target nuclei and they ex-
perience energy losses due to interaction with electrons bound to absorber
atoms, culminating in an abrupt stopping of particles at low energies.

Accurate dosimetry in particle therapy relies on the quantitative assess-
ment of cascade development, as naturally delivered by Monte Carlo trans-
port methods. Besides that, Monte Carlo techniques allow one to account
for other peculiarities of proton and ion transport such as the alteration and
dispersion of particle ranges due to absorber heterogeneities. Owing to the el-
evated dose delivery prior to particle stopping, accurate range calculations are
critical to the clinical outcome of proton and ion therapy. Similarly, particle
field perturbations beyond material inhomogeneities can significantly impact
the dose delivery. It is generally acknowledged [4, 103] that Monte Carlo
transport methods are currently the only algorithms allowing a detailed ac-
count of hadron and ion processes, resulting cascades, fluence perturbations
and induced dose distributions in heterogeneous media, particularly in the
vicinity of hard-edged material boundaries.

Different hadron and ion Monte Carlo transport codes, many of them orig-
inating from the high-energy physics environment [104], are available in the
public domain. Similarly as the electron Monte Carlo systems described in
the previous section, these codes adopt condensed history transport schemes
to describe Coulomb interactions of charged hadrons and ions. Nuclear inter-
actions are handled in an analogue manner. In the energy regime relevant to
radiotherapy, the Monte Carlo codes typically adopt multi-phase approaches
to describe the dynamical evolution of inelastic hadron–nucleus and nucleus–
nucleus collisions: in this modelling scheme, the initial stages are generally
handled by means of intra-nuclear cascade (INC) and pre-equilibrium models
or, alternatively, by using a quantum molecular dynamics (QMD)-based ap-
proach. The final stage of the reaction treats the de-excitation of remaining
nuclei by means of according fragment and gamma emissions. Some Monte
Carlo transport systems are coupled with external nuclear event generators
to handle such interactions.

A brief overview of typical Monte Carlo applications in proton and ion
therapy is given in the following. The section is then concluded by a summary
of the most common hadron and ion Monte Carlo code systems employed in
medical physics.
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2.3.1 Applications in particle therapy

Proton therapy Monte Carlo transport simulations are widely employed
for clinical and research studies in proton therapy. Applications range from
the verification of analytical pencil-beam dose algorithms [105–107] to mon-
itor unit calculations (see, e.g., the Refs. [108, 109]) and shielding design
(see, for instance, the Refs. [110, 111]). In particular, Monte Carlo codes
were used to examine clinically relevant effects resulting from machine–beam
interaction, such as patient-dose degradation due to proton collimator scat-
ter [112, 113] or risk of secondary cancer induction due to stray neutrons
(see, e.g., the Refs. [114–116]). In other publications, Monte Carlo calcula-
tions aided in the analysis of in-vivo imaging techniques based upon prompt
gamma-ray [117] and positron emission [118, 119]. Monte Carlo transport
methods also proved to be a cost-effective technique for hardware design
studies [120–122] and the verification of clinical QA procedures [47, 123].
Notably, different authors [123, 124] demonstrated that Monte Carlo simu-
lations are a suitable alternative to measurements for commissioning proton
therapy treatment planning systems. In another article, Newhauser et al.
[125] used Monte Carlo calculations to prepare a TP system prior to the
construction of a proton therapy facility. Such an application demonstrates
potential economic aspects behind the use of Monte Carlo simulations. De-
spite the increasing number of Monte Carlo-related studies, measurements,
however, continue to play a major role in hadron therapy.

Ion therapy A review of the pertinent literature also demonstrates the
increased attraction Monte Carlo codes have gained in the field of ion therapy
in recent years: examples are the simulation of β+-activity distributions in
tissue-like materials for positron emission tomography (PET) as a means of
dose monitoring [126–128], the Monte Carlo-based evaluation of water-to-
air stopping power ratios for ionisation chamber dosimetry [129–132], the
examination of the dependency of dose and radiation quality on the field size
[133], the investigation of biological dose distributions [134], or the Monte
Carlo-based prediction of radiochromatic film response [135].

2.3.2 Common general-purpose Monte Carlo codes:
hadron and ion transport systems

General-purpose codes are widely dominating Monte Carlo applications in
hadrontherapy, although code systems optimized for hadron and ion trans-
port in CT-based patient geometries have been reported in the literature
[136–138]. The most common general-purpose Monte Carlo packages used in
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medical hadron and ion transport problems are FLUKA [139, 140], Geant4
[25, 26], MCNPX [141], PHITS [142, 143], and SHIELD-HIT [104]. A com-
prehensive summary of hadron and ion Monte Carlo codes was presented in
a paper by Gudowska et al. [104]. The current section attempts to provide a
brief overview of general features of the different codes.

FLUKA (acronym for FLUktuierende KAskade) was originally developed
as a hadron cascade code for high-energy particle accelerators [139]; cur-
rently it supports more than 60 particle species, as well as a range of ions
[139]. Like FLUKA, Geant4 enables, as previously mentioned, the track-
ing of a variety of particle species, including hadrons and ions. In addition
to nuclear interaction models already available in its predecessor GEANT3
[60], Geant4 offers a number of alternative final-state models and cross sec-
tions applicable at radiotherapy energies (more details are presented in the
next chapter). MCNPX is an expansion of the previously mentioned MCNP
code; it originates from a fusion of MCNP with the LAHET Code System
[141]. In addition to the original MCNP neutron/photon/electron transport
features, MCNPX enables the tracking of leptons, hadrons and light ions
(Z 6 2), and since the latest release also the transport of ions with Z >
2 [146]. Another Monte Carlo package offering hadron and ion transport
capabilities is PHITS (Particle and Heavy Ion Transport code System). It
simulates electron and photon transport by means of external codes [144]
and allows to handle hadrons and both light and heavy ions. A Monte Carlo
transport system specifically aiming at proton and ion therapy applications is
SHIELD-HIT, which is based on the SHIELD [145] code [104]. Improvements
over the original SHIELD package primarily concerned Coulomb interactions
[104, 129], however transport of secondary electrons or photons is neglected.
An overview of the different Monte Carlo codes is presented in Table 2.2.
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Chapter 3

Transport methods and models
in Geant4

Geant4 [25, 26] is a versatile, object-oriented toolkit for simulating the cou-
pled transport of a large variety of particles such as photons, electrons,
positrons, hadrons, and ions. The code system is applied in a diversity
of fields, spanning from high-energy physics [27] and experimental nuclear
physics [28] to space science [29, 30] and, as outlined in the previous chapter,
medical physics (see e.g. [18, 19, 31–33]). Geant4 has advanced capabilities
for modelling complex, three-dimensional geometrical constructs like beam
line components, detectors or voxel phantoms. It also offers functionalities to
retrieve and record information describing the detector response; it further
includes physics event generators and interfaces to external generators, dif-
ferent user interfaces, and several graphics systems for displaying geometries,
particle trajectories and hits in detectors.

This chapter gives a brief overview of transport methods (Section 3.1) and
physics models (Section 3.2) governing the tracking of particles in Geant4.
The discussions primarily address physics modelling approaches pertinent to
radiotherapy applications. For more details on other Geant4 capabilities, in
particular concerning geometry modelling, scoring features, or physics models
important to other domains, the reader is referred to the relevant literature
[25–27].

3.1 Particle transport

General principles of Monte Carlo particle transport methods were presented
in Section 2.1. The current section describes Geant4-specific details of the
tracking scheme steering the propagation of particles through media. Geant4
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employs the two-step transport algorithm described in Section 2.1.1. In con-
trast to other Monte Carlo code systems like EGS, Geant4 does not apply a
tracking cut, i.e. particles are followed until they have lost all their kinetic
energy [25]. The two principal step-limiting mechanisms in Geant4 are:

(i) Discrete interactions and particle decays The size of simulation
steps is restricted by the occurrence of discrete physical events, i.e.
events described in an analogue manner. This includes for example
all interactions of photons and neutral particles, nuclear interactions of
hadrons and ions, as well as charged particle interactions with secondary
emissions above Tcut (a special feature of Geant4 is that secondary pro-
duction thresholds must be specified as a distance, which is converted
into a corresponding energy threshold; for secondary electrons, this cal-
culation is based on the CSDA range, while for photons the absorption
length is used). Moreover, a step can be limited due to decay. In this
case, the mean free path is λ = γvτ , where γ represents the relativistic
factor (1 − v2/c2)−1, v the particle velocity, and τ the mean life time
[25].

To determine the distance to discrete physical events, Geant4 employs a
path length sampling equation based on the number of mean free paths
nλ (see Equation (2.13)) [25].

(ii) Volume boundaries Secondly, simulation steps are automatically lim-
ited if a particle impings on a volume boundary [25]. This restriction is
required due to the material dependency of the mean free path λ (see
Equation (2.2)) entering the path length sampling formula.

The step size of charged particles transported within condensed history
schemes can be subject to restrictions of different nature and may depend
on simulation parameters. In Class II systems like Geant4, the selected pro-
duction threshold Tcut directly affects the mean free path between discrete
collisions and hence impacts the sampling of the spatial distance to subse-
quent ionization and Bremsstrahlung events. On the other hand, condensed
history physics algorithms in Geant4 additionally limit charged particle steps
by means of non-stochastic criteria [147]. Such restrictions ensure that the
simulation maintains a certain level of precision [25, 147]. In particular, dif-
ferent step length limits and stepping options are implemented in energy loss
and multiple scattering models [27, 147–149]. Throughout particle tracking,
all mechanisms stipulate an upper limit for the step size and the shortest of
all prescribed values consequently determines the actual length of a step [25].
In this way, stochastic and non-stochastic criteria are in direct competition
to determine segments composing a condensed history particle trajectory
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[147]. The different non-stochastic stepping restrictions, applied on top of (i)
and (ii), are briefly outlined in the following. The step limits were previously
summarized in various publications [147, 150–153], but are repeated here due
to their importance in benchmark calculations performed in later chapters:

(iii) Multiple scattering The multiple scattering algorithm enforces a vol-
ume and energy-dependent path length limit governed by the model
parameter fr. This parameter, which can assume values in the interval
[0,1], limits particle steps to [148, 149]

s = fr ×max{λ1(Eb), Rc(Eb)}, (3.1)

where Eb is the kinetic energy of the particle when it entered the current
volume, λ1 is the first transport mean free path, and Rc is given by

Rc(E) =

∫ E

0

S−1
c (E ′)dE ′, (3.2)

with Sc being the total mean energy loss rate below Tcut, i.e. Sc are
restricted stopping powers defined in Equation (2.20). The step limit
in (3.1) is important for an accurate description of multiple scattering
around material interfaces [148, 149].

The multiple scattering algorithm implements a second stepping re-
striction, which forces charged particles to perform multiple (condensed
history) steps within a given volume. Details may be found elsewhere
[149].

(iv) Continuous energy loss A complementary step size restriction is
imposed by the Geant4 energy loss algorithm, which forces particle
steps to become progressively smaller as a charged particle slows down.
The restriction is only active if Rc(Es) lies above a certain threshold
ρR [25, 27], where Rc is given by Equation (3.2) and Es is the electron
energy at the beginning of the step [27]:

s =

{
αRRc(Es) + ρR

(
1− αR

)(
2− ρR/Rc(Es)

)
Rc(Es) > ρR

Rc(Es) Rc(Es) 6 ρR.
(3.3)

Here, αR ∈ [0,1] is an empirical parameter. In contrast to (3.1), which
is only updated if a particle enters a new volume, Equation (3.3) yields
a different limit for each simulation step.

(v) User-defined In addition to path length restrictions outlined above,
users can assign a customized maximum step size to particles [25], for
instance, to adapt steps to the spatial resolution of detectors.
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Another point needing careful attention in Monte Carlo transport is the
handling of boundary crossings. As noted in Section 2.1.2, multiple scattering
theories generally break down if a particle travels near an interface between
different materials. Geant4 therefore allows one to employ a single scattering
algorithm in the close proximity of volume boundaries [149]. If activated,
single scattering is applied within a distance skin × λelastic from a volume
surface, where λelastic is the mean free path for elastic scattering and skin is
an empirical parameter [149].

3.2 Physics models

Physical processes in Geant4 are described by means of algorithms responsi-
ble for calculating:

(i) the step length based on cross sections, the decay time, or other, non-
stochastic criteria,

(ii) the final state of the interaction, i.e. the state of the projectile (if it
survives the interaction) as well as the state of generated particles or
recoils.

For processes treated in the condensed history scheme, the second item in-
cludes the cumulative effect due to interactions experienced by the particle
along the step. For a variety of processes, Geant4 offers alternative sets of
cross sections and physics models. The following sections briefly introduce
electromagnetic and hadronic models relevant for applications in radiother-
apy. Some modelling approaches are discussed in more detail in the next
chapters.

3.2.1 Electromagnetic interactions

Monte Carlo algorithms in Geant4 cover a wide spectrum of electromag-
netic interactions of projectiles with matter, including ionization and Brems-
strahlung processes of charged particles; elastic Coulomb scattering off nu-
clei; Rayleigh and Compton scattering of photons; the photo-electric effect;
electron–positron pair production by photons; electron–positron annihila-
tion into gamma pairs; as well as miscellaneous other processes relevant
for high-energy physics applications (e.g. electron–positron pair produc-
tion by muons) [25]. Corresponding physics models are contained in two
distinct packages, respectively called “Standard Electromagnetic” [154] (see
also [27] for a recent summary) and “Low-Energy Electromagnetic Pack-
age” [155, 156]. Modelling approaches implemented in the first package are
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largely (but not exclusively) tailored towards applications at higher energies,
whereas the second package offers – as implied by its name – extensions for
particle–matter interactions at lower energies [25]. There is however no strict
division of energy ranges covered by “Standard” and “Low-Energy” physics
models.

Multiple scattering can be described by means of two alternative mod-
els, one being based on the semi-empirical formulation by Urbán [148, 149]
and the second [157] (available since Geant4 version 9.2) combining the
Goudsmit-Saunderson [64, 65] angular distribution with an algorithm by
Kawrakow and Bielajew [35] to describe the spatial displacement. The first
model is applicable to any charged particle species, whereas the latter model
handles electron and positron scattering only. Both simulation models em-
ploy the path length restriction defined in (3.1) as well as the boundary
crossing algorithm outlined at the end of the previous section. More details
on Geant4 multiple scattering algorithms can be found in the publication of
Ivanchenko et al. [147].

The “Standard Electromagnetic Package” implements electron and posi-
tron energy loss models largely based on stopping powers and sampling al-
gorithms previously adopted in GEANT3 [60]. Similarly, photon interaction
cross sections and final state models are based on GEANT3. These mod-
els are generally applicable at energies where effects due to the atomic shell
structure can be neglected [25]. The “Low-Energy Electromagnetic Pack-
age” offers alternative ionization and Bremsstrahlung models [158] based on
cross sections of the Evaluated Electron Data Library (EEDL) [159], and
alternative photon models [158] based on cross sections and Rayleigh form
factors of the Evaluated Photon Data Library 1997 (EPDL97) [160]. In
the case of ionization and the photo-electric effect, sampling algorithms are
based on cross sections for individual atomic shells. As a third alternative,
the “Low-Energy” package contains analytical models [156] originally de-
veloped for the PENELOPE [56, 58] Monte Carlo code system. In both
packages, sub-threshold energy loss straggling of electrons and positrons is
handled by means of a modified version of an algorithm originally developed
for GEANT3 [161]. In contrast to “Standard” algorithms, models of the
“Low-Energy” package simulate the emission of x-rays and Auger electrons
due to atomic shell vacancies. The atomic relaxation module [162] uses data
from the LLNL Evaluated Atomic Data Library (EADL) [163].

A (partly outdated) overview of the different Geant4 photon and electron
physics models applicable at radiotherapy energies can also be found in the
publications of Poon and Verhaegen [150] and Verhaegen and Seuntjens [19].
Detailed evaluations of Geant4-based photon attenuation coefficients, cross
sections and stopping powers against reference data or other code systems
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were published elsewhere [150, 164, 165].
Besides electron and photon processes, both packages also implement

models describing ionization processes of protons and ions [27, 166–168]. At
higher energies, the Bethe formula is applied, supplemented by higher-order
correction terms, whereas different semi-empirical stopping power parame-
terizations are employed in the energy region below a few MeV. Stopping
powers for ions are scaled from proton or alpha stopping powers by means
of an effective charge formula. Both, collisional energy loss straggling and
charge exchange straggling is modelled. The simulation package also accounts
for nuclear stopping.

3.2.2 Hadronic interactions

The Geant4 “Hadronics Package” contains an abundance of different cross
section data sets and final-state models describing hadronic interactions of
hadrons and nuclei with nuclei of absorber materials. Some data sets and
models are only applicable for a certain energy range and/or target nuclei.
It is beyond the scope of the current section to give a complete overview of
all algorithms; instead selected physics modelling approaches are discussed,
in particular cross sections and models employed in a later chapter.

The default set of cross sections for inelastic nuclear interactions of pro-
tons, neutrons, pions and light nuclei (deuterons, tritons and 4He) is based
on the GHEISHA [169] code. Alternatively, the simulation package imple-
ments cross section formulae according to Wellisch and Axen [170], Wellisch
and Laidlaw (unpublished, mentioned in [25]) and Tripathi et al. [171, 172]
for protons, neutrons and light nuclei, respectively. For neutron energies be-
low 20 MeV, point-wise cross section from evaluated data libraries such as
ENDF/B-VI [57] are included. The simulation package further offers differ-
ent cross section for heavier ions, based on parameterizations proposed by
Tripathi et al. [173, 174], Shen et al. [175], Kox et al. [176] and Sihver et al.
[177].

The most simplistic approach to inelastic final state generation for inci-
dent protons, neutrons, pions and light nuclei is implemented in the “Low
Energy Parameterized” models, originating from GHEISHA. Alternatively,
final states of inelastic proton, neutron and pion interactions can be de-
scribed by means of different theory-based multi-phase approaches, which
handle intranuclear cascade (INC), pre-equilibrium and evaporation stages
of the reaction. INC models available in Geant4 include the Geant4 Binary
Cascade [178], the Bertini Cascade [179, 180], and the Liège Cascade [181].
For neutrons with energies below 20 MeV, final state generation can be based
on evaluated data libraries. Inelastic nucleus–nucleus interactions can be de-
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scribed by means of the ion Binary Cascade Model, which is an extension of
the above mentioned Binary Cascade to light ions, and a more recent model
based on quantum molecular dynamics (QMD) [182].

The de-excitation of excited residual nuclei, which are created in the pre-
equilibrium stage of the reaction, are simulated by different approaches: the
Fermi break-up model [183]; the generalized evaporation model (GEM) by
Furihata [184]; and the statistical multifragmentation model (SMFM) by
Bondorf et al. [185]. The de-excitation scheme also accounts for gamma
emissions.
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Chapter 4

Comparative study of electron
dose distributions in solid
targets

The accurate description of electron transport in matter is fundamental to
a variety of problems in radiotherapy. As discussed in Chapter 2.1, con-
densed history techniques employed in Monte Carlo simulations inherently
introduce some approximations to the treatment of electron transport. The
accuracy of transport simulations additionally depends on cross sections and
corresponding stopping powers applied in a code system. Validation studies
form an important prerequisite for Monte Carlo-based dosimetry, in order to
assess the predictive ability of transport simulations and to understand the
limits of modelling approaches.

This chapter1 presents a comprehensive benchmark of Geant4 electron
transport calculations against experimental energy distribution measurements
available in the literature. The accuracy of Geant4 physics models is exam-
ined for a wide range of materials, different electron energies (0.05–1 MeV),
and normal and oblique beam incidence. The focus is on elemental targets to
study the dependency of simulation predictions on the atomic number Z of

1The results forming the basis of this chapter were partly published in: A. Lechner,
M. G. Pia, M. Sudhakar, Validation of Geant4 Low Energy Electromagnetic Processes
Against Precision Measurements of Electron Energy Deposition, IEEE Trans. Nucl. Sci.
56 (2009) 398–416; A. Lechner, A. Mantero, M. G. Pia, M. Sudhakar, Validation of Geant4
X-Ray Fluorescence Transitions - Validation of Geant4 electromagnetic models against
calorimetry measurements in the energy range up to 1 MeV, in: IEEE Nuclear Science
Symposium Conference Record, Dresden, Germany, 2008, pp. 2869–2876. Preliminary
results were presented in: A. Lechner, M. G. Pia, M. Sudhakar, Validation of Geant4
low energy physics models against electron energy deposition and backscattering data, in:
IEEE Nuclear Science Symposium Conference Record, Honolulu, HI, 2007, pp. 2001–2007.
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materials. Not all materials considered are of primary importance in radio-
therapy applications. However, by systematically examining target samples
with different Z one may infer general trends concerning the ability of the
code system. The energy range discussed in this chapter is important to
a variety of problems in radiotherapy-related transport studies, particularly
in cases where electrons appear as secondary products. Electron transport
at higher energies, i.e. at energies relevant for specific treatment modalities
such as external electron beam therapy, is studied in the next chapter as a
part of backscattering simulations.

4.1 Previous studies and outline

In this chapter, predictions of Geant4 electron transport calculations are
compared against experimental data published by Lockwood et al. [186, 187].
Lockwood et al. conducted a series of high-precision measurements address-
ing the spatial dose distribution of 0.05–1 MeV electrons in solid targets.
These dose distributions can be considered a suitable reference for validat-
ing electron transport algorithms; several authors employed portions of these
data in the validation of Monte Carlo code systems [188–191]. A small sub-
set of the dose profiles was also used in previous Geant4-based studies by
Ivanchenko [192], Carrier et al. [193] and Kadri et al. [194]. This chap-
ter examines the evolution of Geant4 multiple scattering algorithms since
the publication of Kadri et al. In addition, the current work significantly
extends previous comparisons by systematically examining the accuracy of
simulation models across all target materials, electron energies and incident
angles covered by Lockwood et al. An accurate scoring setup is implemented
in order to avoid systematic errors due to characteristics of the experiment.

The chapter is organized as follows. Section 4.2 presents a brief outline of
the experimental configurations and provides a discussion of the benchmark
simulations and the employed scoring setup. Section 4.3 presents a compar-
ison of Monte Carlo predictions against measurements, considering different
Geant4 versions (8.1.p02 and 9.1/9.1.p03) and alternative energy loss mod-
els implemented in the Geant4 “Low-Energy Electromagnetic Package”. A
summary and concluding remarks are given in Section 4.4.

4.2 Materials and methods

4.2.1 Experimental data

Lockwood et al. [186, 187] presented calorimetric measurements of the depth-
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absorbed dose deposited by 0.05–1.0 MeV electron beams in Be, C, Al, Fe,
Cu, Mo, Ta, and U. Most experiments were carried out under normal beam
incidence; in a few cases, experimental configurations included beams with
incident angles α of 30◦ and 60◦, where α is the angle between the beam axis
and the normal to the target surface.

The target assembly of Lockwood et al. consisted of a calorimeter foil
placed between a passive front layer and a bulk sample, which was typically
larger than the range of electrons. All components, including the calorimeter,
were made of the same material. A few complementary measurements were
performed with mixed material layers; these experiments are however not
considered in the current benchmarks. In a few cases (Be and U), calorimeter
foils were coated with thin Al shields (∼1 µm) for the purpose of thermal
isolation. Repeated measurements with front foils of increasing thickness
allowed to obtain depth-absorbed dose distributions. Depending on the beam
energy and material, the thickness of calorimeter foils represented less than
one percent of the electron CSDA range R in some cases, and up to several
tens of percent ofR in other cases (see Equation (2.18) for the definition ofR).
Measurement depths were determined as the sum of the front foil thickness
plus half of the calorimeter thickness. In their publications, Lockwood et al.
express experimental depth-dose profiles as:

D(z′) =
E

dρ
, (4.1)

where z′ is the measurement depth z as a fraction of R, E is the energy depo-
sition in the calorimeter per incident electron, and d and ρ are the calorimeter
thickness and density, respectively. Table 4.1 summarizes CSDA ranges used
by Lockwood et al. together with corresponding values [195] reported by the
United States National Institute of Standards and Technology (NIST).

The experimental uncertainty of dose values was quoted as 1.2%–2.2%,
depending on the target material. For a fraction of the measurements (Be,
Al and Ta), the employed high-precision calorimetric system [196] revealed
higher beam energies compared to the nominal ones; differences of up to 16%
were reported. The error of beam energy measurements was specified to be
less than 0.1%.

4.2.2 Monte Carlo simulation

As a part of the benchmarks, a dedicated Geant4-based application was
developed, aiming to mimic essential features of the experiment. The mea-
surement setup was represented by a cylindrical target exposed to a pencil
beam with Gaussian energy distribution and zero divergence. The width and
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Material Ref. R (g/cm2)

0.05 MeV 0.1 MeV 0.3 MeV 0.5 MeV 1.0 MeV

Be Lockwood et al. 0.00604 0.0189 0.107 0.224 0.554
NIST 0.00526 0.0175 0.104 0.219 0.546

C Lockwood et al. – – – – 0.489
NIST – – – – 0.496

Al Lockwood et al. 0.00663 0.0203 0.113 0.234 0.569
NIST 0.00574 0.0187 0.108 0.226 0.555

Fe Lockwood et al. – – 0.121 0.249 0.606
NIST – – 0.122 0.253 0.616

Cu Lockwood et al. – – 0.125 0.258 0.625
NIST – – 0.126 0.262 0.637

Mo Lockwood et al. – 0.0246 0.137 0.281 0.673
NIST – 0.0245 0.137 0.281 0.675

Ta Lockwood et al. – – 0.160 0.325 0.763
NIST – – 0.161 0.325 0.766

U Lockwood et al. – – 0.174 0.349 0.809
NIST – – 0.173 0.348 0.807

Table 4.1: Electron CSDA ranges from Lockwood et al. [186] and the NIST [195]
database. Ranges are only shown for energy-material combinations considered by
Lockwood et al.

mean of the Gaussian were set according to experimental beam characteris-
tics, considering higher than nominal beam energies in the case of Be, Al and
Ta. Densities and mean excitation energies of target materials were taken
from the Geant4 material database [27], which is based on reference data sets
of NIST [197]. A summary of material properties can be found in Table 7.1
of the Appendix, Section A.1. Target samples were assumed to contain no
impurities. This was considered legitimate as no information about material
compositions were reported in the considered references.

The energy deposition by primary electrons and secondary particles was
scored in plane-parallel slabs. Position and thickness of the slabs accurately
represented the calorimeter setup in the experiment, accounting for the fact
that measurement depths generally followed a non-uniform longitudinal pat-
tern. Calorimeter coatings were not implemented since Lockwood et al. al-
ready incorporated a target material-equivalent contribution into measure-
ment depths. The effect due to different scattering characteristics in coatings
was estimated to be negligible for the validation. The scoring geometry was
invisible to particle tracking, i.e. particle steps were not interrupted at slab
boundaries. In order to account for the continuous energy loss electrons expe-
rience along condensed history steps, the energy deposition was assigned to a
random point on the linear track segment connecting the start and end-point
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Figure 4.1: Energy deposition per density-weighted calorimeter thickness vs depth
for 300 keV electrons incident on Cu: comparison of experimental data from Lock-
wood et al. [186, 187] against Geant4 9.1.p03 simulation results obtained either
with a simplified geometrical model based on a uniform scoring grid (histograms)
or, alternatively, an accurate model which incorporates actual calorimeter geome-
tries (crosses).

of a step.

The accurate description of the calorimeter setup proved to be essential
for the benchmark study given that the longitudinal dose gradient varied
considerably within the calorimeter volume for some beam/target combina-
tions. The impact of the scoring geometry was particularly important at
lower beam energies, where the calorimeter thickness accounted for a consid-
erable fraction of the CSDA range of incident electrons. In this case, using
an approximative description of the experimental setup can lead to non-
negligible artifacts. This is illustrated in Figure 4.1, showing calculated and
measured energy deposition profiles of 300 keV electrons in Cu; simulation
results correspond to two different spatial scoring configurations, one being
based on equally-sized, consecutive scoring bins and a second which accu-
rately reproduces experimental calorimeter sizes and measurement depths.
In both cases, the energy deposition displayed is weighted by the inverse of
the surface density of scoring slabs. It is evident from the comparison, that
a simplified scoring geometry can lead to non-negligible artifacts in the dose
build-up. Similar conclusions can be drawn for other target materials. It
is worth noting, that none of the past Monte Carlo benchmarks involving
data from Lockwood et al. (see e.g. [188–194]) accounted for an accurate
description of calorimeter geometries.

All benchmark calculations presented in this study were based on fully
coupled electron-photon simulations, which included the generation and trans-
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port of δ-electrons and Bremsstrahlung photons. A discussion of production
thresholds employed in the simulation setup is given in the following section.
Two sets of Geant4 electron and photon interaction models were examined
(see Section 3.2.1): one being based on EEDL and EPDL97 libraries, and
the second employing algorithms originally developed for the PENELOPE
code. Electron multiple scattering was described using the semi-empirical
model by Urbán (when the current study was carried out, the model by
Urbán was the only approach to multiple scattering available in Geant4). In
this model, the scattering angle and the spatial displacement are determined
by means of model distributions designed to yield first and second moments
in agreement with the theory of Lewis [62]. The author of the model used
experimental data from different sources to tune parameters of the scatter-
ing distributions. The variants of the multiple scattering model employed in
the two considered Geant4 versions (8.2.p01 and 9.1/9.1.p01) differ in their
implementation; noteworthy, the expression of the mean scattering angle has
been modified. Differences in dose distributions obtained with toolkit ver-
sions 8.2.p01 and 9.1/9.1.p01 can hence be attributed to modifications of the
multiple scattering algorithm as other models considered in this study have
remained unaltered.

4.2.3 Transport parameter settings

It was demonstrated in previous publications [148–151, 194] that, in cer-
tain cases, Geant4 electron transport calculations exhibit a dependency on
simulation parameters. Poon et al. [151], for example, showed that (using
Geant4 6.1) the energy spectrum and angular distribution of 1 MeV elec-
trons transmitted through a thin aluminium layer can considerably depend
on parameters governing the step size. They demonstrated that smaller step
sizes significantly improve the agreement with EGSnrc simulations. Simi-
larly, dose profiles of 1 MeV electrons in water were closer to EGSnrc results
when chosing a smaller production threshold Tcut and a small user-defined
step limit. In another paper, Poon and Verhaegen [150] reported similar find-
ings for ionization chamber simulations. More recently, and based on Geant4
8.1, Kadri et al. [194] showed that the total energy deposited by ∼0.5 MeV
electrons in Al and Ta samples also depends to some degree on Tcut as well as
on the multiple scattering parameter fr. As reported [27, 149], the multiple
scattering model was improved in several respects (from version 8.0 on) to
remedy some of the observed problems.

In the current study, two different transport parameter configurations
were used. Corresponding settings are summarized in Table 4.2. Configu-
ration “A” applies a secondary production threshold Tcut of 1 keV and ad-

40



Configuration A Configuration B
Ionization/Bremsstrahlung Tcut 1 keV 0.25 keV

αR 0.01 0.20∗

ρ 0.1-1 µm 200 µm∗

Multiple scattering fr 0.02∗ 0.02∗

User-defined calorimeter size 1 µm

Table 4.2: Transport parameter settings used in the benchmarks. Values labelled
with a star correspond to the default settings in the considered Geant4 versions.

ditionally limits particle steps by using small values for parameters entering
Equation (3.3). In contrast, stepping configuration “B” is more restrictive
by employing the lowest recommended limit for secondary production and a
user-defined step limit of 1 µm. In either case, values of multiple scattering
parameters were not changed from their default settings.

4.3 Results and discussion

Energy deposition profiles were calculated for all combinations of beam en-
ergy, incident angle and target material. The number of primary parti-
cles tracked in the Monte Carlo simulations was 5×105 for electron energies
>300 keV and 1×106 for energies <300 keV. This resulted in statistical er-
rors <1% except in tails of distributions, where errors were as large as a
few percent in some cases. The statistical uncertainty of the energy depo-
sition around the peak was <0.3% in all materials. Simulation errors are
not displayed in figures for the clarity of plots. Distributions are expressed
according to (4.1).

4.3.1 Comparison of different Geant4 versions and
transport parameter configurations

Figs. 4.2–4.9 compare Geant4-calculated and measured [186, 187] dose pro-
files of 0.058–1.033 MeV electrons normally incident on different target sam-
ples (Be to U). Simulation results displayed in the plots correspond to dif-
ferent Geant4 versions and transport parameter configurations: 8.1.p02 with
configuration “A”, and 9.1.p03 and 9.1 with configuration “A” and “B”, re-
spectively. All calculations were performed with EEDL and EPDL97-based
models. Dashed lines indicate the experimental uncertainty quoted by Lock-
wood et al.

When based on the same set of transport parameters, simulation predic-
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(b) 0.109 MeV
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(c) 0.314 MeV
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(d) 0.521 MeV
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(e) 1.033 MeV

Figure 4.2: Energy deposition per density-weighted calorimeter thickness vs depth
in Be for (a) 0.058 MeV, (b) 0.109 MeV, (c) 0.314 MeV, (d) 0.521 MeV and (e)
1.033 MeV electrons incident at 0◦. Experimental data from Lockwood et al.
[186, 187] are compared against Geant4 simulation results based on different
Geant4 versions (8.1.p01 and 9.1.p03) and parameter configurations (see Table
4.2). Dashed lines indicate the experimental uncertainty.
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Figure 4.3: Energy deposition per density-weighted calorimeter thickness vs depth
in C for 1 MeV electrons incident at 0◦. Details as in Fig. 4.2.
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(b) 0.314 MeV
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(c) 0.521 MeV
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Figure 4.4: Energy deposition per density-weighted calorimeter thickness vs depth
in Al for (a) 0.058/0.109 MeV, (b) 0.314 MeV, (c) 0.521 MeV and (d) 1.033 MeV
electrons incident at 0◦. Details as in Fig. 4.2.
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Figure 4.5: Energy deposition per density-weighted calorimeter thickness vs depth
in Fe for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.2.
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Figure 4.6: Energy deposition per density-weighted calorimeter thickness vs depth
in Cu for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.2. Figure continued on next page.
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Figure 4.6: (cont.) Energy deposition per density-weighted calorimeter thickness
vs depth in Cu for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at
0◦. Details as in Fig. 4.2.
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Figure 4.7: Energy deposition per density-weighted calorimeter thickness vs depth
in Mo for (a) 0.1 MeV, (b) 0.3 MeV, (c) 0.5 MeV and (d) 1 MeV electrons incident
at 0◦. Details as in Fig. 4.2.
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Figure 4.8: Energy deposition per density-weighted calorimeter thickness vs depth
in Ta for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.2.
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Figure 4.9: Energy deposition per density-weighted calorimeter thickness vs depth
in U for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.2. Figure continued on next page.
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Figure 4.9: (cont.) Energy deposition per density-weighted calorimeter thickness
vs depth in U for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at
0◦. Details as in Fig. 4.2.

tions obtained with toolkit versions 8.1.p02 and 9.1.p03 exhibit significant
differences in lower-Z materials, whereas discrepancies tend to be smaller in
high-Z target samples. In the case of Be, C and Al, profiles based on Geant4
9.1.p03 are generally in good agreement with experimental data, while sim-
ulations performed with version 8.1.p02 yield less penetrating dose distribu-
tions, with peaks being up to ∼10% higher than measured ones. With some
exceptions, both toolkit versions tend (when based on parameter set “A”) to
overestimate experimental dose values around the peak in medium and high-
Z samples. In a few cases, previous studies reported similar observations for
other Monte Carlo codes (see, for example, PENELOPE results for 1 MeV
electrons shown by Sempau et al. [191]). As suspected by Sempau et al.,
one cannot completely rule out a systematic error present in some of the
measurements.

Despite the significantly differing dose pattern in lower-Z materials, the
total energy Etot deposited in target samples is only moderately affected by
differences across toolkit versions: predictions of Etot obtained with Geant4
8.1.p02 and 9.1.p03 agree within 1% for all materials. This indicates that
electrons eventually backscattered from absorbers are less sensitive to the
modifications in the multiple scattering algorithm.

Apart from discrepancies across toolkit versions, the figures demonstrate
a significant dependency on the employed parameter configuration for sim-
ulations involving medium and high-Z media. Compared to distributions
obtained with parameter configuration “A”, configuration “B” results in a
lower peak dose and a less rapid fall-off in Fe, Cu, Mo, Ta, and U. None of
the parameter sets yields a consistently better agreement with measurements
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across all materials and electron energies.

4.3.2 Evaluation of the simulation accuracy with dif-
ferent physics models

A second set of calculations was performed to examine predictions of alter-
native Geant4 energy loss and secondary production algorithms originally
developed for the PENELOPE code. Figs. 4.10–4.17 compare experimental
energy deposition profiles [186, 187] with simulation results obtained with
library-based and PENELOPE-like physics models, respectively. Simula-
tions were performed with Geant4 version 9.1.p03, employing stepping con-
figuration “A”. As in the previous section, dashed lines indicate the quoted
experimental uncertainty.

Compared to library-based interaction models, PENELOPE-like models
predict a slightly lower peak maximum in low-Z materials (Be and C), a
comparable peak height in Al, and a higher peak in materials heavier than
Al. With the set of transport parameter values selected in the current study,
both physics configurations reproduce equally well experimental profiles in
light absorbers (Figs. 4.10–4.12), whereas simulations with library-based
physics models generally yield a better description of the measured data for
Z > 26 (Figs. 4.13–4.17). Apart from this overall trend, it can be seen that
in some aborbers (e.g. Mo) discrepancies among Monte Carlo results are
smaller than the difference between simulation and experiment.

In the energy range considered, electron energy losses due to brems-
strahlung emission are significantly smaller than losses due to target ion-
ization and atomic excitation. For example, radiative stopping powers of
1 MeV electrons are approximately one order of magnitude smaller than
collision stopping powers in Ta, and more than two orders of magnitude
smaller in Be. Consequently, discrepancies in dose distributions calculated
with library-based and PENELOPE-like models are likely due to different
cross sections associated with the production of δ-electrons. As reported by
Poon and Verhaegen [150], for a Tcut value of 10 keV the mean free path for
δ-emission predicted by EEDL-based and PENELOPE-like models differs by
roughly 10% for 1 MeV electrons in tungsten. On the other hand, Kadri
et al. [194] showed that depth-dose profiles of 0.5 MeV electrons in Mo and
Ta exhibit only small differences if a large production threshold is selected
which effectively suppresses the generation of δ-electrons. This supports the
conclusion, that discrepancies observed in energy deposition profiles can be
attributed to differences in δ-electron production cross sections (and corre-
sponding mean free paths).
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Figure 4.10: Energy deposition per density-weighted calorimeter thickness vs depth
in Be for (a) 0.058 MeV, (b) 0.109 MeV, (c) 0.314 MeV, (d) 0.521 MeV and (e)
1.033 MeV electrons incident at 0◦. Experimental data from Lockwood et al.
[186, 187] are compared against Geant4 simulation results based on library-based
(Livermore) and PENELOPE-like physics models. Results were obtained with
Geant4 9.1.p03, employing parameter configuration “A”. Dashed lines indicate
the quoted experimental uncertainty.
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Figure 4.11: Energy deposition per density-weighted calorimeter thickness vs depth
in C for 1 MeV electrons incident at 0◦. Details as in Fig. 4.10.
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Figure 4.12: Energy deposition per density-weighted calorimeter thickness vs depth
in Al for (a) 0.058/0.109 MeV, (b) 0.314 MeV, (c) 0.521 MeV and (d) 1.033 MeV
electrons incident at 0◦. Details as in Fig. 4.10.
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Figure 4.13: Energy deposition per density-weighted calorimeter thickness vs depth
in Fe for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.10.
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Figure 4.14: Energy deposition per density-weighted calorimeter thickness vs depth
in Cu for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.10. Figure continued on next page.
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Figure 4.14: (cont.) Energy deposition per density-weighted calorimeter thickness
vs depth in Cu for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at
0◦. Details as in Fig. 4.10.
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Figure 4.15: Energy deposition per density-weighted calorimeter thickness vs depth
in Mo for (a) 0.1 MeV, (b) 0.3 MeV, (c) 0.5 MeV and (d) 1 MeV electrons incident
at 0◦. Details as in Fig. 4.10.
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Figure 4.16: Energy deposition per density-weighted calorimeter thickness vs depth
in Ta for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.10.
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Figure 4.17: Energy deposition per density-weighted calorimeter thickness vs depth
in U for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 0◦. Details
as in Fig. 4.10. Figure continued on next page.
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Figure 4.17: (cont.) Energy deposition per density-weighted calorimeter thickness
vs depth in U for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at
0◦. Details as in Fig. 4.10.
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Figure 4.18: Energy deposition per density-weighted calorimeter thickness vs depth
in Al for (a) 0.314 MeV, (b) 0.521 MeV and (c) 1.033 MeV electrons incident at
60◦. Details as in Fig. 4.10.
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Figure 4.19: Energy deposition per density-weighted calorimeter thickness vs depth
in Mo for (a) 0.3 MeV, (b) 0.5 MeV and (c) 1 MeV electrons incident at 60◦. Details
as in Fig. 4.10.

It is remarked that current results are not directly comparable with sim-
ulations based on the native PENELOPE code (e.g. in [191]), since the
treatment of multiple scattering and transport mechanics are significantly
different in both simulation packages.

4.3.3 Comparison of data at 30◦ and 60◦ electron beam
incidence

Complementing the comparison of dose distributions at normal beam in-
cidence, Figs. 4.18–4.22 show calculated and experimental [186, 187] dose
profiles at oblique electron incidence (α=30◦ and 60◦). Experimental data
are available only for a smaller set of targets (Al, Ta, Mo, and U) and fewer
beam energies. As in the previous section, figures display simulation results
obtained with library-based and PENELOPE-like models, respectively. All
simulations were performed with toolkit version 9.1.p03, using the same set
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Figure 4.20: Energy deposition per density-weighted calorimeter thickness vs depth
in Ta for (a) 0.5 MeV electrons incident at 30◦. Details as in Fig. 4.10.
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Figure 4.21: Energy deposition per density-weighted calorimeter thickness vs depth
in Ta for (a) 0.5 MeV and (b) 1 MeV electrons incident at 60◦. Details as in Fig.
4.10.

of stepping parameters (“A”) as above.

Obtained results exhibit similar characteristics as for normal beam inci-
dence. Except for Al, library-based models yield a lower dose than PENELO-
PE-like models at shallow depths. As can be seen in the plots, experimental
distributions are generally better reproduced by the first set of models.

4.4 Conlusions

In this chapter, dose profiles of 61 MeV electrons in solids were studied for
a large range of experimental configurations. Based on the obtained results,
one can conclude that modifications of the multiple scattering algorithm,
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Figure 4.22: Energy deposition per density-weighted calorimeter thickness vs depth
in U for (a) 1.0 MeV electrons incident at 30◦. Details as in Fig. 4.10.

introduced between version 8.1.p02 and 9.1.p03, improved Monte Carlo pre-
dictions in Al and lighter materials. Experimental peak dose and the distal
fall-off are more accurately reproduced. This demonstrates an improvement
with respect to previous studies by Kadri et al. [194], who employed Geant4
8.1. In contrast, no significant change in dose distributions was observed for
medium and high-Z targets. Additionally, results were found to exhibit a
non-negligible dependency on transport parameters. A similar dependency
was also reported by other authors in previous publications (see e.g. [150]).
Besides that, for parameter values considered in the current study, library-
based models yielded results in better agreement with dose measurements
than PENELOPE-like models.
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Chapter 5

Simulation benchmark of
electron backscattering from
solid targets

A fundamental, but challenging aspect of condensed history Monte Carlo
transport is the accurate description of fluence perturbations in the vicinity of
material interfaces due to electron backscatter [95, 198]. Backscattering phe-
nomena can be observed whenever electrons are exposed to inhomogeneous
scattering conditions. A quantitative description of corresponding effects like
dose enhancement upstream of material heterogeneities can be critical to sim-
ulation studies in radiotherapy, for example when examining backscatter con-
tributions to the monitor chamber response in external beam radiotherapy
[199]; when studying effects of inserts (e.g. Pb shields) on dose and particle
spectra in phantoms [200–204]; when investigating dose backscatter factors
for beta sources employed in brachytherapy [205, 206]; or when designing at-
tenuators for use in intraoperative electron beam therapy [207, 208]. Besides
their importance in radiotherapy applications, backscattering phenomena are
also relevant to many other fields, for example β-spectroscopy [28].

This chapter1 presents a comprehensive benchmark of Geant4 electron
transport algorithms by examining their ability to yield a quantitative de-
scription of electron backscattering from solid targets. The accuracy of sim-

1The results presented in this chapter were summarized in a paper submitted to
Nucl. Instr. and Meth. B (paper under review as of December 27, 2011): A. Lechner,
V.N. Ivanchenko, L. Urbán, M. Maire, O. Kadri, “Geant4 simulation of electron backscat-
tering from solid targets”. Preliminary results were published in: A. Schälicke, A. Bagulya,
Ø. Dale, F. Dupertuis, V. Ivanchenko, O. Kadri, A. Lechner, M. Maire, M. Tsagri, L.
Urbán, Geant4 electromagnetic physics for the LHC and other HEP applications, J. Phys.:
Conf. Ser. 331 (2011) 032029.
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ulation models is investigated by validating Monte Carlo predictions against
experimental backscattering data available in the literature. The main ob-
jective is to establish the accuracy of Geant4 models for simulation scenarios
where electron backscattering is critical.

5.1 Previous studies and outline

Following the earlier studies by Carrier et al. [193] and Kadri et al. [194],
as well as the benchmarks presented in the previous chapter (partly pub-
lished in Lechner et al. [209]), several authors pursued with further compar-
isons of Geant4 electron transport simulations against experimental data or
other, well-validated Monte Carlo codes such as EGSnrc. In a recent article,
Maigne et al. [152] demonstrated a good agreement between GATE/Geant4
and EGSnrc dose point kernels and pencil beam kernels in water at ener-
gies 0.05–4 MeV and 0.015–20 MeV, respectively. These results confirmed
an improvement over dose distributions previously obtained by Poon and
Verhaegen [150]. The changes were mainly attributed to modifications of
the multiple scattering model by Urbán. In two other studies, Vilches et al.
[210] and Faddegon et al. [211] respectively found some discrepancies be-
tween experimental and Geant4-calculated angular distributions of 13 and
20 MeV electrons scattered by thin foils. As described by Faddegon et al.,
the agreement could however be significantly improved by retuning scatter
distributions of the Urbán model. The modified configuration also entered
subsequent Geant4 releases.

Electron backscatter calculations with Geant4, and their comparison with
experimental data, have been reported previously in the literature, however
these simulations were either restricted to a small energy range and/or a
few target materials (see, for example, the Refs. [148, 149, 157, 212–215]),
or they were part of publications with a wider scope [28]. In the current
study, a broad range of energies, typically encountered in radiotherapy, is
covered (0.1–14 MeV). The benchmarks are based on version 9.4 of the
Geant4 toolkit, released in December 2010. Predictions of the simulation
code are compared against published experimental data from Lockwood et al.
[216, 217] and Tabata [218].

Lockwood et al. performed high-precision measurements of integral elec-
tron energy and charge albedos for beams incident at various angles on thick
absorbers (these experiments were performed by the same group as the mea-
surements discussed in the previous chapter). In the second study considered,
Tabata presented angular spectra and integral fractions of electrons backscat-
tered from bulk samples at normal beam incidence. The measurements de-

60



scribed in these publications cover complementary electron energies. In both
cases, absorber materials studied encompass a large range of atomic numbers
(Z=4–92). The backscatter measurements by these authors are among the
most comprehensive experimental studies of their kind in the energy range
considered.

The chapter is organized as follows. Section 5.2 summarizes the exper-
iments and provides a detailed account of the simulation setup, including
transport parameter settings and and a brief overview of relevant Geant4
models. In addition, the impact of secondary production on the backscatter
yield is briefly reviewed and aspects of Bremsstrahlung corrections pertaining
to the energy backscatter measurements are discussed. Section 5.3 presents
a comparison of obtained Monte Carlo results against experimental electron
energy and number backscatter, as well as angular distributions. Concluding
remarks are given in Section 5.4.

5.2 Materials and methods

The Monte Carlo benchmark presented in this chapter examines electron
backscattering as a function of kinetic energy E0, incident angle α, and
atomic number Z of the absorber material. As in the previous chapter,
α is defined as the angle between the central beam axis and the absorber
surface normal. The quantities studied are a) the ratio of reflected electrons
to the number of incident electrons, ηN, and b) the ratio of backscattered
and incident electron kinetic energies, ηE. The first quantity, ηN, is generally
referred to as the electron backscatter coefficient [219].

5.2.1 Experimental data

Numerous publications reported backscatter experiments with keV and MeV
electron beams at normal and oblique incidence. Compilations of experimen-
tal data were for example presented in the articles of Ali and Rogers [198]
and Tabata et al. [220]. The backscatter measurements used in the current
benchmarks [216–218] were partly adopted in previous Monte Carlo studies
employing the PENELOPE [191, 221], ITS 3.0 [219, 222], and EGS5 [222]
code systems. A comparison of previous Geant4 versions with a subset of
data from Lockwood et al. was presented elsewhere [214, 215]. In this section,
a brief overview of the considered experiments is given.

Lockwood et al. measured the relative electron energy and charge re-
flected from targets irradiated by electrons with kinetic energies between 0.1
and 1 MeV. In a few cases, measurements were also performed for incident
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energies below 100 keV. Target materials examined by Lockwood et al. were
Be, C, Al, Ti, Mo, Ta, and U. Longitudinal and lateral dimensions of ab-
sorber samples were generally larger than the range of incident electrons such
that electron transmission was negligible. Measurements were conducted at
5 incident angles between 0◦ and 75◦. The energy and charge reflected from
the absorbers was determined indirectly, by taking the complement of energy
deposition and current in the target. The target current It was obtained by
keeping absorbers at a potential of approximately +55 V, which at the same
time eliminated secondary electron emission into the backward hemisphere.
By measuring simultaneously the incident current I0, Lockwood et al. deter-
mined backscatter coefficients according to

ηN = 1− It
I0

. (5.1)

The energy deposition in the targets was measured by means of a calorimet-
ric technique. When deriving the relative energy backscatter ηE from the
deposited energy, Lockwood et al. applied a correction accounting for the
Bremsstrahlung energy leakage εγ from calorimeters. The corrections were
based on simulations with the TIGER Monte Carlo code [223] (this trans-
port code later become part of the previously mentioned Integrated TIGER
Series (ITS) [224]). The fraction of backscattered electron energy was then
calculated as

ηE = 1− E + εγ
E0

, (5.2)

where E0 is the incident beam energy and E is the total energy deposition in
the calorimeter. Similarly as for the measurements described in the previous
chapter, beam energies deviated from nominal values in several cases.

All experimental data and Bremsstrahlung corrections obtained by Lock-
wood et al. are available in tabulated form in Ref. [216]. Experimental
uncertainties of backscatter coefficients range from 5% in Al to 1% in high-Z
targets (errors can be found in Ref. [217]). In the case of Be, where only a
small fraction of incident electrons is reflected, the error is higher (26%). No
experimental uncertainties were reported for calorimeters made of C. For all
materials, the relative errors of ηE are equal or higher than errors of corre-
sponding ηN (10% in Al and 1% in U). At oblique incidence, ηN and ηE are
affected by an additional uncertainty as a result of the beam alignment. This
error is quoted as 1–2% for measurements involving a tilt angle α of 60◦.

Contrary to Lockwood et al., Tabata measured angular distributions of
backscattered electrons as well as integral electron backscatter coefficients
for 3.24–14.1 MeV beams normally incident on material samples made of Be,
C, Al, Cu, Ag, Au, and U. In most measurements, the target thickness was
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such that the number of reflected electrons reached a saturation level. In
the Geant4 benchmarks presented in the following, only saturated backscat-
ter data were considered for comparison. The experimental setup of Tabata
included an evacuated scattering chamber, which contained the target assem-
bly, and an ionization chamber for detecting backscattered electrons which
passed a cone-shaped collimator. The ionzation chamber response was cali-
brated using a Faraday chamber; calibrations were performed for beams with
different energies incident on Au. By comparing the output of both detectors,
Tabata deduced the multiplication factor of the ionization chamber as a func-
tion of the mean energy of backscattered electrons. This allowed to establish
a relationship between the ionization chamber current and the number of
electrons reflected into the respective solid angle. The quoted uncertainty of
experimental backscatter coefficients and angular distributions obtained by
Tabata ranges from ∼6% to ∼14%.

In a recent paper, Kirihara et al. [222] showed that the multiplication
factor assumed by Tabata is affected by a non-negligible error, which they
attributed to Tabata’s method of determining the mean energy of backscat-
tered electrons for different target materials. Based on EGS5 Monte Carlo
simulations, Kirihara et al. performed a recalculation of multiplication factors
and backscatter coefficients for all materials and beam energies. In particu-
lar, factors were constructed in a way that they also accounted for low-energy
electrons, which could not traverse the Al window of ionization chambers em-
ployed by Tabata. In most cases, the proposed correction yielded a higher
backscatter coefficient; significant changes occurred particularly in low-Z ab-
sorbers such as Be and C. To account for these findings, updated backscatter
coefficients from Kirihara et al. were adopted as reference in the Geant4
validation. Original data from Tabata were retained for completeness.

5.2.2 Monte Carlo simulation

Benchmarks were performed by means of a custom-made Geant4 applica-
tion, linked against version 9.4 of Geant4 toolkit libraries. Absorbers were
modelled as cylindric disks of homogeneous composition. The target setup
of Lockwood et al. was emulated by adjusting absorber dimensions according
to the calorimeter size. An accurate rendering of the calorimeter dimensions
was less important for the simulation of electron backscatter, but allowed for
a more reliable estimate of the Bremsstrahlung leakage. The targets used
in the experiments of Tabata were approximated by assuming an absorber
thickness sufficient to obtain a saturation of electron backscatter coefficients.
Target materials were assumed to contain no impurities. This imitates well
target samples of Tabata, which were of high purity. As in the previous chap-
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ter, the assumption of pure materials was also considered legitimate when
modelling the calorimeters of Lockwood et al. as no details on material prop-
erties were reported. Employed densities and mean excitation energies are
listed in Section A.1 of the Appendix. Incident electrons were assumed to im-
pinge on targets in the form of pencil beams. The spatial and angular spread
of electrons in the experiments was disregarded. At any tilt angle α, the
beam axis intersected the front surface of the absorber model in its central
point. Beams were assumed to be mono-energetic. Deviations from nominal
beam energies encountered by Lockwood et al. were taken into account in
the simulation.

To perform a comparison against the experiments of Lockwood et al., the
kinetic energy and number of electrons reflected from absorbers was recorded
and results were respectively divided by the incident kinetic energy and the
number of incident particles. Simultaneously, Bremsstrahlung corrections
were calculated such that TIGER-based values in Equation (5.2) could be
substituted by Geant4 ones. More details on the replacement of original
Bremsstrahlung corrections are presented in Section 5.2.5. To benchmark
Geant4 simulations against measurements of Tabata, angular distributions
of backscattered electrons were recorded on a hemisphere 100 cm in diame-
ter and centered at the intersection point of beam axis and absorber. The
rotational symmetry of the scoring setup with respect to the beam axis was
exploited to increase the efficiency of the simulation. The hemisphere was seg-
mented into 45 consecutive spherical sectors, each corresponding to a 2◦ polar
angle (θ) interval. Results were normalized by dividing obtained scores by
the solid angle dΩ and by the number of primary electrons. Total backscatter
coefficients were derived by integrating dηN/dΩ over the entire hemisphere.

The study benchmarked both electron multiple scattering models cur-
rently available in Geant4 (see Section 3.2.1), one being the semi-empirical
model by Urbán used in the previous chapter and the second being the alter-
native model incorporating the Goudsmit-Saunderson angular distribution
and the algorithm of Kawrakow and Bielajew for the spatial displacement.
As discussed in Section 3.2.1, path length correction and step size limita-
tions follow identical formalisms in both models. In the current study, the
latest variant of the Urbán multiple scattering model, implemented in the
G4UrbanMscModel93 class, was used.

Ionization and Bremsstrahlung processes of electrons were described by
means of the data-driven simulation models based on the EEDL cross sec-
tions. Correspondingly, interactions of secondary photons were included in
the benchmark simulations using models based on the EPDL97 data sets.
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5.2.3 Secondary particle production

In all simulations conducted in this study, the lower production threshold
Tcut for secondary emission (δ-electrons and Bremsstrahlung photons) was
set to 1 keV. This value introduces an artificial limit to the number of sec-
ondary electrons contributing to the simulated backscatter yield. In partic-
ular, a discrepancy remains between the adopted production threshold and
the energy above which electrons could escape targets in the experiments
of Lockwood et al. In another benchmark study, comparing EGSnrc simu-
lations and experimental backscatter coefficients of keV electrons, Ali and
Rogers [198] estimated the systematic uncertainty due to such a discrepancy
to be less than 2%. On the other hand, the employed production threshold is
consistent with corrected backscatter coefficients proposed by Kirihara et al.
as they applied the same threshold when recalculating multiplication factors
with EGS5.

5.2.4 Transport parameter settings

It was demonstrated in previous Geant4-based studies [28, 148, 149, 194] that
calculations of backscatter coefficients for keV electrons exhibit a dependency
on the multiple scattering model parameter fr (see Equation 3.1); smaller fr
values (60.02) generally improved the accuracy of backscatter simulations.
Accounting for this observation, fr was set to 0.01 in the current study; this
value is smaller than the default one (fr=0.04) used in the employed Geant4
release [67]. The choice of fr proved to be relevant only at lower energies,
whereas little dependency on fr was observed at 1 MeV or higher energies
(at higher energies, steps were increasingly dominated by the occurence of
discrete interactions). For illustration, Fig. 5.1 presents the ratio of sim-
ulated and measured [216, 217] backscatter coefficients ηN as a function of
fr for 0.109 MeV electrons normally incident on Ti and Ta. The gray band
displayed in the plot reflects the uncertainty of the experiment.

As discussed in the previous chapter, the step limitation imposed by the
electron energy loss algorithm can be important when studying spatial dose
distributions in extended, homogeneous media (see also [152]), but proved
to be less relevant in current backscatter simulations as steps of electrons
contributing to the backscatter yield were sufficiently restricted by other
mechanisms. Parameter settings used in the current simulations were 100 µm
for ρR and 0.2 for αR (see Equation 3.3).

Single scattering near material interfaces was activated in all bench-
mark simulations by employing the “UseDistanceToBoundary” stepping op-
tion [147]. With this option, single scattering is applied within a distance
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Figure 5.1: Ratio of calculated and measured [216, 217] electron backscatter co-
efficients ηMC

N and ηExpN vs the stepping parameter fr for 0.109 MeV electrons
normally incident on Ti and Ta. Simulations were performed using respectively
the Urbán multiple scattering model (solid lines) and the alternative Geant4 model
based on the Goudsmit-Saunderson angular distribution (dashed lines). The gray
band indicates the experimental uncertainty.

skin × λelastic from a volume surface. Varying the skin parameter between
1 and 3 showed no significant impact on the electron backscatter coefficient,
and hence skin was arbitrarily set to 3 in all simulations.

5.2.5 Bremsstrahlung correction

As discussed in Section 5.2.1, the experimental method adopted by Lock-
wood et al. for measuring ηE required a correction accounting for the energy
fraction escaping from calorimeters in the form of Bremsstrahlung. For the
purpose of the benchmark, original Bremsstrahlung corrections were substi-
tuted by corresponding Geant4-based results. With few exceptions, correc-
tions obtained with Geant4 were systematically larger than predictions of the
TIGER code reported by Lockwood et al. Discrepancies up to a factor of ∼2
were observed between the two code systems. The differences are illustrated
in Fig. 5.2, showing Geant4 and TIGER-based Bremsstrahlung corrections
versus energy for electron beams normally incident on different calorimeters.
The corrections displayed in the figure are expressed as a fraction of the
incident energy.

A possible source of the disagreement between Geant4 and TIGER are
different sets of Bremsstrahlung cross sections used in both code systems.
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Figure 5.2: Fraction of the incident electron energy escaping from calorimeters (C,
Al, Mo, and Ta) as Bremsstrahlung energy: comparison of TIGER calculations
[216, 217] (full symbols) against Geant4 9.4 results (open symbols). The incident
angle is 0◦. Data points are joined by lines to guide the eye. The statistical error
of TIGER-based results is <10% for εγ/E0 >0.005, and >10% for εγ/E0 <0.005
[216]. The statistical error of Geant4 results is <4%.

The EEDL cross sections employed in Geant4 are based on the formulations
of Seltzer and Berger [225, 226], who quote an uncertainty of 5–10% for
energies between 1 keV and 2 MeV [160]. The Seltzer-Berger cross sections
are considered more accurate than the Bremsstrahlung cross sections used in
early versions of the Integrated TIGER Series [101]. This supports the use
of Geant4-calculated Bremsstrahlung corrections over TIGER-based ones.
The new correction alters experimental ηE by up to 4%. Relevant changes
occur only at higher energies and small incident angles since the relative
contribution of εγ/E0 to ηE rapidly decreases with decreasing E0 or increasing
tilt angle α.

5.3 Results and discussion

Monte Carlo simulations were performed for a representative subset of ex-
perimental configurations. For each case, the number of primary particle his-
tories simulated was between 1×106 and 4×106, resulting in statistical errors
<1% and <3% for backscatter coefficients of 0.1–1 MeV and 3.2–14.1 MeV
electrons, respectively. Energy albedos ηE obtained in the simulations are
affected by a statistical error slightly larger than the uncertainty of corre-
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Figure 5.3: Electron backscatter coefficients ηN as a function of beam energy
E0, for beams incident at (a) 0◦ and (b) 60◦, respectively. Exceptionally, in the
case of Be, incident angles are 1◦ and 61◦. Geant4 9.4 results (open symbols)
are compared against experimental data from Lockwood et al. [216, 217] (full
symbols). Simulations were based on different Geant4 multiple scattering models
employing the semi-empirical formulation by Urbán (solid lines) and the Goudsmit-
Saunderson angular distribution (dashed lines). Where not indicated by vertical
bars, experimental errors are smaller than the symbols representing the data (no
errors were reported for C). The experimental uncertainty of the beam alignment
at 60◦ (61◦) is not included in the error bars.

sponding backscatter coefficients. The statistical uncertainty of calculated
angular distributions of backscattered electrons is <5%, except for very small
or very large backscattering angles. In all cases, the statistical error of Monte
Carlo results is significantly smaller than the experimental uncertainty. Sim-
ulation uncertainties are not displayed in figures for the sake of clarity.

5.3.1 Backscattering of electrons with energies between
0.1 and 1 MeV

Fig. 5.3 displays simulated and measured [216, 217] electron backscatter
coefficients ηN as a function of the beam energy. Results are presented for
different target Z, and for normal and 60◦ incidence. Conversely, Fig. 5.4
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Figure 5.4: Electron backscatter coefficients ηN vs angle of incidence for (a)
0.109 MeV and (b) 1.033 MeV electrons. Exceptionally, in the case of C, the
beam energy E0 is 0.100 MeV and 1.000 MeV. Geant4 9.4 results (open sym-
bols) are compared against experimental data from Lockwood et al. [216, 217]
(full symbols). Simulations were based on different Geant4 multiple scattering
models employing the semi-empirical formulation by Urbán (solid lines) and the
Goudsmit-Saunderson angular distribution (dashed lines).

shows ηN versus the incident angle for energies of ∼0.1 and ∼1 MeV. Both
figures display Monte Carlo predictions respectively obtained with the Urbán
multiple scattering model and the alternative Geant4 model based on the
Goudsmit-Saunderson theory. Simulation results are joined by lines for visual
clarity.

In the energy range considered, the relative backscatter yield exhibits
only a moderate variation with the beam energy E0 (see Fig. 5.3). At the
same time, ηN is a monotonically increasing function of the target Z (Figs.
5.3 and 5.4) and the incident angle α (Fig. 5.4). The Monte Carlo sim-
ulations generally reproduce experimental backscatter coefficients and their
dependency on E0, α and Z reasonably well. For medium- and high-Z tar-
gets (Z >22), calculations based on the Urbán multiple scattering model
match experimental backscatter coefficients within 6% at normal incidence,
and within 4% at 60◦ incidence. A similar agreement is found for simula-
tions employing the model based on the Goudsmit-Saunderson theory, which
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Figure 5.5: Ratio ηE of backscattered and incident kinetic energies as a function
of beam energy E0, for beams incident at (a) 0◦ and (b) 60◦, respectively. Ex-
ceptionally, in the case of Be, incident angles are 1◦ and 61◦. Details as in Fig.
5.3.

reproduce measured ηN (for Z >22) with an accuracy better than 4% at
α = 0◦, and better than 7% at α = 60◦. The relative difference between cal-
culated and experimental ηN tends to be larger in the case of lighter targets
(Z 613), particularly for beams at normal incidence. In contrast to higher-
Z materials, experimental backscatter coefficients of low-Z samples shown
in Figs. 5.3 and 5.4 are affected by a larger uncertainty as the precision
of the measurement technique is approximately proportional to (1 − ηN)−1

[216, 217]. Similarly, the experimental uncertainty increases with decreasing
angle α. The reduced experimental precision poses a constraint for obtaining
a more accurate assessment of the simulation accuracy for low-Z targets and
small incident angles.

Figs. 5.5 and 5.6 display simulated and measured [216, 217] fractions
ηE of the incident energy backscattered from targets. Experimental energy
albedos for U were found to be significantly underestimated in the simula-
tion at all energies and incident angles. Judging from previous Monte Carlo
studies [191, 216, 219], this discrepancy is likely due to a systematic error
in the experiment. The energy albedo measurements for U were hence not
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Figure 5.6: Ratio ηE of backscattered and incident kinetic energies vs angle of
incidence, for (a) 0.109 MeV and (b) 1.033 MeV electrons. Exceptionally, in the
case of C, the beam energy E0 is 0.100 MeV and 1.000 MeV. Details as in Fig.
5.5.

considered reliable for a validation of Monte Carlo models and were excluded
from the comparison.

Similar to the case of backscatter coefficients, Geant4 simulations of en-
ergy albedos are in good agreement with experimental data for high-Z mate-
rials, but exhibit larger discrepancies with measurements for low-Z samples.
The relative differences between calculated and measured energy backscatter
in higher-Z targets such as Mo and Ta are comparable to those determined
for ηN. No systematic discrepancies across different materials are observed
identifying one of the multiple scattering models to be preferable over the
other.

5.3.2 Backscattering of electrons with energies between
3 and 14 MeV

Fig. 5.7 compares Geant4-calculated with measured backscatter coefficients
ηN for electrons normally incident on semi-infinite targets with different Z.
Results are presented as a function of beam energy E0. As in the previous
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Figure 5.7: Electron backscatter coefficients ηN vs beam energy E0 for electrons
normally incident on (a) Be, Al, Ag, U and (b) C, Cu, and Au. Geant4 9.4 results
(open symbols) are compared against experimental data from Tabata [218] (full
symbols) and corrected backscatter coefficients proposed by Kirihara et al. [222]
(crosses). The corrections apply to all data points, except to those corresponding
to Au. Simulations were based on different Geant4 multiple scattering models
employing the semi-empirical formulation by Urbán (solid lines) and the Goudsmit-
Saunderson angular distribution (dashed lines), respectively. Vertical bars indicate
the experimental uncertainty.

section, the plots show two sets of Monte Carlo results respectively based on
alternative multiple scattering models. Calculated backscatter coefficients
are joined by lines to guide the eye. In addition to the experimental data
by Tabata [218], Fig. 5.7 displays corrected backscatter coefficients proposed
by Kirihara et al. [222]. The corrections apply to all data points, except to
those corresponding to Au, which were separately measured by means of a
Faraday cup [218].

Backscatter coefficients shown in Fig. 5.7 decrease monotonically with
beam energy E0, reaching values significantly lower than those of 0.1–1 MeV
electrons presented in the previous section. Considering the experimental
uncertainty, simulations employing the Goudsmit-Saunderson theory-based
model compare well with experimental backscatter coefficients; for materials
with Z >47, the difference between simulation results and corrected coeffi-
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Figure 5.8: Differential backscatter coefficients vs the detector angle for 3.24–
14.1 MeV electrons normally incident on Au. Comparison of Geant4 9.4 results
(histograms) against experimental data from Tabata [218] (full symbols). Simu-
lations were based on different Geant4 multiple scattering models employing the
semi-empirical formulation by Urbán (solid lines) and the Goudsmit-Saunderson
angular distribution (dashed lines), respectively. Vertical bars indicate the exper-
imental uncertainty.

cients from Kirihara et al. (respectively original data from Tabata for Au) is
less than 8%. Discrepancies are found to be partly larger for lighter targets,
particularly in case of Be, where predictions of the simulation model and
data of Kirihara et al. disagree by up to 26%. The Urbán multiple scattering
model has a tendency to yield backscatter coefficients which are in most cases
higher than the data from Tabata and Kirihara et al. The largest discrepan-
cies occur for Be, where calculated backscatter coefficients are roughly twice
as large as experimental values.

Complementing the comparison of total backscatter coefficients, Fig. 5.8
shows Geant4-based and experimental [218] angular distributions of 3.24 to
14.1 MeV electrons backscattered from a semi-infinite Au target. Simula-
tion predictions based on the Goudsmit-Saunderson model reproduce mea-
sured distributions with good accuracy; with few exceptions, obtained results
match experimental angular spectra within their quoted uncertainty. As ex-
pected from results presented in Fig. 5.7, the agreement is less satisfactory for
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simulations based on the Urbán modelling approach; with increasing beam
energy, calculated angular distributions appear to be gradually higher than
the measurement data.

5.4 Conclusions

This study systematically examined the accuracy of Geant4 electron trans-
port algorithms for simulating backscattering of electrons from solid tar-
gets. Simulation predictions were compared against published experimental
backscatter coefficients, energy albedos, as well as angular distributions of
reflected electrons. The study benchmarked two alternative multiple scatter-
ing models, respectively employing the semi-empirical formulation by Urbán
and the Goudsmit-Saunderson theory. To achieve maximum accuracy, the
multiple scattering parameter fr was set to 0.01. Using the default value 0.04
increases the systematic error of backscattering coefficients by up to ∼20%
below 1 MeV, and by up to ∼5% at 1 MeV and above. The model by Urbán
was found to reproduce experimental data reasonably well at lower energies
(∼0.1–1 MeV), but tended to overestimate measured backscatter coefficients
at higher energies (∼3–14 MeV). Simulations employing the alternative mul-
tiple scattering model, based on the angular distribution of Goudsmit and
Saunderson, were found to be in reasonable agreement with experimental
measurements in the entire energy range under study. The best agreement
was observed for higher-Z targets while comparably larger discrepancies were
found for low-Z targets such as Be and C, where the backscatter yield is sig-
nificantly lower and experimental data were partly affected by larger errors.

The results demonstrate the predictive ability of the Geant4 toolkit for
simulation scenarios requiring a quantitative knowledge of electron backscat-
ter phenomena. Particle energies covered in this chapter are of particular
interest for applications in radiotherapy, but are also fundamental to a vari-
ety of other scenarios, including simulations of sampling calorimeters in high
energy physics experiments; shielding calculations for electronic devices used
in space applications; and β-spectroscopy as applied in nuclear physics ex-
periments. Further validation studies are required to establish the accuracy
of the Geant4 code for energies beyond the range covered in this chapter, in
particular in the energy regime below 100 keV. The simulation software de-
veloped for this study allows to perform regular comparisons of new Geant4
versions with electron backscattering data.
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Chapter 6

Validation study of ion dose
distributions in phantom
materials

The advantages of patient irradiation with energetic carbon ions as a means
of cancer treatment have been much discussed in the literature (see, for ex-
ample, Refs. [8, 9]). One of the most well-known characteristics of ion
penetration into matter is the longitudinal energy deposition pattern, ex-
hibiting a steep maximum (the “Bragg peak”) prior to particle stopping. In
view of a conformal dose delivery to a defined volume, as generally sought in
patient treatment [227], carbon ions show a more favourable behaviour than
protons due to a reduced lateral scattering and longitudinal straggling, but
also due to an increased relative biological effectiveness [9]. On the other
hand, light fragments from inelastic nuclear reactions of ions with target
atoms can propagate to depths exceeding the position of the Bragg peak,
hence causing a typical dose tail. This poses a disadvantage in ion therapy.
Also, fragmentation reactions increase the complexity of ion beam transport
modelling and dosimetric calculations.

A fundamental aspect of dose calculations in ion therapy is the accu-
rate prediction of Bragg peak positions based on an adequate description of
the electronic energy loss of ions. This chapter1 presents the integration of
state-of-the-art stopping powers into the Geant4 toolkit. The accuracy of
the implementation is evaluated by comparing simulations against published
measurements of dose distributions induced by 12C beams in typical phan-
tom materials. The study also examines the performance of different Geant4

1The content of this chapter formed the basis of the following paper: A. Lechner,
V.N. Ivanchenko, J. Knobloch, “Validation of recent Geant4 physics models for application
in carbon ion therapy”, Nucl. Instr. and Meth. B 268 (2010) 2343–2354.
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generators for projectile fragmentation by investigating proportional features
of dose distributions.

6.1 Introductory aspects, previous studies

and outline

An accurate description of the spatial energy deposition pattern is a key point
in Monte Carlo-based ion dosimetry. Electromagnetic modelling features are
considerably contributing to the Bragg peak shape and position. In this
chapter, a plug-in model, newly implemented in Geant4 (version 9.3), is
presented, which enables the use of external stopping powers to describe the
electronic energy loss of ions. In its default configuration the model utilizes
tables from the ICRU 73 report [36] and includes recent revisions of ICRU 73
stopping powers by Sigmund et al. [37], which have not yet been employed
in a Monte Carlo system. The main objective of this study is to examine the
accuracy of the energy loss model for simulating light-ion transport in tissue-
like media. Investigations also involve a comparison against conventional
Geant4 stopping power algorithms, which incorporate an effective ion charge
[166].

The presented validation focuses on the simulation of depth-dose pro-
files of 12C beams incident on water and polyethylene. Water is the most
widely used tissue substitute and reference material in radiotherapy stud-
ies. Polyethylene, (C2H4)n, is also employed as a phantom material and is
commonly used for shielding purposes in space applications. In the current
validation setup different beam energies relevant to radiotherapeutical ap-
plications are considered (from 90 MeV/u up to 400 MeV/u). Computed
profiles are compared against experimental data available in the literature
aiming to reproduce the Bragg peak position as well as shapes of the dose
distributions.

Monte Carlo-based carbon ion Bragg peaks, and their comparison against
measured profiles, have been reported by different authors (see for example
[104, 129, 228]), addressing also Geant4-based profiles [134, 229–231]. How-
ever, only few authors note if the underlying experiments are suitable for a
benchmark of the absolute peak position in the considered target material
and most studies do not account for associated experimental errors. In some
papers simulated profiles are shifted to match the experimental curves in
the vicinity of the peak. Hence, to execute a detailed examination of sim-
ulation models, the study is restricted to experimental distributions which
allow for a high-precision validation of the Bragg peak position. Particular
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attention is paid to corresponding experimental uncertainties: the employed
data sets permit a sub-millimeter analysis concerning the location of the
peak. Complementing the investigations on the peak position, a systematic
and quantitative comparison of proportional features of the Bragg curves is
conducted.

Some of the experimental data used in the current work (from Sihver
et al. [232] and Haettner et al. [233]) have been employed by other authors in
previous evaluations of analytical beam models and Monte Carlo codes; com-
parisons were also performed against older versions of Geant4 by Pshenichnov
et al. [229, 230]. However, since then the Geant4 toolkit has been subject of
evolution and several physics models and methods have been added or im-
proved. Specific attention is paid to some of the recent modelling approaches,
in particular to the ICRU 73-based energy loss model and the native Geant4
quantum molecular dynamics (QMD) generator for light ion fragmentation.

The chapter is organized as follows. An overview of electronic energy loss
algorithms for ions in Geant4 is given in Section 6.2. Section 6.3 presents
details of the validation setup, including characteristics of the simulation con-
figuration and a description of experimental data sets. Section 6.4 presents
results and discussions. Conclusions are given in Section 6.5.

6.2 Electronic energy loss of ions

As briefly discussed in Section 3.2.1, the Geant4 toolkit includes physics al-
gorithms allowing the simulation of the energy loss of protons and ions due
to interactions with atomic shells of absorber atoms or molecules. As of ver-
sion 9.3, the corresponding physics processes are implemented in the C++
class G4hIonisation for protons, deuterons and tritons, and in the class
G4ionIonisation for all other ions. These classes are configurable with
models which compute electronic stopping powers, energy loss fluctuations,
and cross sections for the production of δ-electrons [27]. A description of orig-
inal Geant4 stopping power algorithms as well as new parameterizations is
given in the following (Sections 6.2.1 and 6.2.2, respectively), complemented
by a discussion of stopping powers available in the literature (Sections 6.2.3)
and aspects related to the mean ionization potential (Section 6.2.4).

6.2.1 Geant4 “Standard” stopping power algorithms

By default, the G4ionIonisation class uses stopping power models [166] of
the Geant4 “Standard Electromagnetic Package”. Below a defined threshold
energy, currently set to 2 MeV/u, a parameterization formula is employed.
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Above the threshold energy, the restricted energy loss rate of ions with energy
E is calculated according to

Sc,ions(E, Tcut) = z2
ionSc,p(Es, Tcut) + F (E, zion) +G(E), (6.1)

where G is a correction term which enables a smooth transition to the low-
energy parameterization at the threshold energy and decreases with increas-
ing energy. The second term, F , includes Barkas, Bloch and Mott corrections,
which are proportional to higher orders of zion; corresponding terms originate
from [234–236], where the Barkas term relies on minimum-impact parame-
ters from ICRU 49 [237]. The ion charge zion is calculated as zion = γZion,
where Zion is the atomic number of the ion and γ is the fractional effective
charge computed according to a parameterization formula of Ziegler et al.
[238] for He ions, and according to the theory of Brandt and Kitagawa [239]
for ions with Zion > 3. Further, Sc,p is based on the restricted Bethe formula
for protons in Ref. [240], and includes a shell correction term C from ICRU
49 [237] and a correction δ accounting for the density effect according to
Sternheimer and Peierls [241]:

Sc,p =2πr2
emec

2nel
β2
×[

ln

(
2mec

2β2Tcut
(1− β2)I2

)
− β2

(
1 +

Tcut
Tmax

)
− δ − 2

C

Z

]
.

(6.2)

Here, re is the classical electron radius, me is the electron rest mass, β is the
ratio of particle velocity and speed of light c, nel is the electron density of the
material, and Z and I are the atomic number and the mean excitation energy
of the material, respectively. As in the previous chapters, Tcut indicates
the secondary production threshold, whereas Tmax represents the maximum
energy which can be imparted to a secondary electron. To obtain the energy
loss rate of ions according to Equation (6.1), Sc,p is evaluated at the scaled
energy Es = EMp/Mion, where Mp and Mion are the proton and ion mass,
respectively. More details on “Standard” algorithms are elaborated in the
publication of Bagulya et al. [166]. A description of recent updates was given
by Apostolakis et al. [27].

6.2.2 Implementation of a new parameterization model

A new Geant4 parameterization model was developed allowing to employ
external stopping power tables for Geant4 ion transport simulations. Based
on these tables, the model computes the average energy loss projectiles ex-
perience in sub-threshold interactions, i.e. in continuous interactions below
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Tcut. In addition, it accounts for the discrete energy loss as a consequence of
catastrophic collisions, where energy is imparted to δ-electrons, and it sam-
ples the ejection angle of secondaries. The simulation model is applicable
for ion species represented by the Geant4 “generic ion” particle type which
comprises all nuclei except tritons, deuterons, 3He and 4He. The model is
part of the “Low-Energy Electromagnetic Package” and its implementation
follows the software design adopted by the Geant4 “Standard” package such
that model algorithms are compatible with the G4ionIonisation class. It
is remarked that previous algorithms of the “Low-Energy Electromagnetic
Package”, described in [167], are not discussed here.

For an ion with kinetic energy E, propagating in a material of density ρt,
the restricted energy loss per unit path length is calculated according to

S(E, Tcut) = ρt
(
S/ρ

)Table
(E)− Sδ(E, Tcut), (6.3)

where (S/ρ)Table refers to mass stopping powers obtained by interpolating
the tabulated values using a cubic spline algorithm [166]. If mass stopping
powers are not available for a compound material but only for its elemental
constituents, Bragg’s additivity rule [237] is applied to calculate the first term
in the above equation:

ρt
(
S/ρ

)Table
(E) =

∑
i

wi
(
S/ρ

)Table
i

(E). (6.4)

Here, the index i runs over all elements composing the material, wi is the
weight fraction of element i, and (S/ρ)Tablei is the tabulated mass stopping
power of the ith constituent. The second term in Equation (6.3), Sδ, denotes
the mean energy transferred to δ-electrons per unit path length given by

Sδ(E, Tcut) =
∑
i

ni

∫ Tmax

Tcut

dσδ,i(E, T )

dT
TdT, (6.5)

where the index i considers again all elemental constituents, ni is the number
of atoms of element i per volume, Tcut is the lower δ-production threshold,
Tmax is again the maximum energy which can be transferred from projectiles
to δ-electrons in a single collision, and dσδ,i/dT is the differential δ-production
cross section corresponding to the interaction of projectiles with atoms of
element i. Sδ decreases with increasing Tcut and vanishes when Tcut becomes
equal to or larger than Tmax.

Algorithms governing the ejection of δ-rays in the simulation model are
equivalent to the ones used in previous Geant4 models [166]. The description
of ion–electron collision processes is based on the approximation that projec-
tiles interact with quasi-free electrons. This assumption is valid if Tcut is much
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larger than the mean excitation energy I of the absorber material [240, 242].
For a given simulation step, the actual energy T of a secondary electron is
sampled from differential collision cross sections, dσδ/dT =

∑
i ni(dσδ,i/dT ),

restricted to the energy range between Tcut and Tmax. For an ion with charge
zion and incident energy E, the differential cross section dσδ,i/dT can be
written as [240, 242]

dσδ,i
dT

= 2πr2
emec

2 z
2
ionZi
β2

1

T 2

[
1− β2 T

Tmax
+

T 2

2E2

]
, (6.6)

where Zi is the atomic number of the ith element composing the target
medium. The ion charge zi is calculated as described previously. If a sec-
ondary is created, its energy is considered as discrete energy loss of the
projectile, introducing in a natural way loss fluctuations.

6.2.3 Stopping powers in the literature and their use
in Geant4

Several approaches describing ion stopping powers have emerged in the liter-
ature, covering ion-material combinations and energy ranges pertinent to ion
therapy. It is out of the scope of this study to provide a complete overview
beyond the discussion of a few examples. A more comprehensive treatment of
the subject, including listings of recent codes and tabulations, can be found,
for example, in the ICRU 73 [36] report or in other references like [243, 244].

Well-known semi-empirical stopping power approaches are MSTAR [245–
247] and SRIM [248]. Among the most recent theoretical means to describe
electronic stopping of ions are the binary theory of Sigmund and Schinner
[249], which entered the PASS code [250], and the theory of Grande and
Schiwietz [251, and references therein], which is available in the CasP code
[252]. Stopping power tables pre-calculated with PASS are also published in
the ICRU 73 report. The report considers projectiles ranging from Li to Ar
and also includes Fe ions due to their importance in some fields; tables are
presented for many elemental materials and compounds. Kinetic energies
covered by the ICRU 73 report start at 250 keV/u and extend to 1 GeV/u.

As of version 9.3, all ICRU 73 tables are available in the Geant4 re-
lease and can be employed in the simulation by means of the plug-in model
presented in the previous section (however the applicability of the model is
not restricted to ICRU 73 data and any other stopping power table can be
plugged in). For a few target materials, revisions of ICRU 73 stopping pow-
ers from Sigmund et al. [37] were included, which replace the original ICRU
73 tables in the Geant4 database. Affected materials are, for example, water
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Ion atomic Material Origin of tables Remarks
number

3–18, 26 25 elements, ICRU 73 [36] (PASS)
31 compounds

3–18, 26 water, Revised ICRU 73 [37] (PASS) Replace original
water vapor ICRU 73 tables

9 nylon types 6/6 Corrected ICRU 73 [37] (PASS) Replace original
and 6 ICRU 73 tables

26 water Personal communication Complement
with P. Sigmund (PASS) ICRU 73 tables

3–18, 26 copper Personal communication Replace original
with P. Sigmund (PASS) ICRU 73 tables

Table 6.1: Electronic stopping power tables included in the Geant4 “Low-energy”
electromagnetic data directory (G4EMLOW) version 6.8 or higher (to be used with
Geant4 release version 9.3 or higher). These tables are employed by the newly
implemented energy loss model for ion transport at projectile energies between
250 keV/u and 1 GeV/u.

and water vapor. Owing to their importance in radiotherapy studies, a brief
summary of changes related to ICRU 73 stopping powers of water is given
in the next section. An overview of all stopping powers incorporated by the
Geant4 simulation model is presented in Table 6.1.

6.2.4 The I-value of water and revised ICRU 73 tables

In the context of proton or light-ion stopping powers and their application to
hadron therapy, the role of the mean excitation energy of water has gained
substantial attention in the literature, particularly in view of projectile ranges
(see, for example, Refs. [232, 253, 254]) or water-to-air stopping power ratios
[130–132, 255]. In contrast to various other stopping power programs, the
PASS code does not rely directly on I-values. Instead, it requires oscillator-
strength spectra of target atoms or molecules as input [36, 250], but evidently
these spectra imply a mean excitation energy [37].

The I-value associated with the oscillator-strength spectrum of water in
the ICRU 73 report is 67.2 eV [37, 255], which is significantly lower than
mean excitation energies suggested in ICRU 49 (75.0 eV) or in more recent
publications (for example 77.8±1 eV in Ref. [256], 78.0±1 eV in Ref. [257]
or 80.8±2 eV in Ref. [131]). This has been discussed many times in the
literature [130–132, 253–255, 258].

The inability of the ICRU 73 tables for water to reproduce experimentally
derived ranges was first indicated by Paul [253], who compared the range of
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12C ions in continuous slowing down approximation (CSDA) against values
extracted from depth-dose profiles of Sihver et al. [232]: as demonstrated by
Paul [253], ICRU 73 stopping powers yield a CSDA range which is ≈1.5–2%
smaller than results from experiments. This finding was mainly attributed
to the adopted oscillator-strength spectrum. Sihver and Mancusi [259] also
noted the underprediction of experimental ranges.

Recently, Sigmund et al. [37] published PASS stopping powers for liquid
water, based on an adapted oscillator-strength spectrum. As for the original
ICRU 73 tables, oscillator strengths and excitation energies of inner shells
were taken from molecular oxygen. However, valence shell properties were
determined by enforcing a mean excitation energy of 78.0 eV (following the I-
value obtained by Schardt et al. [257]). The revised input spectra reduce the
stopping powers compared to values originally published by ICRU: for carbon
ions, the difference is ≈1.8% at 200 MeV/nucleon, ≈2.6% at 10 MeV/nucleon
and ≈6.8% at 250 keV/nucleon (which is approximately the energy where
maximum stopping occurs).

For convenience, in further discussions involving water stopping powers,
tables from ICRU 73 will be denoted as “original ICRU 73” tables, whereas
stopping powers from Sigmund et al. [37] will be referred to as “revised ICRU
73” tables. Stopping powers of other materials, which also derive from Ref.
[36], are simply named ICRU 73 stopping powers.

6.3 Materials and methods

To validate the paramerization model presented in the previous section,
depth-dose profiles were computed and compared against measured distri-
butions available in the literature. This section presents experimental data
used in the validation and gives details about the adopted simulation setup.
All calculations were performed with version 9.3 of the Geant4 toolkit. It
is emphasized, that the current study does not cover the full spectrum of
physics modelling approaches in Geant4. Particularly for secondary parti-
cles, several alternative models are available (see Section 3.2).

6.3.1 Experimental depth-dose profiles

Experimental data used in the Monte Carlo validation derive from the pub-
lications of Sihver et al. [232], Schardt et al. [257], Haettner et al. [233]
and Weber [260]. These authors presented measurements of 90–400 MeV/u
12C beams incident on water and polyethylene targets. All the experiments
described have in common that dose profiles were measured by placing ion-
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isation chambers up- and downstream of a target of adjustable length. The
variation of dose with depth could be determined by recording the relative
ionisation of the chambers for different target thicknesses.

In the selection of experimental data sets from the specified references,
particular attention was given to the position of the Bragg peak and the re-
lated uncertainty of the measurement. In all mentioned experimental studies,
dose profiles were presented by specifying absolute depths in the actual tar-
get material. This was achieved by accounting for the range shift due to
all materials (other than the target) traversed by the beam after leaving the
vacuum of the accelerator. Peculiarities and techniques adopted in the dif-
ferent publications are briefly discussed in the following. For more details
the reader is referred to the specified references.

Sihver et al. reported experimental depth-dose distributions in water in-
duced by relativistic 12C, 18O and 20Ne beams. The corresponding measure-
ments were performed at GSI (Germany) and RIKEN (Japan). The dose
profiles were used in several papers reporting the comparison against Monte
Carlo codes, for example against FLUKA [228], Geant4 [229] and SHIELD-
HIT [104]. However, not all curves published by Sihver et al. allow for a
high-precision validation of the absolute Bragg peak position in water. Only
for two beam configurations (195 and 270 MeV/u carbon ions), was the peak
position precisely determined by measuring the water equivalent thickness
(WET) of beamline equipment (the WET of a material in the beam path
corresponds to the thickness of a water layer which would lead to the same
ion range in the actual water target): based on the experimentally derived
WET of components like ionization chambers, the vacuum exit window or the
entrance and exit walls of the water container, and also of air gaps traversed
by the beam, the absolute Bragg peak position in water could be deduced.
The error of the obtained position was specified as ±0.04 g/cm2.

For all other depth-dose profiles presented by Sihver et al., materials in
the beam path were considered by calculating the WET using the stopping
power code ATIMA [261]. However, not all material properties could be
incorporated in detail into WET calculations. The largest error occurred due
to deformations of the walls (made of Lucite) of the water absorber (from
personal communication with D. Schardt, 2009). Hence, in the current study
only Bragg peaks corresponding to the 195 and 270 MeV/u 12C beams are
considered for comparison.

More recently, high-precision measurements of light ion (1H up to 16O)
Bragg curves in water were reported by Schardt et al. The experiments were
performed at GSI and included the measurement of the WET for all materials
in the beam path. When the current study was carried out, final data sets
were not available, but the Bragg peak positions for 200 and 400 MeV/u 12C
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beams were communicated to the author of this work by D. Schardt; the error
corresponding to the peak positions was determined as ±0.01–0.02 g/cm2.

Experimental dose distributions for 200 and 400 MeV/u 12C beams in
water were presented by Haettner et al. These depth-dose profiles involve
larger experimental uncertainties of the Bragg peak position than those re-
ported by Schardt et al. (the focus in the work of Haettner et al. was on
measuring the build-up of fragments and the experimental setup was not
optimized for a high-precision measurement of the peak position; from per-
sonal communication with D. Schardt, 2009). As a consequence, to account
for the more precise results of Schardt et al. in the current validation study,
the dose profiles of Haettner et al. were arbitrarily shifted such that the peak
position coincided with the findings of Schardt et al.; differences amounted
to approximately 0.7 mm.

In contrast to the above mentioned experiments, polyethylene targets
were used in the work of Weber, who measured Bragg peak profiles for 12C
ions with energies between 90 and 330 MeV/u. The target configuration
included a thick polyethylene block, complemented by a range-shifter, which
allowed the regulation of the target thickness by adding thin polyethylene
slabs. To obtain the absolute position of the Bragg peak, Weber calcu-
lated the polyethylene-equivalent thickness of materials in the beam path by
means of ATIMA calculations. However, compared to the described experi-
ments with water absorbers, the total equivalent thickness is smaller due to
the absence of a target container (the container walls produced the largest
individual contribution to the total equivalent thickness). The uncertainty
of the peak position was determined as ±0.01–0.04 g/cm2, depending on the
experimental setup used for a given beam energy.

In the studies of Sihver et al., Haettner et al. and Weber, the experimental
uncertainty of the relative ionisation was <5% at depths between entrance
and peak, and >5% at depths beyond the dose maximum (these values are
from personal communication with D. Schardt, 2009).

6.3.2 Monte Carlo simulation

A dedicated Geant4 application was developed which allowed the compu-
tation of depth-dose distributions for the physics model validation. The
target was implemented as a homogeneous cylinder filled with either wa-
ter or polyethylene; the radius was set to 10 cm and the length to 40 cm.
The density of water was assumed to be 0.997 g/cm3; this value reflects the
temperature during the measurements (24◦C; value from personal commu-
nication with D. Schardt, 2009). The polyethylene target was modelled to
have a density of 0.95 g/cm3, which corresponds to the value determined by
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Weber. 12C ions were assumed to hit the target in pencil-beam configura-
tion, where the beam axis was identical to the symmetry axis of the cylinder.
The ions were modelled to be completely stripped, as is the case for light
ions entering the GSI synchotron. The primary beam energy and the energy
spread could be adjusted through input parameters passed to the program.

Depth-dose curves were scored by recording the energy deposition in a
sequence of slices along the beam axis. The slice thickness was set to 25 µm
for beams with energies ≤ 100 MeV/u, to 50 µm for energies between 100 and
200 MeV/u and to 100 µm for higher energies. This resolution is sufficient
for a validation aiming at a sub-millimeter precision typically demanded in
radiotherapeutical applications. Similarly as for the electron benchmarks in
Chapter 4, the scoring setup was implemented as a virtual geometry, which
does not force simulation steps to be interrupted at slice boundaries. The
energy deposition associated with a step was randomly assigned to a point
along the step.

The simulation accounted for all relevant electromagnetic and nuclear
interactions of ions with matter, as well as for relevant interactions of secon-
daries produced in particle cascades (electrons, positrons, protons, neutrons,
gammas, pions, and muons).

Electromagnetic interactions of photons and charged particles were simu-
lated by means of physics models included in the “Standard Electromagnetic
Package”; an exception was the use of the new parameterization model as de-
scribed below. For gammas, processes considered in the simulation included
Rayleigh scattering, Compton scattering, electron-positron pair production
and the photo electric effect. Multiple scattering of charged particles was
described using the Urbán model. The setup further accounted for ioniza-
tion processes of charged particles, bremsstrahlung processes of electrons and
positrons, as well as annihilation of positrons with electrons. For ions with
atomic numbers Zion>3, ICRU 73 tables were utilized by means of the plug-
in model introduced in Section 6.2.2. In the case of water, both revised and
original ICRU 73 stopping powers were considered in separate configurations
(the original ICRU 73 tables for water, which are not part of the Geant4
package, were prepared in a data format readable by the simulation model).
Stopping powers for ions with atomic numbers Zion<3 were computed with
Geant4 “Standard” models described in Section 6.2.1. Alternatively, and
for comparison, simulations were repeated using “Standard” stopping power
models for all ions.

In addition to electromagnetic processes, the simulation setup accounted
for elastic and inelastic nuclear interactions induced by hadrons and ions
in flight (see also Section 3.2.2) and also included radioactive decay and
absorption at rest. An overview of cross sections and final-state models
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employed for different interactions and particle species can be found in Table
6.2. For convenience, the table also lists Geant4 C++ class names containing
the implementation of algorithms.

The considered elastic interaction model describes coherent elastic scat-
tering of hadrons on target nuclei. Elastic scattering was activated for 2H,
3H, 4He, protons, neutrons, and pions. The utilized model combines differ-
ent approaches: scattering of protons and neutrons is simulated by means of
the Chiral Invariant Phase Space (CHIPS) algorithm. For other particles, a
parameterization approach is applied which is based on the GHEISHA code.

The physics setup employs cross sections from Wellisch and Axen for in-
elastic proton interactions on target nuclei with Z > 3, and cross sections
from Wellisch and Laidlaw to sample inelastic interactions of neutrons with
energies above 20 MeV, except n-H interactions. Otherwise, parameteriza-
tions based on GHEISHA were used. Inelastic nucleus-nucleus interactions
were sampled by means of different parameterized cross sections from Tri-
pathi et al. The employed parameterization formula for light systems is
applicable if the collision involves light nuclei (1H, 2H, 3He, or 4He) either as
projectile or as elemental target constituent.

Inelastic reactions of protons and neutrons were simulated by means of
the Geant4 binary cascade model, which uses the theory-driven Precompound
model based on the approach of Gudima et al. [262] for the pre-equilibrium
stage. Neutron capture was described by a GHEISHA-based parameteri-
zation model. The Bertini intra-nuclear cascade model was used to handle
inelastic hadronic interactions of pions. As outlined in Section 3.2.2, inelastic
nucleus–nucleus reaction models available in Geant4 include the ion binary
cascade model and a more recent model based on a QMD generator. The
latter model derives from the JQMD code [263, 264] and was re-engineered in
the Geant4 hadronics package by Koi [182]. A first native Geant4 implemen-
tation of the QMD reaction model was included in version 9.1, whereas in
previous versions the external JQMD code could be used in Geant4 through
dedicated interfaces [265]. In the current study, the QMD-based model (con-
figuration “A” in Table 6.2) was employed in the physics setup, whereas the
binary reaction model (configuration “B” in Table 6.2) was used for compar-
ison only in selected cases. Despite the fact that configuration “A” activates
the binary model and its sub-models at lower energies, simulations based on
this configuration are simply referred to as “QMD-based simulations”.

The de-excitation of excited residual nuclei, which are created in the
pre-equilibrium stage of the reaction, were handled by different approaches:
nuclei with atomic numbers 68 and mass numbers 616 were managed by
the Fermi break-up model, whereas other excited nuclei were handled by
the generalized evaporation model at excitation energies 63 MeV/nucleon
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and by the statistical multifragmentation model at excitation energies larger
than 3 MeV/nucleon. In the Geant4 software design, de-excitation models are
invoked by a handler, which is instantiated by nuclear reaction models. In the
applied toolkit version, the statistical multifragmentation and Fermi break-
up models are not used by default by the de-excitation handler. However,
the physics configuration was adapted to employ these de-excitation models.

6.3.3 Secondary electron production and stepping lim-
itation

If not specified differently, the production threshold for δ-electrons was set
to Tcut ∼350 keV, which corresponds to an electron CSDA range of approx-
imately 1 mm. With this threshold, the step size of a majority of ion steps
in the simulation is determined by the mean free path associated with the
generation of δ-rays. On the other hand, production thresholds of a few
hundred keV or higher can impose significant restrictions on the achievable
geometrical resolution if no artificial step limitation is applied. In particular,
large thresholds may induce steps exceeding the size of scoring bins, which
in turn cause artefacts in the computed depth-dose distributions. To avoid
such dose distortions, step lengths were limited to half the size of scoring
bins in the longitudinal direction.

6.3.4 Normalization of dose profiles

In the comparison with experimental data, ion depth-dose profiles obtained
in the simulation commonly require a normalization since no absolute ex-
perimental reference is known. In this study, the quantity of interest is the
relative ionisation of two ionisation chambers, which does not relate absolute
numbers of primary particles to the deposited dose. A review of pertinent lit-
erature shows that no unique procedure exists for rescaling simulation results
in the context of Bragg peak validations. Most frequently, a normalization
to a certain point of the experimental curve is performed, for example to the
entrance or peak dose (as in the publications of Kameoka et al. [231] and
Gudowska et al. [104]), or dose profiles are normalized to the integral under
curves (as for example executed by Sommerer et al. [228]).

None of these normalization methods accounts for the fact that each
point of measurement (at a certain depth) is subject to an experimental
uncertainty. However, the integral-based procedure is generally more stable
with respect to fluctuations in the measurement. This was shown in the study
of Lechner and Pia [266], where different normalization procedures and their
impact on the statistical compatibility of Bragg peak profiles are discussed.
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Here, dose distributions in water are normalized according to the integral
under the curves, considering experimental points between entrance and dose
maximum. In the case of polyethylene, the integral normalization is however
not practicable, since experimental data points are available only for a small
depth-range in the proximity of the Bragg peak. Instead, dose profiles are
normalized to the experimental dose value determined by Weber in reference
measurements without targets.

6.4 Results and discussion

For each depth-dose distribution, a large number of primaries was tracked
(4–6×107), such that statistical uncertainties of simulation results are small
compared to experimental errors at any depth inside the target. For the sake
of clarity, simulation errors are not displayed in plots.

6.4.1 Carbon ion Bragg peak in water

It is well known that the Bragg peak position is primarily determined by
electronic stopping powers of primary ions, as well as by straggling effects.
As illustrated in Fig. 6.1, which presents Geant4 depth-dose profiles for
400 MeV/u 12C ions in water, alterations of the peak position due to the
presence of hadronic interactions are negligible in view of the considered
spatial resolution. This effect was studied by performing complementary
simulations, where hadronic processes (see Table 6.2) were either activated or
disabled. Fig. 6.1 also demonstrates the impact of straggling and scattering
on the peak profile. This can be evaluated by deactivating the fluctuation and
multiple scattering models and by increasing the production cut to suppress
the generation of δ-electrons: the resulting profile is determined by the mean
energy loss due to electronic and nuclear stopping, where the latter is less
significant for the considered use case (it shifts the peak by approximately
one bin of the scoring setup). The ratio of CSDA range and Bragg peak
position is found to be approximately 1.0026.

Fig. 6.1 also shows alterations of the peak if the incident ion spectrum
is not mono-energetic, but of Gaussian shape. Assuming for example a rel-
ative energy spread of 0.15%, the peak maximum changes its position by
approximately 0.2 mm.

Fig. 6.2 compares simulated 12C depth-dose distributions in water against
experimental data from Sihver et al. [232] and Haettner et al. [233], where
profiles from Haettner et al. were shifted along the beam axis to match more
precise measurements of the peak position by Schardt et al. [257], as de-
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Figure 6.1: Dependency of the Bragg peak profile of 400 MeV/u 12C ions in water
(0.997 g/cm3) on (a) different Geant4 physics modelling options and (b) the initial
energy spread σ. Depth-dose profiles shown in (a) were obtained by using a full
physics setup and, alternatively, by partially deactivating physics algorithms; σ
was set to 0 MeV/u in all cases. Distributions in (b) derive from simulations with
a full physics setup, using σ=0 and σ=6 MeV/u (i.e. 0.15% of primary energy),
respectively. For convenience, all curves are normalized to the same peak height.

scribed in Section 6.3.1. Initial beam energies range from 195 to 400 MeV/u.
The Geant4-based distributions were obtained by adopting revised ICRU 73
stopping powers in the simulation. To account for the fact that these stop-
ping powers are inherently associated with a certain mean ionization potential
(78.0 eV), the I-value of water molecules was equally set in the simulation, in
order that all physics calculations (for example stopping powers of ions with
Zion 62) be based on consistent parameters. This I-value also coincides with
the default mean excitation energy of water in the current Geant4 material
database [27]; contrary to I-values of materials considered in previous chap-
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Figure 6.2: Comparison of simulated and measured 12C depth-dose profiles in water
(0.997 g/cm3). Simulations were performed with Geant4 9.3, using revised ICRU
73 stopping power tables and the QMD nuclear reaction model. Experimental
data derive from Sihver et al. [232] (triangles) and Haettner et al. [233] (circles),
where profiles of Haettner et al. were shifted to match more precise measurements
of the peak position by Schardt et al. [257]. All experimental data by courtesy of
D. Schardt.

ters, the default settings for water differ from the most recent NIST [197]
recommendation. The QMD model was used to simulate inelastic nuclear
reactions of ions. The measured dose profiles considered in this study can
typically be associated with a Gaussian energy spectrum, with a standard
deviation of 0.15% (as adopted in Fig. 6.1). This was reflected in the simula-
tion setup by adjusting input parameters accordingly. The dose distributions
were normalized following the procedure outlined in Section 6.3.4.

As seen in Fig. 6.2, the Geant4-based simulations describe the shape of
the experimental depth-dose curves with good accuracy. A more detailed
analysis of the reproducibility of the experimental Bragg peak position is
presented in Fig. 6.3, which displays the difference ∆z between simulated
(zSimpeak) and measured (zExppeak) peak positions. Experimental uncertainties are
indicated as error bars. In addition to the simulations with revised ICRU 73
tables, Fig. 6.3 includes results from Geant4 runs using other stopping power
configurations outlined in Section 6.3.2: original ICRU 73 tables, as well as
Geant4 “Standard” algorithms. For simulation runs involving the original
ICRU 73 tables, the I-value in the setup was assumed to be 67.2 eV (which
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Figure 6.3: Difference ∆z between simulated and measured Bragg peak positions
of 195–400 MeV/u 12C ions in water (0.997 g/cm3). Simulation results were de-
rived with Geant4 9.3, using either original or revised ICRU 73 tables or Geant4
“Standard” stopping powers (the figure legend also shows the corresponding I-
values). Experimental data are from Sihver et al. [232] and Schardt et al. [257].
The dashed lines indicate deviations of ±1 mm from the experiment and are for
guidance only. Measurement uncertainties are displayed as error bars. Experimen-
tal data by courtesy of D. Schardt.

is, as previously mentioned, the value implied by the oscillator-strength spec-
trum used in the ICRU 73 report). Geant4 “Standard” stopping powers are
evaluated for I=78 eV.

As can be observed in Fig. 6.3, peak positions obtained in simulations
with revised ICRU 73 tables lie within the uncertainty of the measured values
for all given energies. Geant4 “Standard” stopping power algorithms yield
similar results, where the difference from ICRU 73-based simulations amounts
to approximately 0.5 mm at 400 MeV/u. As expected, the original ICRU 73
tables lead to peak positions which significantly underestimate the measured
depths. The latter finding is consistent with results presented by Paul [253],
who compared CSDA ranges (of 195 and 270 MeV/u 12C ions) with ranges
extracted from the same data of Sihver et al. As seen in Fig. 6.3, the trend
continues at higher energies and the absolute difference to the measurement
is about 4.7 mm at 400 MeV/u. The original ICRU 73 stopping power tables
were included in the current study despite the known deficiences, since to
the best of the author’s knowledge no quantative comparison against revised
ICRU 73 tables is yet available in the literature.

It should be noted that the mean excitation energy of 78 eV used in
Fig. 6.3 is related to the experimental data from Schardt et al. (200 and
400 MeV/u beams in Fig. 6.3). Based on ion ranges extracted from mea-
sured Bragg peak profiles (also including dose distributions for other light
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ion species and beam energies than those considered here), Schardt et al.
determined this I-value by comparing against CSDA ranges calculated with
ATIMA [261]. As outlined in Section 6.2.4, the findings of Schardt et al. were
also the basis for modifying the excitation energy of the valence shell, which
entered the PASS code to produce the revised ICRU 73 tables.

The satisfactory agreement of Geant4 simulations with experimental val-
ues in Fig. 6.3 confirms the accuracy of energy loss algorithms invoked at
each particle step in the simulation, and also demonstrates the precision of
the utilized cubic spline interpolation algorithm [166]: if one adopts a linear
interpolation formula, as used in previous Geant4 versions (9.1 and older),
the ICRU 73-based Bragg peak position of a 400 MeV/u 12C beam would
shift by ∼2 mm.

Complementing investigations on the accuracy of simulated peak posi-
tions, Figs. 6.4 and 6.5 depict the Bragg peak of considered dose distribu-
tions in more detail. In addition to profiles from Fig. 6.2, results obtained
with the Geant4 ion binary cascade model are presented. Simulation runs
based upon the binary cascade model were observed to be approximately
13% (at 200 MeV/u) to 28% (at 400 MeV/u) faster than those utilizing the
QMD model.

The profiles in the Figs. 6.4 and 6.5 suggest that both nuclear reaction
models lead to a good description of the Bragg peak profiles. However, at
larger energies QMD-based calculations reproduce the peak height more ac-
curately. As a measure of the peak proportions, Table 6.3 compares the full
width at half maximum (FWHM) derived in simulation and measurement
(the experimental FWHM values were extracted from the considered data
sets by means of an interpolation algorithm). As demonstrated, QMD-based
simulations lead to a good agreement with experimental widths at all beam
energies. The satisfactory results can partly be attributed to the modelling
of energy loss fluctuations (cf. Fig. 6.1) and to low-energy stopping pow-
ers (the fluctuation model for ions has been subject of evolution in recent
Geant4 versions); the consistent agreement over the entire energy range also
suggests that experimental conditions can be successfully reproduced with
the employed simplified geometry and beam model.

Compared to QMD-based results, simulations with the binary cascade
model predict similar proportional features at energies ≤270 MeV/u, whereas
discrepancies become apparent at 400 MeV/u. The significantly larger FWHM
value produced by the binary cascade model can be explained by isotope
yields resulting from primary particle fragmentation: as reported by Kameoka
[231] the binary model tends to overproduce 11C ions. At higher energies this
manifests itself as a small bump in the depth-dose profile (see Fig. 6.5(b)),
occuring at a depth where the dose contribution of 11C ions exhibits a maxi-
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Figure 6.4: Close-up view of simulated and measured 12C Bragg peak profiles in
water. Incident beam energies are (a) 195 and (b) 270 MeV/u. Simulations were
based on revised ICRU 73 stopping powers. Results were obtained using either the
QMD or the ion binary cascade (BiC) nuclear reaction model. Experimental data
derive from Sihver et al. [232]. All experimental data by courtesy of D. Schardt.

mum (upstream the Bragg peak). This affects the peak-to-plateau ratio and
as a consequence also induces the numerical difference between experimental
data and simulation in Table 6.3.

A comparison between the two nuclear models is included here, since
previous publications addressing the evaluation of Geant4-based dose-profiles
against experimental data most commonly adopted the binary cascade model
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Figure 6.5: Close-up view of simulated and measured 12C Bragg peak profiles in
water. Incident beam energies are (a) 200 and (b) 400 MeV/u. Simulations were
based on revised ICRU 73 stopping powers. Results were obtained using either the
QMD or the ion binary cascade (BiC) nuclear reaction model. Experimental data
originate from Haettner et al. [233]. The experimental peak position was adjusted
to match more precise measurements of Schardt et al. [257]. All experimental data
by courtesy of D. Schardt.

to describe inelastic nuclear reactions of ions [134, 229, 230] (as previously
mentioned, in Refs. [229, 230] older versions of Geant4 were compared against
the same experimental data as used in the current work). A first comparative
evaluation of the binary model against the external JQMD code was carried
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195 MeV/u 200 MeV/u 270 MeV/u 400 MeV/u
Experiment 2.3 2.3 4.1 10.3
Geant4 (QMD) 2.3 2.4 4.3 10.3
Geant4 (BiC) 2.3 2.4 4.4 12.5

Table 6.3: Full width at half maximum (in mm) corresponding to 12C Bragg
peaks in water (0.997 g/cm3). Simulation results were produced with an initial
energy spread of 0.15%, using either the ion binary cascade (BiC) or the QMD
model. Experimental values were derived by means of a cubic spline interpolation
of measured data in Fig. 6.2.

out by Kameoka et al. [231]. However, to the author’s knowledge, no Geant4-
based validation paper of ion Bragg peaks has yet included the native Geant4
implementation of the QMD nuclear reaction model. For the dynamical
phase of nuclear reactions the Geant4 QMD model is a re-engineered version
of the JQMD code, whereas a different handling of the break-up is employed:
JQMD uses a statistical decay algorithm, which features sequential light
particle evaporation. In contrast, the Geant4 QMD model passes excited
fragments to internal Geant4 de-excitation algorithms, which also allow for
multi-particle exit channels. In the present case, most of the excited remnants
are handled by the Fermi break-up model. A recent analysis of the Geant4
Fermi break-up can be found in Ref. [267].

The current study shows, that the native QMD implementation of the
current Geant4 version can be considered a suitable alternative to the binary
cascade model for simulating total dose distributions of carbon ion beams in
water. This confirms satisfying results reported by Kameoka et al. when using
the external JQMD code. A validation of charge-changing cross sections in
Geant4 simulations based upon the binary cascade model and the JQMD
code, respectively, may be found in a previous publication of Toshito [268].
Quantitative statements concerning fragment production are out of the scope
of the present study. However, it can be concluded that below 270 MeV/u
predictions of binary cascade and QMD models are indistinguishable within
the experimental accuracy of depth dose profiles.

6.4.2 Carbon ion Bragg peak in polyethylene

A similar validation as in the previous section was performed for 90–330 MeV/u
12C ions incident on polyethylene. Fig. 6.6 compares simulated depth-dose
profiles against experimental data from Weber [260]. The Geant4-based dis-
tributions were obtained by using ICRU 73 stopping powers, where the I-
value as implied by the corresponding oscillator-strength spectrum (52.86 eV)
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Figure 6.6: Comparison of simulated and measured 12C depth-dose profiles in
polyethylene (0.95 g/cm3). Simulations were performed with Geant4 9.3, using
ICRU 73 stopping power tables and the QMD nuclear reaction model. Experi-
mental data derive from Weber [260]. All experimental data by courtesy of D.
Schardt and U. Weber.

was used in the simulation setup (this I-value is from personal communica-
tion with P. Sigmund; in contrast to what is stated in the ICRU 73 report,
stopping powers for polyethylene were not derived by applying Bragg’s addi-
tivity rule, but by using oscillator strengths for outer shells of polyethylene
from the book of Berkowitz [269]). Inelastic nuclear reactions of ions were
simulated by means of the QMD model. As in the case of water, the ini-
tial energy spread of the beam was set to 0.15%. The dose profiles were
normalized according to the procedure outlined in Section 6.3.4.

A more detailed analysis of differences between simulated and measured
Bragg peak positions is given in Fig. 6.7. Experimental uncertainties are
displayed as error bars. As in the previous section, simulation results were
also obtained by using Geant4 “Standard” stopping powers, where the same
I-value of polyethylene as used in ICRU 73 was applied in the setup.

As can be observed in Fig. 6.7, for a beam energy of 90 MeV/u the ICRU
73-based simulation reproduces the measured value within the experimental
uncertainty, but for higher energies the Bragg peak position is predicted at
slightly smaller depths inside the absorber. At the largest considered beam
energy, the shift ∆z is approximately 1.3 mm. Geant4 “Standard” stopping
power models yield larger discrepancies with respect to the experiment, ex-
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Figure 6.7: Difference ∆z between computed and measured Bragg peak positions
of 90–330 MeV/u 12C ions in polyethylene (0.95 g/cm3). Simulation results were
derived with Geant4 9.3, using either ICRU 73 or Geant4 “Standard” stopping
powers (the figure legend also shows the corresponding I-values). Experimental
data are from Weber [260]. The dashed lines indicate deviations of ±1 mm from
the experiment and are for guidance only. Measurement uncertainties are displayed
as error bars. Experimental data by courtesy of D. Schardt and U. Weber.

cept at 90 MeV/u where results are comparable with both measurement and
ICRU 73-based simulation. At 330 MeV/u, the difference between Geant4
“Standard” results and experimental values amounts to 2.1 mm.

Figs. 6.8 and 6.9 depict the Bragg peak profiles of the 90–330 MeV/u
beams in more detail. Dotted curves indicate uncertainties in the normal-
ization factor due to the experimental error associated with the dose at the
reference depth. In contrast to the previous section, the comparison gener-
ally allows for less conclusive statements, for example concerning the overall
agreement or fragmentation tails, since experimental data sets are concen-
trated around the Bragg peak position.

Given the uncertainty of normalization factors as well as the measure-
ment error associated with the peak dose, proportional features like the peak
height are well reproduced in the simuation (Figs. 6.8 and 6.9 illustrate that
uncertainties in the normalization against a single dose point can be a signif-
icant factor when analysing simulation results; it should be mentioned that
most previous studies on Monte Carlo code validation do not take this into
account). Owing to the underestimation of ion penetration depths at higher
energies, simulated curves do not match the experimental dose pattern in
the vicinity of the peak to the same level of accuracy as for water. However,
the observed discrepancy between positions of measured and simulated dose
maxima is less than the full width at half maximum of the peak.

A comparison of FWHM values measured by Weber against simulation re-
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Figure 6.8: Close-up view of simulated and measured 12C Bragg peak profiles in
polyethylene. Initial beam energies are (a) 90 and (b) 195 MeV/u. Simulation
results were obtained by using the ICRU 73-based stopping power configuration
and the QMD nuclear reaction model. Uncertainties in the applied normalization
due to experimental errors are also indicated (dotted lines). Experimental data
derive from Weber [260]. Data by courtesy of D. Schardt and U. Weber.

sults, obtained either with the QMD or the binary cascade model, is given in
Table 6.4. As expected from findings in the previous section, at higher ener-
gies the binary model leads to a larger FWHM value compared to QMD-based
simulations. However, in contrast to the results obtained for water none of the
models yields a consistently better agreement with the experimental values
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Figure 6.9: As in Fig. 6.8, for beam energies of (a) 270 and (b) 330 MeV/u.

when the beam energy increases. The discrepancies between measurement
and either of the simulated values, observed for 270 and 330 MeV/u ions,
can partly be attributed to systematic effects due to the simplified geome-
try model adopted in the simulation setup. For example, inhomogeneities in
materials traversed by the beam can impact the width; such effects were not
taken into account in the Monte Carlo configuration.
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90 MeV/u 195 MeV/u 270 MeV/u 330 MeV/u
Experiment 0.7 2.3 5.0 7.0
Geant4 (QMD) 0.6 2.3 4.3 6.7
Geant4 (BiC) 0.6 2.3 4.5 7.4

Table 6.4: Full width at half maximum (in mm) corresponding to 12C Bragg
peaks in polyethylene (0.95 g/cm3). Simulation results were produced with an
initial energy spread of 0.15%, using either the ion binary cascade (BiC) or the
QMD model. Experimental values were taken from Weber [260]. Experimental
errors were specified as 0.05 mm at 90 and 195 MeV/u, and as 0.1 mm at 270 and
330 MeV/u.

6.5 Conclusions

This chapter systematically investigated the accuracy of Geant4 electronic
energy loss algorithms for simulating depth-dose profiles of 12C beams inci-
dent on tissue-like materials. It was shown that simulations using revised
ICRU 73 stopping powers of water, recently incorporated into Geant4 and
based on a mean excitation energy of 78.0 eV, accurately reproduce the
experimental Bragg peak position for beam energies of therapeutical inter-
est. The difference |∆z|/zExppeak between calculation and measurement was
<0.2% in all cases (as already noted, for two of the considered beam ener-
gies the underlying experimental data from Schardt et al. [257] impacted the
I-value used by Sigmund et al. [37] to produce the revised ICRU 73 tables).
Geant4 “Standard” stopping powers, employing an effective ion charge, lead
to comparable results. In the case of polyethylene targets, satisfactory results
could be achieved when using ICRU 73 tables (the corresponding I-value is
52.86 eV), however at higher energies depths of measured dose maxima were
slightly underestimated; |∆z|/zExppeak was found to be less than 0.9%.

This study shows that current Geant4 simulation models are capable to
predict absolute Bragg peak positions with good accuracy. The observed
discrepancies between simulated and experimental peak positions are typ-
ically smaller than other uncertainties affecting ion range calculations in
realistic clinical scenarios. For example errors associated with the corre-
lation between Houndsfield units from computed tomography (CT) images
and water-equivalent path lengths can induce larger range uncertainties (see
for example the work of Rietzel et al. [270]).

The depth-dose profiles of this study also demonstrate that proportional
features of dose distributions can be well described. This can in part be at-
tributed to low-energy stopping powers. We also conclude that the current
Geant4 implementation of the QMD model shows accurate results concerning
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the description of physical dose distributions in radiotherapeutical applica-
tions. For energies below 270 MeV/u the binary cascade model yields similar
results. More detailed modelling features, like production yields of fragments,
would require further validation beyond the scope of this study.
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Chapter 7

Summary and conclusions

By sampling individual particle trajectories, Monte Carlo radiation transport
simulations inherently allow to mimic realistic scattering conditions encoun-
tered in different scenarios. Secondly, through the generation of secondary
particle cascades one explicitly accounts for radiation fields effectively con-
tributing to energy deposition and fluence distributions in matter. Owing to
a comprehensive set of physics options and due to its flexible software design,
the Geant4 toolkit, developed by an international collaboration, has gained
significant popularity in the scientific community. In particular, it is in-
creasingly employed in medical physics applications. This thesis presented a
comprehensive and detailed examination of Geant4 physics algorithms perti-
nent to radiotherapy simulations. In addition, physics options were extended
by incorporating recent ion stopping powers into the toolkit. The accuracy
of Monte Carlo models was investigated by means of benchmark studies fo-
cusing on aspects of electron and ion transport.

Chapter 4 presented a comparative study of energy deposition profiles
induced by 0.05–1 MeV electrons in solid targets. Simulation predictions
obtained with different models and Geant4 versions were compared against
experimental data reported in the literature. In contrast to previous pub-
lications, a large range of material samples and beam energies was covered
in a systematic way. The goal of the study was to identify the accuracy
achievable as a function of the atomic number Z, considering that realistic
simulation scenarios typically involve materials of varying composition. The
comparisons demonstrated an improvement of Geant4 predictions for lower-
Z materials across different release versions (8.1.p02 and 9.1/9.1p03). The
changes were attributed to modifications in the semi-empirical multiple scat-
tering model by Urbán. No significant differences could be determined for
medium- and high-Z samples. Besides that, obtained simulation results ex-
hibited a significant dependency on transport parameters governing the step

103



size. This deficiency has already been reported in previous studies based on
earlier Geant4 versions. For the specific set of parameter values considered in
the current work, energy loss models based on LLNL evaluated data libraries
were found to be closer to experimental data than models implementing an-
alytical algorithms originally developed for the PENELOPE Monte Carlo
code.

Complementing the dose benchmarks in Chapter 4, Chapter 5 was dedi-
cated to the simulation of electron backscattering. A quantitative description
of electron backscattering due to heterogeneities in materials is fundamen-
tal to many applications in radiotherapy. Electron transport algorithms were
benchmarked against published experimental energy and charge albedos, cov-
ering kinetic energies between 0.1 and 14 MeV. Two alternative multiple scat-
tering models were examined, one being based on the Goudsmit-Saunderson
theory and the second being the model by Urbán also evaluated in Chapter
4. The study showed that simulations based on the first multiple scattering
model are in reasonable agreement with experimental data at all considered
energies. Obtained Monte Carlo predictions accurately described the depen-
dency of backscattering data with beam energy and angle of incidence. The
model developed by Urbán yielded results with comparable accuracy at lower
energies (61 MeV), but tended to overestimate the experimental backscatter
yield and angular distributions at higher energies.

Contrary to the previous chapters, Chapter 6 dealt with light-ion trans-
port. A new parameterization model, based on ICRU 73 stopping powers,
was implemented and applied to study dose distributions in commonly used
phantom materials. Beam energies typically encountered in radiotherapy
were examined. A good agreement could be achieved between simulated dis-
tributions in water and experimental data reported in the literature. This
was partly due to recently published revisions of ICRU 73 tabulations incor-
porated into Geant4. In polyethylene, slight deviations between calculated
and experimental Bragg peak positions were observed, which were attributed
to the corresponding I-value adopted in the ICRU 73 report. The results
presented in Chapter 6 further demonstrated the capability of the native
Geant4-QMD model for Bragg peak simulations in tissue-like media.

This thesis highlighted capabilities and limits of a variety of Monte Carlo
physics models in the Geant4 toolkit. In particular, the presented results
provide some guidance about the accuracy achievable in Geant4-based ra-
diotherapy applications involving the transport of electrons and ions.
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Appendix

A.1 Geant4 material data

Table 7.1 presents material densities and mean excitation energies employed
in the Geant4 material database [27]. With few exceptions (e.g. water),
material properties are based on values published by the National Institute
of Standards and Technology (NIST) [197].

Material Density I-value
(g/cm3) (eV)

Be 1.848 63.7
C 1.700 78.0
Al 2.699 166.0
Ti 4.540 233.0
Cu 8.960 322.0
Mo 10.22 424.0
Ag 10.50 470.0
Ta 16.65 718.0
Au 19.32 790.0
U 18.95 890.0

Table 7.1: Densities and mean excitation energies I of target materials included
in the simulation setup. Values originate from the Geant4 material database [27],
which is based on reference data published by NIST [197].
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Unterstützung während meines Studiums und meiner Doktorarbeit bedanken.
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