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Die vorliegende Arbeit ist der Untersuchung und der geometrischen Beschreibung von phenomenologischen Modellen in Typ IIB Stringtheorie und F-Theorie gewidmet. Nach einer Einführung in die Grundbegriffe von Typ IIB Flusskompaktifizierungen erklären wir ihren Zusammenhang mit F-Theorie. Darüber hinaus geben wir eine kurze Einführung in die torische Geometrie mit Schwerpunkt auf Aufbau und Analyse kompakter Calabi-YauMannigfaltigkeiten (CY), welche eine besonders wichtige Rolle in der Kompaktifizierung von zusätzlichen Raumdimensionen spielen.

Wir untersuchen das sogenannte 'Large Volume Szenario' an neuen Beispielen von kompakten vier-Modulus-CY-Mannigfaltigkeiten. Wir studieren die Erzeugung von neutralen nichtperturbativen Superpotentialen durch eine euklidische D3-Bran in Modellen mit sich schneidenden D7-Branen. Wir zeigen, dass die Freed-Witten-Anomalie und die Bedingungen vom Kähler-Kegel unsere Modelle erheblich einschränken.

Darüber hinaus konstruieren wir eine Vielzahl von dreidimensionalen kompakten CY systematisch, die sich für F-Theorie Modellbildung eignen. Diese elliptisch gefaserten CYMannigfaltigkeiten entstehen aus zwei Hyperflächen, die sich im sechsdimensionalen Einbettungsraum schneiden. Hierfür konstruieren wir zunächst dreidimensionale Basismannigfaltigkeiten, die Hyperfächen in einem vierdimensionalen torischen Raum sind. Wir zeigen dann, dass elementare Bedingungen, die von der F-theoretischen Realisierung von Großen Vereinheitlichten Modellen (GUT) motiviert ist, zu starken Einschränkungen der Geometrie führen. Diese Bedingungen verringern die Zahl der geeigneten Modelle deutlich. Wir untersuchen einige Beispiele näher.

Des Weiteren konzentrieren wir uns auf den Raum der komplexen Struktur Moduli von CY-Mannigfaltigkeiten. Es ist ein bekanntes Ergebnis, dass unendliche Folgen von Typ IIB Flussvacua mit imaginärem selbstdualen Fluss nur in sogenannten 'D-Limits' auftreten können, die mit singulären Punkten im Raum der komplexen Struktur Moduli zusammenhängen. Wir verfeinern dieses No-Go-Theorem: Wir zeigen, dass es keine unendliche Folge gibt, die sich um den großen Komplexe-Struktur-Punkt einer bestimmten Klasse von Ein-Parameter-CYMannigfaltigkeiten anhäuft. Wir führen eine ähnliche Analyse für Conifold- und Decoupling-Limit-Punkte durch und erhalten identische Ergebnisse. Darüber hinaus zeigen wir die Abwesenheit von unendlichen Folgen in einem D-Limit, das dem Grenzfall einer unendlich großen komplexen Struktur eines Zwei-Parameter-CY entspricht. Wir bekräftigen unsere Ergebnisse mit einer numerischen Untersuchung dieser Folgen.

Abstract<br>Candidate: Nils-Ole Walliser<br>First referee/supervisor: Prof. Anton Rebhan<br>Second referee: Prof. Ralph Blumenhagen<br>Thesis title: Geometry of model building in type IIB superstring theory<br>and F-theory compactifications

The present thesis is devoted to the study and geometrical description of type IIB superstring theory and F-theory model building. After a concise exposition of the basic concepts of type IIB flux compactifications, we explain their relation to F-theory. Moreover, we give a brief introduction to toric geometry focusing on the construction and the analysis of compact Calabi-Yau (CY) manifolds, which play a prominent role in the compactification of extra spatial dimensions.

We study the 'Large Volume Scenario' on explicit new compact four-modulus CY manifolds. We thoroughly analyze the possibility of generating neutral non-perturbative superpotentials from Euclidean D3-branes in the presence of chirally intersecting D7-branes. We find that taking proper account of the Freed-Witten anomaly on non-spin cycles and of the Kaehler cone conditions imposes severe constraints on the models.

Furthermore, we systematically construct a large number of compact CY fourfolds that are suitable for F-theory model building. These elliptically fibered CYs are complete intersections of two hypersurfaces in a six-dimensional ambient space. We first construct three-dimensional base manifolds that are hypersurfaces in a toric ambient space. We find that elementary conditions, which are motivated by F-theory GUTs (Grand Unified Theory), lead to strong constraints on the geometry, which significantly reduce the number of suitable models. We work out several examples in more detail.

At the end, we focus on the complex moduli space of CY threefolds. It is a known result that infinite sequences of type IIB flux vacua with imaginary self-dual flux can only occur in so-called D-limits, corresponding to singular points in complex structure moduli space. We refine this no-go theorem by demonstrating that there are no infinite sequences accumulating to the large complex structure point of a certain class of one-parameter CY manifolds. We perform a similar analysis for conifold points and for the decoupling limit, obtaining identical results. Furthermore, we establish the absence of infinite sequences in a D-limit corresponding to the large complex structure limit of a two-parameter CY. We corroborate our results with a numerical study of the sequences.
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## Abbreviations

| BI | Bianchi identity |
| :--- | :--- |
| BPS | Bogomol'nyi-Prasad-Sommerfield (bound) |
| CS | Chern-Simons |
| CY | Calabi-Yau |
| CWS | combined weight system |
| DSZ | Dirac-Schwinger-Zwanziger (product) |
| eom | equation of motion |
| FI | Fayet-Iliopoulos (term) |
| FW | Freed-Witten (anomaly) |
| GVW | Gukov-Vafa-Witten (superpotential) |
| GKP | Giddings-Kachru-Polchinski |
| GUT | Grand Unified Theory |
| ISD | imaginary self-dual |
| KK | Kaluza-Klein (reduction) |
| LCS | large complex structure (point) |
| lhs | left hand side |
| LVS | large volume scenario |
| MSSM | minimal supersymmetric Standard Model |
| MW | Majorana-Weyl (spinor) |
| NS | Neveu-Schwarz |
| PALP | package for analyzing lattice polytopes |
| R | Ramond |
| rhs | right hand side |
| SR | Stanley-Reisner (ideal) |
| SYM | supersymmetric Yang-Mills |
| YM | Yang-Mills |
| vev | vacuum expectation value |

## Chapter 1

## Introduction

String theory is the best candidate for a theory that describes gravity at high energies. This is a quantum theory of gravity: it marries aspects of quantum field theory and general relativity in a consistent way. In this context, gravity is mediated via the graviton, which is a hypothetical massless elementary particle of spin two. The graviton naturally arises in the spectrum of quantized closed strings.

Furthermore, string theory unifies particles and unifies interactions. It does so by a change of paradigm with respect to quantum field theory. The concept of point-particle is replaced by a new idea: the fundamental degrees of freedom are the vibration modes of a onedimensional extended object, the string. In a similar way to the point-particle propagating in spacetime along a world-line, the string sweeps out a two-dimensional surface, the worldsheet. The dynamics of strings is completely determined by an action proportional to the area of the world-volume. Particles arise as quantized excitation modes of the vibrating string. Interactions between strings are described in perturbation theory by joinings and splittings of world-sheets. More precisely, scattering amplitudes are given by infinite sums of topologically distinct world-sheets. These can be thought as thickened Feynman diagrams, but with two relevant differences. First, the diagrams are now classified according to their topology: a diagram of genus $g$ corresponds to all $g$-loop Feynman diagrams. Second, interacting worldsheets describe smooth surfaces. In quantum field theory, interactions take place at points, which are topological singularities of the diagrams; this fact accounts for UV divergences. But now, intersection points are replaced by locally space-like, smeared-out regions - the points where the world-sheet seems to split are not Lorentz-invariant - and these divergences are cured.

The power of string theory lies in the fact that quantum consistency conditions severely restrict the possible formulations of string theory. For instance, conformal anomaly cancellation fixes the number of spacetime dimensions; bosonic string theory predicts 26 dimensions. Unfortunately, excitations of bosonic strings can not describe spin- $1 / 2$ particles. Since any realistic theory of fundamental interactions must also describe fermionic degrees of freedom at the end of the day, we need to equip the theory with supersymmetry on the world-sheet. This not only induces supersymmetry on the now ten-dimensional target space and thus defines fermionic superpartner fields, but has also a second important consequence; the spectra of the supersymmetric string (superstring in brief) are free of the tachyonic excitations that plague the bosonic string spectrum. It turns out that supersymmetry is a necessary condition for the consistent formulation of string theory.

The quantization of superstrings yields five different formulations of the theory:

- Type I is a ten-dimensional $\mathcal{N}=1$ supersymmetric theory that contains open strings, which carry gauge degrees of freedom at their endpoints. Anomaly cancellation conditions require the gauge group to be $\mathrm{SO}(32)$. Type I is compatible with the presence of D1-, D5- and D9-branes.
- Type II are closed string theories with $\mathcal{N}=2$ supersymmetry and no gauge group degrees of freedom. Depending on the relative chirality of right- and left-moving excitation modes of the string, type II give rise to type IIA (non-chiral) and type IIB (chiral) string theory. Both theories contain gravitational supermultiplets (graviton and gravitinos). Type IIA and IIB allow for the presence of D0-, D2-, D4-, D6-, D8-branes and $\mathrm{D}(-1)-$, D1-, D3-, D5-, D7-branes, respectively.
- Heterotic string theories describe closed strings, whose left-movers correspond to excitations of the 26-dimensional non-supersymmetric bosonic string, whereas right-movers correspond to the modes of the ten-dimensional $\mathcal{N}=1$ supersymmetric string. The excessive 16 dimensions are compactified on a self-dual lattice in such a way that tendimensional supersymmetry is preserved. There are only two types of lattice that satisfy this condition; they provide the non-supersymmetric field with gauge degrees of freedom $\mathbf{S O}(\mathbf{3 2})$ and $\mathbf{E}_{8} \times \mathbf{E}_{8}$, respectively.

Ten-dimensional supergravities are the low-energy, effective (tree-level) field theories of superstrings. Indeed, it can be shown that the massless spectrum of any superstring theory is equivalent to the spectrum of a ten-dimensional supergravity theory. In ten dimensions, there exist two distinct $\mathcal{N}=2$ supergravity theories: type IIA and type IIB. Clearly, type IIA/B string theory reduces to type IIA/B supergravity. On the other hand, heterotic and type I strings reduce to type I gauged $\mathcal{N}=1$ supergravities. There are several type I supergravities depending on the choice of the gauge group; but only those with $E_{8} \times E_{8}$ and $S O(32)$ can be realized in string theory.

Furthermore, the five distinct superstring theories are connected via a chain of dualities. This fact suggests that there might be an underlying structure that unifies them. Indeed, from a modern point of view, we interpret these theories as different perturbative limits of an eleven-dimensional one that provides a non-perturbative description of strings; this theory goes under the name of M-theory. The following observation further corroborates this picture. M-theory reduces to the unique eleven-dimensional supergravity theory; type IIA supergravity can be obtained from dimensional reduction of the eleven-dimensional one.

Despite of its appealing theoretical aspects, no experimental evidence in favor of string theory is known at the moment. Even worse, we can only guess at which energy scales possible stringy phenomena would take place. Indeed, the string scale $l_{s}$ is a (the only) free parameter of the theory; it can be thought as the length of the string. Nevertheless, if we want string theory to be a theory of quantum gravity, it seems reasonable to require the characteristic energy scale not to be much smaller than the Planck scale: $\lambda_{s}^{-1} \lesssim M_{P l}=10^{18} \mathrm{GeV}$. Under this assumption, it is fair to assume that no direct evidence of purely stringy phenomena can be achieved with the help of low-energy particle physics experiments. How do we proceed then in our attempt to investigate whether string theory is a valid physical hypothesis or just a fascinating mathematical framework? Surely, we do not have the arrogance to find a definitive answer here; we rather hope the present thesis can contribute to it.

Throughout our work we will follow this guideline: if string theory is a valid framework for fundamental processes, then its low-energy predictions must be consistent with established results from particle physics. In particular, we should be able to derive the Standard Model, or supersymmetric extensions thereof. Setting up phenomenological viable string models is one of the main goals of model building.

String theory predicts a ten-dimensional spacetime but, until now, experiments have given no indication of extra spatial dimensions. A way to make sense of the six extra (spatial) dimensions is to make them compact. The basic idea is to derive a four-dimensional effective theory via a process similar to the Kaluza-Klein reduction. The reduction sensitively depends on the geometry of the compact space. It is phenomenologically desirable that the tendimensional supersymmetry (partially) survives the compactification process. It turns out, that this constrains the geometry of the internal space to be a complex Kähler manifold with Ricci-flat metric, i.e. a Calabi-Yau manifold. Unfortunately, there is a huge number of such manifolds; it is not even clear if this number is finite. So, we end up with a plethora of possible low-energy effective theories, even if we started from a unique ten-dimensional formulation of sting theory. There is no first principle reason why to prefer a string vacuum instead of another. Things get even worse if we allow the presence of fluxes supported by D-branes. These add further freedom in the choice of vacuum configurations. Furthermore, note that the compactification process introduces a new characteristic length scale (roughly speaking, 'the radius' of the internal space) in the theory; this is another free parameter we have to cope with in addition to the string length.

We will focus on type IIB flux compactifications. These string vacua are relatively wellunderstood, and algebraic geometry ensures good control of their geometry. Indeed, even if the presence of fluxes generally destroy the Calabi-Yau condition, in type IIB they only partially affect it: the internal geometry remains Calabi-Yau up to warp factors.

### 1.1 Overview

In the present chapter, we hope to equip the reader with the necessary information for understanding the title of the thesis; we review type IIB string compactifications and their relation to F-theory.

In chapter 2, we give an essential introduction to toric geometry focusing on those aspects that are relevant for type IIB orientifolds and F-theory model building. In the modern approach, a toric variety is described in terms of homogeneous coordinates, exceptional sets and a group identification. We discuss how these data are encoded in terms of convex cones. We furthermore explain the construction of subvarieties of toric ambient spaces in terms of lattice polytopes.

Chapter 3 presents the core computational techniques, which we make use of in the subsequent two chapters. Here, we discuss a computer assisted procedure aimed at constructing non-singular CY threefolds starting from reflexive polytopes, which computes their intersection rings and Chern classes. We discuss the program mori.x, which is part of PALP (a package for analyzing lattice polytopes) [1,2]. The program performs crepant star triangulations of reflexive polytopes and determines the Mori cones of the resulting toric varieties. Earlier versions of this program have been used to compute part of the results presented in chapters 4 and 5. This chapter is a refined version of the preprint article arXiv:1106.4529 [math.AG].

In chapter 4, we discuss a very efficient strategy aimed at stabilizing Kähler moduli: the large volume scenario (LVS) [3]. We present compact, four-modulus 'Swiss cheese' CY threefolds that accommodate the LVS. In this type of compact spaces, the overall volume is driven by a single four-cycle, whereas the other cycles contribute negatively to it. These CYs are constructed as hypersurfaces embedded in toric fourfolds. We attempt to realize MSSMlike configurations on magnetized D7-branes within the LVS; we pay special attention to the chirality problem pointed out by the authors in [4]. We extend their analysis by properly taking into account the Freed-Witten anomaly on non-spin cycles. These constraints turn out to be very restrictive on our models. This chapter is an updated version of the article JHEP 0907 (2009) 074 arXiv:0811.4599 [hep-th].

In chapter 5, we focus on the construction of a large number of compact CY fourfolds that accommodate global F-theory GUT models. The fourfolds are obtained as elliptic fibrations over non-CY base manifolds. The latter are constructed as hypersurfaces in four-dimensional toric ambient spaces. With the help of toric techniques, we search for divisors capable of supporting F-theory GUTs. In particular, we check whether the base space is regular and contains del Pezzo divisors. We further test the existence of mathematical and physical decoupling limits for each model. In the end, we are left with about 4000 fourfold geometries. We construct $S U(5)$ and $S U(10)$ GUT models on every del Pezzo divisor. Carrying out this procedure, we obtain more than 30000 models. This chapter is a refined version of the article JHEP 1103 (2011) 138 arXiv:1101.4908 [hep-th].

Chapter 6 presents new results on the study of the so-called string landscape concerning the existence of a vast number of metastable four-dimensional vacua. One part of the landscape that is accessible by accurate analytical and numerical methods is the complex structure moduli space of type IIB flux compactifications. Ashok and Douglas proved (5) that infinite sequences of type IIB vacua with imaginary self-dual flux can only occur in special degenerate points of the complex structure moduli space, the D-limits. We refine this no-go result. We study a class of one-parameter CYs and show that there is no infinite sequence of vacua accumulating at their D-limits. We corroborate the result with a numerical study of the sequences. This chapter is an updated version of the article JHEP 1110 (2011) 091 arXiv:1108.1394 [hep-th].

### 1.2 Type IIB flux compactifications

In this section, we briefly review the field content of type IIB supergravity and the difficulties in the construction of four-dimensional Minkowski vacua. In particular, we address the stabilization of closed string moduli. In the end, we show the importance of orientifold planes in circumventing these problems. The interested reader may want to consult the review articles [6, 7 for more details on flux compactifications. Further, for a very comprehensive exposition of type II orientifold constructions see [8].

### 1.2.1 Type IIB supergravity

Closed string theories are classified as type II. Their field content depends on the boundary conditions one requires on the left- and right-moving fermionic modes of the world-sheet, respectively. There are two possible choices: periodic boundary conditions, called Ramond (R) conditions, and anti-periodic ones, referred to as Neveu-Schwarz (NS) conditions. For
closed strings, the physical states are constructed by tensoring left- and right-movers:

$$
\begin{equation*}
(\text { vector }+ \text { MW spinor }) \otimes(\text { vector }+ \text { MW spinor }) . \tag{1.1}
\end{equation*}
$$

This gives four possible compositions of boundary conditions. The tensor product of leftand right-moving excitations with same boundary conditions, $\mathrm{R} \otimes \mathrm{R}$ and $\mathrm{NS} \otimes \mathrm{NS}$, describes spacetime bosons, whereas fermions correspond to the mixed sectors $\mathrm{R} \otimes \mathrm{NS}$ and $\mathrm{NS} \otimes \mathrm{R}$. Furthermore, two spinors can have either the opposite or the same chirality. In the first case, the resulting theory is type IIA superstring. This is a non-chiral theory with $(1,1)$ local supersymmetry, i.e. its spectrum is symmetric under the exchange of left- and right-movers and hence preserves parity. On the other hand, if the left- and the right-moving spinors have the same chirality, we obtain type IIB superstring. This theory is chiral with $(2,0)$ local supersymmetry and violates parity.

The massless spectra of type IIA and IIB superstrings form the multiplets of type IIA and IIB supergravity theories. It is often much less complicated to carry out calculations in the supergravity approximation rather than in the full-fledged string theory. Therefore, whenever possible, we choose to work in the low-energy effective theory. This is indeed a useful approach for many questions related to model building.

The NS-NS sector contains the ten-dimensional metric $g_{M N}$, the so-called graviton field. Furthermore, there are the antisymmetric Kalb-Ramond two-tensor $B_{(2)}$ (or simply $B$-field) and the dilaton $\phi$, which is a scalar; these two fields also appear in the Dirac-Born-Infeld (DBI) action that describes the propagation of open string degrees of freedom. The exterior derivative acting on the $B$-field gives rise to the three-form field-strength

$$
\begin{equation*}
H_{(3)}=d B_{(2)}, \quad H_{M N R}=3 \partial_{[M} B_{N R]} \tag{1.2}
\end{equation*}
$$

The R-R sector contains the gauge potential forms that couple to $\mathrm{D} p$-branes via the ChernSimons (CS) action. Type IIA theory has only gauge fields of odd degree $\left(C_{(1)}, C_{(3)}, \ldots, C_{(9)}\right)$, whereas type IIB those of even degree $\left(C_{(0)}, C_{(2)}, \ldots, C_{(8)}\right)$. For each gauge potential there is an associated field-strength $F_{(p+1)}=d C_{(p)}$. Electromagnetic duality implies a relation between $C_{(8-p)}$ and $C_{p}$ that can be stated in terms of the field-strengths:

$$
\begin{equation*}
* F_{(10-p-1)}=F_{(p+1)} \tag{1.3}
\end{equation*}
$$

These constraints reduce the degrees of freedom of the gauge potentials by one-half. In particular, the middle-dimensional field-strength is self-dual:

$$
\begin{equation*}
* F_{(5)}=F_{(5)} \tag{1.4}
\end{equation*}
$$

The NS-R and R-NS sectors contain the fermionic fields. In each sector, there is a supersymmetric partner of the graviton and of the dilaton, which are called gravitino and dilatino respectively. Table 1.1 summarizes the field content of ten-dimensional type IIA and IIB supergravity.

The bosonic action of type IIB supergravity in the Einstein frame is ${ }^{1}$

$$
\begin{align*}
& S_{\text {Bose }}^{\text {IIB }}= \frac{1}{2 \kappa^{2}} \int d^{10} x \sqrt{-g^{E}}\left[R-\frac{1}{2} \frac{\partial_{M} \tau \partial^{M} \bar{\tau}}{(\operatorname{Im} \tau)^{2}}-\frac{1}{2} \frac{\left|G_{(3)}\right|^{2}}{\operatorname{Im} \tau}-\frac{1}{2}\left|\tilde{F}_{(5)}^{2}\right|\right] \\
&+\frac{1}{8 i \kappa^{2}} \int C_{(4)} \wedge G_{(3)} \wedge \bar{G}_{(3)},  \tag{1.5}\\
&{ }^{1}\left|F_{(p)}\right|^{2}:=\frac{1}{p!} F_{M_{1} \ldots M_{p}} \bar{F}^{M_{1} \ldots M_{p}} .
\end{align*}
$$

| Sector | IIA | IIB |
| :---: | :---: | :---: |
| $\mathrm{NS} \otimes \mathrm{NS}$ | $g_{\mu \nu} \quad B_{(2)} \quad \phi$ | $g_{\mu \nu} \quad B_{(2)} \quad \phi$ |
| $\mathrm{R} \otimes \mathrm{R}$ | $C_{(1)}, C_{(3)}, \ldots, C_{(7)}$ | $C_{(0)}, C_{(2)}, \ldots, C_{(8)}$ |
| $\mathrm{NS} \otimes \mathrm{R}$ | $\Psi_{M} \quad \lambda$ | $\Psi_{M}$ |
| $\mathrm{R} \otimes \mathrm{NS}$ | $\Psi_{M}^{\prime}$ | $\lambda^{\prime}$ |
| $\Psi_{M}^{\prime}$ | $\lambda^{\prime}$ |  |

Table 1.1: Bosonic and fermionic massless field content of type IIA and type IIB superstring theory. Both theories have the graviton $g_{\mu \nu}$, the Kalb-Ramond two-form $B_{(2)}$ and the dilaton field $\phi$. Their R-R sectors differ: type IIA and IIB contain gauge potential form fields $C_{(i)}$ of odd and even degree, respectively.
where we have defined new forms by mixing the R-R and NS-NS sectors:

$$
\begin{equation*}
\tau=C_{(0)}+i e^{-\phi}, \quad G_{(3)}=F_{(3)}-\tau H_{(3)}, \quad \tilde{F}_{(5)}=F_{(5)}-\frac{1}{2} C_{(2)} \wedge H_{(3)}+\frac{1}{2} B_{(2)} \wedge F_{(3)} . \tag{1.6}
\end{equation*}
$$

$g_{M N}^{E}$ is the Einstein metric and it is assumed to appear in all index contractions. This metric is related to that in the string frame via rescaling with the reciprocal of the square root of the string coupling (that is related to the vev of the dilaton field $g_{s}=e^{\phi_{0}}$ ):

$$
\begin{equation*}
g_{M N}^{E}=e^{-\frac{\phi}{2}} g_{M N} \tag{1.7}
\end{equation*}
$$

In what follows, we will suppress the upper index ' E ' in order to avoid clutter in the notation. It should, however, be clear from the context which frame is appropriate.

The first summand of equation (1.5) is the well-known Einstein-Hilbert action with the ten-dimensional Ricci scalar $R$. The gravitational coupling in ten dimensions is given in terms of the string length:

$$
\begin{equation*}
2 \kappa^{2}=\frac{1}{2 \pi}\left(4 \pi^{2} \alpha^{\prime}\right)^{4}=\frac{\ell_{s}^{8}}{2 \pi} . \tag{1.8}
\end{equation*}
$$

The second summand of the action is the kinetic term of the axio-dilaton field $\tau$. Then, the Maxwell terms of the generalized field-strengths $G_{(3)}$ and $\tilde{F}_{(5)}$ follow. The last part of the action is composed of wedge products and hence is independent on the metric; this is the CS term. Finally, note that expression (1.5) does not describe the dynamics of type IIB supergravity completely. Indeed, the self-duality condition on the five-form field-strength does not derive from the eom's and has hence to be added as a supplementary constraint. Taking into account the definition of $\tilde{F}_{(5)}$ in expression (1.6), equation 1.4) generalizes to

$$
\begin{equation*}
* \tilde{F}_{(5)}=\tilde{F}_{(5)} . \tag{1.9}
\end{equation*}
$$

### 1.2.2 Moduli stabilization

In the low-energy limit, string theory gives rise to ten-dimensional supergravity compactified on a six-dimensional manifold, also called internal space. In this effective theory, we can think of the ten-dimensional spacetime as composed of copies of the internal space $X$ attached at each point of the four-dimensional Minkowski spacetime; locally it takes the form: $\mathcal{M}^{10}=\mathbb{R}^{3,1} \times X$. Phenomenological models often require that part of the supersymmetry survives the compactification process. The preservation of $\mathcal{N}=1,2$ supersymmetry implies that there exists a globally covariant constant spinor on $X$. This conditions puts severe restrictions on the geometry of $X$ : it can be shown (9] that, in absence of fluxes, the internal
space needs to be complex Kähler with vanishing first Chern class. This kind of spaces are named after two mathematicians, Calabi and Yau, who respectively conjectured and proved the following statement. If $X$ is a compact Kähler manifold with Kähler form $J$ and vanishing first Chern class, then there exists a unique Kähler form $\hat{J}$ in the same cohomology class as $J$, whose corresponding Ricci form is zero. Or, to state it more simply, there is a unique Ricci-flat Kähler metric in each Kähler class.

Calabi-Yau manifolds come in families smoothly related to each other by deformation parameters called moduli. These parameters control shape and size of the CY manifolds. An important property of CY threefolds is that their geometrical moduli space is the product of two disjoint parts $\mathcal{M}=\mathcal{M}_{\mathrm{CS}}^{2,1} \times \mathcal{M}_{\mathrm{K}}^{1,1}$. The complex-structure moduli account for deformations of the shape. The Kähler moduli, instead, control the sizes of the threefold and of its subspaces. These moduli give rise to massless fields in the effective theory in four dimensions via a process similar to the Kaluza-Klein reduction. The dimension of the moduli space is determined by the Hodge structure of the CY threefold: $\operatorname{dim} \mathcal{M}_{\mathrm{CS}}^{2,1}=h^{2,1}$ and $\operatorname{dim} \mathcal{M}_{\mathrm{K}}^{1,1}=h^{1,1}$. A generic CY threefold comes with many moduli that, after KK reduction, lead to unwanted massless scalar fields in the four-dimensional theory. A possible way to overcome this problem is to introduce scalar potentials - induced by appropriate fluxes - that stabilize these fields at energies beyond the characteristic compactification scale. In this construction, the internal geometry is still (conformally) CY even after having turned on the fluxes; this property is crucial for controllability. The realization of this strategy is one of the main issues of type IIB flux compactification.

## No-go theorem

For phenomenological reasons, we would like to find solutions of 1.5 from which fourdimensional effective actions can be constructed that preserve Poincaré symmetry. These solutions satisfy necessary conditions on the metric $g_{M N}$ as well as on the form of the fluxes. In this context, the most general ansatz of the metric is

$$
g_{M N}=\left(\begin{array}{cc}
e^{2 A(y)} \eta_{\mu \nu} & 0  \tag{1.10}\\
0 & e^{-2 A(y)} \tilde{g}_{m n}(y)
\end{array}\right)
$$

Here, $\eta_{\mu \nu}$ is the four-dimensional Minkowski metric. The coordinate $y$ parametrizes the internal manifold $X$ that we assume to be a CY threefold with metric $\tilde{g}_{m n}(y)$. The warp factor $A(y)$ controls the relative sizes of different regions of the six-dimensional internal space. If fluxes are tuned off, it can be shown that $A(y)=1$ must hold; in this case the fourdimensional spacetime reduces to the Minkowski space. In addition to ansatz (1.10), the axio-dilaton should depend only on the compactification manifold and $G_{(3)}$ should have only compact components and hence be supported on cycles of the internal manifold. It turns out that $G_{(3)}$ is an element of the third cohomology of $X$ with integral values due to the flux quantization; furthermore, the self-dual five-form should fill the four-dimensional spacetime completely and extend in one compact direction:

$$
\begin{equation*}
\tau=\tau(y), \quad G_{(3)} \in H^{3}(X, \mathbb{Z}), \quad \tilde{F}_{(5)}=(1+*)[d \alpha(y) \wedge \underbrace{d x^{0} \wedge \ldots \wedge d x^{3}}_{d \mathrm{Vol}_{4}}] \tag{1.11}
\end{equation*}
$$

where $d \mathrm{Vol}_{4}$ is the volume-form of the Minkowski spacetime and $\alpha \in H^{0}(X)$ is a function of $y$. The Hodge star in the definition ensures the self-duality of the five-form.

We obtain Einstein equations by varying action (1.5) with respect to the metric. Then, we solve the ten-dimensional Ricci scalar in terms of the energy momentum tensor. We contract with $\eta^{\mu \nu}$ and obtain

$$
\begin{equation*}
\tilde{\nabla}^{2} e^{4 A}=e^{2 A} \frac{1}{2} \frac{\left|G_{(3)}\right|^{2}}{\operatorname{Im} \tau}+e^{-6 A}\left(|\partial \alpha|^{2}+\left|\partial e^{4 A}\right|^{2}\right), \tag{1.12}
\end{equation*}
$$

where $\tilde{\nabla}$ is the covariant derivative with respect to $\tilde{g}_{m n}$. On a compact manifold, the lhs integrates to zero being a total derivative, whereas the rhs is composed of three non-negative terms. Hence, the equality holds only if each of these terms become zero. This implies that the solutions must have $G_{(3)}$ equal to zero and $A$ constant. In other words, only trivial warped compactifications allow for solutions that preserve four-dimensional Poincaré symmetry. This result is an instance of the no-go theorem by Maldacena and Nuñez [10. They considered the most general metric ansatz that preserves maximal symmetry in four dimensions. Their ansatz can be obtained from (1.10) by substituting the Minkowski metric with a generic four-dimensional metric $\tilde{g}_{\mu \nu}(x)$. They showed that the presence of fluxes is compatible with four-dimensional anti-de Sitter solutions, but inconsistent with Minkowski or de Sitter.

## GKP's evasion strategy

The no-go theorem proves that the four-dimensional geometry cannot be Minkowski if we only include fluxes in type IIB compactifications. This is a very general statement; in particular, supersymmetry of the vacuum solutions is not assumed. At the same time, this result suggests a possible solution to overcome this bottleneck. The addition of a negative term on the rhs of $(1.12)$ allows to consider non-trivial $G_{(3)}$ and warp factors without violating Poincaré symmetry. This strategy was first developed by Giddings, Kachru and Polchinski (GKP) 11.

String theory contains local objects, like D-branes and O-planes, whose contribution of non-perturbative nature can be added to the action 1.5): $S=S_{\text {Bose }}^{I I B}+S_{\text {loc }}$. With this inclusion, the eom (1.12) becomes

$$
\begin{equation*}
\tilde{\nabla}^{2} e^{4 A}=e^{2 A} \frac{1}{2} \frac{\left|G_{(3)}\right|^{2}}{\operatorname{Im} \tau}+e^{-6 A}\left(|\partial \alpha|^{2}+\left|\partial e^{4 A}\right|^{2}\right)+\kappa^{2} e^{2 A} \underbrace{\left(T_{m}^{m}-T_{\mu}^{\mu}\right)_{\text {loc }}}_{T_{\text {loc }}} . \tag{1.13}
\end{equation*}
$$

We can evade the no-go result if this term is chosen to be negative. In what follows, we will discuss which objects contribute negatively and therefore can be used to satisfy equation (1.13).

In addition to the perturbative closed string sector, type II theories admit non-perturbative objects, the so-called Dirichlet $p$-branes ( $\mathrm{D} p$-branes or D-branes in brief) and the orientifold planes (or simply O-planes). D-branes are objects, on which open strings can end. Strings can have both ends on the same D-brane; they can stretch between two different D-branes, or propagate (as closed strings) from one D-brane to another one. Due to their intrinsic tension, stretched strings give rise to massive excitation modes. When the distance between two or more branes is vanishing, the strings allow for massless modes. Hence, massless fields are localized at the intersection locus of branes. D-branes are classified according to their spatial dimension denoted by $p$.

For example, a D7-brane can be setup such that it fills the four-dimensional spacetime entirely - this accounts for the three spatial dimensions $x_{1}, x_{2}$, and $x_{3}$ (see table 1.2) - and

|  | $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D7 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |  |
| D5 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |  |
| D3 | $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |  |  |  |
| E3 |  |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ |  |  |

Table 1.2: Spacetime extension of D-branes. Spacetime directions filled by the branes are denoted by crosses, whereas the transverse ones are left blank.
wraps a four-dimensional subspace of the CY manifold (a holomorphic four-cycle extended, for instance, along the directions $x_{4}, x_{5}, x_{6}$, and $x_{7}$ ). The directions $x_{8}$ and $x_{9}$ are transverse to the brane. Stable configurations of D-branes underlie certain supersymmetric calibration conditions (BPS conditions). In type IIB, D-branes have to wrap complex subspaces of the CY manifold. Configurations of other kinds turn out to be unstable. D-branes, like strings, have tension; stability is preserved only when they minimize this tension. Holomorphic cycles have minimal volume in their homology class. Therefore, type IIB compactifications naturally come with D3-, D5-, and D7-branes that wrap, respectively, holomorphic zero-cycles, twocycles, and four-cycles of the internal space.

Consider the Bianchi identity (BI) for $\tilde{F}_{(5)}$ :

$$
\begin{equation*}
d \tilde{F}_{(5)}=H_{(3)} \wedge F_{(3)}+2 \kappa^{2} T_{3} \rho_{3}, \tag{1.14}
\end{equation*}
$$

where $T_{3}$ is the D 3 -brane tension and $\rho_{3}$ is the local D 3 -charge density on the compact space. The latter enters the equation because $F_{(5)}=d C_{(4)}$ couples to D3-branes and O3-planes. The integration of the BI over the compact space gives the tadpole cancellation condition

$$
\begin{equation*}
\frac{1}{2 \kappa^{2} T_{3}} \int H_{(3)} \wedge F_{(3)}+N_{3}=0 . \tag{1.15}
\end{equation*}
$$

This equation tells that the amount of contribution from the fluxes has to be compensated by the total D3-charge from local sources. The Dirac flux quantization requires $H_{(3)}$ and $F_{(3)}$ to be integer forms. Hence, formula (1.15) is a condition on three integers and thus admits only a discrete family of solutions.

We combine Einstein equations and the integrated BI into one condition. First, rewrite equation (1.15) in terms of $\alpha(y)$ and $G_{(3)}$ by making use of 1.11 ; then, subtract this identity from 1.13). We obtain, in this way, the main result of GKP's work:

$$
\begin{equation*}
\tilde{\nabla}^{2}\left(e^{4 A}-\alpha\right)=e^{2 A} \frac{\left|i G_{(3)}-* G_{(3)}\right|^{2}}{24 \operatorname{Im} \tau}+e^{-6 A}\left|\partial\left(e^{4 A}-\alpha\right)\right|^{2}+2 \kappa^{2} e^{2 A}\left(\frac{1}{4} T_{l o c}-T_{3} \rho_{3}\right), \tag{1.16}
\end{equation*}
$$

where the Hodge star operator is with respect to the metric of the internal manifold. What can we learn from this equation? First, assume

$$
\begin{equation*}
\frac{1}{4} T_{l o c}-T_{3} \rho_{3} \geq 0 \tag{1.17}
\end{equation*}
$$

This condition restricts the choice of local sources. D3-branes and O3-planes, as well as D7 and O7 saturate the inequality; anti-D3-branes satisfy it; whereas all other objects (O5, antiO3 etc.) violate this condition. Second, for equation (1.16) to hold, the terms on the rhs have
to vanish separately each of them being positive. Hence, only those local sources that saturate (1.17) can be solutions of the eom. Note that this result holds at tree-level; indeed taking into proper account quantum effects would allow the inclusion of anti-D3-branes. Further, the three-form needs to be imaginary self-dual (ISD):

$$
\begin{equation*}
* G_{(3)}=i G_{(3)} \tag{1.18}
\end{equation*}
$$

This implies a relation between the warp factor and the self-dual five-form $\tilde{F}_{(5)}$ via

$$
\begin{equation*}
e^{4 A}=\alpha(y) \tag{1.19}
\end{equation*}
$$

Later on, in chapter 6, we will study the important role that the ISD property plays in stabilizing complex structure moduli and axio-dilaton.

Equations 1.15, 1.13 and 1.16 do not determine all eom's. To complete the set of conditions, the field equations for the internal components of the Ricci tensor (without the warp factor) and axio-dilaton remain to be determined. We state them without derivation [11]:

$$
\begin{align*}
\tilde{R}_{m n} & =\kappa^{2} \frac{\partial_{m} \tau \partial_{n} \bar{\tau}+\partial_{n} \tau \partial_{m} \bar{\tau}}{4(\operatorname{Im} \tau)^{2}}+\kappa^{2}\left(T_{m n}^{D 7}-\frac{1}{8} \tilde{g}_{m n} T^{D 7}\right) \\
\tilde{\nabla}^{2} \tau & =\frac{\tilde{\nabla} \tau \cdot \tilde{\nabla} \tau}{i \operatorname{Im} \tau}-4 \kappa^{2} \frac{(\operatorname{Im} \tau)^{2}}{\sqrt{-g}} \frac{\delta S^{D 7}}{\delta \bar{\tau}} \tag{1.20}
\end{align*}
$$

Here $S^{D 7}$ is the action and $T^{D 7}$ the energy momentum tensor of the D7-brane. The Ricci tensor is not vanishing in general, hence the internal geometry does not need to be CY.

Models without D7-branes dramatically simplify the field equations for the internal geometry:

$$
\begin{equation*}
\tilde{R}_{m n}=0, \quad \partial_{m} \tau=0 \tag{1.21}
\end{equation*}
$$

We end up with a constant axio-dilaton. In this case, the compactification manifold $X$ turns out to be conformally CY because of the warp factor $e^{2 A}$. Finally, note that D7-branes would require the presence of O 7 -planes to saturate the tadpole. In this case, the resulting geometry would be a CY orientifold and hence no more CY.

GKP have outlined a clear strategy to find warped solutions. First, choose an internal manifold satisfying 1.20 . Second, consider localized objects that saturate the bound 1.16. Third, the flux configuration needs a five-form flux $\tilde{F}_{(5)}$ defined in 1.6 with an ISD complex internal three-form flux $G_{(3)}$ from 1.18 . The resulting solutions do not need to be supersymmetric ones. Indeed, it can be shown that equation 1.18 only implies that $G_{(3)} \in H^{(2,1)} \oplus H^{(0,3)}$, whereas supersymmetric solutions require in addition the $(0,3)$ contribution to vanish. We will discuss this point in more detail in chapter 68 see for instance expression 6.18.

### 1.2.3 Intersecting D7-branes

Until now we considered only fluxes from background closed strings. The presence of D7branes charged under various gauge groups is an important ingredient for string model building in the type IIB context. They account for gauge groups, chiral matter and Yukawa couplings. But all this comes with a cost: their presence makes the construction of solutions more challenging. They contribute to the D7-charge tadpole that needs to be saturated by
the introduction of O7-planes. Furthermore, turning on fluxes on the D-branes induces D3charges that contribute to (1.15). We address this issue in chapter 4 , in which explicit type IIB flux compactification models are analyzed with a focus on the chirality problem arising from intersecting charged D-branes. In particular, see appendices A.1.1 and A.1.2 for details on the computation of D-brane and O-plane charges. The rest of this section presents a rough sketch of how the matter content arises from intersecting stacks of branes.

The excitation modes of a D-brane are open strings. A careful analysis of their spectrum shows that the massless modes give rise to the $U(1)$ gauge theory on the D -brane. Consider a bunch of $N$ D7-branes on top of each other, this configuration is often referred to as a stack (of $N$ D-branes). Then the massless modes induce a non-abelian group, more precisely a dimensionally reduced supersymmetric Yang-Mills (SYM) gauge theory. Because of supersymmetry, the gauge bosons come with fermionic superpartners. Both fields are in the adjoint representation of $U(N)$. Two four-cycles generically intersect each other in a one-dimensional complex subspace, i.e. a Riemann surface. Let $D_{1}$ be a four-cycle, on which a stack of $N_{1}$ D7-branes is wrapped giving rise to a $U\left(N_{1}\right)$ SYM gauge theory. Consider a second stack on a four-cycle $D_{2}$ (and the corresponding $U\left(N_{2}\right)$ gauge group) such that $D_{1}$ and $D_{2}$ intersect each other. It can be shown that chiral matter is induced at the intersection by bifundamental open strings 'stretched' between $D_{1}$ and $D_{2}$ with representation ( $N_{1}, \bar{N}_{2}$ ) or $\left(N_{2}, \bar{N}_{1}\right)$, depending on their orientation. Furthermore, three four-cycles generally intersect on three curves in the compact space. Where these three curves meet, chiral fermions from two different curves interact giving rise to Yukawa couplings among them. In conclusion, the type IIB compactification (with D-branes and orientifold planes) provides an efficient way to encode the entire matter content of MSSM-like theories in terms of the geometry of complex subspaces. Beside the massless modes arising from the perturbative sector in ten dimensions, we have: a Yang-Mills gauge theory on an eight-dimensional manifold (e.g., on a stack $D_{1}$ ), chiral matter on a six-dimensional manifold (e.g., $D_{1} \cap D_{2}$ ), and Yukawa couplings in the four-dimensional spacetime (e.g., $D_{1} \cap D_{2} \cap D_{3}$ ).

### 1.3 F-theory

In this section, we give an overview of those aspects of F-theory that are relevant for our purposes. We do not aim at giving a complete coverage of this vast topic. For a comprehensive introduction to F-theory model building see for example [12, 13].

We should start arguing about the necessity of a strongly coupled description of type IIB strings. Once 7 -branes (i.e. complex codimension one charged objects) enter the picture, a serious attempt to treat their backreaction is unavoidable. F-theory is a non-perturbative description of type IIB theory with 7 -branes and varying axio-dilaton.

What we want to discuss in brief is the relation between F-theory and type IIB orientifolds with O7/O3-planes. We will see that the GKP solutions we derived in the previous sections are the supergravity and weak coupling limit approximation of solutions of F-theory models. More generally, Sen showed that any F-theory compactification on a CY fourfold admits a type IIB orientifold approximation in an appropriate weak coupling limit [14].

The standard approach of perturbative type IIB in presence of orientifolds and D-branes is to treat them as probe objects. It seems reasonable that asymptotically away from these objects we can neglect their backreaction on the background geometry, but care is needed. The backreaction of a stack of D-branes was first worked out in [15]. The main idea goes as
follows. $\mathrm{D} p$-branes are sources of R - R background fields $C_{p+1}$ in the $9-p$ normal directions. Poisson-type equations describe electrically charged objects:

$$
\begin{equation*}
\nabla^{2} \phi(r)=\delta(r) \quad \Longrightarrow \quad \phi \sim \frac{1}{r^{n-2}} \tag{1.22}
\end{equation*}
$$

The harmonic function $\phi$ governs the profile of the electric potential sourced by a codimension $n$ object, a $\mathrm{D}(9-n)$-brane for instance. We see that the solution makes sense only for codimensions greater than two. A D7-brane has codimension two and hence is a critical object. Its spacetime position is completely determined by the two transverse coordinates $x_{8}$ and $x_{9}$ (see table 1.2) that can be combined into the complex variable $z=x_{8}+i x_{9}$. Consider a D7-brane placed at $z_{0}$ in the complex plane normal to the brane. Its Poisson equation is

$$
\begin{equation*}
d * F_{9}=\delta^{(2)}\left(z-z_{0}\right) . \tag{1.23}
\end{equation*}
$$

Integration of both sides of the equation yields

$$
\begin{equation*}
\int_{\mathbb{C}} d * F_{9}=\int_{\mathbb{C}} d F_{1}=\oint_{S^{1}} F_{1}=\oint_{S^{1}} d C_{0}=1, \tag{1.24}
\end{equation*}
$$

where we used the electro-magnetic duality $\sqrt{1.4}$ ). The solution of the Poisson equation scales logarithmically. For further purposes it is useful to state the solution in terms of the axiodilaton; it can be show that, in the vicinity of a D7-brane, it is

$$
\begin{equation*}
\tau(z)=\tau\left(z_{0}\right)+\frac{1}{2 \pi i} \ln \left(z-z_{0}\right)+\text { regular terms } \tag{1.25}
\end{equation*}
$$

There are two main characteristics of this solution. First, the string coupling approaches zero at the position of the brane, whereas it inevitably increases away from it. Let us recast equation (1.25) in a form that explicitly relates to the string coupling (16, 17]:

$$
\begin{equation*}
\operatorname{Im} \tau \simeq-\frac{1}{2 \pi} \ln \left|\frac{z-z_{0}}{\lambda}\right| \tag{1.26}
\end{equation*}
$$

Here, $\lambda$ is the overall scaling of the axio-dilaton, and it is related to $\tau_{0}$. At the point $z-z_{0}=\lambda$ the string coupling diverges: $g_{s}=1 / \operatorname{Im} \tau \longrightarrow \infty$. Hence, the phase of $\lambda$ determines a special direction in the complex plane. The solution is not rotational invariant as might naively be expected. Nevertheless, if $\lambda$ is chosen to be very large the rotational symmetry is approximately restored. In particular, the limit $\lambda \longrightarrow \infty$ extends the region in which the string coupling can be assumed to be weak. This is the so-called Sen's limit, i.e. a perturbative limit in which F-theory can be approximated by effective supergravity. We will return to this later.

Furthermore, formula (1.25) exhibits a logarithmic branch cut. Going around $z_{0}$ in the complex plane, the axio-dilaton transforms in a discontinuous way:

$$
\begin{equation*}
\tau \longrightarrow \tau+1 \tag{1.27}
\end{equation*}
$$

This monodromy is a global feature. Even if at asymptotic distances from the D7-brane spacetime looks locally flat, the geometry exhibits a deficit angle 16, 17]. The backreaction of the D7-brane cannot be neglected anymore, contrary to the case of objects of codimension greater than two. If we want to end up with a consistent type IIB theory containing D7branes we have to deal with the fact that the string coupling tends to vary in a non-trivial
way. Or equivalently, we have to develop a framework that incorporates the variation of the axio-dilaton field.

We start with the following observation. Action (1.5) is manifestly invariant under fractional linear transformations of the axio-dilaton and under matrix transformations of the R-R and NS-NS two-forms (recast in the form of a two-vector):

$$
\tau \longrightarrow \frac{a \tau+b}{c \tau+d}, \quad\binom{C_{(2)}}{B_{(2)}} \longrightarrow\left(\begin{array}{ll}
a & b  \tag{1.28}\\
c & d
\end{array}\right)\binom{C_{(2)}}{B_{(2)}}=M\binom{C_{(2)}}{B_{(2)}}, \quad \operatorname{det} M=1
$$

with $a, b, c, d$ real numbers. These transformations describe the $S L(2, \mathbb{R})$ group. It is a continuous symmetry of the theory in the supergravity approximation. This invariance is broken to $S L(2, \mathbb{Z})$ once non-perturbative effects are taken into account. These arise, for instance, when D-branes enter the model. Full type IIB superstring theory has $S L(2, \mathbb{Z})$ symmetry. Indeed, note that expression (1.27) is a special case of (1.28): $a=b=d=1$ and $c=0$. Hence, the monodromy induced by the D7-brane is consistently inherited in the symmetry of the theory.

One can make the $S L(2, \mathbb{Z})$ symmetry explicit by incorporating it in a geometrical way: the axio-dilaton can be interpreted as the complex structure of a two-torus. The torus accounts for two extra dimensions; it is fibered over each point of the ten-dimensional spacetime. Hence, the compactification manifold becomes eight-dimensional. Unfortunately, the resulting twelve-dimensional framework is not a good candidate for a theory of fundamental interactions. Even though it is referred to as F-theory, it should rather be understood as an auxiliary theory describing type IIB solutions with varying axio-dilatons. Indeed, there is no twelve-dimensional supergravity that can play the role of the low-energy limit of F-theory.

Even if there would be such a description, we would have a further puzzle. We postulate the existence of a four-form flux $G_{(4)}$ in the eight-dimensional internal space, whose reduction along the two one-cycles of the torus accounts for the presence of $H_{(3)}$ and $F_{(3)}$. But we run into difficulties in explaining why four- and two-forms do not appear in the type IIB action from the reduction of $G_{(4)}$ along a point and both one-cycles of the torus. Finally, it seems unnatural that only the complex structure of the two-torus does appear as a field in the supergravity action, but not its volume.

F-theory is dual to M-theory in the limit of a shrinking two-torus. A detailed description of the duality transcends the goal of this section. It suffices to know that there is a rigorous way (see for example $[18]$ ) to derive the effective theory in four dimensions on the F-theory side starting from M-theory compactification on $\mathbb{R}^{1,2} \times Y_{4}$, where $Y_{4}$ is an elliptic fibration over the complex threefold $B_{3}$ :


Each fiber is an elliptic curve, i.e. the zero locus of a complex cubic polynomial such that its points lie in a region topologically equivalent to a torus. In the limit where the elliptic fiber shrinks to zero volume, this is dual to F-theory on $Y_{4}$. This limit accounts for the fact that the volume of the torus does not appear in the field content of the effective theory. Furthermore, if the $Y_{4}$ is chosen to be Calabi-Yau, the effective theory describes an $\mathcal{N}=1$ supersymmetric Minkowski vacuum in four dimensions.

F-theory compactified on $Y_{4}$ is type IIB on $\mathbb{R}^{1,3} \times B_{3}$ with the axio-dilaton being a function of the complex variables $y_{i}$ parametrizing the base space $B_{3}$. More precisely, we choose $\tau(\vec{y})$ to transform as the modular parameter of the $T^{2}$ fibered over the base. A general complex elliptic curve can always be written in the Weierstrass form:

$$
\begin{equation*}
y^{2}=x^{3}+f x+g \tag{1.30}
\end{equation*}
$$

where $x$ and $y$ are the complex coordinates of the curve, and $f, g \in \mathbb{C}$ are constants. The latter can be interpreted as deformation parameters determining the shape of the torus. We can construct an elliptic fibration by making them suitable polynomials in the base coordinates. More precisely, they should become sections of some powers of an appropriate line bundle:

$$
\begin{equation*}
f(\vec{y}) \in H^{0}\left(B_{3}, L^{\otimes 4}\right), \quad g(\vec{y}) \in H^{0}\left(B_{3}, L^{\otimes 6}\right) \tag{1.31}
\end{equation*}
$$

Note that equation 1.30 needs to be homogeneous in order to be CY. This imposes further restrictions on the elliptic coordinates. In fact, they are sections themselves:

$$
\begin{equation*}
x \in H^{0}\left(B_{3}, L^{\otimes 2}\right), \quad y \in H^{0}\left(B_{3}, L^{\otimes 3}\right) \tag{1.32}
\end{equation*}
$$

The parameter $\tau$ of the torus can be implicitly written in terms of the modular invariant equation:

$$
\begin{equation*}
j(\tau)=\frac{4(24 f)^{3}}{\Delta} \tag{1.33}
\end{equation*}
$$

Here, the denominator

$$
\begin{equation*}
\Delta=4 f^{3}+27 g^{2} \tag{1.34}
\end{equation*}
$$

is the discriminant of the elliptic equation. The fiber degenerates at the zero locus of $\Delta$. This is a complex codimension one region. Furthermore, the modular function diverges as the torus modulus tends to the complex infinity:

$$
\begin{equation*}
\lim _{\tau \rightarrow i \infty} j(\tau)=\infty \tag{1.35}
\end{equation*}
$$

This divergence is consistent with what we expect from the description of the axio-dilaton in the vicinity of a D7-brane 1.25 . Note that the limit 1.35 still holds after the monodromy action (1.27). But, more generally, this result is invariant under $S L(2, \mathbb{Z})$ transformations of $\tau$. These facts suggest to interpret the solutions of the discriminant equation as the locations of 7-branes. These are generalizations of D7-branes that appear only in F-theory and do not have perturbative counterparts in type IIB.

In conclusion, branes are located in the base space where the torus fibration becomes singular. The picture one should have in mind is the following. Imagine a life-belt-shaped torus attached at each point of the base manifold. Moving though $B_{3}$ the shape of the torus changes - according to 1.30 . Along certain loci, one of the torus cycles shrinks to zero; we are left with a pinched life-belt. These loci are complex hypersurfaces and are determined by the zeros of the discriminant 1.34 .

### 1.3.1 Sen's limit

Consider the following parametrization of the sections $f$ and $g$ :

$$
\begin{equation*}
f=-3 h^{2}+\varepsilon \eta, \quad g=-2 h^{3}+\varepsilon h \eta+\varepsilon^{2} \chi \tag{1.36}
\end{equation*}
$$

with $h, \eta$ and $\chi$ being sections:

$$
\begin{equation*}
h \in H^{0}\left(B_{3}, L^{\otimes 2}\right), \quad \eta \in H^{0}\left(B_{3}, L^{\otimes 4}\right), \quad \chi \in H^{0}\left(B_{3}, L^{\otimes 6}\right) \tag{1.37}
\end{equation*}
$$

whereas $\varepsilon$ is a constant that we wish to vary. There is no loss of generality in this representation of $f$ and $g$, but it is redundant: we can arrange $h, \eta, \chi$ and $\varepsilon$ to express $f$ and $g$ in different ways.

We can rewrite the discriminant in terms of the new sections, and expand $\Delta$ around $\varepsilon=0$ up to second order terms:

$$
\begin{equation*}
\Delta=\varepsilon^{2}\left(-9 h^{2} \eta^{2}-108 h^{3} \chi\right)+\varepsilon^{3}\left(4 \eta^{3}+54 h \eta \chi\right)+27 \chi \varepsilon^{4} \quad \xrightarrow{\varepsilon \rightarrow 0} \quad \varepsilon^{2}\left(-9 h^{2}\right)\left(\eta^{2}+12 h \chi\right) \tag{1.38}
\end{equation*}
$$

The representation (1.36) has been chosen to cancel the zeroth and first order terms here. In this limit the discriminant locus splits into two complex codimension one hypersurfaces:

$$
\begin{equation*}
h=0, \quad \text { and } \quad \eta^{2}+12 h \chi=0 \tag{1.39}
\end{equation*}
$$

By inserting this result in (1.33), we obtain

$$
\begin{equation*}
j(\tau) \simeq \frac{4(24)^{3}\left(\varepsilon \eta-3 h^{2}\right)^{3}}{\varepsilon^{2}\left(-9 h^{2}\right)\left(\eta^{2}+12 h \chi\right)} . \tag{1.40}
\end{equation*}
$$

The $j$-function diverges as $\varepsilon$ goes to zero almost everywhere on the base manifold except for those regions of $B_{3}$ where the numerator vanishes; this happens where $|h| \sim \sqrt{|\epsilon|}$. Therefore, for small $\varepsilon, j$ becomes large everywhere $|h| \gg \sqrt{|\epsilon|}$. In terms of the axio-dilaton field, this limit implies that $\tau \rightarrow i \infty$. This is the weak coupling limit of type IIB! A study [19] of the monodromies along contours encircling the zero loci of the discriminant (1.39) shows that, in the weak coupling limit, the axio-dilaton behaves in the same way as in the type IIB orientifold case where the O7-plane is located at $h=0$ and the D7-branes at $\eta^{2}+12 h \chi=0$. Indeed, it can be shown that Sen's limit is the weak coupling limit of F-theory on $Y$ that describes type IIB orientifold compactification on $B_{3}$.

We would like to take a closer look at the base manifold, and discuss whether we can say something about its structure. For this purpose, it is convenient to describe $B_{3}$ as the quotient space of an appropriate double cover $X$. This can be constructed by adding a new coordinate $\xi$, chosen to be an element of the line bundle $L$ :

$$
\begin{equation*}
X: \quad \xi^{2}=h(\vec{y}), \tag{1.41}
\end{equation*}
$$

where $\vec{y}$ parametrizes the base manifold. Note that, if we exclude the zero locus of $h=0$, for each point $\vec{y} \in B_{3}$ there are two points $(\vec{y}, \xi= \pm \sqrt{h})$. In this picture, the base space is given by the quotient $B_{3}=X / \sigma$ with the orientifold involution

$$
\begin{equation*}
\sigma: \quad \xi \longrightarrow-\xi \tag{1.42}
\end{equation*}
$$

$h=0$ is the $\mathbb{Z}_{2}$-invariant locus of this transformation.
We want to determine some properties of $X$, in particular, whether or not it is a CY threefold. Recall that $h$ is a section of $L^{\otimes 2}$ and $\xi$ a coordinate of $L$. Assuming that $X$ is non-singular, then $(1.41)$ is CY if and only if

$$
\begin{equation*}
c_{1}(X)=c_{1}\left(T_{B_{3}}\right)+c_{1}(L)(1-2)=0 . \tag{1.43}
\end{equation*}
$$

Here, $T_{B_{3}}$ denotes the tangent bundle of $B_{3}$. Since $c_{1}\left(K_{B_{3}}\right)=-c_{1}\left(T_{B_{3}}\right), L$ needs to be the anti-canonical bundle of the base manifold in order to satisfy the condition above: $L=K_{B_{3}}^{-1}$. In the beginning, we assumed $Y$ to be CY. By 1.29 and 1.30 , we have then

$$
\begin{equation*}
c_{1}(Y)=c_{1}\left(T_{B_{3}}\right)+c_{1}(L)(3+2-6)=0 . \tag{1.44}
\end{equation*}
$$

Here, we use the fact that $x$ and $y$ are sections of $L^{\otimes 2}$ and $L^{\otimes 3}$; the negative coefficient accounts for the Weierstrass equation. This condition is identical with 1.43 . It follows that if $Y$ is CY (fourfold) then $X$ is CY (threefold).

In conclusion, Sen's limit is the weak coupling limit of F-theory compactification on $Y$. It yields a type IIB orientifold construction on $B_{3}$ :

$$
\begin{equation*}
\text { type IIB on } \mathbb{R}^{1,3} \times \underbrace{X / \sigma \cdot(-1)^{F_{L}} \cdot \Omega}_{B_{3}} \tag{1.45}
\end{equation*}
$$

The base manifold is the quotient space of a CY threefold $X$ with involution action $\sigma$ given in (1.42). The O7-plane is placed in $X$ along the invariant locus of the $\mathbb{Z}_{2}$ symmetry generated by $\sigma$. Furthermore, the orientation reversal $\Omega$ exchanges worldsheet left- and right-movers; the signum $(-1)^{F_{L}}$ acts on the Ramond sectors of the left-moving modes changing their sign.

## Chapter 2

## Aspects of toric geometry

In this chapter we give a brief overview of the construction of toric varieties and their subvarieties in terms of lattice polytopes. We furthermore fix some of the notation that we will need in the following chapters. The reader has a vast choice of existing literature on the subject, for example $[20-22$ and the very comprehensive [23], to name a few. In particular, [24] addresses the construction of Calabi-Yau hypersurfaces and complete intersections with a focus on issues related to string duality. For a more pedagogical approach see for instance [25].

### 2.1 The fan

Toric varieties can be thought of as generalizations of weighted projective spaces. We can construct a $(r-n)$-dimensional toric variety $X$ in terms of $r$ homogeneous coordinates, an exceptional set $Z$, and the group identification $\left(\mathbb{C}^{*}\right)^{r-n} \times G$ :

$$
\begin{equation*}
X=\frac{\mathbb{C}^{r}-Z}{\left(\mathbb{C}^{*}\right)^{r-n} \times G} . \tag{2.1}
\end{equation*}
$$

These building blocks are encoded in a fan $\Sigma$ that completely determines $X$. The fan is a finite collection of strongly convex (i.e. they always have an apex) integral (i.e. they are spanned by lattice vectors) polyhedral cones with their apex in the origin such that the following conditions are satisfied: 1) any face of a cone $\sigma \in \Sigma$ belongs to $\Sigma$; and 2) given two cones $\sigma, \tau \in \Sigma$, their intersection is again contained in $\Sigma$. Note that in general $\sigma$ and $\tau$ may have different dimensions. The $n$-skeleton $\Sigma(n) \subset \Sigma$ denotes the set of $n$-dimensional cones. Consider the rays $\rho_{j} \in \Sigma(1)$. Each of them is generated by an integral vector $v_{j}$ (also called primitive vector) in a $n$-dimensional lattice, which we denote by $N . v_{j}$ spans from the origin towards the nearest point of the lattice along the direction of $\rho_{j}$. To each primitive vector $v_{j}$ we associate a homogeneous coordinate $z_{j}$ and a divisor

$$
\begin{equation*}
D_{j}=\left\{z \in X: z_{j}=0\right\} . \tag{2.2}
\end{equation*}
$$

The group $\left(\mathbb{C}^{*}\right)^{r-n}$ is determined by the $r-n$ weighted scalings $(i=1, \ldots, r-n)$ :

$$
\begin{equation*}
\left(z_{1}: \ldots: z_{r}\right) \longrightarrow\left(\lambda^{w_{i 1}} z_{1}: \ldots: \lambda^{w_{i r}} z_{r}\right) \quad \text { with } \quad \sum_{j \leq r} w_{i j} v_{j}=0 \in N \quad \text { and } \quad \lambda \in \mathbb{C}^{*}, \tag{2.3}
\end{equation*}
$$

where $w_{i j}$ are the entries of a $r \times(r-n)$ matrix we refer to as weight matrix. Moreover, $G \cong N / \operatorname{span}\left(v_{1}, \ldots, v_{r}\right)$ is a finite abelian group, which accounts for phase symmetries. It


Figure 2.1: The fans of $\mathbb{P}^{2}$ and $\mathbb{F}_{1}$.
arises if the one-skeleton does not span the entire lattice $N$. For example, let us consider a lattice $\hat{N}$ that is completely spanned by $\Sigma(1)$. Consider a refinement $N \supset \hat{N}$ such that $N \neq \operatorname{span}\left(v_{1}, \ldots, v_{r}\right)$. Then we have $G \cong N / \hat{N}$. Furthermore, the fan determines the exceptional set $Z$. This is the set of invariant points under the continuous group identification. A subset of coordinates is allowed to vanish simultaneously, i.e. $z_{j_{1}}=\ldots=z_{j_{k}}=0$ (or equivalently $D_{j_{1}} \cdot \ldots \cdot D_{j_{k}} \neq 0$ ), iff there is a cone that contains the corresponding rays $\rho_{j_{1}}, \ldots, \rho_{j_{k}} \subset \sigma$. The exceptional set is the union of sets $Z_{I}$ with minimal index sets $I$ of rays for which there is no cone that contains them: $Z=\bigcup_{I} Z_{I}$.

## Example 1. $\mathbb{P}^{2}$ and its blow-up to $\mathbb{F}_{1}$

We start with the second most simple example of a toric variety (the first being $\mathbb{P}^{1}$ ) $\dagger^{1}$ Consider the two-dimensional projective space. It is defined as

$$
\begin{equation*}
\mathbb{P}^{2}=\frac{\mathbb{C}^{3}-\left\{z_{1}=z_{2}=z_{3}=0\right\}}{\left(z_{1}: z_{2}: z_{3}\right) \sim\left(\lambda z_{1}: \lambda z_{2}: \lambda z_{3}\right)}, \quad \lambda \in \mathbb{C}^{*} \tag{2.4}
\end{equation*}
$$

The three-dimensional complex space accounts for the three homogeneous coordinates $z_{i}$. The complex space is modded out by a linear relation among these coordinates, which is displayed in the denominator. Three coordinates and an equivalence yield a two-dimensional variety. Note that the only fix point of the $\mathbb{C}^{*}$-identification is $(0: 0: 0)$; but the origin is here the exceptional set $Z$ of definition (2.1). Its subtraction eliminates the fix point and makes the variety smooth $\int^{2}$ Even worse, if we had not subtracted the origin in this case, the resulting variety would have not even been Hausdorff!

The lhs of figure 2.1 shows the fan of $\mathbb{P}^{2}$. It contains seven cones. The one-dimensional cones are spanned by the generators

$$
\begin{equation*}
v_{1}=\binom{1}{0}, \quad v_{2}=\binom{0}{1} \quad \text { and } \quad v_{3}=\binom{-1}{-1} \tag{2.5}
\end{equation*}
$$

represented in an appropriate basis of $N$. The pairs $\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\}$ and $\left\{v_{3}, v_{1}\right\}$ span the two-dimensional cones $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$, respectively. The origin is the only zero-dimensional cone. The relation among the generators $v_{i}$ is

$$
\begin{equation*}
1 v_{1}+1 v_{2}+1 v_{3}=0 \tag{2.6}
\end{equation*}
$$

[^0]| $z_{1}$ | $z_{2}$ | $z_{3}$ | $w$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 0 | 1 | 0 | 1 |

Table 2.1: Weight matrix of $\mathbb{F}_{1}$.

To this relation we associate the parameter $\lambda \in \mathbb{C}^{*}$. The coefficients of the generators give the exponents of $\lambda$ in expression (2.1). For each generator $v_{i}$ there is a homogeneous coordinate $z_{i}$. This, in turn, determines a divisor $D_{i}=\left\{z_{i}=0\right\}$. Furthermore, note that $v_{1}, v_{2}$ and $v_{3}$ do not share any cone. This fact identifies the exceptional set correctly as $Z=\left\{z_{1}=z_{2}=z_{3}=0\right\}$.

Consider a slight modification of the $\mathbb{P}^{2}$ fan. Let us add an additional generator with lattice coordinates $w=(0,-1)^{T}$, denoted with red color on the rhs of figure 2.1. We can recover the data of the variety completely by starting from its associates fan. The additional generator splits the cone $\sigma_{3}$ of $\mathbb{P}^{2}$ into two cones. The resulting fan contains nine cones. Moreover, the exceptional set is enhanced and has two elements. In addition to (2.6), we have now a second relation among generators:

$$
\begin{equation*}
v_{2}+w=0 \tag{2.7}
\end{equation*}
$$

This relation accounts for a further parameter $\mu \in \mathbb{C}^{*}$ that enters in the definition of the variety ${ }^{3}$

$$
\begin{equation*}
\mathbb{F}_{1}=\frac{\mathbb{C}^{4}-\left\{z_{1}=z_{3}=0, z_{2}=w=0\right\}}{\left(z_{1}: z_{2}: z_{3}: w\right) \sim\left(\lambda z_{1}: \lambda \mu z_{2}: \lambda z_{3}: \mu w\right)} \tag{2.8}
\end{equation*}
$$

This is again a two-dimensional manifold (four coordinates and two relations). It is the Hirzebruch surface $\mathbb{F}_{1}$. Consider now the following two cases: first, let $w \neq 0$. In this case, we can rescale the homogeneous coordinates with $\mu=1 / w$. This yields all points $\left(z_{1}: z_{2}: z_{3}: 1\right) \equiv\left(z_{1}: z_{2}: z_{3}\right)$ of the original $\mathbb{P}^{2}$ except for $(0: 1: 0)$. The latter has been excluded by the subdivision of the cone spanned by $\left\{v_{1}, v_{3}\right\}$. Consider the second case, $w=0$; this implies $z_{2} \neq 0$ since $\left\{z_{2}=w=0\right\}$ is an element of the exceptional set. Therefore, we can scale $z_{2}=1$ and hence obtain $\left(z_{1}: 1: z_{3}: 0\right)$. Note that the point $(0: 1: 0)$ has been replaced by a $\mathbb{P}^{1}$ with the homogeneous coordinates $\left(z_{1}: z_{3}\right)$. Deforming a given space by replacing one of its points by a $\mathbb{P}^{1}$ is called blow-up. Blow-ups are useful for desingularizing varieties; we will return on this later. Torically, a blow-up corresponds to the addition of a one-dimensional cone to the fan. Indeed, the fan on the rhs of figure (2.1) is the blow-up of the fan on the lhs. Blow-ups of $\mathbb{P}^{2}$ at up to eight generic points correspond to the so-called del Pezzo surfaces. These are two-dimensional Fano varieties, i.e. non-singular complex spaces with ample anti-canonical bundle; they play a prominent role in string model building as we shall see in chapters 4 and 5 . Del Pezzos are classified according to the number of blow-ups of the two-dimensional projective space. In particular, the first Hirzebruch surface is a del Pezzo surface of type 1 , denoted by $d P_{1}$. The $\mathbb{P}^{2}$ is a del Pezzo itself: the $d P_{0}$, corresponding to the zeroth blow-up.

Table 2.1 shows the weight matrix of $\mathbb{F}_{1}$. Each line corresponds to an identification relation of the form (2.3). The Hirzebruch surface is described by four homogeneous coordinates and two such relations, hence the weight matrix is $2 \times 4$. Consider the first line of weights excluding

[^1]

Figure 2.2: The fan of the Hirzebruch surface $\mathbb{F}_{2}$ and its weight matrix.
the coordinate $w$. These are the exponents that determine the weighted scaling of the $\mathbb{P}^{2}$. The second line represents the $\mathbb{P}^{1}$.

### 2.1.1 On the singularity and compactness of a toric variety

$X_{\Sigma}$ is compact iff its fan is complete, i.e. if $\Sigma$ spans $N_{\mathbb{R}} \|^{4}$ Both fans of figure 2.1 are complete, hence $\mathbb{P}^{2}$ and $\mathbb{F}_{1}$ are both compact varieties. But consider, for instance, a fan whose cones are contained in the quadrant of positive integers $\mathbb{N}^{2} \subset N=\mathbb{Z}^{2}$. In this case, $\Sigma$ has only four cones: the origin, $\rho_{1}, \rho_{2}$ and $\sigma_{1}$; this fan is not complete, hence the variety non-compact.

There are only two sources of singularity of toric varieties. Indeed, $X_{\Sigma}$ is non-singular iff its fan satisfies both of the following conditions: a) it is basic, i.e. any cone $\sigma \in \Sigma$ is spanned by a subset of the basis of the lattice $N$; b) it is simplicial, i.e. all cones $\sigma \in \Sigma$ are simplices. Clearly, $\mathbb{P}^{2}$ and $\mathbb{F}_{1}$ are smooth varieties.

## Example 2. The Hirzebruch surface $\mathbb{F}_{2}$

We present an example of a singularity induced by a cone that is not basic, and give its resolution. Consider the following weighted projective space:

$$
\begin{equation*}
\mathbb{P}_{121}=\frac{\mathbb{C}^{3}-\left\{z_{1}=z_{2}=z_{3}=0\right\}}{\left(\lambda z_{1}: \lambda^{2} z_{2}: \lambda z_{3}\right)} . \tag{2.9}
\end{equation*}
$$

This looks similar to $\mathbb{P}^{2}$ beside of the fact that the scaling weight of the second homogeneous coordinate is 2 instead of 1 - cfr. (2.4). $\mathbb{P}_{121}$ is clearly singular, its fan (see figure 2.2) has a non-basic cone: the cone spanned by $\left\{v_{1}, v_{3}\right\}$ has volume 2.5 Indeed, the point $(0: 1: 0)$ is fixed under the action

$$
\begin{equation*}
z_{2} \quad \longleftrightarrow-z_{2} \tag{2.10}
\end{equation*}
$$

This describes a $\mathbb{Z}_{2}$-quotient singularity.

[^2]The Hirzebruch surface $\mathbb{F}_{2}$ is the blow-up of $\mathbb{P}_{121}$ :

$$
\begin{equation*}
\mathbb{F}_{2}=\frac{\mathbb{C}^{4}-\left\{z_{1}=z_{3}=0, z_{2}=w=0\right\}}{\left(\lambda z_{1}: \lambda^{2} \mu z_{2}: \lambda z_{3}: \mu w\right)} \tag{2.11}
\end{equation*}
$$

Its fan is characterized by the addition a new generator $w$, which splits the cone $\left\{v_{1}, v_{3}\right\}$ in two parts: $\left\{v_{1}, w\right\}$ and $\left\{w, v_{3}\right\}$.

The conifold is an example of singularity caused by a non-simplicial cone. This is a well studied non-compact toric variety. We refer the interested reader to 24 for a detailed review of this singularity with a focus on its toric resolutions.

### 2.2 Line bundles and toric divisors

In this section, we explain the relation between line bundles and divisors. We focus on the description of toric divisors. As we will see, some of their properties can be studied in terms of the combinatorics of their associated polyhedrons.

### 2.2.1 The Picard and the divisor group

Let us start with a small step, by reminding the reader of the definition of a complex line bundle. A holomorphic line bundle is a holomorphic vector bundle whose fibers are complex one-dimensional vector spaces. Let $X$ be a complex manifold with an open covering $X=\bigcup_{\alpha} U_{\alpha}$. A line bundle $L$ on $X$ is topologically described in each coordinate patch $U_{\alpha}$ by the product space $U_{\alpha} \times \mathbb{C}$. Its global structure is completely determined in terms of the transition functions $\left\{g_{\alpha \beta}\right\}$, which determine how the fibers combine in the non-zero overlap of two patches, $U_{\alpha} \cap U_{\beta}$. These functions need to be holomorphic, non-zero and finite, and furthermore to satisfy the cocycle conditions:

$$
\begin{equation*}
g_{\alpha \beta} g_{\beta \alpha}=g_{\alpha \beta} g_{\beta \gamma} g_{\gamma \alpha}=1 \tag{2.12}
\end{equation*}
$$

Holomorphic line bundles have a natural group structure with respect to the tensor product. The product of two bundles is the bundle characterized by the product of their transition functions. Moreover, the inverse element is called the dual line bundle:

$$
\begin{equation*}
L \otimes L^{\prime} \sim\left\{g_{\alpha \beta} \cdot g_{\alpha \beta}^{\prime}\right\}, \quad L^{*} \sim\left\{g_{\alpha \beta}^{-1}\right\}, \quad L \otimes L^{*}=\text { identity } \tag{2.13}
\end{equation*}
$$

These operations define an abelian group, the so-called Picard group of holomorphic line bundles on $X$, which is denoted by $\operatorname{Pic}(X)$. We now turn our attention to the geometrical interpretation of line bundles. In particular, we want to discuss the relation between the Picard group and a special class of subspaces of $X$, which are called Cartier divisors.

Given an open covering $X=\bigcup_{\alpha} U_{\alpha}$, a Cartier divisor is a codimension one subvariety $D \subset X$ defined by rational local functions $f_{\alpha}$, such that $g_{\alpha \beta}=f_{\alpha} / f_{\beta}$ is regular and non-zero on the overlap of coordinate patches $U_{\alpha} \cap U_{\beta}$. Any such meromorphic function can always be written as a quotient:

$$
\begin{equation*}
f_{\alpha}=\frac{g_{\alpha}}{h_{\alpha}} \tag{2.14}
\end{equation*}
$$

with $h_{\alpha}$ and $g_{\alpha}$ holomorphic functions on the coordinate patch $U_{\alpha}$.

Consider a hypersurface $V$ described locally by $f_{\alpha}$. The vanishing order of $f_{\alpha}$ in a neighborhood of $x \in V$ is the difference between the orders of $g_{\alpha}$ and $h_{\alpha}$ :

$$
\begin{equation*}
\gamma=\operatorname{ord}_{V, x}\left(f_{\alpha}\right)=\operatorname{ord}_{V, x}\left(g_{\alpha}\right)-\operatorname{ord}_{V, x}\left(h_{\alpha}\right) . \tag{2.15}
\end{equation*}
$$

If $\gamma$ is positive, the associated function has zeros of order $\gamma$; vice versa, if it is negative, the function has poles of order $-\gamma$. If $V$ is irreducible ${ }^{6}$ it can be shown [26] that (2.15) is independent on $x$, and hence on the patch. Therefore, any Cartier divisor can be written as a sum over irreducible hypersurfaces $D_{j} \subset X$ :

$$
\begin{equation*}
(f)=\sum_{j} \operatorname{ord}_{D_{j}}(f) D_{j}=\sum_{j} \operatorname{ord}_{D_{j}}\left(g_{j}\right) D_{j}-\sum_{j} \operatorname{ord}_{D_{j}}\left(h_{j}\right) D_{j} . \tag{2.16}
\end{equation*}
$$

This is the difference of two effective divisors: the zero divisor and the pole divisor. From this expression we can see that any Cartier divisor is also a Weil divisor. A Weil divisor is a codimension one subvariety of a complex variety $X$ defined by the locally finit ${ }^{7} 7$ formal sum

$$
\begin{equation*}
D=\sum_{j} a_{j} D_{j}, \tag{2.17}
\end{equation*}
$$

where the $D_{j}$ 's are irreducible hypersurfaces - also called prime divisors - and $a_{j}$ 's integer coefficients. The divisor is called effective if $a_{j} \geq 0$. Weil divisors can be added, subtracted and there is a clear definition of the inverse element. They thus form an additive divisor group that we denote by $\operatorname{Div}(X)$. Compare expression (2.16) with (2.17). Clearly, any Cartier divisor defines a Weil divisor, whose coefficients $a_{j}$ are the orders of the zeros (if positive) or poles (if negative) of $f$ along the prime divisors $D_{j}$. It turns out that on a smooth ambient variety, any Weil divisor is also Cartier.

Cartier divisors are naturally associated with holomorphic line bundles. Indeed, the rational functions $f_{\alpha} / f_{\beta}$ satisfy the cocycle conditions (2.12) and can be though of transition functions $g_{\alpha \beta}$. Hence, they define a holomorphic line bundle: $L=\mathcal{O}(D)$. In this picture, the collection of all local functions $\left\{f_{\alpha}\right\}$ determine a global meromorphic section of $L$. Cartier divisors form a linear group that we denote by $\operatorname{CDiv}(X)$. Addition and subtraction of divisors correspond to multiplication and division of their associated sections:

$$
\begin{equation*}
D+D^{\prime} \sim f \cdot f^{\prime}, \quad D-D^{\prime} \sim f / f^{\prime} \tag{2.18}
\end{equation*}
$$

Note that the quotient $p$ of two meromorphic sections $f$ and $f^{\prime}$ of the same bundle is a rational function:

$$
\begin{equation*}
p_{\alpha}=\frac{f_{\alpha}}{f_{\alpha}^{\prime}}=\frac{g_{\alpha \beta} f_{\beta}}{g_{\alpha \beta} f_{\beta}^{\prime}}=\frac{f_{\beta}}{f_{\beta}^{\prime}}=p_{\beta} . \tag{2.19}
\end{equation*}
$$

Rational functions do not change the line bundle. Indeed, the transition functions of the quotient section are all equal to one, hence the line bundle trivial. The associated divisor ( $p$ ) is called a principal divisor. Two divisors $D$ and $D^{\prime}$ are defined to be linearly equivalent if they differ by a principal divisor $(p)$ :

$$
\begin{equation*}
D \equiv D^{\prime} \quad \Longleftrightarrow \quad D=D^{\prime}+(p) \tag{2.20}
\end{equation*}
$$

[^3]where $p$ is a meromorphic function on $X$. We say that $D$ and $D^{\prime}$ belong to the same divisor class modulo addition of principal divisors, which are those divisors associated to rational functions. These form a subgroup $\operatorname{CDiv}_{p}(X) \subset \operatorname{CDiv}(X)$.

This equivalence casts light on the relation between divisors and line bundles. Consider the sum of two divisors, the resulting line bundle is then given by the simple additive structure

$$
\begin{equation*}
\mathcal{O}\left(D+D^{\prime}\right)=\mathcal{O}(D) \otimes \mathcal{O}\left(D^{\prime}\right) \tag{2.21}
\end{equation*}
$$

Here, the map

$$
\begin{equation*}
\mathcal{O}: \operatorname{CDiv}(X) \longrightarrow \operatorname{Pic}(X) \tag{2.22}
\end{equation*}
$$

is a surjective group homomorphism, because linearly equivalent divisors define the same line bundle:

$$
\begin{equation*}
D=D^{\prime}+(p) \quad \Longleftrightarrow \mathcal{O}(D)=\mathcal{O}\left(D^{\prime}\right) \tag{2.23}
\end{equation*}
$$

Principal divisors correspond to the identity element of the Picard group; hence, $\mathcal{O}((p))$ is trivial. It can be be shown that there is a group isomorphism between the quotient group of Cartier modulo principal divisors and the Picard group:

$$
\begin{aligned}
\operatorname{CDiv}(X) / \operatorname{CDiv}_{p}(X) & \longrightarrow \operatorname{Pic}(X) \\
D \bmod (p) & \longmapsto \mathcal{O}(D)
\end{aligned}
$$

### 2.2.2 Polytopes and divisors

Consider a toric variety $X$ defined by an expression of the type 2.1). Then, $X$ is endowed with a particular simple class of hypersurfaces. To any homogeneous coordinate $z_{j}$ we can associate the toric divisor characterized by the vanishing locus 2.2. Sums of toric divisors with respect to integral coefficients generate the Weil group:

$$
\begin{equation*}
\operatorname{Div}(X)=\bigoplus_{j=1}^{r} \mathbb{Z} D_{j} \tag{2.24}
\end{equation*}
$$

The group of Weil divisors modulo linear equivalences is called the Chow group of $X$ :

$$
\begin{equation*}
\operatorname{Div}(X) / \operatorname{Div}_{p}(X) \cong A_{r-1}(X) \tag{2.25}
\end{equation*}
$$

Here, $\operatorname{Div}_{p}(X)$ is the subgroup of principal divisors of $X$. There are as many inequivalent divisors classes as weighted scalings, i.e. $r-n=\operatorname{rank}\left(A_{r-1}(X)\right)$.

Relevant properties of divisors can be rephrased in terms of the combinatorics between lattice points and cones 24,27 . In order to show these relations, we first need to define the dual lattice to $N$ as $M=\operatorname{Hom}(N, \mathbb{Z})$ with the canonical pairing $\langle$,$\rangle . Consider a toric variety$ $X_{\Sigma}$ determined by the fan $\Sigma \subset N_{\mathbb{R}}$. Any point $m \in M$ of its dual (integral) lattice defines a principal divisor $(m)=\operatorname{div}\left(\chi^{m}\right)$ as the zero locus of the rational equations

$$
\begin{equation*}
\chi^{m}=\prod_{j=1}^{r} z_{j}^{\left\langle m, v_{j}\right\rangle}=0 \tag{2.26}
\end{equation*}
$$

The Chow group is generated by the irreducible toric divisors $D_{j}$ modulo divisors $\operatorname{div}\left(\chi^{m}\right)$. It can be shown, that there are two short exact sequences relating the Cartier and the Weil
divisors, as well as the Picard and the Chow group, by injective group homomorphisms:


For singular toric varieties, the Picard group is a non-trivial subgroup of the Chow group. In general,

$$
\begin{equation*}
\operatorname{rank}(\operatorname{Pic}(X)) \leq \operatorname{rank}\left(A_{r-1}(X)\right) \tag{2.28}
\end{equation*}
$$

On the other hand, if $X$ is smooth then $\operatorname{CDiv}(X) \cong \operatorname{Div}(X)$ and hence $\operatorname{Pic}(X) \cong \mathrm{A}_{r-1}(X)$. Furthermore, it can be shown that if $X$ is simplicial (i.e. singularities can only arise from non-basic cones) then the Cartier divisors are integer multiples of the Weil divisors. Hence the Picard group is a finite index subgroup of the Chow group.

A Weil divisor $D$ is Cartier if for any maximal-dimensional cone $\sigma \in \Sigma(n)$ there is a point $m_{\sigma} \in M$ such that the coefficient of the formal sum is $a_{j}=-\left\langle m_{\sigma}, v_{j}\right\rangle$ for all rays $\rho_{j} \in \sigma$. Moreover, to each Cartier divisor $D$ we associate a polytope as follow $8_{8}^{8}$

$$
\begin{equation*}
\Delta_{D}=\left\{m \in M_{\mathbb{R}}:\left\langle m, v_{j}\right\rangle \geq-a_{j} \quad \forall \rho_{j} \leq r\right\}, \tag{2.29}
\end{equation*}
$$

where $M_{\mathbb{R}}$ is the real extension of $M$.
It can be shown that the integer multiple $k D$ of a divisor class $D$ is associated to an extension of the divisor's polytope:

$$
\begin{equation*}
\Delta_{k D}=k \Delta_{D} . \tag{2.30}
\end{equation*}
$$

Further, the vertices of the polytope can be translated within $M$ without affecting the divisor class:

$$
\begin{equation*}
\Delta_{D+\operatorname{div}\left(\chi^{m}\right)}=\Delta_{D}-m . \tag{2.31}
\end{equation*}
$$

This is a consequence of the fact that adding principal divisors $\operatorname{div}\left(\chi^{m}\right)$ to $D$ does not change neither the divisor class nor the associated line bundle.

The corresponding line bundle $\mathcal{O}(D)$ is determined by the sections

$$
\begin{equation*}
s_{\Delta_{D}}=\sum_{m \in \Delta_{D} \cap M} c_{m} \chi^{m}=\sum_{m \in \Delta_{D} \cap M} c_{m} \prod z_{j}^{\left\langle m, v_{j}\right\rangle} . \tag{2.32}
\end{equation*}
$$

These are Laurent polynomials whose exponents are given by the canonical pairing between the vectors spanning the divisor polytope and the generators of the ambient fan. Note that the monomials are invariant under weighted scalings (2.3). Therefore, $s_{\Delta}$ defines a meromorphic function on the variety. If we restrict $s_{\Delta_{D}}$ to an affine patch $U_{\sigma}$ with $\sigma \in \Sigma(n)$, we can define a regular function by the local section

$$
\begin{equation*}
f_{\sigma}=s_{\Delta_{D}} / \chi^{m_{\sigma}} . \tag{2.33}
\end{equation*}
$$

But to define a hypersurface globally, we do not need functions. We need a polynomial equation as follows:

$$
\begin{equation*}
P_{\Delta_{D}}=\sum_{m \in \Delta_{D} \cap M} c_{m} \prod_{j} z_{j}^{\left\langle m, v_{j}\right\rangle+a_{j}}=0 . \tag{2.34}
\end{equation*}
$$
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Figure 2.3: The convex hull of $\Sigma\left(\mathbb{F}_{1}\right)$.

This polynomial is holomorphic and transforms homogeneously:

$$
\begin{equation*}
P_{\Delta_{D}}\left(\lambda^{w_{i}} z_{i}\right)=\lambda^{\left(\sum_{i=1}^{r} w_{i}\right)} P_{\Delta_{D}}\left(z_{i}\right) . \tag{2.35}
\end{equation*}
$$

A Cartier divisor $D$ is base point free iff $m_{\sigma} \in \Delta_{D}$ for all $\sigma \in \Sigma(n)$. Further, a Cartier divisor $D$ is ample iff there is a bijection between vertices of $\Delta_{D}$ and $m_{\sigma} \in \Sigma(n)$.

### 2.3 Batyrev's construction of CY hypersurfaces

In what follows we would like to discuss the construction of CY manifolds as hypersurfaces embedded in toric ambient spaces. This construction is due to the seminal work of Batyrev [28]. Its power lies in the fact that topological quantities of the resulting CYs, such as their Hodge numbers, characteristic classes and intersection structures of toric divisor classes, are encoded in terms of the combinatorics of the associated polytopes. A sufficient and necessary condition for a polytope to describe a CY hypersurface is reflexivity. This property ensures the construction of mirror pairs of CY manifolds, and hence plays an important role in the study of mirror symmetry.

### 2.3.1 Reflexive polytopes

Given a fan $\Sigma$, the convex hull of the generators of the one-dimensional cones defines a unique polytope. Figure 2.3 shows the convex hull of the fan associated to the Hirzebruch $\mathbb{F}_{1}$. This hull describes a two-dimensional polytope. Conversely, given a polytope it is not clear which fan is associated to it. For example, the $\mathbb{P}_{121}$ and its blow-up, the Hirzebruch surface $\mathbb{F}_{2}$, have the same convex hull. Consider, instead, $\Delta \subset M$ defining an ample Cartier divisor. In this case, it can be shown that there is a uniquely associated fan to such a polytope: the normal fan $\Sigma_{\Delta}$. This is the fan of cones over the faces of the dual polytope $\Delta^{\circ} \in N_{\mathbb{R}}$ defined by

$$
\begin{equation*}
\Delta^{\circ}=\left\{x \in N_{\mathbb{R}}:\langle m, x\rangle \geq-1 \quad \forall m \in \Delta\right\} \tag{2.36}
\end{equation*}
$$

A lattice polytope whose dual is again a lattice polytope is called reflexive. Reflexivity is a very restrictive condition on polytopes. It implies $\left(\Delta \cap M_{\mathbb{R}}\right) \subset M$ and $\left(\Delta^{\circ} \cap N_{\mathbb{R}}\right) \subset N$. Indeed, prescription 2.36 relates to each vertex of $\Delta$ an equation describing the hyperplane bounding a facet of $\Delta^{\circ}$, but it is by no means trivial that all such hyperplanes intersect at integral loci of $N_{\mathbb{R}}$. Reflexive polytopes describe ample Cartier divisor classes. Let us denote by $\chi_{\Delta} \subset X$ a hypersurface associated to such a divisor class. Then, reflexivity is a sufficient and necessary condition for $\chi_{\Delta}$ to have vanishing first Chern class, hence to be

CY. Furthermore, it can be shown [28], that for an $n$-dimensional $\chi_{\Delta}$ with $n \geq 3$, the Hodge numbers are given in terms of the combinatorics of the polytopes as follows:

$$
\begin{align*}
h_{11}\left(\chi_{\Delta}\right) & =h_{21}\left(\chi_{\Delta^{\circ}}\right) \\
& =l\left(\Delta^{\circ}\right)-1-\operatorname{dim} \Delta-\sum_{\operatorname{codim}\left(\theta^{\circ}\right)=1} l^{*}\left(\theta^{\circ}\right)+\sum_{\operatorname{codim}\left(\theta^{\circ}\right)=2} l^{*}\left(\theta^{\circ}\right) l^{*}(\theta) . \tag{2.37}
\end{align*}
$$

Here, $\theta$ and $\theta^{\circ}$ denote a pair of dual faces of $\Delta$ and $\Delta^{\circ}$, respectively. $l\left(\theta^{\circ}\right)$ and $l^{*}\left(\theta^{\circ}\right)$ count the number of lattice points and interior lattice points of $\theta^{\circ}$. Mirror symmetry is manifest in this formula: $\chi_{\Delta^{\circ}}$ is the mirror dual to $\chi_{\Delta}$. It can be constructed by exchanging the polytopes, i.e. by inserting $\Delta^{\circ}$ into $N_{\mathbb{R}}$ and $\Delta$ into $M_{\mathbb{R}}$. Their Hodge numbers are related as follows:

$$
\begin{equation*}
h_{11}\left(\chi_{\Delta}\right)=h_{21}\left(\left(\chi_{\Delta}\right)^{*}\right)=h_{21}\left(\chi_{\Delta^{\circ}}\right), \quad h_{21}\left(\chi_{\Delta}\right)=h_{11}\left(\left(\chi_{\Delta}\right)^{*}\right)=h_{11}\left(\chi_{\Delta^{\circ}}\right), \tag{2.38}
\end{equation*}
$$

where here $\chi^{*}$ denotes the mirror dual to $\chi$.
There are only 16 two-dimensional reflexive polytopes. Kreuzer and Skarke classified all three- and four-dimensional reflexive polytopes [29, 30]. There are 4319 reflexive polytopes in three dimensions and 473800776 in four dimensions. There is no complete enumeration of reflexive polytopes in dimensions higher than four. Skarke estimates [31] their number to grow super-exponentially with the dimension $d$ :

$$
\begin{equation*}
N_{d} \simeq 2^{2^{d+1}-4} . \tag{2.39}
\end{equation*}
$$

According to this empirical formula there would be roughly $10^{18}$ and $10^{37}$ reflexive polytopes in five and six dimensions, respectively.

### 2.4 The intersection ring

Out of the almost half a billion reflexive polytopes in four dimensions, formula (2.37) yields 30108 different Hodge data corresponding to 15122 mirror pairs of CY threefolds. Simply connected CY threefolds are completely determined up to diffeomorphisms by their Hodge numbers, intersection rings and second Chern classes [32, 33]. In what follows, we would like to compute the intersection ring and the Chern classes of CY hypersurfaces embedded in toric ambient spaces.

The intersection ring of a compact and smooth toric variety $X_{\Sigma}$ is the quotient ring [21]:

$$
\begin{equation*}
\frac{\mathbb{Z}\left[D_{1}, \ldots, D_{r}\right]}{\left\langle I_{S R}, I_{l i n}\right\rangle} . \tag{2.40}
\end{equation*}
$$

$I_{S R}$ is the Stanley-Reisner ideal, it contains non-linear relations among divisors and is closely related to the exceptional set. Elements of this ideal have the following form:

$$
\begin{equation*}
D_{j_{1}} \cdot \ldots \cdot D_{j_{k}}=0 \tag{2.41}
\end{equation*}
$$

These are the intersections between those divisors whose associated homogeneous coordinates are elements $Z_{I}$ of the exceptional set $Z$. Further, $I_{l i n}$ is the ideal generated by linear relations of the type

$$
\begin{equation*}
\sum_{j=1}^{r}\left\langle m, v_{j}\right\rangle D_{j}=0 . \tag{2.42}
\end{equation*}
$$

These are closely related to the identification due to weighted scalings, or in terms of the fan, to those generators that sum to zero.

For any maximal-dimensional cone $\sigma \in \Sigma(n)$ that is simplicial, there is a simple formula for the intersection number of the divisors whose associated generators (let say, $v_{j_{1}}, \ldots, v_{j_{k}}$ ) span $\sigma$ :

$$
\begin{equation*}
D_{j_{1}} \cdot \ldots \cdot D_{j_{k}}=\frac{1}{\operatorname{Vol}(\sigma)} \tag{2.43}
\end{equation*}
$$

where $\operatorname{Vol}(\sigma)$ is the lattice-volume of the basic simplex of the cone. Note that if the toric variety is smooth then the volume of all basic simplices is equal to one.

Consider, for example, the Hirzebruch surface $\mathbb{F}_{1}$. Its Stanley-Reisner ideal contains two elements: $D_{1} \cdot D_{2}=0$ and $D_{3} \cdot D_{w}=0$. Its linear ideal is given by the relations (2.6) and (2.7). The intersection ring is:

$$
\begin{equation*}
D_{1} \cdot D_{2}=1, \quad D_{2} \cdot D_{3}=1, \quad D_{3} \cdot D_{w}=1, \quad D_{w} \cdot D_{1}=1 \tag{2.44}
\end{equation*}
$$

The intersection ring of the weighted projective space $\mathbb{P}_{121}$ is:

$$
\begin{equation*}
D_{1} \cdot D_{2}=1, \quad D_{2} \cdot D_{3}=1, \quad D_{3} \cdot D_{1}=\frac{1}{2} \tag{2.45}
\end{equation*}
$$

As one can see from figure 2.2 , the cone spanned by $\left\{v_{1}, v_{3}\right\}$ has volume 2. According to formula (2.43), this accounts for the fractional intersection number between the divisors $D_{1}$ and $D_{3}$. Furthermore, the intersection number of the Hirzebruch surface $\mathbb{F}_{2}$ is just as it is expected from a non-singular variety:

$$
\begin{equation*}
D_{1} \cdot D_{2}=1, \quad D_{2} \cdot D_{3}=1, \quad D_{3} \cdot D_{w}=1, \quad D_{w} \cdot D_{1}=1 \tag{2.46}
\end{equation*}
$$

Part of the intersection ring of an embedded hypersurface is inherited from the ring of the ambient space $X$. Let $D$ describe the divisor class of the hypersurface, we obtain then

$$
\begin{align*}
\left.D_{j_{1}} \cdot \ldots \cdot D_{j_{k-1}}\right|_{D} & =\int_{D} \operatorname{PD}\left(D_{j_{1}}\right) \wedge \ldots \wedge \operatorname{PD}\left(D_{j_{k-1}}\right) \\
& =\int_{X} \operatorname{PD}\left(D_{j_{1}}\right) \wedge \ldots \wedge \operatorname{PD}\left(D_{j_{k-1}}\right) \wedge \operatorname{PD}(D) \tag{2.47}
\end{align*}
$$

Here, $P D(D)$ denotes the Poincaré form dual to $D \rho^{9}$ The ring computed in this way contains only intersections between torically induced divisors of the hypersurface. In chapter 3 we will present a computer assisted procedure aimed at constructing non-singular CY threefolds starting from reflexive polytopes, which computes their intersection rings and Chern classes.
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## Chapter 3

## A new offspring of PALP

PALP [1], a package for analyzing lattice polytopes, has the ability to construct, manipulate and analyze lattice polytopes. The present program mori.x, which is also included in the new version of PALP (starting from release 2.0) available at 34 , adds further functionalities concerning Calabi-Yau (CY) threefold hypersurfaces. The smoothness of the CY hypersurface is achieved by triangulating the reflexive polytope, i.e. appropriately resolving the ambient space. This functionality is optimized for the CY hypersurface case. Generic CY hypersurfaces avoid point-like singularities of the ambient space as well as divisors that correspond to interior points of facets. Consequently, our algorithm performs crepant star triangulations only up to such interior points ${ }^{1}$ Using these triangulations, the SR-ideals and the intersection rings are computed. The latter are determined with the help of SINGULAR [37], a computer algebra system for polynomial computations. Furthermore, we have implemented the Oda-Park algorithm $[38,39]$ to find the Mori cone of the ambient space.

The program can also analyze arbitrary three-dimensional hypersurfaces embedded in the ambient toric varieties. It is capable of computing the intersection ring, characteristic classes and Hodge numbers. As we do not triangulate the polyhedron completely, non-CY hypersurfaces can also contain singularities. Hence, the intersection numbers of non-CY hypersurfaces determined by mori.x are not integers in general.

The triangulations, which are at the heart of this program, are subject to two types of limitations. First, mori.x performs crepant star triangulation of the polytope by subdividing its facets into simplices. This procedure is, however, only implemented for those non-simplicial cones which give rise to at most three-dimensional secondary fans. Second, the limitations of PALP apply, as mori.x is a part of this package. PALP works with fixed precision; maximal dimensions, maximal number of polytope points, vertices and facets need to be fixed before compiling. By editing the file Global.h, the user can change the default values if needed. See the PALP documentation [1] for further details.

This chapter is meant as a manual for mori.x. The structure of the chapter is as follows. In section 3.1 we explain the I/O formats, present the options of mori.x and describe the basic functions of the main program. This section should be used as a quick reference for the various functionalities. Aspects which deserve further explanations are presented in section 3.2. There, we also discuss the resolution of singular compact toric spaces via (crepant star)

[^6]triangulations. Section 3.3 describes the structure of the program. The principal routines are listed and commented on in the header file Mori.h.

### 3.1 I/O formats and options of mori.x

In this section we explain the I/O formats of mori.x and give an overview of its options. This program is part of the latest version of the package PALP that is available at the web page [34] under the GNU license terms. There, the reader can find a detailed installation description. In short, type "make all" in the command line to compile the entire suite of programs. Otherwise, type "make mori" to compile mori.x only. Consult [1] for the documentation of the other functions of the package: poly.x, cws.x, class. $x$ and nef.x.

Let us start with the help screen. It provides essential information about all the functionalities of the program (letters in boldface denote the command line input):

```
$ mori.x -h
This is ``mori.x'': performing crepant star triangulations of a polytope P* in the N-lattice
                        computing the Mori cone of the corresponding toric ambient spaces
                            determining the intersection rings of embedded (CY) hypersurfaces
Usage: mori.x [-<Option-string>] [in-file [out-file]]
Options (concatenate any number of them into <Option-string>):
    -h print this information
    -f use as filter
    -g general output: triangulation and Stanley-Reisner ideal
    -I incidence information of the facets (ignoring interior points of facets)
    -m Mori generators of the ambient space
    -P IP-simplices among points of P* (ignoring interior points of facets)
    -K points of P* in Kreuzer polynomial form
    -b Hodge numbers and Euler number
        or arithmetic genera and Euler number if combined with -H
    -i intersection ring
    -c Chern classes of the (CY) hypersurface
    -t triple intersection numbers
    -d topological information on toric divisors and del Pezzo conditions
    -a all of the above except h, f, I and K
    -D lattice polytope points of P* as input (default CWS)
    -H arbitrary hypersurface class `H = c1*D1 + c2*D2 + ...' as input (default CY)
        Input: coefficients `c1 c2 ...'
Input: 1) standard input format: degrees and weights `d1 w11 w12 ... d2 w21 w22 ...'
        2) alternative (use -D): `d np' or `np d' (d=Dimension, np=#[points])
                            and (after newline) np*d coordinates
Output: as specified by options
```

As the program works with reflexive polytopes only, the input of the program must specify such a polytope. There are two input formats available: one either gives a combined weight system (CWS) or directly provides a matrix of lattice points whose convex hull is the polytope. The input is checked for reflexivity, see [1,40] for details on how a CWS is converted into a polytope.

The construction of a CY hypersurface uses a dual pair of reflexive lattice polytopes. One polytope determines the CY hypersurface, whereas its dual specifies the ambient toric variety. In this work, we are mainly interested in the $N$-lattice polytope, which gives rise to the fan of
the ambient toric variety. We follow the conventions of the literature and PALP in referring to this polytope as the dual polytope $P^{*} .{ }^{2}$

Let us consider a $\mathbb{P}^{1}$ fibered over a $\mathbb{P}^{3}$ as an example:

```
$ mori.x -P
Degrees and weights `d1 w11 w12 ... d2 w21 w22 ...':
51111110 20000 011
47 points of P* and IP-simplices
```



```
    0
    0
--------------------------------- #IP-simp=2
    1
```

Note that the ordering of the CWS input is not obeyed by the output of lattice points. Once the order is displayed, however, it is fixed and determines the labeling of toric divisors in any further output.

An alternative way to provide the input is to type lattice polytope points directly. In this case, one has to use the parameter "-D". Let us reconsider the example above:

```
$ mori.x -DP
`#lines #colums' (= `PolyDim #Points' or `#Points PolyDim'):
4
Type the 28 coordinates as dim=4 lines with #pts=7 columns:
100-1 000
010-1 000
0 0 1-1 0000
000 1-1 10
4 points of P* and IP-simplices
    1
    0
    0
------------------------------- #IP-simp=2
    1
```

The order of the lattice points displayed is the same as the order set in the input. This type of input should be preferred if one wants to control the order of the polytope points. Note that the IP-simplices among points of an $M$-lattice polytope $P$ can be obtained from the lattice points of $P^{*}$ with the option "-P" of poly.x. Since we focus on the $N$-lattice polytope $P^{*}$, this option is suppressed in mori.x for the sake of simplicity.

The rest of this section contains a detailed description of the options listed in the help screen. If no flag is specified, the program starts with the parameter "-g". By default, the program considers a CY hypersurface embedded in the ambient toric variety. The option "-H" has to be used in order to consider non-CY hypersurfaces.
-h This option prints the help screen.

[^7]-f This parameter suppresses the prompt of the command line. This is useful if one wants to build pipelines.
-g First, the triangulation data of the facets is displayed. The number of triangulated simplices is followed by the incidence structure of the simplices. The incidence information for each simplex is encoded in terms of a binary number: there is a digit for each polytope point; a 1 denotes that the point belongs to the simplex. Second, the Stanley-Reisner ideal is displayed: the number of elements of the ideal is followed by its elements. Each element is denoted by a binary number as above.
-I The incidence structure of the facets of the polytope $P^{*}$ is displayed. Interior points of the facets are neglected.
-m The Mori cone generators of the ambient space are displayed in the form of a matrix. Each row corresponds to a generator. The entries of each row are the intersections of the generator with the toric divisor classes. The Oda-Park algorithm is used to compute the generators.
-P Those IP-simplices whose vertices are lattice points of the polytope, but not inner points of the facets, are displayed
-K The Kreuzer polynomial is displayed, see section 3.2 .2 for details. The number of points in the interior of facets is shown as intpts. The multiplicities of the toric divisors are displayed as multd if they are greater than one. Furthermore, the Picard number of the CY hypersurface is computed and printed as Pic.
-b We distinguish two cases. For the Calabi-Yau hypersurface (default) case, the Hodge numbers $h^{1,1}, h^{2,1}$ and the Euler characteristic are displayed. If the input is an arbitrary hypersurface (see option "-H"), the zeroth and first arithmetic genera are displayed instead of the Hodge numbers. As a non-CY hypersurface can be singular, care is needed for an interpretation of the results; see section 3.2.1 for more details.
-i This option displays the intersection polynomial restricted to a CY hypersurface. The polynomial is displayed in terms of an integral basis of the toric divisors. The coefficients of the monomials are the triple intersection numbers in this basis. This option can also be used together with "-H" to perform this task for non-CY hypersurfaces.
-c The Chern classes of the hypersurface (CY or non-CY) are displayed in terms of an integral basis of the toric divisors.
-t The triple intersection numbers of the toric divisors are displayed. When the intersection numbers are equal to zero, they are not shown.
-d This option displays topological data of the toric divisors restricted to the (CY or non-CY) hypersurface. The Euler characteristics of the toric divisor classes and their arithmetic genera are shown. The toric divisor classes are tested against necessary conditions for del Pezzo surfaces. The following data is listed: the del Pezzo candidates preceded by their number (their type is given in brackets) and those del Pezzo candidates that do not intersect other del Pezzos.
-a This is a shortcut for "-gmPbictd".
-D This tells the program to expect a matrix of lattice points of the polytope $P^{*}$ as the input. This is useful if one wants to set and control the order of the toric divisors.
-H Using this option, one can specify a (non-CY) hypersurface. The user determines the hypersurface divisor class $H=\sum_{i} c_{i} D_{i}$ in terms of the toric divisor classes $D_{i}$ by typing its coefficients $c_{i}$. The hypersurface can then be analyzed by combining "-H" with other options, as described above. Just using "-H", the program runs "-Hb". See section 3.2.1 for an example.

Note that the options "-b, -i, -c, -t, -d, -a, -H" need SINGULAR to be installed.

### 3.2 Supplementary details

We designed this program with an eye for applications to string theory model building, in particular the analysis of CY threefolds. In this context, our motivation was to implement the construction of smooth CY hypersurfaces embedded in toric varieties, using the construction of Batyrev [28; see section 2.3. Here, the starting point is a dual pair of reflexive polytopes which determines both the ambient toric variety and a CY hypersurface.

### 3.2.1 Triangulations and point-like singularities

Batyrev [28] has shown that any four-dimensional reflexive polytope gives rise to a smooth CY hypersurface after triangulation. The ambient toric space is not necessarily smooth, as some of the cones might have a volume greater than one even after triangulation. This leads to point-like singularities, which, however, do not meet a generic CY hypersurface. The reflexivity of the polytopes sensibly simplifies the triangulation procedure. The induced simplices of lower dimension do not contribute any further singularities.
mori.x performs crepant star triangulations of a polyhedron ignoring points in the interior of facets. Even though this introduces further point-like singularities into the ambient toric variety, these are also avoided by generic CY hypersurfaces.

Polytopes can be triangulated by subdividing the secondary fans of its non-simplicial facets [41, 42. This triangulation algorithm is implemented in mori.x for up to three-dimensional secondary fans. The program exits with a warning message if the subdivision is not properly completed.

Consider the following CWS:

```
$ echo -e '8 4 11 1 1 1 0 6 3 1 0 1 0 1' | mori.x -fPI
4 8 points of P* and IP-simplices
    3
    -1
    3
------------------------------- #IP-simp=2
1 \begin{tabular}{llllllll}
1 & 1 & 1 & 0 & 1 & 4 & \(8=d \quad \operatorname{codim}=0\)
\end{tabular}
    1
Incidence: 101011 001111 111110 110101 011101 111001 100111
```

This system describes a four-dimensional lattice polytope with eight points, six of which are vertices. We label the column vectors with $v_{1}, \ldots, v_{8}$. Point $v_{7}$ lies in the interior of the third
facet. The incidence data show the intersections of the six polytope points with the seven facets. The third facet contains the five points $v_{1}, \ldots, v_{5}$, hence it is not simplicial and we have to triangulate it.

```
$ echo -e '84114110 6 3 1 0 1 0 1' | mori.x -fg
9 Triangulation
101011 001111 110101 011101 111001 100111 011110 110110 111010
2 SR-ideal
101100 010011
8 \text { Triangulation}
101011 001111 110101 011101 111001 100111 101110 111100
2 SR-ideal
010010 101101
```

The program performs the two possible crepant triangulations of the facet $\langle 12345\rangle$. The first result yields the three simplices $\langle\widehat{134} 25\rangle$, whereas the second gives the two simplices $\langle 1 \widehat{2534\rangle}$ (in this notation the hat indicates that one of the points is dropped). Nevertheless, the two resolutions give the same CY intersection polynomial:

```
$ echo -e '84114110 6 3 1 0 1 0 1' | mori.x -fi
SINGULAR -> divisor classes (integral basis J1 ... J2):
d1=J1, d2=-3*J1+J2, d3=J1, d4=4*J1-J2, d5=-3*J1+J2, d6=J2
SINGULAR -> intersection polynomial:
2*J1^3+108*J2^3+8*J1^2*J2+30*J2^2*J1
SINGULAR -> divisor classes (integral basis J1 ... J2):
d1=J1, d2=-3*J1+J2, d3=J1, d4=4*J1-J2, d5=-3*J1+J2, d6=J2
SINGULAR -> intersection polynomial:
2*J1^3+108*J2^3+8*J1^2*J2+30*J2^2*J1
```

$\mathrm{d} 1, \ldots, \mathrm{~d} 6$ denote the toric divisors corresponding to the lattice points $v_{1}, \ldots, v_{6}$. There are two independent divisor classes. Indeed, mori.x expresses the intersection polynomial in terms of the integral basis $J_{1}=D_{1}=D_{3}$ and $J_{2}=D_{6}$.

Let us take a closer look at non-CY hypersurfaces. The reader is warned: for these cases smoothness is not guaranteed anymore, so that the intersection numbers can become fractional. Some choices of the hypersurface equation may intersect point-like singularities not resolved by the triangulation. Consider e.g. the hypersurface divisor class $H=D_{1}+D_{6}$. Remember that the order in which mori.x expects the coefficients of the hypersurface divisor class is fixed by the polytope matrix and not by the CWS input. Hence, the correct input for $H$ is the string 100001 .

```
$ mori.x -H
Degrees and weights `d1 w11 w12 ... d2 w21 w22 ...'
8411111 10 6 3 100101
Type the 6 (integer) entries for the hypersurface class:
100 0 0 1
Hypersurface degrees: ( 5 4 )
Hypersurface class: 1*d1 1*d6
SINGULAR -> Arithmetic genera and Euler number of H:
chi_0: 35/32 , chi_1: 143/32 [ -27/4 ]
SINGULAR -> Arithmetic genera and Euler number of H:
chi_Q: 29/27 , chi_1: 128/27 [ -22/3 ]
```

To calculate these quantities, the program determines the characteristic classes of the divisors using adjunction. It then performs the appropriate integration with the help of the triple
intersection numbers. The fractional results of the arithmetic genera and the Euler number in our example indicate that the intersection polynomial has fractional entries. This happens because the singularity of the ambient toric variety descends to the hypersurface $H$. In the first triangulation, the simplex $\langle 1235\rangle$ still has volume four. In the second triangulation, there are two simplices with volume three: $\langle 1234\rangle$ and $\langle 1345\rangle$. Indeed, any hypersurface in the divisor class $H=D_{1}+D_{6}$ is forced to pass through the corresponding singularities.

### 3.2.2 The Kreuzer polynomial

The Kreuzer polynomia $]^{3}$ encodes lattice polytope points in a compact form. The number of variables equals the dimension of the polytope. Each lattice point gives rise to a Laurent monomial in which the exponents of the variables are the coordinates. Vertices and nonvertices are distinguished by coefficients " + " and "-" respectively. Points in the interior of facets are ignored. Consider the example presented above.
\$ echo -e '8 411110063101101 | ./mori.x -fK
KreuzerPoly=t_1^3t_3^3/(t_2t_4^4)+t_1+t_2+t_4+t_3+t_4/(t_1t_3); intpts=1; Pic=2

Note that negative coordinates are always displayed by putting the variables in the denominator.

### 3.2.3 The Mori cone of the ambient space

For toric varieties, mori.x uses the algorithm of Oda and Park [38, 39] to compute the Mori cone. The generators of the Mori cone are given in terms of their intersections with the toric divisors. For singular toric varieties, the Picard group of Cartier divisors is a non-trivial subgroup of the Chow group, which contains the Weil divisors. Hence one can consider the Kähler cone, which is dual to the Mori cone, as a cone in the vector space spanned by the elements of either the Picard or the Chow group. The program mori.x only deals with simplicial toric varieties, for which the Picard group is always a finite index subgroup of the Chow group 21,43; see also section 2.2.2. Hence the Cartier divisors are integer multiples of the Weil divisors and this ambiguity does not arise.

### 3.2.4 The topological data of toric divisors

Using option "-d", mori.x computes the arithmetic genera of the toric divisors restricted to the embedded hypersurface and determines the del Pezzo candidates among them. The program checks the del Pezzo property against two necessary conditions: first, for a del Pezzo divisor $S$ of type $n$, the following equations should hold:

$$
\begin{equation*}
\int_{S} c_{1}(S)^{2}=9-n, \quad \int_{S} c_{2}(S)=n+3 \quad \Longrightarrow \quad \chi_{0}(S)=\int_{S} \operatorname{Td}(S)=1 \tag{3.1}
\end{equation*}
$$

Here, $\operatorname{Td}(\mathrm{S})$ denotes the Todd class of $S$, which gives the zeroth arithmetic genus of $S$ upon integration. This test also allows to determine the type of the del Pezzo surface in question.

[^8]The second necessary condition comes from the fact that a del Pezzo surface is a twodimensional Fano manifold. Hence, the first Chern class of $S$ integrated over all curves on $S$ has to be positive:

$$
\begin{equation*}
D_{i} \cap S \cap c_{1}(S)>0 \quad \forall D_{i}: D_{i} \neq S, \quad D_{i} \cap S \neq 0 . \tag{3.2}
\end{equation*}
$$

This condition would be sufficient if we were able to access all curves of the hypersurface. In our construction, however, we can only check for curves induced by toric divisors; see also the comment at the end of section 2.4. This functionality was added to carry out the analysis of base manifolds for elliptic fibrations in [44].

### 3.3 Structure of the program

mori.x is part of the new releases of PALP (starting from version 2.0). The general structure of the package has not been changed, only some new files have been added. Hence, all general annotations to the package in 1 remain valid. In this section, we provide an overview of the composition of mori.x and discuss its dependencies on pre-existing files.

The source code of mori.x is contained in the program files mori.c, MoriCone.c, SingularInput.c, and the header file Mori.h. Makefile reflects the dependencies of the program. The compilation supports 32 as well as 64 bit architectures. One can adjust the compilation parameters according to ones needs. The optimization level is set at -03 by default.
mori.c contains the main and the help information routines. Further, basic manipulations (completion, calculation of facet equations,...) of the polyhedron are performed with the help of core routines from Vertex.c. In particular, reflexivity of the polytope is checked.

MoriCone.c is at the heart of mori.x. After determining the non-simplicial facets, their triangulation is performed by the routine GKZSubdivide. This function identifies the maximal dimensional secondary fans of the facets and makes a case-by-case triangulation depending on their dimensions. This function is only implemented for secondary fans up to dimension three $\sqrt{4}^{4}$ Once the subdivision is accomplished, the program determines the Stanley-Reisner ideal (StanleyReisner) and computes the Mori cone (Print_Mori). Furthermore, it finds a basis of the toric divisor classes.

SingularInput.c is the interface to SINGULAR [37]. The latter is a very efficient computer algebra system for computations with polynomial rings. In SingularInput.c, the Chow ring is determined from the Stanley-Reisner ideal, the linear relations among the toric divisors, and a basis of the toric divisors of the triangulated polytope. This data is put together by HyperSurfSingular and redirected to SINGULAR, which then determines the intersection ring restricted to the hypersurface and computes its characteristic classes ${ }^{5}$

The most important routines of mori.x are documented in the file Mori.h. This header file provides a more detailed description of the structure of the program.

[^9]
## Chapter 4

## Four-modulus 'Swiss cheese' chiral models

The 'Large Volume Scenario' (LVS), developed in [3], is a new strategy for stabilizing the Kähler moduli in type IIB Calabi-Yau orientifold compactifications. This strategy can be seen as a cousin of the KKLT strategy 45. In both cases, one first stabilizes the axio-dilaton and complex structure moduli by means of the flux induced Gukov-Vafa-Witten (GVW) superpotential, and then one tries to stabilize the Kähler moduli by non-perturbative effects such as E3-branes (Euclidean D3-branes), and gaugino condensation. The key difference between these two strategies lies in the fact that the LVS admits non-supersymmetric anti-de Sitter minima, whereby the Calabi-Yau volume is exponentially large with respect to the size of the E3-brane, and, at fixed $g_{s}$, it is independent of the flux superpotential $W_{0}$. This latter fact implies that this non-perturbative stabilization of the Kähler moduli will not mess up the complex structure stabilization. Other advantages of this scenario are explained in [12].

The key requirement to construct an LVS model, is to find a Calabi-Yau threefold with $h^{2,1}>h^{1,1}>1$, and such that the volume of the manifold is driven by the volume of a single 'large' four-cycle, and that the rest of the four-cycles contribute negatively to the overall volume. This structure has been dubbed the 'Swiss cheese' structure. Because it is possible to make cycles small while keeping the CY large, we can have E3-instantons that make large contributions and have a large volume vacuum. These instanton effects now becoming important, actually compete against $\alpha^{\prime}$-corrections to the Kähler potential. Having these 'small', shrinkable cycles also serves another useful purpose. If one places MSSM-like stacks of D7-branes on them, by going to this large volume limit where these are made small, one effectively decouples the gauge theory on the brane from the UV dynamics encoded by the rest of the Calabi-Yau data. In this way, one addresses the comment in [46], which points out a drawback of generic models: namely, that making the volume of the CY large will typically force one to scale up the cycles on which branes are wrapped.

In [4], Blumenhagen et al have shown that the standard two-step model building paradigm, where one first stabilizes the closed string moduli and then introduces MSSM-like D7-branes, is too naïve. Such D-branes would intersect the E3-branes used in the non-perturbative stabilization, thereby inducing charged zero-modes. In order for the E3 contribution to the superpotential to be non-vanishing, one would then have to turn on vev's for charged superfields, thereby spontaneously breaking the MSSM-like gauge symmetry. In that article, a solution to the problem is outlined and explicitly worked out for a three-modulus Calabi-

Yau, whereby two intersecting stacks of MSSM-like D7-branes are setup so as not to chirally intersect the E3-brane.

In this chapter, we will address the issue of chiral zero-modes while taking even more stringent constraints into account. Namely, we will take into account the fact that the MSSM-like D7-branes are wrapped on non-spin manifolds, thereby inducing half-integral world-volume fluxes which themselves induce unwanted, charged zero-modes. These fluxes compensate for the open string world-sheet anomaly discovered in 47.

We will not attempt to construct realistic MSSM configurations. Our goal will be to have setups with two intersecting D7-brane stacks with unitary gauge groups and bifundamental chiral fermions, that accommodate the LVS scenario of moduli stabilization. These setups can then in principle be used to create inflationary models. We will see that requiring zero chiral intersections between the E3-brane and the MSSM-like branes, and between the 'hidden' D7branes (that are needed to saturate the negative D7-charge from the O7-planes) and the rest of the branes, will impose heavy restrictions that will rule out some models.

In order to accommodate two MSSM-like D7-stacks and an E3-brane, all on different 'small' cycles, we need Calabi-Yau manifolds with at least four moduli, whereby three preferably come from blow-ups. For this purpose, we will scan through the list of CY hypersurfaces of toric fourfolds encoded as four-dimensional polytopes in [30]. From this list, we will select all four-modulus CYs of which the polytopes have five vertices, which is the minimal amount of possible vertices for four-dimensional polytopes. This will ensure that three of the four moduli will correspond to divisors that originate from blow-ups. We will then proceed to triangulate all relevant polytopes by using a recently enhanced version of the PALP package [1, 2]. Furthermore, PALP computes the triple intersection numbers of our CYs and determines the Mori cones of their ambient spaces. After eliminating models with equivalent triangulations, we end up with four 'Swiss cheese' models.

We will see, however, that not all four-cycles that contribute negatively to the overall CY volume can be shrunk arbitrarily while preserving the large volume limit. This will corroborate the analysis of [48] that gives precise conditions for this to be possible. We will also study the topologies of our four-cycles in detail, and will see that not all rigid, 'small', cycles with $h^{0,1}=h^{0,2}=0$ are del Pezzo surfaces, which is a necessary condition for 'shrinkability'.

This chapter is organized as follows: in section 4.1, we briefly review some definitions relevant to $\mathcal{N}=1$ type IIB orientifold compactifications, we also review the LVS, and we reiterate the chiral zero-mode issue raised in [4]. In section 4.2, we review how the FreedWitten anomaly induces half-integral flux when a D-brane wraps a non-spin cycle. In section 4.3 , we explain how we count both neutral and charged zero-modes of E3-instantons. Section 4.4 contains our first model. Here, we will be very explicit about our strategy. We will present the toric data, explain how we search for and classify 'small' divisors, and then move on to model building. This will be done in a three-step procedure: first we build 'local' models containing MSSM-like branes and E3-branes without canceling the D7-tadpole. Then we pick an orientifold involution and add 'hidden' branes appropriately so as not to intersect the visible sector. Finally, we study the Kähler moduli stabilization. This model will only be 'half' successful, in the sense that we will be able to solve the chiral intersection problem but will not find a large volume minimum. In section 4.5 we present our second model, which will be successful in this sense, although one unstabilized modulus will remain. In appendix A. 1 we present the relevant definitions for $B$-branes such as induced charges, orientifolding, D-terms and constructions of involution invariant D7-branes. Finally, in appendices A. 2 and A.3 we present our two remaining models. All of our results are summarized in table 4.6, in
the conclusions.

### 4.1 Large volume scenario

### 4.1.1 General idea

We briefly review some definitions for $\mathcal{N}=1$ flux compactifications of type IIB in order to set our conventions. The full superpotential for type IIB compactified on a CY threefold $X$ is given by

$$
\begin{equation*}
W=\int_{X} G_{3} \wedge \Omega_{3}+\sum_{i=1}^{h^{1,1}} A_{i}(S, U) e^{-a_{i} T_{i}} \tag{4.1}
\end{equation*}
$$

where the first term is the GVW potential [49], which stabilizes the complex structure moduli and the axio-dilaton field, $S=e^{-\phi}+i C_{0} 1$ The second term takes into account nonperturbative corrections to the superpotential. We focus here on corrections due to the presence of E3-brane instantons, in which case the functions $A_{i}$ only depend on the axiodilaton and the complex structure moduli. ${ }^{2}$ Furthermore, $T_{i}$ are the Kähler moduli of type IIB orientifolds:

$$
\begin{equation*}
T_{i}=e^{-\phi} \tau_{i}+i \rho_{i} \tag{4.2}
\end{equation*}
$$

Here, $\tau_{i}$ denotes the volume of the divisor $D_{i}$, and $\rho_{i}$ is the corresponding axion field originating from the $\mathrm{R}-\mathrm{R}$ four-form:

$$
\begin{equation*}
\tau_{i}=\frac{1}{2} \int_{D_{i}} J \wedge J=\frac{1}{2} \kappa_{i j k} t^{j} t^{k}, \quad \text { and } \quad \rho_{i}=\int_{D_{i}} C_{4} \tag{4.3}
\end{equation*}
$$

The $\kappa_{i j k}$ coefficients determine the triple intersection numbers given a basis of integral twoforms $\left\{\eta_{i}\right\} \in H^{1,1}(X, \mathbb{Z})$, in which we will choose to expand the Kähler form:

$$
\begin{equation*}
J=\sum_{i} t_{i} \eta_{i} \tag{4.4}
\end{equation*}
$$

The Kähler potential with its leading $\alpha^{\prime}$-correction 50 takes the following form:

$$
\begin{equation*}
K=-2 \ln \left(\hat{\mathcal{V}}+\frac{\xi}{2 g_{s}^{3 / 2}}\right)-\ln (S+\bar{S})-\ln \left(-i \int_{X} \Omega \wedge \bar{\Omega}\right) \tag{4.5}
\end{equation*}
$$

Where $\xi=-\frac{\zeta(3) \chi(X)}{16 \pi^{3}}$ encodes the perturbative $\alpha^{\prime}$-correction in terms of the Euler characteristic of $X$. The symbol $\hat{\mathcal{V}}$ denotes the volume of the CY in the Einstein frame, where the metric is expressed in terms of the string frame metric by $g_{\mu \nu}^{E}=e^{-\phi / 2} g_{\mu \nu}$. The volume in the string frame is given by

$$
\begin{equation*}
\mathcal{V}=\frac{1}{3!} \int_{X} J \wedge J \wedge J=\frac{1}{6} \kappa_{i j k} t^{i} t^{j} t^{k} \tag{4.6}
\end{equation*}
$$

[^10]Note that in computing the volume of the CY we assume that NS-NS fluxes have stabilized the background value of the dilaton. Hence, we may effectively treat the latter as a constant, and readily switch frames. Strictly speaking, this is only a large volume approximation, as the dilaton will vary strongly in the vicinity of the D7-brane and the O7-plane; see section 1.3. Since we will mainly work in the string frame, from now on we will explicitly denote quantities in the Einstein frame by a hat symbol.

The four-dimensional scalar potential for all moduli fields gets contributions from both Fand D-term potentials. The F-term has the following form

$$
\begin{equation*}
V_{F}=e^{K}\left(\sum_{i=T, S, U} K^{i \bar{j}} D_{i} W D_{\bar{j}} \bar{W}-3|W|^{2}\right) \tag{4.7}
\end{equation*}
$$

where the sum runs respectively over the Kähler structure, the axio-dilaton and the complex structure moduli. The non-perturbative term in the superpotential depends explicitly on the Kähler moduli $T_{i}$, and thus breaks the no-scale structure of the superpotential.

We are interested in CY manifolds characterized by a volume function of the following shape:

$$
\begin{equation*}
\mathcal{V} \sim \tau_{l}^{\frac{3}{2}}-\sum_{s=1}^{h^{1,1}-1} \tau_{s}^{\frac{3}{2}} \tag{4.8}
\end{equation*}
$$

The important property of this function lies in the fact that there is one four-cycle that contributes positively to the volume, and the remaining three contribute negatively. This means that, in principle, one can take a limit where the positively contributing cycle is taken large, and the other three are sent small, while keeping the overall volume of the CY large. Hence, the cycle with volume $\tau_{l}$ will be referred to as a 'large' cycle, and the remaining ones as 'small' cycles. For this reason these manifolds are colloquially referred to as 'Swiss cheese' CY manifolds.

The reason why one would like to have such a CY is that it allows for the LVS [3], which we will now briefly describe. Inserting (4.1) and 4.5) in the above formula for the F-term (4.7), the potential splits into three parts: two non-perturbative terms depend explicitly on the Kähler moduli, and one term accounts for the $\alpha^{\prime}$-corrections: $V_{F}=V_{n p 1}+V_{n p 2}+V_{\alpha^{\prime}}$. In the large volume regime these terms behave like

$$
\begin{align*}
V_{n p 1} & \sim \frac{1}{\hat{\mathcal{V}}} a_{s}^{2}\left|A_{s}\right|^{2}\left(-\kappa_{s s j} t^{j}\right) e^{-2 a_{s} \hat{\tau}_{s}} e^{K_{c s}}+\mathcal{O}\left(\frac{e^{-2 a_{s} \hat{\tau}_{s}}}{\hat{\mathcal{V}}^{2}}\right)  \tag{4.9}\\
V_{n p 2} & \sim-\frac{a_{s} \hat{\tau}_{s} e^{-a_{s} \hat{\tau}_{s}}}{\hat{\mathcal{V}}^{2}}\left|A_{s} W_{0}\right| e^{K_{c s}}+\mathcal{O}\left(\frac{e^{-a_{s} \hat{\tau}_{s}}}{\hat{\mathcal{V}}^{3}}\right)  \tag{4.10}\\
V_{\alpha^{\prime}} & \sim \frac{3 \hat{\xi}}{16 \hat{\mathcal{V}}^{3}}\left|W_{0}\right|^{2} e^{K_{c s}}+\mathcal{O}\left(\frac{1}{\hat{\mathcal{V}}^{4}}\right) \tag{4.11}
\end{align*}
$$

where $\hat{\xi}=e^{-\frac{3 \phi}{2}} \xi . \quad V_{n p 1}$ is positive and proportional to self-intersection of the small cycle. Since we require $h^{2,1}>h^{1,1}$, also $V_{\alpha^{\prime}}$ contributes positively to the potential. The second term, instead, contributes negatively. If we consider the decompactification limit, maintaining $a_{s} \hat{\tau}_{s}=\ln \hat{\mathcal{V}}$, the three terms become proportional to the inverse third power of the CY volume, thus they are all on equal footing. At this point, the potential is negative. But for increasing $\hat{\mathcal{V}}, V_{n p 2}$ grows faster than $V_{n p 1}+V_{\alpha^{\prime}}$. Due to the positive contribution of $V_{n p 1}$ and $V_{\alpha^{\prime}}$
the potential starts positive by small volume values, then reaches a negative minimum and afterwards approaches zero from below for asymptotically large values of the volume. This ensures the existence of a local anti-de Sitter minimum at finite volume. The 'Swiss cheese' shape of the manifold is needed here to keep the cycle $\hat{\tau}_{s}$ logarithmically small compared to the overall volume.

Assuming that the complex structure moduli and the axio-dilaton have been stabilized via the GVW superpotential, we can rewrite the F-term potential for the Kähler moduli in the large volume limit following $4,48,51,52$ :

$$
\begin{align*}
V_{F}= & \frac{1}{\hat{\mathcal{V}}^{2}}\left(-4 \pi^{2} \operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right) \hat{\mathcal{V}}\left|A_{E 3}\right|^{2} e^{-4 \pi \hat{\tau}_{E 3}}\right. \\
& \left.-4 \pi \hat{\tau}_{E 3} e^{-2 \pi \hat{\tau}_{E 3}}\left|A_{E 3} W_{0}\right|+\frac{3}{4} \frac{\hat{\xi}}{\hat{\mathcal{V}}}\left|W_{0}\right|^{2}\right) . \tag{4.12}
\end{align*}
$$

Let us now discuss D-terms. The several D7-branes wrapped on divisors $D_{i}$ give rise to the following D-term:

$$
\begin{equation*}
V_{D}=\sum_{i=1}^{N} \frac{1}{\operatorname{Re}\left(f_{i}\right)}\left(\sum_{j} Q_{j}^{(i)}\left|\phi_{j}\right|^{2}-\hat{\xi}_{i}\right)^{2} \tag{4.13}
\end{equation*}
$$

where the $\phi_{i}$ are chiral fields charged under the gauge symmetries of the D7-branes. This potential is determined by the real part of the gauge kinetic functions,

$$
\begin{equation*}
\operatorname{Re}\left(f_{i}\right)=e^{-\phi} \frac{1}{2} \int_{D_{i}} J \wedge J-e^{-\phi} \int_{D_{i}} \operatorname{ch}_{2}\left(\mathcal{L}_{i}-B\right)=\hat{\tau}_{i}-e^{-\phi} c_{i} ; \tag{4.14}
\end{equation*}
$$

and the Fayet-Iliopoulos terms

$$
\begin{equation*}
\hat{\xi}_{i}=-\operatorname{Im}\left(\frac{1}{\hat{\mathcal{V}}} \int_{X} e^{-(B+i \hat{J})} \Gamma_{i}\right) . \tag{4.15}
\end{equation*}
$$

Here $\Gamma_{i}$ denote the charge vectors of the D7-branes. See appendix A.1.1 for a definition thereof.

### 4.1.2 Incorporation of D7-brane stacks

In order to combine the closed string moduli stabilization with a string theoretic realization of the MSSM, the standard paradigm in type IIB string theory describes the gauge groups as arising from D-brane stacks, and the chiral matter from intersections between stacks. This necessarily requires the incorporation of D7-branes, and therefore O7-planes.

As was explained in [4], the standard strategy of first stabilizing all closed string moduli and then adding MSSM-like D7-brane stacks has a serious pitfall. As we will explain in the next section, the D7-branes will in general be forcefully magnetized. Since they will generically intersect the E3-branes, the E3-D7-strings will correspond to chiral zero-modes of the instanton that are charged under the MSSM-like gauge groups. Therefore, in order to saturate the instanton path integral, any non-zero contribution will have to be accompanied by a multiplicative factor of charged superfields. Since we want our LVS models to serve as a first step in creating models that describe the inflationary epoch, during which energies were above the electro-weak breaking scale, we want to keep the MSSM-like gauge group unbroken.

This means that charged superfields must have zero vev's, which will then force such charged superpotentials to vanish.

The strategy is then to engineer our models as follows: we will have one E3-brane placed on a 'small' four-cycle, and two MSSM-like D7-branes with unitary gauge groups placed on the two remaining four-cycles. Finally, to cancel the total D7-tadpole by the O7-plane, we need a 'hidden' D7-brane. We will impose the following constraints on the chiral intersections between the branes:

1. Both MSSM-like D7-branes have no net chiral zero-modes with the E3-brane, but do have chiral matter amongst themselves.
2. The 'hidden' D7-brane has no chiral intersections with either the MSSM-like branes, nor the E3-brane.

In the next section, we explain more clearly why D7-branes are forcefully magnetized.

### 4.2 Freed-Witten anomaly

In order for the open string world-sheet theory to be consistent, the submanifold on which a D-brane is wrapped must be chosen with care. In 47], Freed and Witten worked out two types of pathologies that can arise.

If a D-brane is wrapped on a submanifold $W$, such that the pullback of the NS-NS threeform field-strength onto $W$ is non-trivial, i.e. $\imath^{*}(H) \neq d B$, then the open world-sheet theory has a fatal anomaly that can only be compensated by having lower brane world-volumes end on $W$. We will not thoroughly analyze this issue in this work, but will make remarks about it whenever possible.

The other possible pathology has to do with the topology of the submanifold $W$ itself. If $W$ does not admit a spin structure, this leads to a world-sheet anomaly, unless one compensates this by 'twisting' the would-be spin bundle with a would-be $U(1)$-bundle (see [53] for a pedagogical explanation of this). Pragmatically, this means that one has to turn on a 'halfintegral' Born-Infeld flux equal to $F=-c_{1}\left(N_{W}\right) / 2$. In general, the total flux on a D-brane will be of the form

$$
\begin{equation*}
F=-\frac{c_{1}\left(N_{W}\right)}{2}+\Delta F \tag{4.16}
\end{equation*}
$$

where $\Delta F \in H^{2}(W, \mathbb{Z})$. Although this half-integral shift is in some sense artificial, it must be taken seriously for all practical purposes: it will induce lower brane charges and will contribute to the chiral intersections (A.7), as explained in [54]. This latter fact severely constrains the possibility of generating neutral superpotentials, i.e. superpotentials arising from E3-instantons that have no chiral intersections with the D7-branes in the setup.

Although we will not in general be able to determine, whether or not a submanifold is spin, we will at least be able to test, whether the 'visible' effect of the half-integer shift can be canceled by a bona fide integral flux in $H^{2}(W, \mathbb{Z})$. More precisely, we will establish a necessary criterion to test for this possibility.

The formula A.7) for the chiral intersection between two branes depends on the BornInfeld fluxes only through the charges they induce. For branes wrapping four dimensional submanifolds, the Dirac-Schwinger-Zwanziger (DSZ) product depends on the D7- and induced

D5-charges seen in the total charge vector A.5). Therefore, the only way the half-integer shift in the flux can do harm, is through the part that survives the push-forward operation

$$
\begin{equation*}
F \mapsto\left(\int_{W} F \cdot \imath^{*}\left(D_{A}\right)\right) \tilde{D}^{A} . \tag{4.17}
\end{equation*}
$$

Now suppose there is a two-form $\gamma \in H^{2}(W, \mathbb{Z})$ such that

$$
\begin{equation*}
\int_{W}\left(-\frac{c_{1}\left(N_{W}\right)}{2}+\gamma\right) \cdot \imath^{*}\left(D_{A}\right)=0 \quad \forall \quad D_{A} \in H^{2}(X, \mathbb{Z}) \tag{4.18}
\end{equation*}
$$

Clearly, $\gamma$ can not be a pulled-back form $\gamma \neq \imath^{*}()$, since it would have to emanate from a half-integral form in $X$. It could, however, be a two-form that can be decomposed into a pulled-back part in $H^{2}(X, \mathbb{Q})$ and a part orthogonal to this. Such forms are referred to as 'gluing vectors', (see [55] for definitions). Be that as it may, the two-form $\gamma$, which is assumed to be of type $(1,1)$, must be Poincaré dual to some linear combination of holomorphic curves on $W$

$$
\begin{equation*}
\gamma=\sum_{i} n_{i}\left[C_{i}\right], \quad\left[C_{i}\right] \in H^{2}(W, \mathbb{Z}), \quad n_{i} \in \mathbb{Z} \tag{4.19}
\end{equation*}
$$

By virtue of the fact that $W$ is holomorphically embedded in $X$, and that these curves are holomorphically embedded in $W$, the latter are also holomorphically embedded in $X$. Therefore, the induced D5-charges can be written as follows:

$$
\begin{align*}
q_{D 5, A} \equiv \int_{W} \gamma \cdot \imath^{*}\left(D_{A}\right) & =\sum_{i} n_{i} \int_{C_{i}} i^{*}\left(D_{A}\right), \\
& =\sum_{i} n_{i} \int_{\imath_{*}\left(C_{i}\right)} D_{A} \tag{4.20}
\end{align*}
$$

where, in the last line, we integrate the $D_{A}$ over the push-forwards $\imath^{*}\left(C_{i}\right)$ of the curves. Since the latter are well-defined classes in $H_{2}(X, \mathbb{Z})$, these D5-charges must be integers.

In conclusion, we will apply the following rule: A D7-brane wrapped on a divisor $W$ will at least carry a half-integer flux $F=-c_{1}\left(N_{W}\right) / 2$. If the induced D5-charges are not all integers, then this half-integral shift can not be compensated by turning on a non pulled-back flux. If they are all integers, then more information is needed to decide.

### 4.3 Instanton zero-mode counting

The spacetime effects of D-instantons and their zero-modes can be described by means of CFT. Detailed accounts of this topic in the IIA setting can be found in 56-58], and in the type IIB setting in 59 .

### 4.3.1 Neutral zero-modes

We are interested in finding E3-branes that will induce a four-dimensional non-perturbative superpotential depending on the complexified Kähler modulus corresponding to the divisor of the E3-brane. Witten's well-known criterion for determining whether a specific E3-brane may or may not contribute requires finding an explicit F-theory lift of the type IIB setup. One
can also work directly in type IIB and count the number and type of fermionic zero-modes associated with the E3-brane.

In order for the E3-brane to generate a superpotential as opposed to a higher F-term or a D-term, it can not have more than two fermionic neutral zero-modes. Neutral zero-modes arise from strings with both end points on the E3. These modes can be classified into the following three categories:

1. Universal zero-modes: these strings correspond to the four real scalar fields on the world-volume theory of the E3 parametrizing transverse motion in four-dimensional spacetime, and their four fermionic superpartners. These modes are model-independent, as the name suggests. The integration over these modes must be saturated by operator insertions that will destroy the superpotential structure of the instanton contribution, thereby turning it into a D-term. There are several known mechanisms to get around this issue. One of them is to let the orientifold projection get rid of half of these fermionic zero-modes $60-63$. This requires the E3-brane to be transversally invariant under the orientifold involution, i.e. that it be mapped to itself as a set. Other mechanisms are known (e.g. 64), but we will focus on the orientifold mechanism.
2. Internal motion of the E3: the divisor $D$ on which the E3 is wrapped can have moduli, which will also correspond to scalar fields in the world-volume field theory. The number of these moduli is given by the number of non-trivial sections of the normal bundle of $D$ :

$$
\begin{equation*}
\# \text { sections }=H^{0}(D, N D) \tag{4.21}
\end{equation*}
$$

By Serre duality, (or very roughly, by contracting with the holomorphic three-form of $X)$, this dimension is equal to the the Hodge number $h^{0,2}(D)$ :

$$
\begin{equation*}
\operatorname{dim} H^{2}(D, \mathcal{O})=h^{0,2}(D) \tag{4.22}
\end{equation*}
$$

3. Wilson lines: If the divisor $D$ has $h^{0,1} \neq 0$, then the world-volume gauge theory has Wilson line moduli. These can be counted as follows: first, we compute $h^{0,2}$ by counting the number of non-trivial sections of the normal bundle of $D$. Then, we compute the holomorphic Euler characteristic $\chi_{0}$ of $D$ :

$$
\begin{equation*}
\chi_{0}=\int_{D} \operatorname{Td}(D)=\frac{1}{12} \int_{D}\left(c_{1}(D)^{2}+c_{2}(D)\right)=\frac{1}{12} \int_{X}\left(2 D^{3}+c_{2}(X) \wedge D\right) \tag{4.23}
\end{equation*}
$$

From this, we can deduce $h^{0,1}=1+h^{0,2}-\chi_{0}$.
Imposing $h^{0,2}=h^{0,1}=0$ is a sufficient criterion for the instanton to contribute to a superpotential. However, the latter may be a charged superpotential, as we will see next.

### 4.3.2 Charged zero-modes

In [4], a very important issue has been raised concerning the generation of an uncharged superpotential. If an E3-brane intersects a D7-brane, the strings stretched between them give rise to bifundamental zero-modes that also need to be soaked up. This requires inserting charged chiral superfields $\Phi_{i}$ in the path integral, thereby spoiling the generation of an uncharged superpotential, and leading to something of the form

$$
\begin{equation*}
W \sim \prod_{i} \Phi_{i} e^{-T_{E 3}} . \tag{4.24}
\end{equation*}
$$

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | 10 | 2 | 2 | 1 | 0 | 0 | 0 | 30 |
| 9 | 6 | 1 | 1 | 0 | 1 | 0 | 0 | 18 |
| 7 | 5 | 1 | 1 | 0 | 0 | 1 | 0 | 15 |
| 3 | 2 | 0 | 0 | 0 | 0 | 0 | 1 | 6 |

Table 4.1: Projective weights under the toric $\mathbb{C}^{*}$ actions for the resolved $\mathbb{P}_{15,10,2,2,1}^{4}(30)$ space. The peculiar order of the coordinates is due to PALP's internal computational optimization.

In order for such a term to be non-zero, one must then require that the charged superfields have vev's; this would induce a breaking of the MSSM-like gauge group. The main point of [4] is that one does not want to break the gauge group at the high energy scale of this setup. Hence, in order to generate phenomenologically viable (uncharged) superpotentials, we must require that the E3 does not intersect any other brane present:

$$
\begin{equation*}
\left\langle\Gamma_{E 3}, \Gamma_{D 7}\right\rangle=0 . \tag{4.25}
\end{equation*}
$$

Searching for setups that satisfy this equation will be the main concern of this chapter. The fact that D-branes generically have a half-integral flux that can not be turned off, as explained in the previous section, will severely restrict the possibility of having setups with several D7brane stacks with none of them intersecting the E3-branes.

### 4.4 First model

For the sake of clarity, we will give a very detailed account of this first model. We will be more concise in the subsequent models. For a brief introduction to the geometrical methods we used, see chapter 2 and the references therein.

### 4.4.1 The resolved $\mathbb{P}_{15,10,2,2,1}^{4}(30)$ geometry

## Toric data

Our first model will be the degree 30 hypersurface of the weighted projective space $\mathbb{P}_{15,10,2,2,1}^{4}$. Smoothing out this model requires three toric blow-ups, thereby endowing the CY manifold with four Kähler moduli. Table 4.1 shows the homogeneous coordinates of the ambient fourfold and their projective weights under the four $\mathbb{C}^{*}$ actions.

For the unique triangulation the Stanley-Reisner ideal reads

$$
\begin{equation*}
I_{S R}=\left\{x_{1} x_{5}, x_{5} x_{8}, x_{7} x_{8}, x_{1} x_{2} x_{6}, x_{1} x_{2} x_{8}, x_{3} x_{4} x_{5}, x_{3} x_{4} x_{6}, x_{3} x_{4} x_{7}, x_{2} x_{6} x_{7}\right\} \tag{4.26}
\end{equation*}
$$

In this notation, the entries are coordinates that are not allowed to vanish simultaneously. For instance, the last entry means that $x_{2}, x_{6}$ and $x_{7}$ can not vanish simultaneously. The triple intersection numbers of divisor classes ${ }^{3}$ in the basis $\eta_{1}=D_{5}, \eta_{2}=D_{6}, \eta_{3}=D_{7}, \eta_{4}=D_{8}$ are

[^11]encoded in the following polynomial
\[

$$
\begin{align*}
I_{3}= & 8 \eta_{1}^{3}+8 \eta_{2}^{3}-96 \eta_{3}^{3}+9 \eta_{4}^{3}+3 \eta_{1}^{2} \eta_{2}-21 \eta_{1}^{2} \eta_{3} \\
& -5 \eta_{1} \eta_{2}^{2}+\eta_{2}^{2} \eta_{4}-3 \eta_{2} \eta_{4}^{2}+45 \eta_{1} \eta_{3}^{2} \tag{4.27}
\end{align*}
$$
\]

The Kähler form in the basis $\left\{\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right\}$ is given by

$$
\begin{equation*}
J=t_{1} \eta_{1}+t_{2} \eta_{2}+t_{3} \eta_{3}+t_{4} \eta_{4} \tag{4.28}
\end{equation*}
$$

The volumes of the corresponding divisors are

$$
\begin{align*}
\tau_{1} & =\frac{1}{10}\left(\left(15 t_{3}-7 t_{1}\right)^{2}-\left(3 t_{2}-5 t_{2}\right)^{2}\right) \\
\tau_{2} & =\frac{1}{6}\left(\left(3 t_{1}-5 t_{2}\right)^{2}-\left(t_{2}-3 t_{4}\right)^{2}\right) \\
\tau_{3} & =\frac{1}{14}\left(3 t_{3}^{2}-3\left(15 t_{3}-7 t_{1}\right)^{2}\right) \\
\tau_{4} & =\frac{1}{2}\left(t_{2}-3 t_{4}\right)^{2} \tag{4.29}
\end{align*}
$$

and the volume of the CY manifold is given by

$$
\begin{align*}
\mathcal{V} & =\frac{1}{630}\left[45 t_{3}^{3}-3\left(15 t_{3}-7 t_{1}\right)^{3}-7\left(3 t_{1}-5 t_{2}\right)^{3}-35\left(t_{2}-3 t_{4}\right)^{3}\right]  \tag{4.30}\\
& =\frac{\sqrt{2}}{3}\left[\frac{1}{7 \sqrt{3}}\left(15 \tau_{1}+9 \tau_{2}+7 \tau_{3}+3 \tau_{4}\right)^{\frac{3}{2}}-\frac{1}{35}\left(5 \tau_{1}+3 \tau_{2}+\tau_{4}\right)^{\frac{3}{2}}-\frac{1}{15}\left(3 \tau_{2}+\tau_{4}\right)^{\frac{3}{2}}-\frac{1}{3} \tau_{4}^{\frac{3}{2}}\right]
\end{align*}
$$

It has the expected Swiss cheese form. From this volume formula we deduce the diagonal basis to be

$$
\begin{align*}
D_{a} & =15 \eta_{1}+9 \eta_{2}+7 \eta_{3}+3 \eta_{4} \\
D_{b} & =5 \eta_{1}+3 \eta_{2}+\eta_{4}, \\
D_{c} & =3 \eta_{2}+\eta_{4}, \\
D_{d} & =\eta_{4} . \tag{4.31}
\end{align*}
$$

In this basis the total volume reads

$$
\begin{equation*}
\mathcal{V}=\frac{\sqrt{2}}{3}\left(\frac{1}{7 \sqrt{3}} \tau_{d}^{\frac{3}{2}}-\frac{1}{35} \tau_{b}^{\frac{3}{2}}-\frac{1}{15} \tau_{c}^{\frac{3}{2}}-\frac{1}{3} \tau_{d}^{\frac{3}{2}}\right), \tag{4.32}
\end{equation*}
$$

and the triple intersections can be rewritten as

$$
\begin{equation*}
I_{3}=147 D_{a}^{3}+1225 D_{b}^{3}+225 D_{c}^{3}+9 D_{d}^{3} \tag{4.33}
\end{equation*}
$$

The Kähler cone is the subspace of the space of parameters $t_{i}$ for which the condition $\int_{C} J>0$ holds. In this case, the Kähler cone conditions are:

$$
\begin{align*}
t_{1}-2 t_{3} & >0, \\
-2 t_{1}+t_{2}+3 t_{3} & >0, \\
t_{2}-3 t_{4} & >0, \\
2\left(t_{3}-t_{2}\right)+t_{4} & >0 . \tag{4.34}
\end{align*}
$$

Now that we have the volume 4.30) in explicit 'Swiss cheese' form, we can search for the large volume limit at which we would like to stabilize the CY. The idea is to find the right divisor $\eta_{l}$, such that when its volume $\tau_{l}$ grows, only $\tau_{a}$ will grow, and $\tau_{b}, \ldots, \tau_{d}$ will remain constant. In this case, $\eta_{l}$ is clearly $\eta_{3}=D_{8}$. Naïvely, we could declare our large volume limit to be

$$
\begin{equation*}
\text { Naively : } \quad \tau_{3} \rightarrow \infty ; \quad \tau_{1}, \tau_{2}, \tau_{4} \text { constant and small. } \tag{4.35}
\end{equation*}
$$

By looking at the projective weights of the coordinates in table 4.1, we conclude that any divisor that is charged with respect to the third row will grow large, whereas any divisor that is not will remain constant in volume. Henceforth, we will refer to $\eta_{3}$ as a 'large direction', or 'large' divisor. However, care must be exercised in trying to shrink the so-called 'small' divisors. Although one would, by inspection of (4.30), conclude, that the directions $\tau_{1}, \tau_{2}$, and $\tau_{4}$ can be shrunk to arbitrarily small size while keeping $\tau_{3}$ arbitrarily large, a careful analysis of the Kähler cone conditions (4.34) reveals that this is not entirely possible. If we rewrite these conditions in terms of the divisor volumes as follows:

$$
\begin{align*}
7 \sqrt{\tau_{b}}-3 \sqrt{\tau_{c}} & >0, \\
3 \sqrt{\tau_{d}} & >0, \\
\sqrt{\tau_{a}}-5 \sqrt{\tau_{b}} & >0, \\
-\sqrt{\tau_{a}}+5 \sqrt{\tau_{b}}+5 \sqrt{\tau_{c}}-\sqrt{\tau_{d}} & >0, \tag{4.36}
\end{align*}
$$

we see from the last condition that sending $\tau_{a}$ large forbids setting both $\tau_{b}$ and $\tau_{c}$ very small. At least one of these two volumes will have to be large. By carefully analyzing these conditions, we conclude that the only possible large volume limits are the following two:

$$
\begin{array}{lll}
\tau_{1} & , \tau_{4} \rightarrow 0, & \tau_{2}, \tau_{3} \rightarrow \infty ; \\
\tau_{2} & , \tau_{4} \rightarrow 0, & \tau_{1}, \tau_{3} \rightarrow \infty . \tag{4.38}
\end{array}
$$

As we will see in the next subsection, this phenomenon can be linked to the topology of the divisors.

## Identifying smooth, 'small' cycles

We will now search for all smooth, potentially 'small', effective divisors in this model, on which we will subsequently wrap our MSSM branes and our E3-branes. We will require smoothness, in order to be able to reliably compute Hodge numbers and induced charges.

As explained in the previous section, any divisor that is not charged under the third $\mathbb{C}^{*}$ action shown in table 4.1 has at least the potential to be 'small'. In other words, such a divisor must be of the form $D=k \eta_{1}+l \eta_{2}+m \eta_{4}$. However, by inspecting the weight table, we see that such a divisor will always only have one monomial to represent it, namely

$$
\begin{equation*}
x_{5}^{k} x_{6}^{l} x_{8}^{m} . \tag{4.39}
\end{equation*}
$$

Hence, the only smooth (i.e. irreducible), small divisors are $D_{5}, D_{6}$, and $D_{8}$.
We would now like to compute the Hodge numbers of these three divisors. Given the fact that all three of them are rigid (i.e. have no deformations), Serre duality tells us that they
have $h^{0,2}=0$. In order to compute $h^{0,1}$, we will use the index formula for the holomorphic Euler characteristic (4.23). Plugging in the data for this CY, we find for $D=k \eta_{1}+l \eta_{2}+m \eta_{4}$

$$
\begin{align*}
\chi\left(D, \mathcal{O}_{D}\right)= & -\frac{1}{3} k+\frac{4}{3} k^{3}-\frac{1}{3} l+\frac{3}{2} k^{2} l-\frac{5}{2} k l^{2}+\frac{4}{3} l^{3}  \tag{4.40}\\
& +4 m-\frac{21}{2} k^{2} m+\frac{45}{2} k m^{2}-16 m^{3}-\frac{1}{2} n+\frac{1}{2} l^{2} n-\frac{3}{2} l n^{2}+\frac{3}{2} n^{3} .
\end{align*}
$$

Looking for a choice of parameters $(k, l, m)$ such that $\chi\left(D, \mathcal{O}_{D}\right)=1$ we find the solutions

$$
(k, l, m)=\{(1,0,0),(0,1,0),(0,0,1),(1,1,0),(0,1,1),(1,1,1)\} .
$$

The last three divisors in the list are reducible, and hence not smooth. The first three are precisely the ones we identified before. This calculation shows that all three of them have $h^{0,1}=0$, i.e. no Wilson lines. This means that these divisors are perfect for all our purposes: We want to avoid having extra neutral zero-modes on the instantons, we do not want to have D-branes with extra moduli to stabilize, and we want to be able to turn on NS-NS threeform flux without causing any Freed-Witten anomalies, all of which is avoided by having $h^{0,2}=b^{1}=b^{3}=0$.

We can actually identify these divisors as rational surfaces. Rational surfaces are either Hirzebruch surfaces, $\mathbb{C P}^{2}$, or blow-ups of $\mathbb{C P}^{2}$ at up to eight points (i.e. del Pezzo surfaces). First of all, we notice that for all three $D_{5}, D_{6}, D_{8}$, the second plurigenus vanishes

$$
\begin{equation*}
p^{2}(D) \equiv \operatorname{dim} H^{0}\left(D, K_{D}^{\otimes 2}\right)=\operatorname{dim} H^{0}\left(D, N_{D}^{\otimes 2}\right)=0, \tag{4.41}
\end{equation*}
$$

where $N_{D}$ is the normal bundle of $D$. We see this by inspecting the table 4.1, and seeing that, for instance, a section of $N_{D_{5}}^{\otimes 2}$ would correspond to a monomial of class $2 \eta_{1}$ that does not vanish on $D_{5}$. The only monomial in this class is $x_{5}^{2}:^{4}$ so there are no non-vanishing sections of this bundle. The same occurs for the other two divisors. The vanishing of the second plurigenus, plus the fact that $h^{0,1}=0$, implies by the Castelnuovo-Enriques theorem (see section 4.4 of [65]) that these surfaces are rational. The Euler numbers of the three divisors are easily computed by means of the formula $\chi(D)=\int_{X}\left(D^{3}+c_{2}(X) \wedge D\right)$ to be

$$
\begin{align*}
\chi\left(\eta_{1}\right) & =4, \quad \chi\left(\eta_{2}\right)=4, \quad \chi\left(\eta_{4}\right)=3, \\
\Longrightarrow \quad h^{1,1}\left(\eta_{1}\right) & =2, \quad h^{1,1}\left(\eta_{2}\right)=2, \quad h^{1,1}\left(\eta_{4}\right)=1 . \tag{4.42}
\end{align*}
$$

Let us take a closer look at $D_{5}$. By inspecting expression (4.26), we see that if $x_{5}=0$ then both $x_{1}$ and $x_{8}$ must be non-vanishing. Hence, we can gauge-fix both coordinates $x_{1}=x_{8}=1$. This uses up two projective $\mathbb{C}^{*}$-actions. Let us choose the gauge fixing such that the first and the last rows of table 4.1 are eliminated. If we now write down the polynomial defining the CY, after setting $x_{5}=0$ and gauge-fixing, we have something of the form:

$$
\begin{equation*}
P\left(x_{2}, x_{3}, x_{4}, x_{6}, x_{8}\right)+x_{7}=0 . \tag{4.43}
\end{equation*}
$$

Hence, $x_{7}$ is uniquely determined by the other coordinates, so we can eliminate it. After taking the appropriate linear combination of the charge rows, we are left with the toric description of the surface given in table 4.2. This is nothing other than the fifth Hirzebruch surface $\mathbb{F}_{5}$.

[^12]| $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{6}$ |
| :---: | :---: | :---: | :---: |
| 6 | 1 | 1 | 1 |
| 1 | 0 | 0 | 1 |

Table 4.2: Charges of the Hirzebruch surface $\mathbb{F}_{5}$.

It is not a del Pezzo surface, because its anticanonical bundle is not ample. In fact, we could have seen this more quickly by inspecting the intersection numbers 4.27). It is well known that an ample line bundle on a surface has to have a positive intersection with any effective curve on the surface. In our case, this means that

$$
\begin{equation*}
\int_{D_{5}}\left(-K_{D_{5}}\right) \cdot C>0 \quad \text { for any effective curve } \quad C \in D_{5} \tag{4.44}
\end{equation*}
$$

Taking the curve defined as $C:\left\{x_{5}=0\right\} \cap\left\{x_{6}=0\right\}$, we can compute

$$
\begin{align*}
\int_{D_{5}}\left(-K_{D_{5}}\right) \cdot C & =\int_{D_{5}}\left(-\eta_{1}\right) \cdot C \\
& =\eta_{1} \cdot\left(-\eta_{1}\right) \cdot \eta_{2}=-3 \tag{4.45}
\end{align*}
$$

Hence, we see that this surface can not be del Pezzo. Similarly, we see from the number $\eta_{2}^{2} \eta_{4}=+1$ that our second surface, $D_{6}$ must also be a non-del Pezzo Hirzebruch surface. This explains why we can not simultaneously shrink both of these surfaces arbitrarily as we naïvely would have expected. Our third surface, $D_{8}$, however, is simply a $\mathbb{C P}^{2}$, which is a Del Pezzo. It can be shrunk arbitrarily. Notice that $D_{8}$ is the only surface whose volume appears 'diagonally' in the volume function of the CY.

### 4.4.2 Scenarios in the first model

## Step one: 'Local' models

We will study a setup with two stacks of D 7 -branes $\mathrm{D} 7_{A}$ and $\mathrm{D} 7_{B}$, each one on a different 'small' cycle, plus one E3-brane on another 'small' cycle. The reason for placing the MSSM on 'small' cycles, is to keep the gauge coupling constants large. We want two different D7 stacks in order to get chiral matter in four dimensions. We would like the MSSM gauge group to be unitary. There are two ways to accomplish this. One way would be to have D7/image-D7-brane configurations (as opposed to D7-branes on top of the O7-plane, or transversally involution invariant D7-branes). However, since the cycles we are dealing with are rigid, they are automatically left invariant by involutions of the type we consider in this chapter. The other way to get unitary gauge groups is to have transversally invariant, even ranked stacks, which will induce symplectic gauge groups, and then turn on a diagonal flux to break the latter to unitary groups.

The E3-brane on the other hand, must have an $O(1)$ gauge group. This is accomplished by having a single E3 placed on a transversally invariant cycle.

We have three possible cycles on which to place the E3-instanton. Having fixed that choice, the two MSSM branes will occupy the other two 'small' cycles. Let us begin by putting an E3 on $\eta_{1}$. The charge vector for this brane is

$$
\begin{equation*}
\Gamma_{E 3}=\eta_{1}+\frac{1}{2} \eta_{1}^{2}+\frac{7}{6} \omega \tag{4.46}
\end{equation*}
$$

where the two-form, four-form and volume-form correspond to D3-, D1-, and $\mathrm{D}(-1)$ - charges, respectively. The half-integral four-form corresponds to the flux $F=\frac{1}{2} \eta_{1}$ that compensates for the Freed-Witten anomaly. The four-form can be geometrically interpreted as the Poincaré dual to the curve on which the induced D1 would be wrapped. However, if we integrate all possible basis elements of $H^{2}(X, \mathbb{Z})$ we obtain

$$
\begin{align*}
\int_{E 3} \frac{1}{2} \imath^{*}\left(\eta_{1}\right) \cdot \imath^{*}\left\{\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right\} & =\int_{X} \frac{1}{2} \eta_{1}^{2} \cdot\left\{\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right\} \\
& =\left\{4, \frac{3}{2},-\frac{21}{2}, 0\right\} \tag{4.47}
\end{align*}
$$

This curve is not a well-defined (integral) element of $H_{2}(X, \mathbb{Z})$. In other words, it fails the test we defined in section 4.2, which means that this half-integer flux can not be compensated by turning on more flux on the E3.

Due to the non-vanishing $U(1)$ world-volume field-strength $F=\frac{1}{2} \eta_{1}$, this E3-brane is not invariant under orientifolding. In order to fix this we must turn on an appropriate $B$-fiel ${ }^{5}$

$$
\begin{equation*}
B=F=\frac{1}{2} \eta_{1}, \tag{4.48}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathcal{F}=F-B=0=-\sigma^{*}(\mathcal{F}) . \tag{4.49}
\end{equation*}
$$

Two comments are in order: first of all, notice, that since we now have $B=F$ on the E3-brane, the latter automatically satisfies the D-term constraint, i.e. has a vanishing FI parameter A.6). Its central charge is aligned with that of the O7-plane. Since the $B$-field can not run continuously, this means that this instanton can not become non-BPS (unless, of course, supersymmetry is broken by the other branes present), and we do not have to worry about extra fermionic zero-modes appearing in different regions of the moduli space. As explained in 66, 67], this means that this instanton will contribute to the superpotential, as opposed to giving rise to the higher F-terms considered in [68,69. Secondly, having fixed the $B$-field at this value, it is now impossible for other instantons wrapped on the other two small cycles to contribute, as their respective Freed-Witten compensating fluxes differ from the one in this case.

Now, we move on to set up our MSSM D7-branes. We will do this in two stages. First, we will place two rank one D7-branes on the two remaining small divisors and tackle the problem of the unwanted E3-D7 strings. ${ }^{[6}$ In the next subsection, we will scan for involutions and try to embed the system into a consistent, global (tadpole canceling) model, and see whether we can still solve the problem of unwanted charged zero-modes and unwanted matter after we are forced to add tadpole canceling 'hidden' D7-branes.

We place two D 7 -branes, $\mathrm{D} 7_{A}$ and $\mathrm{D} 7_{B}$ on the remaining small divisors, $\eta_{4}$ and $\eta_{2}$, respectively. Both branes fail our test for the Freed-Witten flux, i.e. their FW fluxes can not be turned off. By inspecting (4.27), we see that $\eta_{1}$ and $\eta_{4}$ never intersect on the CY. Hence, there are no zero-modes charged under the $\mathrm{D} 7_{A}$. If we now compute the chiral intersection number between the E 3 and the $\mathrm{D} 7_{B}$, as defined in equation A.7), we find

$$
\begin{equation*}
\left\langle\Gamma_{E 3}, \Gamma_{B}\right\rangle=4 . \tag{4.50}
\end{equation*}
$$

[^13]This will induce four unwanted charged zero-modes in four dimensions. Hence, we need to turn on extra flux on both branes to cancel this.

Let us define the added fluxes (on top of the half-integral fluxes) $\Delta F_{B}$ and $\Delta F_{E 3}$ on the $\mathrm{D} 7_{B}$ and the E 3 as follows:

$$
\begin{align*}
\Delta F_{B} & =\left\{b_{1} ; b_{2} ; b_{3} ; b_{4}\right\},  \tag{4.51}\\
\Delta F_{E 3} & =\left\{e_{1} ; e_{2} ; e_{3} ; e_{4}\right\}, \tag{4.52}
\end{align*}
$$

where the $b_{i}$ 's and $e_{i}$ 's are integer components with respect to the $\eta_{i}$ basis, and we have suppressed the pullback symbol. Computing the charge vectors again we get the intersection number

$$
\begin{equation*}
\left\langle\Gamma_{B}, \Gamma_{E 3}\right\rangle=4-3 b_{1}+5 b_{2}+3 e_{1}-5 e_{2} . \tag{4.53}
\end{equation*}
$$

Setting this to zero yields the following seven-parameter solution:

$$
\begin{align*}
\Delta F_{B} & =\left\{3+e_{1}+5 n ; 1+e_{2}+3 n ; b_{3} ; b_{4}\right\}  \tag{4.54}\\
\Delta F_{E 3} & =\left\{e_{1} ; e_{2} ; e_{3} ; e_{4}\right\} \tag{4.55}
\end{align*}
$$

where $n$ is an arbitrary integer, as are the other parameters. In order to maintain the orientifold invariance of the E3-brane, the $B$-field must always be adjusted such that $B=$ $\frac{1}{2} \eta_{1}+\Delta F_{E 3}$. The number of chiral bifundamental A-B-strings is then given by

$$
\begin{equation*}
\left\langle\Gamma_{A}, \Gamma_{B}\right\rangle=3\left(n+a_{4}-b_{4}\right)-a_{2}+e_{2} . \tag{4.56}
\end{equation*}
$$

For both the $\mathrm{D} 7_{A}$ and the $\mathrm{D} 7_{B}$ we get

$$
\begin{equation*}
\xi_{A}, \xi_{B} \sim\left(t_{2}-3 t_{4}\right)=\sqrt{\tau_{4}} . \tag{4.57}
\end{equation*}
$$

Hence, these D -terms want to shrink the $\mathrm{D} 7_{A}$ to zero size, bringing us to the boundary of the Kähler cone. The formula used to compute these D-terms, however, is only valid at large radius. Once the cycle $\eta_{4}$ reaches stringy scale, world-sheet instanton corrections will dominate and drastically modify the central charge of the D-brane. Computing these corrections exactly would require solving the Picard-Fuchs equations for the mirror CY, which is beyond the scope of this thesis. On the other hand, it is more plausible that the cycles of both the $\mathrm{D} 7_{A}$ and $\mathrm{D} 7_{B}$ will get stabilized within the Kähler cone by string loop effects, as has been worked out in general in 48,52 .

Now, let us reshuffle the branes and place the $\mathrm{E} 3, \mathrm{D} 7_{A}$ and $\mathrm{D} 7_{B}$ on $\eta_{4}, \eta_{1}$ and $\eta_{2}$, respectively. We obtain the following solution:

$$
\begin{align*}
\Delta F_{A} & \text { arbitrary },  \tag{4.58}\\
\Delta F_{B} & =\left\{b_{1} ; 1+e_{2}+3 n ; b_{3} ; 1+e_{4}+n\right\},  \tag{4.59}\\
\Delta F_{E 3} & =\left\{e_{1} ; e_{2} ; e_{3} ; e_{4}\right\} . \tag{4.60}
\end{align*}
$$

This system has

$$
\begin{equation*}
\left\langle\Gamma_{A}, \Gamma_{B}\right\rangle=3\left(-a_{1}+b_{1}-5 n-3\right)+5\left(a_{2}-e_{2}\right), \tag{4.61}
\end{equation*}
$$

bifundamental, chiral, A-B-strings.
Finally, we could now go on to reshuffle the branes again, but this would force us to put the MSSM branes on $\eta_{1}$ and $\eta_{4}$, which do not intersect at all. This would defeat the purpose of having a chiral MSSM setup. We summarize the results in table 4.3 .

| Scenario | E 3 | $\mathrm{D} 7_{A}$ | $\mathrm{D} 7_{B}$ |
| :---: | :---: | :---: | :---: |
| I | $\eta_{1}$ | $\eta_{4}$ | $\eta_{2}$ |
|  | arbitrary | arbitrary | $\left\{3+e_{1}+5 n ; 1+e_{2}+3 n ; b_{3} ; b_{4}\right\}$ |
| II | $\eta_{4}$ | $\eta_{1}$ | $\eta_{2}$ |
|  | arbitrary | arbitrary | $\left\{b_{1} ; 1+e_{2}+3 n ; b_{3} ; 1+e_{4}+n\right\}$ |

Table 4.3: Two 'local' models.

## Step two: 'Global' models

By 'global' model, we will mean a model where an involution has been chosen, and all D7charge has been cancelled. In the previous section we identified the divisors on which we want to wrap the instanton and two stacks of intersecting MSSM branes. However, such setups will typically not cancel the total D7-tadpole, and a third (set of) branes will have to be added. It is phenomenologically desirable that these new branes do not intersect the MSSM branes, nor the E3-brane. In this section, we will find out to what extent it is possible to solve this problem.

Let us begin with scenario $I$ in table 4.3, where the two stacks have ranks $N_{A}$ and $N_{B}$. We will pick an involution and explain the procedure by working out the example. Define the involution as

$$
\begin{equation*}
x_{1} \longrightarrow-x_{1} . \tag{4.62}
\end{equation*}
$$

The resulting O7-plane has D7-charge

$$
\begin{equation*}
-8 \times[\mathrm{O} 7]=-\left(120 \eta_{1}+72 \eta_{2}+56 \eta_{3}+24 \eta_{4}\right) . \tag{4.63}
\end{equation*}
$$

Taking into account the $\mathrm{D} 7_{A}$ and $\mathrm{D} 7_{B}$ with their arbitrary ranks, $N_{A}, N_{B}$ and their imagebrane s, means that we have to make up for

$$
\begin{equation*}
120 \eta_{1}+\left(72-N_{B}\right) \eta_{2}+56 \eta_{3}+\left(24-2 N_{A}\right) \eta_{4} \tag{4.64}
\end{equation*}
$$

worth of D7-charge. This charge can be distributed in many ways: we can distribute it among several branes or use just one brane; we can use brane/image-brane pairs, or Whitney-type branes (see section A.1.2). Let us first address the question as to whether one should distribute the charge among several branes, or just a single brane. Picking a single brane with the full charge in (4.64) has several advantages over partitioning the charge among more branes. First of all, the hidden brane has to have zero intersection product with the E 3 , the $\mathrm{D} 7_{A}$ and the $\mathrm{D} 7_{B}$. If we were to partition the hidden brane into several branes,

$$
\begin{equation*}
\Gamma_{H}=\sum_{i} \Gamma_{H_{i}}, \tag{4.65}
\end{equation*}
$$

with each $\Gamma_{H_{i}}$ satisfying the zero intersection property, then the sum $\Gamma_{H}$ would also satisfy it. It is a necessary condition that the total charge satisfy it, in order to solve the problem for the constituents. It is therefore much simpler to only have to solve this problem once for one brane. The second advantage lies in the fact that a single high charge D7-brane will typically generate a much larger curvature induced D3-charge than several low charge branes. Schematically, in a one-modulus CY, the Euler number of a degree $N$ divisor grows like $\sim N^{3}$,
whereas $N$ degree one branes will simply induce a total charge $N$. We will therefore work with a single hidden brane.

The second question concerns the type of brane we should use. We claim that it is more advantageous to use a Whitney-type hidden brane. Whitney-type branes are invariant under the involution by construction. This means that the E3 is automatically orthogonal to it. This also means that imposing that the hidden brane has to be orthogonal to the $\mathrm{D} 7_{A}$ and $\mathrm{D} 7_{B}$ automatically makes it orthogonal to their respective images. Finally, the invariance means that the hidden brane automatically has a trivial D-term. The D-term for a non-invariant hidden brane, which is always wrapped on a large cycle, would typically ruin the large volume limit. This can be understood as follows. The charge vector of the hidden brane is orthogonal to those of the E3, the two MSSM branes, and their respective images. Combining these equations, and using the diagonal basis from (4.31) one can show that

$$
\begin{equation*}
D_{H} \cdot D_{E 3, \mathrm{D} 7_{A}, \mathrm{D} 7_{B}} \cdot\left(F_{H}-B\right)=0 \quad \Longrightarrow \quad D_{H} \cdot D_{b, c, d} \cdot\left(F_{H}-B\right)=0 \tag{4.66}
\end{equation*}
$$

Hence, the FI-term for the hidden brane will necessarily be proportional to $\tau_{a} \sim t_{3}$, i.e. the volume of the large cycle. This would force the CY to be small. A Whitney-type brane automatically circumvents this problem.

Therefore, we will search for a single Whitney-type D7-brane of charge $\left[D_{W}\right]=2\left[D_{P}\right]$ given by (4.64). The easiest way to construct its charge vector is by using the K-theoretic picture, as described in [70 and summarized in appendix A.1.3. As explained there, the choice of shift flux does not enter the intersection numbers between the Whitney brane $W$ and the other branes present. All to do is to solve the equations:

$$
\begin{equation*}
\left\langle\Gamma_{H}, \Gamma_{A}\right\rangle=\left\langle\Gamma_{H}, \Gamma_{B}\right\rangle=0 . \tag{4.67}
\end{equation*}
$$

The solution is simply $N_{B}=3 N_{A}$. This means that this scenario can generate models with gauge groups of the form $U(3 N) \times U(N)$. Let us now compute the tadpole that our hidden brane generates. For this computation, we will have to assign a value to the shift vector. For simplicity, let us choose $N_{B}=3, N_{A}=1$. The constraints on the shift flux $S$ from A.24) become

$$
\begin{equation*}
\left\{52-e_{1}, \frac{57}{2}-e_{2}, \frac{49}{2}-e_{3}, \frac{19}{2}-e_{4}\right\} \geq S \geq\left\{7-e_{1}, \frac{9}{2}-e_{2}, \frac{7}{2}-e_{3}, \frac{3}{2}-e_{4}\right\} \tag{4.68}
\end{equation*}
$$

Notice that we can not saturate these constraints. This might indicate the presence of a flux on the brane that can not be switched off due to some anomaly. Let us choose $S$ to be 'minimal':

$$
\begin{equation*}
S=\left\{7-e_{1}, 5-e_{2}, 4-e_{3}, 2-e_{4}\right\} . \tag{4.69}
\end{equation*}
$$

Now we may compute the 'physical' (gauge invariant) D3 tadpole by taking the six-form component as follows:

$$
\begin{equation*}
\left(\Gamma_{W} e^{-B}\right)_{6-\text { form }}=\frac{7763}{4} \approx 1940 . \tag{4.70}
\end{equation*}
$$

Let us now repeat this calculation for the second scenario. Starting with arbitrary ranks $N_{A}$ and $N_{B}$ again, we solve the equations

$$
\begin{equation*}
\left\langle\Gamma_{W}, \Gamma_{A}\right\rangle=0, \quad\left\langle\Gamma_{W}, \Gamma_{B}\right\rangle=0 . \tag{4.71}
\end{equation*}
$$

The second equation is proportional to $3 N_{A}-5 N_{B}$. Setting it to zero and eliminating $N_{A}$ in the first equation yields a term proportional to $N_{B}$. This means, we can not choose non-zero ranks and turn off the intersections with the hidden brane. Therefore, the second scenario has a visible 'hidden' sector.

### 4.4.3 Moduli stabilization analysis

From equation (4.13) we see that as long as the magnetized D7-branes are small the potential is of order $1 / \mathcal{V}^{2}$, so the D-term part will dominate over the F-term contribution in the LVS. The curvature along its non-flat directions is much larger than the one of the F-term potential. In the limit of exponentially large volume (the divisor of the D7-brane has to remain small) this generates an exponentially strong force in comparison to the F-term forces. Hence, in the following, we will use $V_{D}=0$ as a constraint on our configuration and just look at the F-term potential.

To obtain the concrete form of the F-term potential 4.12) for our scenarios we have to calculate the self-intersection volume for the instanton. In the first case it is given by

$$
\begin{equation*}
\operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right)=8 t_{1}+3 t_{2}-21 t_{3}=-\frac{\sqrt{2}}{5}\left(7 \sqrt{\tau_{b}}+3 \sqrt{\tau_{c}}\right) \tag{4.72}
\end{equation*}
$$

and in the second one we obtain

$$
\begin{equation*}
\operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right)=-3 t_{2}+9 t_{4}=-3 \sqrt{2} \sqrt{\tau_{d}} \tag{4.73}
\end{equation*}
$$

Knowing these, we can write the potentials as a function depending on $\tau_{a}, \tau_{c}, \tau_{d}$ and $\tau_{E 3}$. So for the first scenario we find

$$
\begin{align*}
V_{F}= & \frac{1}{\hat{\mathcal{V}}^{2}}\left(\frac{\sqrt{2}}{5} 4 \pi^{2}\left(7 \sqrt{5 \tau_{E 3}+\tau_{c}}+3 \sqrt{\tau_{c}}\right) \hat{\mathcal{V}}\left|A_{E 3}\right|^{2} e^{-4 \pi \hat{\tau}_{E 3}}\right. \\
& \left.-4 \pi \hat{\tau}_{E 3} e^{-2 \pi \hat{\tau}_{E 3}}\left|A_{E 3} W_{0}\right|+\frac{3}{4} \frac{\hat{\xi}}{\hat{\mathcal{V}}}\left|W_{0}\right|^{2}\right) \tag{4.74}
\end{align*}
$$

where $\hat{\mathcal{V}}$ is also a function of the divisor volumes above. Now we search for a minimum of the potential

$$
\begin{equation*}
\mathrm{d} V_{F}=0 \quad \Longrightarrow \quad \frac{\partial V_{F}}{\partial \tau_{d}}=\frac{\partial V_{F}}{\partial \hat{\mathcal{V}}} \frac{\partial \hat{\mathcal{V}}}{\partial \tau_{d}}=0 \tag{4.75}
\end{equation*}
$$

Hence, we can also solve $\frac{\partial V_{F}}{\partial \hat{\mathcal{V}}}=0$.

$$
\begin{align*}
\Longrightarrow \mathcal{V}= & \frac{5 g_{s} W_{0} \tau_{E 3} e^{\frac{2 \pi \tau_{E 3}}{g_{s}}}}{\sqrt{2} A_{E 3} \pi\left(3 \tau_{c}+7 \sqrt{5 \tau_{E 3}+\tau_{c}}\right)} \\
& \pm \frac{\left.\sqrt{5} g_{s} W_{0} e^{\frac{2 \pi \tau_{E 3}}{g_{s}}} \sqrt{80 \tau_{E 3}^{2}-9 \sqrt{2} \xi\left(3 \sqrt{\tau_{c}}+7 \sqrt{5 \tau_{E 3}+\tau_{c}}\right.}\right)}{4 \sqrt{2} A_{E 3} \pi\left(3 \tau_{c}+7 \sqrt{5 \tau_{E 3}+\tau_{c}}\right)} \tag{4.76}
\end{align*}
$$

What is important here is that, although the potential looks like the one in [4], there is a subtle difference to our case. If we demand a large volume while at the same time fulfilling the Kähler cone constraints, the term in the square root becomes negative. Hence we can not realize the desired LVS in scenario $I, 7$

Let us now look at the second scenario. Here we obtain the same form for the potential as |3|:

$$
\begin{align*}
V_{F}= & \frac{1}{\hat{\mathcal{V}}^{2}}\left(12 \pi^{2} \sqrt{2 \tau_{E 3}} \hat{\mathcal{V}}\left|A_{E 3}\right|^{2} e^{-4 \pi \hat{\tau}_{E 3}}\right. \\
& \left.-4 \pi \hat{\tau}_{E 3} e^{-2 \pi \hat{\tau}_{E 3}}\left|A_{E 3} W_{0}\right|+\frac{3}{4} \frac{\hat{\xi}}{\hat{\mathcal{V}}}\left|W_{0}\right|^{2}\right), \tag{4.77}
\end{align*}
$$

[^14]| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 6 | 1 | 2 | 0 | 0 | 0 | 12 |
| 2 | 1 | 5 | 0 | 2 | 0 | 0 | 2 | 12 |
| 2 | 0 | 5 | 1 | 2 | 0 | 2 | 0 | 12 |
| 1 | 0 | 3 | 0 | 1 | 1 | 0 | 0 | 6 |

Table 4.4: Projective weights for the R1 resolution of $\mathbb{P}_{2,1,6,1,2}^{4}(12) / \mathbb{Z}_{2}: 10001$.
so the only thing that could prevent us from having large volume stabilization are the Kähler cone (KC) conditions. This means that in the second scenario, although we could not solve the intersection problem, we can at least realize the LVS. Looking at the allowed large volume limits in (4.38), we can pick the case where $\tau_{2}$ and $\tau_{4}$ are small. In this case, we have to drop the $\mathrm{D} 7_{A}$-brane, since it would generate an FI-term of the form $\sqrt{5} \tau_{1}+3 \tau_{2}+\tau_{4}$, which would be fatal to this LVS. Choosing $\left|A_{E 3}\right|=1,\left|W_{0}\right|=5$ and $g_{s}=\frac{1}{10}$ we find the following values for the CY and instanton volume at the location of the minimum

$$
\begin{align*}
\tau_{E 3} & =2.15 \\
\mathcal{V} & =1.46514 \cdot 10^{57} \tag{4.78}
\end{align*}
$$

Note, however, that the FI-term generated by the remaining $\mathrm{D} 7_{B}$-brane, which is of the form $\sqrt{3 \tau_{2}+\tau_{4}}$, would naïvely force the instanton cycle to zero size, thereby destroying this LVS. It is, however, possible that the string loop corrections considered in 52 might counter this effect and keep the instanton size finite. But this is beyond the scope of our work.

The fact that the volume of $\eta_{4}$ appears diagonally in the CY volume is enough to get the right form of the F-term potential. One can also show that this surface actually resolves a point-like singularity. This is another affirmation of the theorem given in 48.

### 4.5 Second model

The results for all of our scenarios throughout this chapter are concisely summarized in table 4.6

### 4.5.1 R1 resolution of $\mathbb{P}_{2,1,6,1,2}^{4}(12) / \mathbb{Z}_{2}: 10001$ geometry

Our next model is the first of two resolutions of the orbifolded weighted projective space $\mathbb{P}_{2,1,6,1,2}^{4}(12) / \mathbb{Z}_{2}: 10001$. Here, the integers $(1,0,0,0,1)$ denote the charges of the coordinates under the $\mathbb{Z}_{2}$-action. The projective weights for this model are listed in table 4.4.

The Stanley-Reisner ideal of the ambient space reads

$$
\begin{equation*}
I_{S R}=\left\{x_{2} x_{3}, x_{2} x_{4}, x_{3} x_{4}, x_{3} x_{6}, x_{4} x_{7}, x_{2} x_{8}, x_{1} x_{5} x_{6} x_{7}, x_{1} x_{5} x_{6} x_{8}, x_{1} x_{5} x_{7} x_{8}\right\} . \tag{4.79}
\end{equation*}
$$

The triple intersection numbers in the basis $\eta_{1}=D_{2}, \eta_{2}=D_{4}, \eta_{3}=D_{6}, \eta_{4}=D_{8}$ are encoded in

$$
\begin{align*}
I_{3}= & -78 \eta_{4}^{3}-6 \eta_{3} \eta_{4}^{2}-6 \eta_{3}^{2} \eta_{4}+2 \eta_{3}^{3}+36 \eta_{2} \eta_{4}^{2}+6 \eta_{2} \eta_{3} \eta_{4}+\eta_{2} \eta_{3}^{2} \\
& -18 \eta_{2}^{2} \eta_{4}-3 \eta_{2}^{2} \eta_{3}+9 \eta_{2}^{3}+\eta_{1} \eta_{3}^{2}-3 \eta_{1}^{2} \eta_{3}+9 \eta_{1}^{3} . \tag{4.80}
\end{align*}
$$

The Kähler form in the basis $\left\{\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right\}$ is given by

$$
\begin{equation*}
J=t_{1} \eta_{1}+t_{2} \eta_{2}+t_{3} \eta_{3}+t_{4} \eta_{4} . \tag{4.81}
\end{equation*}
$$

The volumes of the corresponding divisors are

$$
\begin{align*}
\tau_{1} & =\frac{1}{2}\left(-3 t_{1}+t_{3}\right)^{2} \\
\tau_{2} & =\frac{1}{2}\left(-3 t_{2}+t_{3}+6 t_{4}\right)^{2} \\
\tau_{3} & =\frac{1}{2}\left(-3 t_{1}^{2}-3 t_{2}^{2}+2 t_{1} t_{3}+2 t_{2} t_{3}+2 t_{3}^{2}+12 t_{2} t_{4}-12 t_{3} t_{4}-6 t_{4}^{2}\right) \\
\tau_{4} & =\frac{1}{2}\left(-18 t_{2}^{2}+12 t_{2} t_{3}-6 t_{3}^{2}+72 t_{2} t_{4}-12 t_{3} t_{4}-78 t_{4}^{2}\right) \tag{4.82}
\end{align*}
$$

The volume of the CY manifold is given by

$$
\begin{align*}
\mathcal{V} & =\frac{1}{18}\left[9 t_{4}^{3}-\left(-2 t_{3}+3 t_{4}\right)^{3}-\left(-3 t_{1}+t_{3}\right)^{3}-\left(-3 t_{2}+t_{3}+6 t_{4}\right)^{3}\right] \\
& =\frac{\sqrt{2}}{9}\left[\frac{3}{2 \sqrt{6}}\left(\tau_{1}+5 \tau_{2}+3 \tau_{3}+2 \tau_{4}\right)^{\frac{3}{2}}-\frac{1}{2 \sqrt{2}}\left(\tau_{1}+\tau_{2}+3 \tau_{3}\right)^{\frac{3}{2}}-\tau_{1}^{\frac{3}{2}}-\tau_{2}^{\frac{3}{2}}\right] . \tag{4.83}
\end{align*}
$$

It has the expected Swiss cheese form. From this volume formula we deduce the diagonal basis to be

$$
\begin{align*}
D_{a} & =\eta_{1}+5 \eta_{2}+3 \eta_{3}+2 \eta_{4}, \\
D_{b} & =\eta_{1}+\eta_{2}+3 \eta_{3}, \\
D_{c} & =\eta_{1}, \\
D_{d} & =\eta_{2}, \tag{4.84}
\end{align*}
$$

and the triple intersections can be rewritten as

$$
\begin{equation*}
I_{3}=24 D_{a}^{3}+72 D_{b}^{3}+9 D_{c}^{3}+9 D_{d}^{3} \tag{4.85}
\end{equation*}
$$

The Kähler cone conditions are:

$$
\begin{align*}
t_{3}-t_{4} & >0 \\
t_{2}-t_{3}-t_{4} & >0 \\
t_{1}-t_{3}+t_{4} & >0 \\
-3 t_{2}+t_{3}+6 t_{4} & >0, \\
-3 t_{1}+t_{3} & >0 . \tag{4.86}
\end{align*}
$$

For this model, the 'small', rigid cycles with holomorphic Euler characteristic are

$$
\begin{equation*}
\left\{D_{2}, D_{4}, D_{6}\right\}=\left\{\eta_{1}, \eta_{2}, \eta_{3}\right\} \quad \text { with } \quad h^{1,1}=\{1,1,8\} \tag{4.87}
\end{equation*}
$$

The first two surfaces are necessarily $\mathbb{C P}^{2}$,s. The third one, however, can not be a del Pezzo due to the intersection number $\eta_{3}^{2} \eta_{2}=+1$, which implies that the anti-canonical bundle is not ample. This means that this surface must be a blow-up of $\mathbb{C P}^{2}$ at seven points that are not in generic position. In appendix A.2, we will explicitly work out one such 'pathological' surface that also fails to be a del Pezzo.

| Scenario | E3 | $\mathrm{D} 7_{A}$ | $\mathrm{D} 7_{B}$ |
| :---: | :---: | :---: | :---: |
| I | $\eta_{1}$ | $\eta_{2}$ | $\eta_{3}$ |
|  | arbitrary | arbitrary | $\left\{b_{1} ; b_{2} ;-2+3\left(b_{1}-e_{1}\right)+e_{3} ; b_{4}\right\}$ |
| II | $\eta_{2}$ | $\eta_{1}$ | $\eta_{3}$ |
|  | arbitrary | arbitrary | $\left\{b_{1} ; b_{2} ;-2+e_{3}+3\left(-2 b_{4}-e_{2}+2 e_{4}+b_{2}\right) ; b_{4}\right\}$ |

Table 4.5: Two 'local' models.

### 4.5.2 Scenarios in the second model

The divisors $\eta_{1}$ and $\eta_{2}$ do not intersect, therefore, we again only have two possible scenarios, which we summarize in table 4.5

Let us move on to the global analysis. We pick, for convenience, the involution $x_{3} \rightarrow-x_{3}$. Solving the equations

$$
\begin{equation*}
\left\langle\Gamma_{W}, \Gamma_{A}\right\rangle=\left\langle\Gamma_{W}, \Gamma_{B}\right\rangle=0, \tag{4.88}
\end{equation*}
$$

we find the following solutions.

1. Scenario $I$ : the constraints we get from setting the chiral intersections with the hidden brane to zero are the following:

$$
\begin{align*}
N_{A} & =3 N_{B},  \tag{4.89}\\
b_{4} & =-1+2\left(b_{1}-e_{2}\right)+e_{4} . \tag{4.90}
\end{align*}
$$

We again have a setup that requires further constraints on the 'local' model. This time, however, these constraints are particularly simple to solve. To get an idea of how much D3-tadpole this Whitney-type brane can induce, let us compute it for the 'minimal' choice of the shift vector $S$ in formula A.24):

$$
\begin{equation*}
Q_{W, D 3}=372-\frac{3}{2} N_{A}-21 N_{A}{ }^{3} . \tag{4.91}
\end{equation*}
$$

This function bears a striking similarity with the results found in the previous model in appendix A.2. Finally, let us compute the FI-terms for both MSSM branes in light of these constraints:

$$
\begin{equation*}
\xi_{A}, \xi_{B} \propto \sqrt{\tau_{2}} \tag{4.92}
\end{equation*}
$$

The self-intersection volume for the instanton in this scenario is given by

$$
\begin{equation*}
\operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right)=9 t_{1}-3 t_{3}=-3 \sqrt{2} \sqrt{\tau_{c}}=-3 \sqrt{2} \sqrt{\tau_{1}} . \tag{4.93}
\end{equation*}
$$

Writing the Kähler cone in the diagonal basis yields

$$
\begin{align*}
\sqrt{\tau_{a}}-3 \sqrt{\tau_{b}} & >0, \\
2 \sqrt{\tau_{b}}-\sqrt{\tau_{d}} & >0, \\
2 \sqrt{\tau_{b}}-\sqrt{\tau_{c}} & >0, \\
\sqrt{\tau_{d}} & >0, \\
\sqrt{\tau_{c}} & >0 . \tag{4.94}
\end{align*}
$$

Note that these conditions imply that we are free to make all three cycles $\eta_{1}, \eta_{2}, \eta_{3}$ small and still have a large volume limit where $\tau_{4}$ is kept large. We observe that in this scenario the D-term forces us to the boundary of the Kähler cone. Relaxing the Kähler cone relations a bit and allowing non-strict inequalities, we will use $\tau_{2}=0$ as a constraint in the following. The F-term potential takes the form of 4.77) with the minimum

$$
\begin{equation*}
\tau_{E 3}=\tau_{1}=1.25, \quad \mathcal{V}=2.5945 \cdot 10^{32} \tag{4.95}
\end{equation*}
$$

2. Scenario $I I$ : the constraints for this scenario are the following:

$$
\begin{align*}
N_{A} & =3 N_{B},  \tag{4.96}\\
b_{4} & =2 n+1+e_{4}, \quad \text { for } \quad n \in \mathbb{Z},  \tag{4.97}\\
b_{2} & =5 n+3+e_{2} . \tag{4.98}
\end{align*}
$$

Let us also compute the D3 tadpole for this hidden brane with the 'minimal' choice of $S$ :

$$
\begin{equation*}
Q_{W, D 3}=372+\frac{3}{2} N_{A}-75 N_{A}^{3} . \tag{4.99}
\end{equation*}
$$

The function is identical to that of the first scenario. In this case, both branes give again similar FI-terms:

$$
\begin{equation*}
\xi_{A}, \xi_{B} \propto \sqrt{\tau_{1}} \tag{4.100}
\end{equation*}
$$

In this scenario, the self-intersection volume is

$$
\begin{equation*}
\operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right)=9 t_{2}-3 t_{3}-18 t_{4}=-3 \sqrt{2} \sqrt{\tau_{d}}=-3 \sqrt{2} \sqrt{\tau_{2}} . \tag{4.101}
\end{equation*}
$$

Here, we are again forced to the boundary of the Kähler cone. Again, relaxing the strict inequalities, we impose $\tau_{1}=0$. The F-term potential takes the form of (4.77) with the minimum:

$$
\begin{equation*}
\tau_{E 3}=\tau_{2}=1.25, \quad \mathcal{V}=2.5945 \cdot 10^{32} \tag{4.102}
\end{equation*}
$$

Thus in the LVS of this model we were able to stabilize in both scenarios three out of the four Kähler moduli and again we expect that one can stabilize the last modulus via string loop corrections 48. Note that both scenarios here yield the same potentials and the same values for the volumes. This is possibly due to the fact that both divisors $\eta_{1}$ and $\eta_{2}$ have the same topology: both are $\mathbb{C P}^{2}$ 's. In fact, we notice in table (4.4) and in (4.79) that the CY threefold is symmetric under the simultaneous exchanges

$$
\begin{equation*}
x_{2} \longleftrightarrow x_{4}, \quad x_{7} \longleftrightarrow x_{8} \tag{4.103}
\end{equation*}
$$

### 4.6 Summary and outlook

In this chapter, we have searched for realizations of the Large Volume Scenario that are compatible with the presence of MSSM D7-branes with chiral matter, in the sense explained in [4]. We found that it is necessary to have at least three cycles that contribute negatively to the CY volume: two on which we placed two D7-stacks, and one for the E3-brane.

For this purpose we searched the list of 1197 toric CY hypersurfaces with $h^{1,1}=4$. For simplicity we started with the 11 simplicial polytopes, which correspond to weighted

| Scenario | $1(I)$ | $1(I I)$ | $2(I)$ | $2(I I)$ | $3(I)$ | $3(I I)$ | $4(I)$ | $4(I I)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Global | $\sqrt{ }$ | $\times$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\times$ | $\times$ |
| St. mod. | $\times$ | $\times$ | 3 | 3 | $\times$ | $\times$ | 3 | 3 |

Table 4.6: Summary of results. The labels represent the model numbers and scenario numbers. For each scenario we indicate with a $\sqrt{ }$ or a $\times$, whether the 'global problem' of suppressing undesirable intersections while canceling the D7 tadpole was solved. We also indicate how many, if any, Kähler moduli were successfully stabilized in each scenario.
projective spaces or quotients thereof. An extension of the package PALP [1,2 has been used to triangulate the 8 polytopes for which all divisors on the CY are toric and to compute the Mori cone and the intersection rings; see chapter 2. We thus found four inequivalent CYs of large-volume type.

Properly taking into account the fact that the Freed-Witten anomaly forces most of the branes (both D7 and E3) to be magnetized, we found that requiring vanishing chiral intersections between the E3 and the D7's, and between the 'hidden' D7 and the rest of the setup is stringent enough to rule out some of these models entirely. Throughout this chapter, we used the representation of D7-branes in terms of D9-anti-D9 condensates, which simplifies calculations of both induced charges and chiral intersections greatly. We did not specifically count vector-like pairs of chiral modes, but this can easily be done by literally counting sections of the appropriate bundles as opposed to using index theory. These issues were also carefully considered in 71.

For each model, we analyzed the topologies of the rigid, complex surfaces. We found that not all surfaces that are 'small', in the sense that they contribute negatively to the CY volume, are also del Pezzo. We found, as expected, that only the surfaces that are del Pezzo can be shrunk arbitrarily without spoiling the desired LVS. This means, that some Kähler moduli can not be stabilized by instanton effects or by D7-brane induced D-term constraints. Further analysis is needed to determine, whether string loop corrections [52] can lift those flat directions.

Our approach can be seen as complementary to one of the approaches presented in 71. We are searching for CY's with del Pezzos in them by searching for polytopes with the right properties. One of the several approaches of [71], which is based on the techniques developed in [72] , on the other hand, was to start with a simple CY, i.e. the quintic, and subject it to del Pezzo transitions, thereby designing the desired divisor structure.

So far, our search has only yielded $\mathbb{C P}^{2}$ surfaces as true del Pezzo surfaces. This chapter should be considered as step one in the search for candidate 'Swiss cheese' CY's. We expect that taking into account the general rules laid out in [48], combined with the techniques presented here, will lead to viable models. Indeed, very encouraging and promising results have been recently achieved by the authors of [73]; they have proposed three MSSM-like chiral models in which all moduli are stabilized taking proper account of tadpole and Freed-Witten anomaly cancellation among other things.

Our results are summarized in table 4.6. For each scenario of each of the four CY's, we state whether the 'global' problem of setting up E3- and D7-branes such that only wanted intersections are present, and such that the D7-tadpole is canceled, is solved. For each scenario we also give the number of Kähler moduli that were successfully stabilized. If no LVS was possible, we put a cross in the slot.

In conclusion, we have shown that even with the more stringent conditions imposed by the Freed-Witten anomaly it is still possible to combine the LVS with setups of chirally intersecting D7-branes. The constraints help rule out some models, but still allow for flexibility. We have also demonstrated that the use of Whitney-type branes is preferable to the use of the more familiar stacks of brane/image-brane pairs, whenever possible, because the former do not produce unwanted chiral intersections, and they induce a lot more of the desired D3-charge.

## Chapter 5

## Toric constructions of global F-theory GUTs

Starting with 74 , 76 , F-theory has been recognized as a setup to elegantly construct Grand Unified Theories (GUTs) in string theory. The GUT model is localized on a 7 -brane $S$ inside a complex three-dimensional manifold $B$ which is the base of a compact elliptically fibered Calabi-Yau fourfold $X_{4}$. Requiring a decoupling limit between gauge and gravity degrees of freedom makes it possible to discuss many questions in a gauge theory that captures the physics in the vicinity of the GUT brane $S$. These local F-theory GUTs have a rich yet simple structure which allows to analyze many phenomenological questions in remarkable detail. See for instance 77 ] for a review. Due to the localization of gauge degrees of freedom on the 7brane, in contrast to GUT theories coming from the heterotic string, F-theory provides a framework for a bottom-up approach to constructing realistic models from string theory. There, the first priority is to work out the phenomenological details of a model without worrying about the full string compactification. While the success of this approach speaks for itself, it is necessary to connect the bottom-up results with top-down constructions where the paradigm is to find a consistent string compactification which can ideally accommodate all the features of the local models. Finding and understanding global F-theory models has recently received increased attention.

There are several reasons to consider a full F-theory compactification on an elliptically fibered Calabi-Yau fourfold. The obvious reason is of course that there are issues which cannot be addressed in local models, most notably monodromies, fluxes and anomaly cancellation. These questions have been addressed recently in 78 92. Another motivation, which will be the central concern of our work, is to explicitly construct compact Calabi-Yau fourfolds and to check whether they are suitable for F-theory model building. This is necessary in order to show whether the realistic models coming from a local construction have an embedding in a string compactification. Furthermore, we wanted to build a database of examples which contains the data necessary for GUT model building.

The main goal of this chapter is to give a systematic construction of a particular class of fourfold geometries and to analyze them in view of F-theory model building. Since a full classification of Calabi-Yau fourfolds, including the subset of elliptically fibered ones, is not available we aim to provide a set of examples within a well-defined framework. Toric geometry is a valuable and versatile mathematical tool for constructing Calabi-Yau manifolds. A prescription to use toric geometry to construct global F-theory GUTs has been given in [79]
and further elaborated on in [81]. See also [13] for a recent review article and 83] for a closely related construction. The general idea is the following: first, find a base manifold $B$ which is a blow-up of a Fano hypersurface in $\mathbb{P}^{4}$. In a second step, obtain a Calabi-Yau fourfold by constructing an elliptic fibration over the base $B$. This Calabi-Yau is then a complete intersection of two hypersurfaces in a six-dimensional toric ambient space. In 93 a class of models has been worked out where the base manifold $B$ is a Fano hypersurface in $\mathbb{P}^{4}$ with up to three point or curve blow-ups. This extended the set of examples given in 79,81 but the geometries were still in a very restricted class. For instance, no examples in a general weighted projective space had been considered. In this chapter, we will systematically construct this more general type of models. The present extension allows us, for example, to set up global F-theory GUTs on $d P_{8}$ 's that have not been found in the previous investigations.

In order to find more general fourfold geometries we look at the construction of [79] from a slightly different point of view. Instead of considering blow-ups of Fano threefolds, we pick a subset of 1088 of the 473800776 reflexive polyhedra in four dimensions |30|. These polyhedra describe toric ambient spaces for Calabi-Yau threefolds. In contrast to looking at the CalabiYau case, we consider hypersurfaces in these toric ambient spaces that have homogeneous equations with multidegree smaller than in the Calabi-Yau case. This will define the base manifold $B$. The elliptically fibered Calabi-Yau fourfolds can be constructed from the base data using standard tools in toric geometry. In our computer-based search for models we have made extensive use of the software package PALP [1,2]. In total we have found 569674 base geometries.

Having constructed the geometries is only the first step of the program. Step two is to filter out those models which are usable in F-theory model building. Our goal was to formulate some elementary and general constraints that can be phrased in the toric language. These constraints can be divided up into conditions on the base geometry and conditions on the fourfold. While the former are specific to F-theory model building, the latter are of a more technical nature. As for the base manifolds, the first constraint is regularity. Hypersurfaces that are not Calabi-Yau may inherit the singularities of the toric ambient space. One sufficient criterion for regular hypersurfaces, which can be examined using toric methods, is base point freedom: given an empty base locus, any point-like singularity of the ambient space can be avoided by a generic choice of the hypersurface equation. We can impose further constraints on the toric divisors of the base $B$. Since we would like to construct F-theory models on these divisors, del Pezzo surfaces are particularly interesting. In local F-theory GUTs the del Pezzo condition guarantees a decoupling limit. Furthermore, certain vanishing theorems avoid exotic matter in $S U(5)$ GUTs 76 . For global models decoupling limits are more subtle and yield further constraints on the base geometries. The conditions on the complete intersection Calabi-Yau fourfold are more elementary. In order to be able to use the tools of toric geometry, we restrict to those examples where the Calabi-Yau data is encoded in a reflexive lattice polytope and where the information about hypersurface equations is given by a nef-partition. In our construction it is not automatic that the nef-partition is compatible with the elliptic fibration over the base $B$. Another issue is the reflexivity of the polytope that encodes the toric data the fourfold. A majority of the fourfolds we have constructed is not described in terms of reflexive polytopes. Reflexivity is important for mirror symmetry but since this is not required in our setup Calabi-Yau fourfolds coming from non-reflexive polytopes may be interesting to look at. However, we lack several mathematical and computational tools to deal with them, which is why we have to exclude them in our discussion. Finally, there is unfortunately also a computational constraint: since the lattice polytopes for Calabi-Yau
fourfolds can be quite large, a fair amount of models cannot be analyzed due to numerical overflows and long calculation times.

Having reduced the number of interesting models by the constraints above we can explicitly construct F-theory GUTs using the prescription of 79 . We will focus on $S U(5)$ and $S O(10)$ GUTs and analyze some basic properties such as genera of matter curves and the number of Yukawa couplings. We will also construct $U(1)$-restricted models as introduced in 85].

This chapter is structured as follows. In section 5.2, we analyze the geometries we have constructed. Furthermore, we discuss some examples and comment on the discrepancy of Euler numbers between the toric calculation and a formula given in [79]. A match between the Euler numbers obtained from toric geometry and those obtained from the formula of [79] indicates that a local description of the gauge fluxes in terms of the spectral cover construction is plausible. Section 5.3 is reserved for conclusions and outlook.

### 5.1 Construction of global models

In this section we explain how to construct global F-theory models. In section 5.1.1, we recall the basic structure of global F-theory GUTs. In section 5.1.2, we describe how to systematically construct the base manifolds $B$ as hypersurfaces in toric ambient spaces. Furthermore, we discuss the properties of GUT divisors in $B$. Finally, section 5.1.3 is devoted to the elliptically fibered Calabi-Yau fourfolds.

### 5.1.1 Setup

The class of global F-theory models, we aim to construct, have been first introduced in 79 . The Calabi-Yau fourfolds are complete intersections of two hypersurfaces in a six-dimensional toric ambient space. Schematically, these equations have the following form:

$$
\begin{equation*}
P_{B}\left(y_{i}, w\right)=0, \quad P_{W}\left(x, y, z, y_{i}, w\right)=0 \tag{5.1}
\end{equation*}
$$

The first equation only depends on the coordinates $\left(y_{i}, w\right)$ of the base of the fibration. Here we have singled out one coordinate $w$, indicating that the divisor $S$, defined by $w=0$, is wrapped by the 7 -brane which supports the GUT theory. The second equation in (5.1) defines a Weierstrass model, where $(x, y, z)$ are the coordinates of the $\mathbb{P}_{231}$ fiber. For this type of elliptic fibrations $P_{W}$ has a Tate form which is globally defined:

$$
\begin{equation*}
P_{W}=x^{3}-y^{2}+x y z a_{1}+x^{2} z^{2} a_{2}+y z^{3} a_{3}+x z^{4} a_{4}+z^{6} a_{6}, \tag{5.2}
\end{equation*}
$$

where the $a_{n}\left(y_{i}, w\right)$ are sections of $K_{B}^{-n}$ and $x$ and $y$ are section of $K_{B}^{-2}$ and $K_{B}^{-3}$, respectively. Constructing a Tate model is only the first step on the way to a F-theory GUT model. In order for the divisor $w=0$ to support the desired gauge group the sections $a_{n}\left(y_{i}, w\right)$ have to have a particular structure. Via Kodaira's classification [94] and Tate's algorithm [95] the base-coordinate dependent coefficients $a_{i}$ in the Tate equation must factorize in a particular way with respect to $w$. In the following we will focus on the gauge groups $S U(5)$ and $S O(10)$. For $S U(5)$ we must have:

$$
\begin{equation*}
a_{1}=b_{5} w^{0}, \quad a_{2}=b_{4} w^{1}, \quad a_{3}=b_{3} w^{2}, \quad a_{4}=b_{2} w^{3}, \quad a_{6}=b_{0} w^{5} \tag{5.3}
\end{equation*}
$$

An $S O(10)$ model is specified as follows:

$$
\begin{equation*}
a_{1}=b_{5} w^{1}, \quad a_{2}=b_{4} w^{1}, \quad a_{3}=b_{3} w^{2}, \quad a_{4}=b_{2} w^{3}, \quad a_{6}=b_{0} w^{5} \tag{5.4}
\end{equation*}
$$

The $b_{i}$ s are sections of some appropriate line bundle over $B$ that have at least one term independent of $w$.

Matter arises along curves inside the base manifold at loci where a rank 1 enhancement of the GUT group takes place. In $S U(5)$ F-theory GUTs the matter curves are at the following loci inside $S$ :

$$
\begin{align*}
b_{3}^{2} b_{4}-b_{2} b_{3} b_{5}+b_{0} b_{5}^{3} & =0
\end{aligned} \quad \begin{aligned}
& \mathbf{5} \text { matter } \quad S U(6) \text { enhancement } \\
& b_{5}
\end{aligned}=0 \quad \begin{aligned}
& \mathbf{1 0} \text { matter } \quad S O(10) \text { enhancement. } \tag{5.5}
\end{align*}
$$

The matter curves for the $S O(10)$ models are at:

$$
\begin{array}{lll}
b_{3}=0 & \mathbf{1 0} \text { matter } & S O(12) \text { enhancement } \\
b_{4}=0 & \mathbf{1 6} \text { matter } & E_{6} \text { enhancement } \tag{5.6}
\end{array}
$$

Yukawa couplings arise at points inside $B$ where the GUT singularity has a rank 2 enhancement. In $S U(5)$ models the Yukawa points sit at:

$$
\begin{array}{rl}
b_{4}=0 \cap b_{5}=0 & \mathbf{1 0 1 0 5} \text { Yukawas } \quad E_{6} \text { enhancement } \\
b_{2}^{2}-4 b_{0} b_{4}=0 \cap b_{3}=0 & \mathbf{1 0} \overline{\mathbf{5}} \overline{\mathbf{5}} \text { Yukawas } \quad S O(12) \text { enhancement. } \tag{5.7}
\end{array}
$$

In the $S O(10)$-case we have the following Yukawa couplings:

$$
\begin{array}{rll}
b_{3}=0 \cap b_{4}=0 & \mathbf{1 6 1 6 1 0} 10 \text { Yukawas } & E_{7} \text { enhancement, } \\
b_{2}^{2}-4 b_{0} b_{4}=0 \cap b_{3}=0 & \mathbf{1 6 1 0 1 0} \text { Yukawas } & S O(14) \text { enhancement. } \tag{5.8}
\end{array}
$$

By constructing the base manifold $B$ and the elliptically fibered Calabi-Yau fourfold we are able to give explicit expressions for the quantities defined above. Furthermore, knowing the homology classes of divisors we can obtain intersection numbers and other topological data of the GUT brane, the matter curves and the Yukawa couplings. In order to make these calculations we make use of toric geometry. In the following subsections, we will explain the necessary ingredients for these computations; see also chapter 2 .

### 5.1.2 Base manifolds

In our work, we have considered toric ambient spaces from normal fans of reflexive polytopes. There are three reasons for this choice. First, these toric varieties have well understood singularity properties. Second, we know how to calculate their Hodge numbers in terms of combinatorial formulas due to the works [28]; see formula (2.37). Third, we have a classification scheme for reflexive polytopes up to dimension four 30 .

A toric variety $X_{\Sigma}$ is smooth iff all cones of $\Sigma$ are simplicial and basic (i.e. generated by a subset of the lattice basis). The normal fan of a given reflexive polytope will not generally satisfy these conditions. However, in our setup, we can always resolve singularities in toric spaces by subdivisions of their fan $41,42,96$. Take the polytope $\Delta^{\circ} \subset N$ with all its lattice points, and consider a star triangulation thereof, i.e. a triangulation where the maximal simplices always contain the origin. The fan over the facets of this polytope depends on the particular star triangulation we have chosen. Then reflexivity implies that there are no singularities at codimension lower than four. For a four-dimensional polytope, hence, there can be only point-like singularities. A hypersurface without fixed points can always be
deformed to avoid this kind of singularities. Hence, for our setups, a base point free (Cartier) divisor is smooth.

The intersection ring of a non-singular compact toric variety is given by the quotient ring (cfr. formula 2.40)

$$
\begin{equation*}
\mathbb{Z}\left[D_{1}, \ldots, D_{r}\right] /\left\langle I_{S R}, I_{l i n}\right\rangle \tag{5.9}
\end{equation*}
$$

Here $I_{S R}$ is the Stanley-Reisner ideal with relations of the type $D_{j_{1}} \cdot \ldots \cdot D_{j_{l}}=0$ for elements of the minimal index set $I$. Furthermore, one must mod out the ideal $I_{\text {lin }}$ generated by the linear relations $\sum_{j}\left\langle m, v_{j}\right\rangle D_{j}=0$. The intersection ring of an embedded hypersurface is given by restricting the intersection ring of the ambient space to the divisor $D$ describing the hypersurface as follows $1^{1}$

$$
\begin{equation*}
\left.D_{j_{1}} \cdot \ldots \cdot D_{j_{n-1}}\right|_{D}=\int_{D} D_{j} \wedge \ldots \wedge D_{j_{n-1}}=\int_{X} D_{j_{1}} \wedge \ldots \wedge D_{j_{n-1}} \wedge D \tag{5.10}
\end{equation*}
$$

We need the Kähler cone of the toric variety to determine the volumes of the divisors. With this information we will be able to make statements about the existence of a decoupling limit. We obtain it by starting from its dual, the Mori cone. The Mori cone is the cone of (numerically) effective curves. We determine it using the Oda-Park algorithm [23, 38], that has been implemented in the new version of the PALP code $1,2,2$ The extended PALP uses the SINGULAR [37] program to determine the intersection ring. In what follows, we approximate the Kähler cone of the embedded hypersurface by that of the ambient space. Since there could be more effective curves on the hypersurface than the induced ones, the Kähler cone of the hypersurface may be smaller than the one of the ambient space.

## Induced divisors

In our setup the base manifold is a divisor embedded in a toric ambient space. The reader may ask under which conditions and to which extent the homology of the hypersurface is induced from the homology classes of the toric ambient space. Indeed, not all toric divisors of the ambient space may induce a divisor on the hypersurface. For a Calabi-Yau hypersurface given by a reflexive polytope $\Delta^{\circ}$, this is the case if we have a divisor $D_{\text {int. } i}$ obtained from points that lie in the interior of a facet of the polytope. To observe this, we consider the intersection product, on the CY hypersurface, of some $D_{\text {int. } i}$ with divisors not coming from interior points,

$$
\begin{equation*}
D_{\mathrm{CY}} \cdot D_{\text {int. } i} \cdot D_{j_{1}} \cdot \ldots \cdot D_{j_{n-2}}=n_{i j_{1} \ldots j_{n-2}} \tag{5.11}
\end{equation*}
$$

We add to this equation intersection products of the form:

$$
\begin{equation*}
D_{j} \cdot D_{\text {int. } i} \cdot D_{j_{1}} \cdot \ldots \cdot D_{j_{n-2}}=0 \tag{5.12}
\end{equation*}
$$

where the $D_{j}$ is a divisor that does not lie on the facet of the $D_{\text {int. } i}$. This intersection is zero because the fan of the toric space is obtained from a maximal triangulation of the defining lattice polytope. Hence, divisors that lie in the interior of a facet intersect only divisors that also lie on that facet. The lattice polytopes that we consider are reflexive. Thus, for each facet

[^15]$\mathrm{f}_{i}$ of the polytope we have a point $m_{\mathrm{f}_{i}} \in M$ in the dual lattice polytope with $\left\langle m_{\mathrm{f}_{i}}, p_{j}\right\rangle=-1$ for all points $p_{j} \in \mathrm{f}_{i}$. From $m_{\mathrm{f}_{i}}$ we obtain the principal divisor
\[

$$
\begin{equation*}
D_{m_{\mathrm{f}_{i}}}=\sum_{p_{j} \in f_{i}}-D_{j}+\sum_{p_{k} \in \Delta^{\circ} \backslash \mathrm{f}_{i}}\left\langle m_{\mathrm{f}_{i}}, p_{k}\right\rangle D_{k} . \tag{5.13}
\end{equation*}
$$

\]

Since $D_{\mathrm{CY}}=\sum_{p_{k} \in \Delta^{\circ}} D_{k}$, we can add up (5.11) and (5.12) to

$$
\begin{equation*}
D_{m_{f_{i}}} \cdot D_{\text {int. } i} \cdot D_{j_{1}} \cdot \ldots \cdot D_{j_{n-2}}=-n_{i j_{1} \ldots j_{n-2}} \tag{5.14}
\end{equation*}
$$

A principal divisor always has intersection number zero with any other divisor, hence, we obtain $n_{i j_{1} \ldots j_{n-2}}=0$. Therefore, the divisor $D_{\text {int.i }}$ does not intersect with the Calabi-Yau hypersurface.

In the case of a hypersurface with a generic (multi) degree, we cannot use the above $M$-lattice vector to prove that divisors obtained from interior points do not lie on the hypersurface. However, we may find another vector $m$ such that its principal divisor is the sum of the divisor of the hypersurface and the sum of toric divisors that do not come from points of the considered facet.

For the general hypersurface case not only divisors coming from interior points of facets may not induce a divisor but also others. For example, the lower bound on the hypersurface degrees that we will consider below is that they include all homogeneous coordinates. At the bound we may encounter situations where one of the toric divisors has the same weight as the hypersurface. In this case, all toric divisors that do not intersect the divisor showing up linearly in the hypersurface equation will not lie on the hypersurface.

## Toric data for base manifolds

In this section, we introduce the class of base manifolds $B$ we will be working with. We will consider base geometries that are non-negatively curved hypersurfaces in a toric ambient space. We restrict to hypersurfaces with hyperplane class positive and strictly smaller than the class of the anti-canonical bundle of the ambient space. An interesting class of manifolds to look at would be Fano threefolds. However, as has been argued in [97], Fanos do not allow for a decoupling limit. We are thus forced to look for more general hypersurfaces. In [79, 81, 93], such examples have been obtained by constructing point and curve blow-ups of those Fano threefolds which are hypersurfaces in $\mathbb{P}^{4}$. A systematic construction for up to three point and curve blow-ups has been undertaken in (93) by a classification of the weight systems specifying the toric ambient space. What we would like to achieve here is to construct base manifolds in a more general class of ambient spaces, using toric geometry. In order to do so we will use a slightly different point of view than in 93 : instead of classifying weight systems corresponding to blow-ups we will specify the ambient space by reflexive polyhedra in four dimensions. These have been classified in [30]. Since we are not looking for Calabi-Yaus each of these polytopes will give us a large number of models since there are typically many possibilities to define hypersurfaces inside the ambient space defined by the polytope that fulfill the above above hyperplane class constraint. Therefore it has not been possible for us to construct base manifolds from all the 473800776 reflexive polyhedra in four dimensions. Instead, we will look at a class of geometries specified by $N$-lattice polytopes which define toric ambient spaces that are fourfolds with Picard number less than five. Concretely, we have looked at $N$-lattice polytopes with up to nine points, including the origin. Not all the points

| \# of points | \# of vertices | \# of polytopes |
| :---: | :---: | :---: |
| 6 | 5 | 3 |
| 7 | 5 | 7 |
| 7 | 6 | 18 |
| 8 | 5 | 9 |
| 8 | 6 | 70 |
| 8 | 7 | 89 |
| 9 | 5 | 13 |
| 9 | 6 | 115 |
| 9 | 7 | 406 |
| 9 | 8 | 358 |
|  |  | 1088 |

Table 5.1: Lattice polytopes specifying toric ambient spaces for $B$.
of a polytope are also vertices. We have divided up the data accordingly. This is summarized in table 5.1. The polytope data can be recovered from this information at [34]. The points of the $N$-lattice polytopes encode the weight matrices which we can recovered using PALP. The next step in constructing the base manifolds is to specify a hypersurface of degrees $d_{i}$, where $i$ runs over the rows in the weight matrix. The type of hypersurface we are interested in constrains the number of possible degrees. If $d_{i}=\sum_{j} w_{i, j}$, where $w_{i j}$ are the homogeneous weights of the variables, the hypersurface will be Calabi-Yau. This gives an upper bound for the degrees: for our purposes we have to consider hypersurface degrees such that at least one of the $d_{i}$ is strictly smaller than the sum of the weights. Furthermore, we would like our base manifold $B$ to be a genuine complex codimension one hypersurface inside the toric ambient space. Therefore, we impose the condition that each variable has to appear in at least one monomial of the hypersurface equation. If the homogeneous weight of a variable is higher than the hypersurface degree the variable will certainly not appear in the hypersurface equation. This gives a lower bound on the hypersurface degree. Since this bound is necessary but not sufficient, one has to check for each model if indeed all the variables appear in the hypersurface equation. For the ambient spaces specified by the 1088 polytopes above we have constructed all the hypersurfaces satisfying these conditions. In this way we have obtained as many as 569674 potential candidates for bases of an F-theory compactification.

## GUT data from base manifolds

Even though we are ultimately interested in constructing a full F-theory compactification on a Calabi-Yau fourfold, a lot of important information about the GUT model is already encoded in the geometry of the base manifold. What is more, in many cases this data can be inferred from the toric data of the ambient space. In the following we discuss what we can learn from the geometry of $B$ and how to compute phenomenologically relevant data using toric geometry. In our discussion about the GUT brane $S$, which wraps a toric divisor in $B$, we will focus on $S U(5)$ and $S O(10)$ models.

## Singularities

Singularities can either come from singularities of the ambient space or the hypersurface equation. Since the ambient space of the base manifold is characterized by a reflexive polytope in four dimensions, only point-like singularities arise there. On the other hand the hypersurface itself can be singular. A hypersurface given by an equation $W\left(x_{1}, \ldots x_{n}\right)=0$ is singular at a locus $x_{\text {sing }}$ if:

$$
\begin{equation*}
\left.W\right|_{x_{s i n g}}=0 \quad \text { and }\left.\quad \partial_{x_{i}} W\right|_{x_{\text {sing }}}=0, \quad x_{\text {sing }} \in X_{6} \quad i=1, \ldots, N \tag{5.15}
\end{equation*}
$$

A sufficient condition for regularity is that the divisor defining the hypersurface is base point free. In this case the hypersurface can be transversally deformed in every point. By Bertini's theorem, it will not have any singularities of the kind of 5.15). Additionally, the hypersurface will miss possible point singularities of the ambient space which are the only singularities of our toric ambient spaces of $B$. The base point free condition is given purely in terms of the combinatorics of the lattice polytope and therefore quite simple to check; see section 2.2.2.

## Almost Fano manifolds

An almost Fano threefold is an algebraic threefold that has a non-trivial anti-canonical bundle with at least one non-zero section at every point. Our toric construction of base manifolds does not necessarily lead to almost Fano manifolds. Thus, we check this criterion by explicitly searching for non-zero sections in every example. In the examples analyzed in 93 , a connection between the almost Fano property of $B$ and the reflexivity of the lattice polytope associated to the elliptically fibered fourfold had been observed.

## Del Pezzo divisors

Having specified a base manifold $B$, the next task is to identify suitable GUT divisors $S$. For this purpose, we will systematically search for del Pezzo divisors inside $B$. There are several motivations to look for del Pezzos. In local F-theory GUTs, the del Pezzo property ensures the existence of a decoupling limit [75, 76]. For $S U(5)$ GUT models, the fact that del Pezzos have $h^{0,1}=h^{2,0}=0$ implies some powerful vanishing theorems which forbid exotic matter after breaking $S U(5)$ to the Standard Model gauge group [76]. However, one should keep in mind that there are other possibilities besides del Pezzos: as pointed out in [74], for the F-theory model to have a heterotic dual, $S$ may also be a Hirzebruch or an Enriques surface. Recently, a construction of an F-theory GUT on an Enriques surface has been discussed [98]. We will identify candidates for del Pezzo divisors inside $B$ by their topological data. All the calculations can be done using toric geometry. Suppose the base manifold has hyperplane class which, by abuse of notation, we also call $B$ and is embedded in a toric ambient space with toric divisors $D_{i}$. The total Chern class of a particular divisor $S$ in $B$ is

$$
\begin{equation*}
c(S)=\frac{\prod_{i}\left(1+D_{i}\right)}{(1+B)(1+S)} . \tag{5.16}
\end{equation*}
$$

A necessary condition for the divisor $S$ to be $d P_{n}$ is that it must have the following topological data:

$$
\begin{equation*}
\int_{S} c_{1}(S)^{2}=9-n, \quad \int_{S} c_{2}(S)=n+3 \quad \Longrightarrow \quad \chi_{h}=\int_{S} \operatorname{Td}(S)=1 \tag{5.17}
\end{equation*}
$$

where $\chi_{h}$ is the holomorphic Euler characteristic. Since del Pezzos are Fano twofolds, we have a further necessary condition. The integrals of $c_{1}(S)$ over all torically induced curves ${ }^{3}$ on $S$ have to be positive:

$$
\begin{equation*}
D_{i} \cap S \cap c_{1}(S)>0, \quad D_{i} \neq S, \quad \forall D_{i} \cap S \neq \emptyset \tag{5.18}
\end{equation*}
$$

## Genus of matter curves

Assuming that we have set up the right GUT theory on the divisor S, matter is localized at curves of further enhancement of the singularity. The curve classes $M$ of the matter curves can be expressed in terms of the toric divisors of the ambient space. The genus of the matter curve can be computed using its first Chern class and the triple intersection numbers. The total Chern class is

$$
\begin{equation*}
c(M)=\frac{\prod_{i}\left(1+D_{i}\right)}{(1+B)(1+S)(1+M)} . \tag{5.19}
\end{equation*}
$$

After expanding this expression to obtain $c_{1}(M)$, the Euler number can be calculated by the following intersection product:

$$
\begin{equation*}
\chi(M)=2-2 g(M)=c_{1}(M) \cap M \cap S . \tag{5.20}
\end{equation*}
$$

Note that we have made the assumption that the matter curves are generic and do not factorize. This may not always be the case and then formula 5.20 will yield the sum of the Euler numbers of the factorized curves as result. This may for instance lead to negative values for the genus of the matter curve if we naïvely assume a single connected curve. The genus of $M$ gives us information about the number of moduli on the matter curve. Since these moduli will eventually have to be stabilized, matter curves of low genus are desirable from a phenomenological point of view.

## Yukawa points

Yukawa couplings arise at points inside $B$ where the GUT singularity has a rank 2 enhancement. In the generic situation the equations specifying the Yukawa points can be expressed as classes $Y_{1}, Y_{2}$ in terms of the toric divisors. The number of Yukawa points is then given by the following intersection product:

$$
\begin{equation*}
n_{\text {Yukawa }}=S \cap Y_{1} \cap Y_{2} \tag{5.21}
\end{equation*}
$$

In order to account for the Standard Model Yukawa couplings, only a small number of Yukawa points is needed. In $S O(10)$ models, for example, all the Standard Model couplings descend from 161610 Yukawas, which is why it would be nice to find a geometry where the number of 161010 Yukawa points is as small as possible. Most of the known global geometries come with a large number of Yukawa points. The situation is particularly bad for $d P_{n}$ with small $n$ [99]. Our analysis shows however that $d P_{0}$ and $d P_{1}$ are by far the most common del Pezzo divisors in the base manifolds.
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## Decoupling limit

One of the key issues which allows for the discussion of GUT models within F-theory locally around the 7 -branes is the existence of a decoupling limit. The Planck mass and the mass scale of the GUT theory are related to the geometry in the following way:

$$
\begin{equation*}
M_{p l}^{2} \sim \frac{M_{s}^{8}}{g_{s}^{2}} \operatorname{Vol}(B), \quad M_{G U T} \sim \operatorname{Vol}(S)^{-\frac{1}{4}}, \quad 1 / g_{\mathrm{YM}}^{2} \sim \frac{M_{s}^{4}}{g_{s}} \operatorname{Vol}(S) \tag{5.22}
\end{equation*}
$$

see for instance 100 . Therefore one has:

$$
\begin{equation*}
\frac{M_{G U T}}{M_{p l}} \sim g_{\mathrm{YM}}^{2} \frac{\operatorname{Vol}(S)^{3 / 4}}{\operatorname{Vol}(B)^{1 / 2}} \tag{5.23}
\end{equation*}
$$

There are two ways to achieve a small value for $M_{G U T} / M_{p l}$. These are often referred to as the physical and the mathematical decoupling limit. In the physical decoupling limit, the volume of the GUT brane $S$ is kept finite while $\operatorname{Vol}(B) \rightarrow \infty$. The mathematical decoupling limit takes $\operatorname{Vol}(S) \rightarrow 0$ for finite volume of $B$. In the case of a rigid del Pezzo divisor, the mathematical decoupling limit should always be possible. Thus, it can be used to check whether a del Pezzo is rigid. Here we study the dependence of the volumes of $S$ and $B$ in terms of the Kähler moduli. This discussion tells us if a decoupling limit can in principle be realized in the given geometry. If the limits are actually realized is a question of moduli stabilization, which we will not discuss here.

The question of whether there exists a decoupling limit can again be addressed within the realm of toric geometry. In order to obtain positive volumes, we must find a basis of the Kähler cone. The Kähler cone of the hypersurface describing the base is hard to compute. Therefore we will approximate it by the Kähler cone of the ambient space. Having found a basis $K_{i}$ of the Kähler cone, the Kähler form $J$ can be written as $J=\sum_{i} r_{i} K_{i}$ with $r_{i}>0$. Using the Mori cone we can express $K_{i}$ in terms of the toric divisors $D_{i}$. The triple intersection numbers restricted to $B$ allow us to compute the following volumes in terms of the Kähler parameters $r_{i}$ :

$$
\begin{equation*}
\operatorname{Vol}(B)=J^{3}, \quad \operatorname{Vol}(S)=S \cdot J^{2} \tag{5.24}
\end{equation*}
$$

The existence of a mathematical and physical decoupling limits can be deduced from the moduli dependence of these volumes. As was first observed in 81], these two decoupling limits may be governed by different vectors in the Kähler cone.

### 5.1.3 Elliptically fibered Calabi-Yau fourfolds

## Construction of the fourfolds

We now go on to construct an elliptically fibered Calabi-Yau fourfold from $B$. We obtain such an elliptic fibration by first fibering $\mathbb{P}_{231}[6]$ over the toric ambient space of the base manifold. Thus, we extend the weight matrices describing the ambient space of $B$ by suitable weights for the new fiber coordinates $(x, y, z)$. This is done such a way that $x, y$, and $z$ transform as $K_{B}^{-2}$, $K_{B}^{-3}$, and $\mathcal{O}_{B}$, respectively. We also add an extra weight vector $(2,3,1,0,0, \ldots, 0)$ to account for the $\mathbb{P}_{231}$. In order to have a well defined torus fibration, the coefficients $a_{i}$ of equation (5.2) have to be sections of $K_{B}^{-n}$ with some appropriate power $n$. The sums of the degrees of the hypersurface equation of the base and of the equation specifying the elliptic fibration are now equal to the degree of the anti-canonical bundle of the ambient toric sixfold. Hence, the
complete intersection of these two equations is a Calabi-Yau manifold. This variety may be singular in some cases. The complete intersection Calabi-Yaus we consider here are given in terms of a pair of reflexive lattice polytopes $\Delta$ and $\Delta^{\circ}$, together with a nef-partition:

$$
\begin{array}{cl}
\Delta=\Delta_{1}+\ldots+\Delta_{r} & \Delta^{\circ}=\left\langle\nabla_{1}, \ldots, \nabla_{r}\right\rangle_{\mathrm{conv}} \\
\nabla^{\circ}=\left\langle\Delta_{1}, \ldots, \Delta_{r}\right\rangle_{\mathrm{conv}} & \left(\nabla_{n}, \Delta_{m}\right) \geq-\delta_{n m}  \tag{5.25}\\
& \nabla=\nabla_{1}+\ldots+\nabla_{r}
\end{array}
$$

Here, $\langle\ldots\rangle_{\text {conv }}$ denotes a convex hull of lattice polytopes, and $\Delta=\Delta_{1}+\ldots+\Delta_{r}$ (and analogously for $\nabla$ ) is a Minkowski sum.

The extension of the weight systems of the base threefold is straightforward. However, there are several issues of both conceptual and technical nature which prevent us from constructing an F-theory compactification for every base $B$. These are discussed in the following.

## Software constraints

There are two main constraints affecting our search for complete intersection Calabi-Yaus (CICYs). First, PALP was originally designed to analyze complete intersection Calabi-Yaus of the type (5.25), which does not cover all the possibilities we encounter in our construction of global F-theory GUTs. The software efficiently analyzes combined weight systems to find their description in terms of (six-dimensional) reflexive polytopes. Afterwards PALP determines their nef-partitions and the Hodge numbers of the CICY. Given a six-dimensional reflexive polytope describing the ambient space, the common zero locus of any two transversal equations is a suitable Calabi-Yau. Note that the two defining equations do not have to descend from the nef-partitions, but only for nef partitions it is known how to determine the Hodge numbers of the CICY in terms of combinatorial data 101. Thus, we could only do detailed calculations for examples that fulfill the requirements of 5.25 . In fact, not all of the combined weight systems we have constructed extending the base weight matrices correspond to reflexive polytopes or do have nef partitions. Table 5.5 in section 5.2 shows how many CICYs satisfy these conditions. Reflexivity has turned out to be a severe constraint.

The second obstacle in our analysis of the fourfolds is that due to computational constraints we have not been able to determine the six-dimensional $N$-polytopes for all weight matrices. The last column of table 5.5 shows where the software has failed. The entries in the columns give information of two types of errors that can occur when determining the polytopes in the $N$-lattice: in most cases the error comes from the the issue that PALP cannot determine the $N$-lattice polytope by solving the equations encoded in the weight matrices. This problem might in principle be overcome by choosing the points of the $N$-lattice polytope as an input instead of the weight matrix. In fewer cases the $N$-lattice polytope can be found but an upper bound to the number of points is violated. The upper bound could be increased but that usually leads to very long computation times. The error distribution is in agreement with the intuitive idea that the complexity of the weight matrices increases with the number of points. For the fibrations over polytopes with 8 points where 7 of which are vertices we get an error in $10,9 \%$ of the cases, for polytopes with 9 points and 8 vertices we have an error occurrence of $28,5 \%$.

The fourfold data available at 102 do not contain the Hodge numbers of the CICYs. They can be easily determined with help of the nef-function of PALP ${ }^{4}$ However, due to the

[^17]complexity of the polytopes their calculation would have been too time consuming to be applied to every model we had.

## Compatibility with the elliptic fibration

Once we have found a Calabi-Yau fourfold characterized by a pair of dual polyhedra and its nef-partitions, we still need to make sure that one of the nef-partitions is compatible with the desired elliptic fibration. The most elementary requirement for a well-defined Weierstrass model is of course that the points in $\Delta^{\circ}$ corresponding to the coordinates of the torus fiber are all in the same component of the nef-partition. However, this criterion is not sufficient in order to recover the desired Weierstrass model. We also have to make sure that the coefficients $a_{n}$ in 5.2 transform appropriately as sections of $K_{B}^{-n}$. This translates into conditions on the on the (sums of) weights of the variables in the individual nef-partitions.

## Engineering GUT models

By now we have constructed complete intersection Calabi-Yau fourfolds of type (5.1). The next step is to obtain a GUT model. This is achieved by imposing the factorization constraints such as (5.3) or (5.4) on the coefficients $a_{r}\left(y_{i}, w\right)$ in the Tate equation $(5.2)$. The procedure can be done within the toric framework, as has been proposed first in [79]. The hypersurface constraints can be recovered from the toric data as follows:

$$
\begin{equation*}
f_{m}=\sum_{w_{k} \in \Delta_{m}} c_{k}^{m} \prod_{n=1}^{2} \prod_{\nu_{i} \in \nabla_{n}} x_{i}^{\left\langle\nu_{i}, w_{k}\right\rangle+\delta_{m n}} \quad m, n=1,2 \tag{5.26}
\end{equation*}
$$

where the $c_{k}^{m}$ are complex structure parameters. The Tate form (5.2) implies that the $a_{n}$ appear in the monomials which contain $z^{n}$. We can isolate these monomials by identifying the vertex $\nu_{z}$ in $\left(\nabla_{1}, \nabla_{2}\right)$ that corresponds to the $z$-coordinate. All the monomials that contain $z^{r}$ are then in the following set:

$$
\begin{equation*}
A_{r}=\left\{w_{k} \in \Delta_{m}:\left\langle\nu_{z}, w_{k}\right\rangle-1=r\right\} \quad \nu_{z} \in \nabla_{m} \tag{5.27}
\end{equation*}
$$

where $\Delta_{m}$ is the dual of $\nabla_{m}$, which denotes the polytope containing the $z$-vertex. The polynomials $a_{r}$ are then given by the following expressions:

$$
\begin{equation*}
a_{r}=\left.\sum_{w_{k} \in A_{r}} c_{k}^{m} \prod_{n=1}^{2} \prod_{\nu_{i} \in \nabla_{n}} y_{i}^{\left\langle\nu_{i}, w_{k}\right\rangle+\delta_{m n}}\right|_{x=y=z=1} \tag{5.28}
\end{equation*}
$$

Now we can remove all the monomials in $a_{r}$ that do not satisfy the factorization constraints of the singularity classification. In order to perform this calculation, we have to identify the fiber coordinates $(x, y, z)$ and the GUT coordinate $w$ within the weight matrix of the fourfold.

The restriction to a specific GUT group amounts to removing a considerable amount of $M$ lattice points. As has been observed in [93], these manipulations may destroy the reflexivity of the polytope. The dual polytope in the $N$-lattice will have acquired additional points that can be interpreted as exceptional divisors obtained by blowing-up the GUT singularity [79, 81].
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## $U(1)$-restricted models

Recently there has been active discussion in the literature on how to globally define fluxes in F-theory models. While a full answer to this problem is still unknown there has been some progress in incorporating the spectral cover construction into global models [85,86]. For phenomenological reasons, one has to make sure that, in $S U(5)$ models, the spectral cover splits. This is necessary to forbid dimension four proton decay operators. In $S O(10)$ models a split spectral cover is used to generate chiral fermions 93, 103]. However, as has been argued in 84, 85 the local picture of a split spectral cover may in general not be sufficient. The authors of 85 have shown that a lift of the local split spectral cover construction to a globally defined " $U(1)$-restricted Tate model" can give the needed further selection rule. This is achieved by imposing a global $U(1)_{X}$-symmetry in the elliptic fibration. In terms of the Tate model, this is achieved by setting $a_{6}=0$. In the toric language this corresponds to removing even more points in the $M$-lattice, in addition to the manipulations needed for imposing the GUT model. Due to this procedure the Euler number decreases significantly, which is problematic for tadpole cancellation. Since the $U(1)$-restriction removes even more points from the $M$-lattice, reflexivity might not be maintained.

### 5.2 Data analysis

In this section, we analyze our data ${ }^{5}$ We have produced 569674 base geometries in total. We will discuss their properties and the associated elliptically fibered fourfolds.

### 5.2.1 Base manifolds

We collect the information about the base geometries in several tables. Our discussion will be concerned with properties of the base manifold, properties of its divisors and furthermore matter curves, Yukawa couplings as well as the existence of a decoupling limit.

In table 5.2, we summarize some information about the base geometries. We subdivide the models into classes pnvm, denoting models based on polytopes which have $n$ points and $m$ vertices. The last three columns in the table indicate how many of the base manifolds are Cartier divisors, base point free or almost Fano. We note that base point freedom and in particular the almost Fano property are extremely rare items. As for almost Fano, it turns out that this property of the base manifold is not needed in order to have a Calabi-Yau fourfold that is characterized by a reflexive polytope.

In our search for geometries that are suitable for F-theory model building, we have focused on identifying del Pezzo divisors inside the base manifold. The results of our search are summarized in table 5.3. All the divisors in this counting satisfy (5.17) and (5.18). Among all the base geometries, we have identified 269636 models with del Pezzo divisors, and a total number of 471844 del Pezzos. The $d P_{n}$ with $n=0,1,2$ are the most common ones. So far, our discussion has included all possible choices of base manifolds. We can now collect those models that have some attractive features. For that reason, we will now focus on those models where $B$ is regular and has at least one del Pezzo divisor that allows for a mathematical or physical decoupling limit. This leaves us with only a small fraction of models, as indicated in

[^19]| class | \# of polytopes | \# of base manifolds | Cartier | BP-free | almost Fano |
| :---: | :---: | :---: | :---: | :---: | :---: |
| p6v5 | 3 | 12 | 6 | 6 | 10 |
| p7v5 | 7 | 155 | 66 | 31 | 39 |
| p7v6 | 18 | 307 | 199 | 131 | 94 |
| p8v5 | 9 | 812 | 424 | 86 | 73 |
| p8v6 | 70 | 6691 | 3265 | 816 | 584 |
| p8v7 | 89 | 8168 | 4464 | 1542 | 779 |
| p9v5 | 13 | 8238 | 1243 | 77 | 155 |
| p9v6 | 115 | 84848 | 27037 | 1651 | 1542 |
| p9v7 | 406 | 257024 | 107119 | 10515 | 5955 |
| p9v8 | 358 | 203419 | 101562 | 14564 | 5677 |
| total | 1088 | 569674 | 245385 | 29401 | 14908 |

Table 5.2: Analysis of the base manifolds.
table 5.4. In the first column, we count the number of models where the hypersurface divisor of $B$ is Cartier and there is at least one del Pezzo divisor with a mathematical or physical decoupling limit. In the second column, we furthermore implement the constraint that $B$ is base point free. In the third column, we count the total number of all del Pezzos (also those without decoupling limit) in the base point free geometries, where at least one $d P$-divisor allows for a decoupling limit.

### 5.2.2 Fourfolds

In this section, we discuss the Calabi-Yau fourfolds which are elliptic fibrations over the base threefolds. The toric data of the fourfolds is obtained by extending the weight matrices associated to the base manifolds, as discussed in section 5.1.3. Complete intersection CalabiYaus can be analyzed by PALP. The fourfold data contains a lot of information, which is relevant for finding global F-theory GUT models. We can use the data to answer the following questions:

1. Does the extension of the weight matrix of the base lead to a reflexive polytope?
2. How many of the Calabi-Yau fourfolds have nef-partitions that are compatible with the elliptic fibration over $B$ ?
3. Do the "good" base manifolds (i.e. those which are regular, have del Pezzo divisors and a decoupling limit) always extend to Calabi-Yau fourfolds, which are described in terms of reflexive polytopes and nef-partitions?
4. After imposing a GUT group using the construction of [79], are the fourfold polytopes still reflexive?
5. Does imposing the GUT model lead to further non-abelian enhancements on divisors other than the GUT divisor?
6. Can we implement a $U(1)$-restricted Tate model in order to impose a global $U(1)-$ symmetry [85] without destroying desirable properties on the Calabi-Yau fourfold?


| 68п8I | 97898 | \＆L0¢¢ | L086I | 9998I | 87967 | L2809 | 668GLI | 96608 | ゅも8ILも | 989697 | ［eq07 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2888 | E8IGL | 0967I | 768LI | 860LI | 0\＆181 | L6LZ¢ | 67G\＆L | 69998 | LGO07\％ | 7867IL | $8^{\wedge} 6^{\text {d }}$ |
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| ¢6\％ | 89t | $00^{\text {c }}$ | ILI | モ91 | LSI | 685 | 8887 | ¢L0I | 6979 | 7\％8¢ | 9＾8 ${ }^{\text {d }}$ |
| 88 | gt | 92 | 8 | ¢I | － | ¢t | Let | ¢¢I | 284 | $67 \%$ | G＾8 ${ }^{\text {d }}$ |
| 87 | ¢9 | \＆ 2 | 6 | $2 I$ | LI | ¢¢ | $68 \%$ | LZI | 269 | 907 | 9 ${ }^{\text {L }} \mathrm{d}$ |
| $\dagger$ |  | LI | I | 7 | － | も | 72 | 98 | O¢I | 99 | GAL ${ }^{\text {d }}$ |
| － | ■ | 9 | － | － | － | － | 9 | 6 | 96 | 9 | gagd |
| ${ }^{8}{ }^{p}$ | ${ }^{2} d p$ | ${ }^{9}{ }^{\prime} p$ | ${ }^{9} d p$ | ${ }^{\dagger}{ }^{p}$ | ${ }^{\varepsilon}{ }_{d}{ }^{\text {p }}$ | ${ }^{2}{ }_{d}{ }^{p}$ | ${ }^{1}{ }^{2}$ | ${ }^{0} d p$ | ${ }^{u}{ }_{\text {d }}$ јо \＃ | spioj！ | ssejp |


| class | Cartier+dec+dP | BP-free+dec+dP | \# dP for BP-free+dec |
| :---: | :---: | :---: | :---: |
| p6v5 | - | - | - |
| p7v5 | 29 | 22 | 74 |
| p7v6 | 85 | 72 | 277 |
| p8v5 | 224 | 74 | 212 |
| p8v6 | 1492 | 665 | 2073 |
| p8v7 | 2412 | 1264 | 4490 |
| p9v5 | 726 | 62 | 239 |
| p9v6 | 10900 | 1332 | 3334 |
| p9v7 | 46142 | 8933 | 26776 |
| p9v8 | 53356 | 13108 | 50930 |
| total | 115366 | 25532 | 88405 |

Table 5.4: Base manifolds with del Pezzo divisors and decoupling limit.

| class (base) | reflexive+nef part. | reflexive, no nef part. | non-reflexive | PALP errors |
| :---: | :---: | :---: | :---: | :---: |
| p6v5 | 10 | - | 2 | - |
| p7v5 | 65 | 6 | 84 | - |
| p7v6 | 128 | 7 | 172 | - |
| p8v5 | 197 | 103 | 308 | $188+16$ |
| p8v6 | 1170 | 344 | 4481 | $660+36$ |
| p8v7 | 1051 | 267 | 5958 | $892+0$ |
| p9v5 | 256 | 146 | 583 | $7187+66$ |
| p9v6 | 4033 | 3530 | 61211 | $14861+1213$ |
| p9v7 | 12101 | 8963 | 176598 | $58439+928$ |
| p9v8 | 8334 | 5266 | 131835 | $57918+66$ |
| total | 27345 | 18632 | 381232 | $140145+2325$ |

Table 5.5: Fourfold polytopes.

Even though we have the tools to answer all these questions, working out the details for a large class of models is quite tricky and takes up a lot of computing time. This is why we will address some of these issues, in particular the fifth question, only in several examples.

We start by answering the first question above. As a somewhat surprising outcome, only a very small fraction of threefold base manifolds can be extended to a Calabi-Yau fourfold which is described by a pair of reflexive polyhedra and at least one nef-partition. We have found 27345 such models. The results are summarized in table5.5. About one quarter of the extended weight systems could not be analyzed due to their complexity.

For the rest of the discussion we will focus on those fourfolds which can be characterized by reflexive polytopes and have at least one nef-partition. At first we merge the fourfold data with the data of the base manifold in order to check how many of the "good" base manifolds also lead to Calabi-Yau fourfolds that are characterized by reflexive polytopes with nef-partitions. Our findings are collected in table 5.6. The number of models which have a reflexive fourfold polytope, where the base is regular and there is at least one del Pezzo divisor with a mathematical and/or physical decoupling limit, is 7386 . In table 5.7, we list the distribution of del Pezzos in these "good" models. Even if we have a reflexive fourfold polytope with nef-partitions it is not implied that the nef-partitions are compatible with the

| class | $C Y_{4}+$ refl+nef | Cartier base $+d P_{n}+$ dec. | BP-free base $+d P_{n}+$ dec. |
| :---: | :---: | :---: | :---: |
| p6v5 | 10 | - | - |
| p7v5 | 65 | 24 | 18 |
| p7v6 | 128 | 61 | 57 |
| p8v5 | 197 | 94 | 38 |
| p8v6 | 1170 | 685 | 402 |
| p8v7 | 1051 | 760 | 591 |
| p9v5 | 256 | 5 | - |
| p9v6 | 4033 | 1679 | 414 |
| p9v7 | 12101 | 6909 | 2714 |
| p9v8 | 8334 | 5794 | 3152 |
| total | 27345 | 16011 | 7386 |

Table 5.6: CY fourfolds where the base manifolds are suitable for F-theory model building.

| class | \# models | \# of $d P_{n}$ | $d P_{0}$ | $d P_{1}$ | $d P_{2}$ | $d P_{3}$ | $d P_{4}$ | $d P_{5}$ | $d P_{6}$ | $d P_{7}$ | $d P_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| p6v5 | - | - | - | - | - | - | - | - | - | - | - |
| p7v5 | 18 | 66 | 17 | 39 | - | - | 2 | - | 6 | 2 | - |
| p7v6 | 57 | 212 | 39 | 92 | 10 | 7 | 7 | 5 | 26 | 21 | 5 |
| p8v5 | 38 | 100 | 6 | 86 | - | - | 3 | - | 2 | 3 | - |
| p8v6 | 402 | 1198 | 172 | 696 | 83 | 44 | 48 | 39 | 42 | 68 | 6 |
| p8v7 | 591 | 2287 | 284 | 894 | 287 | 192 | 124 | 154 | 131 | 178 | 43 |
| p9v5 | - | - | - | - | - | - | - | - | - | - | - |
| p9v6 | 414 | 855 | 102 | 494 | 91 | 44 | 33 | 27 | 30 | 30 | 4 |
| p9v7 | 2714 | 7378 | 902 | 3383 | 1122 | 931 | 375 | 384 | 198 | 324 | 59 |
| p9v8 | 3152 | 12334 | 1377 | 4161 | 2343 | 1605 | 768 | 881 | 533 | 507 | 159 |
| total | 7386 | 24430 | 2899 | 9845 | 3936 | 2823 | 1360 | 1490 | 968 | 1133 | 276 |

Table 5.7: Distribution of del Pezzos in "good" F-theory geometries.
elliptic fibration over $B$. The extended weight systems will always lead to elliptic fibrations, but not necessarily over the base manifold we want. In many cases, there may even be more than one nef-partition that is compatible with the elliptic fibration over $B$. However, these nef-partitions always lead to the same Tate model. Taking this into account, we are left with 3978 Calabi-Yau fourfolds. Our results can be found in table 5.8. With a nef-partition in hand, we can go on to construct GUT models for a particular gauge group, as described in section 5.1.3. For the 3978 fourfold geometries in table 5.8 that have a nef-partition that is compatible with the elliptic fibration, we have constructed $S U(5)$ and $S O(10)$ GUT models on every del Pezzo divisor. In order to make this calculation, we have to identify the coordinates of the torus fiber and the GUT divisor in the toric data of the Calabi-Yau fourfold. This can be done by matching the columns of the weight matrix of $B$ with the columns of the weight matrix of $X_{4}$. Note that this identification may not always be unique due to symmetries of the weight matrix. Of course, the different choices do not lead to different GUT models. One prominent example of a weight matrix with such a symmetry is the $d P_{5}$-model discussed in 81.

Carrying out this procedure we get a total number of 45304 global F-theory GUTs. After removing redundancies coming from symmetries in the weight matrix, we are still left with

| class (base) | \# of models w/ ell. comp. nef | \# of ell. comp. nef |
| :---: | :---: | :---: |
| p6v5 | - | - |
| p7v5 | 4 | 6 |
| p7v6 | 46 | 83 |
| p8v5 | 3 | 5 |
| p8v6 | 110 | 215 |
| p8v7 | 445 | 1157 |
| p9v5 | - | - |
| p9v6 | 69 | 116 |
| p9v7 | 1014 | 2538 |
| p9v8 | 2287 | 7677 |
| total | 3978 | 11797 |

Table 5.8: CY fourfolds with Tate models.

|  | with redundancies |  |  | without redundancies |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| type | refl. | non-refl. | no nef | refl. | non-refl. | no nef |
| $S U(5)$ | 17099 | 5553 | - | 11275 | 4186 | - |
| $S O(10)$ | 16625 | 6020 | 7 | 10832 | 4622 | 7 |
| $S U(5)+U(1)$-restr. | 17099 | 5553 | - | 11275 | 4186 | - |
| $S O(10)+U(1)$-restr. | 16625 | 6020 | 7 | 10832 | 4622 | 7 |

Table 5.9: Reflexivity of polytopes after implementing the GUT group.

30922 models. Note however that not all of these models will be usable, since the removal of points in the $M$-lattice in order to implement the GUT group may destroy the reflexivity of the polytope. In very few examples, it might also happen that there is no longer a nefpartition. We collect this information in table 5.9. We make two observations: first, in about one third of the models, imposing the GUT group destroys reflexivity, and second, the $U(1)$-restriction, does not put any further constraints on the reflexivity of the polytopes.

In the final step of our data analysis, we search for new examples of F-theory GUTs that might be interesting for string phenomenology. Therefore we would like to isolate models where the GUT divisor $S$ has matter curves with a small number of moduli and not too many Yukawa points. Even though the geometries we have started with have GUT divisors with very diverse topological data, the cuts we have imposed put severe restrictions on the geometry and as a consequence also on the topological numbers of the divisors. In table B. 1 in the appendix, we list the matter genera and Yukawa points for $S U(5)$ and $S O(10)$ del Pezzos with a physical decoupling limit, and their occurrence in global models where the fourfold polytopes are reflexive after imposing the GUT group with or without $U(1)$ restriction. Similar results can be obtained for del Pezzos with a mathematical decoupling limit.

### 5.2.3 Examples

We will now discuss some examples in more detail. We focus mostly on $d P_{7}$ and $d P_{8}$ since they are quite rare and $d P_{8}$ 's have not been discussed previously in the context of global models. We will also make some comments on the calculation of Euler numbers using the following formula proposed in [79]: given a resolved Calabi-Yau fourfold with GUT group $G$, denoted by $\bar{X}_{G}$, the Euler number is given by

$$
\begin{equation*}
\chi_{\bar{X}_{G}}=\chi_{\bar{X}_{4}}-\chi_{E_{8}}+\chi_{H} \tag{5.29}
\end{equation*}
$$

where $\chi_{\bar{X}_{4}}$ is the Euler characteristic of the resolved $X_{4}$ and $\chi_{H}$ denotes a correction related to $H$, which is the commutant subgroup of $G$ in $E_{8}$. The Euler number for a smooth elliptically fibered Calabi-Yau fourfold is

$$
\begin{equation*}
\chi_{\bar{X}_{4}}=360 \int_{B} c_{1}^{3}(B)+12 \int_{B} c_{1}(B) c_{2}(B) . \tag{5.30}
\end{equation*}
$$

Defining $\eta=6 c_{1}(S)+c_{1}\left(N_{S}\right)$, the correction for $H=S U(n)(n \leq 5)$ is given by

$$
\begin{equation*}
\chi_{S U(n)}=\int_{S} c_{1}^{2}(S)\left(n^{3}-n\right)+3 n \eta\left(\eta-n c_{1}(S)\right) \tag{5.31}
\end{equation*}
$$

Originally, the formula 5.29 was motivated from heterotic/F-theory duality and the spectral cover construction. In [85], (5.29) has been shown to be consistent with mirror symmetry, under which $G$ and $H$ are exchanged. Note that (5.29) is only valid if there are no further non-abelian gauge enhancements away from the GUT brane $S$. Furthermore, equation (5.29) is not valid for $U(1)$-restricted models. In the following examples, we will see that such extra enhancements can occur and lead to discrepancies in the Euler numbers of the CalabiYau fourfolds computed by (5.29) and those Euler numbers obtained by PALP, which uses a formula of Batyrev and Borisov [101].

## Three $d P_{8}$ s

Models where the GUT divisor is a $d P_{8}$ are interesting for phenomenology since the genera of the matter curves and the number of Yukawa points are typically low. Unfortunately $d P_{8}$ s are quite rare in the geometries we have constructed, and it turns out that those appearing in suitable Calabi-Yau fourfolds do not satisfy all the properties we would like to have. We will now discuss three examples.

The base geometry of the first example is encoded in the following weight matrix:

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{8}$ | $\sum$ | $\operatorname{deg}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 3 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 8 | 6 |
| $w_{2}$ | 3 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 7 | 6 |
| $w_{3}$ | 3 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 6 | 6 |
| $w_{4}$ | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 2 | 2 |

The second but last column indicates the sum of the weights, the last column shows the degrees of the hypersurface equation describing the base manifold $B$. In our database [102], this model is labeled by (cy4)p9v6n058d6-6-6-2t1. Let us first discuss the properties of $B . B$ is an almost Fano manifold and it is a Cartier divisor that is base point free. Furthermore, we only
obtain three induced Kähler classes from the ambient space, since $D_{7}$ does not intersect the hypersurface, cf. 5.1.2. There is only one del Pezzo divisor, defined by $y_{6}=0$, which will be our GUT divisor $S$. The topological data indicates that it is a $d P_{8}$. The volumes in terms of Kähler parameters $r_{i}>0$ are:

$$
\begin{align*}
\operatorname{Vol}(B)= & 6 r_{1} r_{2}^{2}+2 r_{2}^{3}+36 r_{1} r_{2} r_{3}+18 r_{2}^{2} r_{3}+54 r_{1} r_{3}^{2}+54 r_{2} r_{3}^{2}+27 r_{3}^{3}+36 r_{1} r_{2} r_{4}+18 r_{2}^{2} r_{4} \\
& +108 r_{1} r_{3} r_{4}+108 r_{2} r_{3} r_{4}+162 r_{3}^{2} r_{4}+54 r_{1} r_{4}^{2}+54 r_{2} r_{4}^{2}+162 r_{3} r_{4}^{2}+54 r_{4}^{3} \\
\operatorname{Vol}(S)= & 9 r_{3}^{2} . \tag{5.33}
\end{align*}
$$

It is easy to check that there is a mathematical as well as a physical decoupling limit. Under the mathematical decoupling limit $r_{3} \rightarrow 0, S$ is the only divisor that shrinks to zero size. If we choose $r_{1} \rightarrow \infty$ as a physical decoupling limit also the divisors $y_{2}=0$ and $y_{8}=0$ remain of finite size. However, studying this base geometry in more detail we see that it is a K3 fibration over $\mathbb{P}^{1}$. The K3 fiber degenerates at the point, $y_{6}=0$, of the $\mathbb{P}^{1}$ to a $d P_{8}$. Hence, it is a rigid divisor. Constructing a torus fibration over $B$, we observe that the coefficients $a_{i}$ of the fibration only depend on the coordinates of the $\mathbb{P}^{1}$. Thus, the elliptic curve remains constant over the fiber, therefore, also in the case of a degeneration. From the discriminant, we find that the torus degenerates over twelve points of the $\mathbb{P}^{1}$. Hence, we obtain twelve disconnected branes along the fibers at these points and not a single connected one, as one would expect in the case of a generic fibration.

We can now naïvely proceed and calculate the genera of the matter curves and the Yukawa numbers for a $S U(5)$ GUT on $S$. We obtain the following:

$$
\begin{equation*}
g_{S U(6)}=11, \quad g_{S O(10)}=1, \quad n_{E_{6}}=0, \quad n_{S O(12)}=0 \tag{5.34}
\end{equation*}
$$

Due to the absence of Yukawa couplings, this $d P_{8}$ is not a good candidate for a viable $S U(5)$ GUT model. However, it still can be used for an $S O(10)$ GUT where the data is as follows:

$$
\begin{equation*}
g_{S O(12)}=2, \quad g_{E_{6}}=1, \quad n_{E_{7}}=2, \quad n_{S O(14)}=12 \tag{5.35}
\end{equation*}
$$

The weight matrix (5.32) can be extended to a weight matrix describing a complete intersection Calabi-Yau fourfold $X_{4}$. The corresponding six-dimensional lattice polytope is reflexive, and there is one nef-partition that respects the elliptic fibration over $B$. Using PALP, we can compute the Euler number $\chi$ and the non-trivial Hodge numbers for $X_{4}$ and for the geometries one obtains after imposing the $S O(10)$ gauge groups. The results are collected in the following table:

| type | $h^{1,1}$ | $h^{2,1}$ | $h^{3,1}$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate | 12 | 26 | 54 | 288 |
| $S O(10)$ | 17 | 29 | 49 | 270 |

As noticed above, already the generic fibration is rather restricted. Thus, we do not obtain 4 for $h^{1,1}$ in the unconstrained case but 12 instead. This indicates that also the $S O(10)$ results should considered with care.

For the $S O(10)$ model, we can compare the Euler number to the result obtained from (5.29), which yields 168. The mismatch implies that some conditions for the validity of this formula are violated. Indeed, looking at the $S U(5) / S O(10)$ Weierstrass model, we find that after imposing the GUT group on the divisor $y_{6}=0$, we also obtain a non-abelian enhancement on the divisor $y_{8}=0$. Comparing with the Tate classification, we get an $I_{3}^{s}$ enhancement for $S U(5)$ on $y_{6}=0$ and an $S U(3)$-enhancement for $S O(10)$. Furthermore,
note that removing all the monomials in the Weierstrass equation that do not comply with $S U(5) / S O(10)$, the $\left(a_{0}, a_{1}, a_{2}, a_{3}, a_{6}\right)$ schematically (i.e. after setting all complex structure parameters to 1) vanish as follows on $S$ : $\left(1+w^{2}, w^{2}+w^{4}, w^{2}+w^{4}+w^{6}, w^{4}+w^{6}+w^{8}, w^{6}+\right.$ $w^{8}+\ldots$ ) for $S U(5)$, and $\left(w^{2}, w^{2}+w^{4}, w^{2}+w^{4}+w^{6}, w^{4}+w^{6}+w^{8}, w^{6}+w^{8}+\ldots\right)$ for $S O(10)$. Thus, the singularity enhancements are actually higher than that of $S U(5)$ or $S O(10)$. As we observed already above, the reason for all the problems roots in the very non-generic form of the coefficients in the Weierstrass model. This comes from the fact that the anti-canonical class does not depend on all toric classes. We see that constructing a Tate model over a promising base manifold may not lead to the wanted brane setup.

As indicated in table B.1, the $d P_{8}$ with the matter genera and Yukawa numbers above is the only one with a physical decoupling limit. The $d P_{8}$ s we have found in the global models we have constructed only have very few combinations of topological numbers. In order to also give an example where an $S U(5)$ GUT is possible, we consider the following base geometry:

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{8}$ | $\sum$ | $\operatorname{deg}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 1 |
| $w_{2}$ | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 4 | 3 |
| $w_{3}$ | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 4 | 3 |
| $w_{4}$ | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 3 | 2 |

The file name in the database is (cy4)p9v8n224d1-3-3-2t1. As in the previous examples the base $B$ is almost Fano. The hypersurface divisor is Cartier and base point free. There are two del Pezzo divisors, one $d P_{8}$ and one $d P_{5}$. We focus on the $d P_{8}$ here, which is given by $y_{1}=0$. The volumes of $B$ and $S$ are:

$$
\begin{align*}
\operatorname{Vol}(B)= & 2 r_{1}^{3}+15 r_{1}^{2} r_{2}+6 r_{1} r_{2}^{2}+18 r_{1}^{2} r_{3}+30 r_{1} r_{2} r_{3}+6 r_{2}^{2} r_{3}+18 r_{1} r_{3}^{2}+15 r_{2} r_{3}^{2}+6 r_{3}^{3} \\
& +18 r_{1}^{2} r_{4}+30 r_{1} r_{2} r_{4}+6 r_{2}^{2} r_{4}+48 r_{1} r_{3} r_{4}+30 r_{2} r_{3} r_{4}+24 r_{3}^{2} r_{4}+24 r_{1} r_{4}^{2} \\
& +15 r_{2} r_{4}^{2}+24 r_{3} r_{4}^{2}+8 r_{4}^{3} \\
\operatorname{Vol}(S)= & \left(r_{1}+r_{3}+r_{4}\right)\left(5\left(r_{1}+r_{3}+r_{4}\right)+4 r_{2}\right) \tag{5.38}
\end{align*}
$$

Clearly, there is no decoupling limit. This can also be seen from the fact that $S$ is not a rigid divisor. $B$ is a $\mathbb{P}^{1}$ fibration over a toric $d P_{1}$ and $S$ the reduction of this fibration over a non-rigid curve in this $d P_{1}$.

Computing the matter genera and the Yukawa numbers one finds for $S U(5)$ :

$$
\begin{equation*}
g_{S U(6)}=74, \quad g_{S O(10)}=2, \quad n_{E_{6}}=8, \quad n_{S O(12)}=11 \tag{5.39}
\end{equation*}
$$

and for $S O(10)$ :

$$
\begin{equation*}
g_{S O(12)}=9, \quad g_{E_{6}}=5, \quad n_{E_{7}}=16, \quad n_{S O(14)}=52 \tag{5.40}
\end{equation*}
$$

The fourfold $X_{4}$ is described by a reflexive polyhedron with 17 nef partitions, four of which describe an elliptic fibration over $B$. The Hodge numbers are collected in the table below:

| type | $h^{1,1}$ | $h^{2,1}$ | $h^{3,1}$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate | 5 | 9 | 404 | 2448 |
| $S U(5)$ | 13 | 9 | 84 | 360 |
| $S O(10)$ | 17 | 11 | 43 | 342 |
| $S U(5)_{U(1)}$ | 14 | 9 | 44 | 342 |
| $S O(10)_{U(1)}$ | 18 | 11 | 39 | 324 |

Again, the Hodge numbers for $S U(5) / S O(10)$, without $U(1)$-restriction, do not fit the numbers calculated with formula (5.29). Examining the Tate equation after imposing the GUT group, we find an additional gauge enhancement at the divisor $y_{4}=0$. For $S U(5)$, the extra enhancement is also $S U(5)$, for $S O(10)$, the $y_{4}=0$ also carries an $S O(10)$ enhancement. Note that the second del Pezzo divisor in $B, y_{2}=0$, which is a $d P_{5}$, has a mathematical and a physical decoupling limit. It is a rigid divisor and the Euler numbers, after imposing the GUT groups on it, match the Euler numbers computed with 5.29 . The form of the Tate equation implies that in that case no other divisor gets a non-abelian enhancement.

Finally, we consider an example of a $d P_{8}$ with a mathematical decoupling limit. The base geometry is given by the following weight matrix:

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $\sum$ | $\operatorname{deg}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
| $w_{2}$ | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 4 | 3 |
| $w_{3}$ | 2 | 0 | 1 | 1 | 0 | 1 | 1 | 6 | 5 |

In the database, this model is labeled by (cy4)p8v7n073d2-3-5t1. There are two del Pezzo divisors: $y_{2}=0$ is a $d P_{0}$ and $y_{5}=0$, which we will name $S$, is $d P_{8}$. The existence of a mathematical decoupling limits can be deduced from the volumes of the base $B$ and $S$ :

$$
\begin{align*}
\operatorname{Vol}(B)= & 2 r_{1}^{3}+15 r_{1}^{2} r_{2}+24 r_{1} r_{2}^{2}+11 r_{2}^{3}+15 r_{1}^{2} r_{3}+60 r_{1} r_{2} r_{3}+48 r_{2}^{2} r_{3}+30 r_{1} r_{3}^{2} \\
& +60 r_{2} r_{3}^{2}+20 r_{3}^{3}, \\
\operatorname{Vol}(S)= & 4 r_{1} r_{2}+5 r_{2}^{2}+8 r_{2} r_{3} . \tag{5.43}
\end{align*}
$$

The mathematical decoupling limit can be implemented by setting $r_{2} \rightarrow 0$. In that case, none of the other divisors will shrink to zero size. The topological data of the matter curves and the Yukawa couplings for $S U(5)$ models is

$$
\begin{equation*}
g_{S U(6)}=38, \quad g_{S O(10)}=0, \quad n_{E_{6}}=2, \quad n_{S O(12)}=4 \tag{5.44}
\end{equation*}
$$

and for $S O(10)$ :

$$
\begin{equation*}
g_{S O(12)}=5, \quad g_{E_{6}}=2, \quad n_{E_{7}}=8, \quad n_{S O(14)}=32 \tag{5.45}
\end{equation*}
$$

Two nef-partitions are compatible with the elliptic fibration. The Hodge numbers and the Euler number are collected in the following table:

| type | $h^{1,1}$ | $h^{2,1}$ | $h^{3,1}$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate | 4 | 26 | 182 | 1008 |
| $S U(5)$ | 8 | 26 | 83 | 438 |
| $S O(10)$ | 9 | 26 | 81 | 432 |
| $S U(5)_{U(1)}$ | 9 | 26 | 71 | 372 |
| $S O(10)_{U(1)}$ | 10 | 26 | 69 | 366 |

Even though there are no further non-abelian enhancements on the torically induced divisors of $B$, the Euler numbers do not match those obtained from (5.29). The mismatch might still be due to an extra non-abelian enhancement on a divisor that is not toric. Another possible explanation could be that we have a non-abelian enhancement over a curve. Resolving the singularities on these curves leads to a further Kähler parameter. However, we do not observe the corresponding Kähler modulus in the above table.

## Three $d P_{7} \mathrm{~s}$

As a second class of examples, we discuss a model which has two different $d P_{7}$ divisors. The base is specified by the following weight matrix and hypersurface degrees:

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{8}$ | $\sum$ | $\operatorname{deg}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
| $w_{2}$ | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 5 | 4 |
| $w_{3}$ | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 3 | 2 |
| $w_{4}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 3 | 2 |

The identifier for this model is (cy4)p9v8n152d2-4-2-2t2. The two $d P_{7} \mathrm{~s}$ are given by $y_{5}=0$ and $y_{7}=0$, and we call the associated GUT branes $S_{5}$ and $S_{7}$. Let us first discuss the decoupling limits.

$$
\begin{align*}
\operatorname{Vol}(B)= & 6 r_{1}^{2} r_{2}+6 r_{1} r_{2}^{2}+2 r_{2}^{3}+6 r_{1}^{2} r_{3}+24 r_{1} r_{2} r_{3}+12 r_{2}^{2} r_{3}+6 r_{1} r_{3}^{2}+6 r_{2} r_{3}^{2}+6 r_{1}^{2} r_{4} \\
& +24 r_{1} r_{2} r_{4}+12 r_{2}^{2} r_{4}+24 r_{1} r_{3} r_{4}+24 r_{2} r_{3} r_{4}+6 r_{3}^{2} r_{4}+12 r_{1} r_{4}^{2}+12 r_{2} r_{4}^{2} \\
& +12 r_{3} r_{4}^{2}+4 r_{4}^{3}, \\
\operatorname{Vol}\left(S_{5}\right)= & 2 r_{1}^{2}+4 r_{1} r_{3}+4 r_{1} r_{4}, \\
\operatorname{Vol}\left(S_{7}\right)= & 4 r_{1} r_{3}+4 r_{2} r_{3}+2 r_{3}^{2}+4 r_{3} r_{4} . \tag{5.48}
\end{align*}
$$

As can be easily verified, $S_{5}$ has a mathematical as well as a physical decoupling limit, whereas $S_{7}$ only has a mathematical decoupling limit. The Kähler parameters can always be chosen in such a way that the respective GUT divisor is the only one whose volume goes to zero/remains finite in the mathematical/physical decoupling limit. The matter genera and Yukawa numbers for $S_{5}$ are the following:

$$
\begin{equation*}
g_{S U(6)}=21, \quad g_{S O(10)}=1, \quad n_{E_{6}}=0, \quad n_{S O(12)}=0, \tag{5.49}
\end{equation*}
$$

for $S U(5)$, and

$$
\begin{equation*}
g_{S O(12)}=3, \quad g_{E_{6}}=1, \quad n_{E_{7}}=4, \quad n_{S O(14)}=24, \tag{5.50}
\end{equation*}
$$

for $S O(10)$. As in the first $d P_{8}$-example, $S_{5}$ is not suitable for $S U(5)$ GUTs due to the absence of Yukawa points. For the divisor $S_{7}$ the topological data for $S U(5)$ and $S O(10)$ GUTs are as follows:

$$
\begin{equation*}
g_{S U(6)}=48, \quad g_{S O(10)}=0, \quad n_{E_{6}}=2, \quad n_{S O(12)}=4, \tag{5.51}
\end{equation*}
$$

for $S U(5)$, and

$$
\begin{equation*}
g_{S O(12)}=6, \quad g_{E_{6}}=2, \quad n_{E_{7}}=10, \quad n_{S O(14)}=44 \tag{5.52}
\end{equation*}
$$

for $S O(10)$. The associated Calabi-Yau fourfold has 25 nef-partitions, three of which describe an elliptic fibration over $B$. Imposing the GUT groups on $S_{5}$ (first block) and $S_{7}$ (second
block), we compute the following Hodge numbers:

| type | $h^{1,1}$ | $h^{2,1}$ | $h^{3,1}$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate | 5 | 11 | 1066 | 1008 |
| $S U(5)$ | 9 | 10 | 121 | 768 |
| $S O(10)$ | 10 | 10 | 120 | 768 |
| $S U(5)_{U(1)}$ | 10 | 10 | 78 | 516 |
| $S O(10)_{U(1)}$ | 11 | 10 | 77 | 516 |
| $S U(5)$ | 9 | 11 | 67 | 438 |
| $S O(10)$ | 10 | 11 | 65 | 432 |
| $S U(5)_{U(1)}$ | 10 | 11 | 55 | 372 |
| $S O(10)_{U(1)}$ | 11 | 11 | 53 | 366 |

For the $S U(5)$ and $S U(10)$ model on $S_{5}$, the Euler numbers agree with the formula (5.29) of 79], and there are also no further non-abelian enhancements in the Tate models. For $S_{7}$, there is a mismatch of Euler numbers, even though we do not find any further non-abelian enhancements on the toric divisors of $B$ in the Tate model. However, there may be some singularities over non-toric divisors.

Now we would like to discuss a $d P_{7}$-model with a physical decoupling limit. For this purpose, we look at a base geometry which is specified by the following data:

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{8}$ | $\sum$ | $\operatorname{deg}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
| $w_{2}$ | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 3 | 2 |
| $w_{3}$ | 3 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 7 | 6 |
| $w_{4}$ | 2 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 5 | 4 |

In the database, the label of this model is (cy4)p9v8n341d2-2-6-4t1. This model also has two $d P_{7}$ 's given by $y_{3}=0$ and $y_{4}=0$. The former has the same matter genera and Yukawa points as $S_{5}$ above, so we will focus on the latter which we will call $S$. The divisor $S$ is not rigid. To see this, we have to examine $B$ in more detail. We find that $B$ is a $d P_{7}$ fibration over $\mathbb{P}^{1}$. Furthermore, the typical fiber of this fibration is equivalent to $S$. We note further that the divisor $D_{2}$ of the ambient space does not intersect the hypersurface, cf. section 5.1.2. The existence of a physical decoupling limit is inferred from the volumes of $B$ and $S$ :

$$
\begin{align*}
\operatorname{Vol}(B)= & 6 r_{1} r_{2}^{2}+2 r_{2}^{3}+24 r_{1} r_{2} r_{3}+18 r_{2}^{2} r_{3}+24 r_{1} r_{3}^{2}+48 r_{2} r_{3}^{2}+24 r_{3}^{3}+24 r_{1} r_{2} r_{4}+18 r_{2}^{2} r_{4} \\
& +48 r_{1} r_{3} r_{4}+96 r_{2} r_{3} r_{4}+120 r_{3}^{2} r_{4}+24 r_{1} r_{4}^{2}+48 r_{2} r_{4}^{2}+120 r_{3} r_{4}^{2}+40 r_{4}^{3}, \\
\operatorname{Vol}(S)= & 2\left(r_{2}+2 r_{3}+2 r_{4}\right)^{2} . \tag{5.55}
\end{align*}
$$

The physical decoupling limit is achieved when we take $r_{1} \rightarrow \infty$, which is the volume of the $\mathbb{P}^{1}$, the base space of the fibration. In this limit, also the other $d P_{7} y_{3}=0$, which is also a fiber, remains of finite size. The matter and Yukawa data for $S U(5)$ and $S O(10)$ GUTs are

$$
\begin{equation*}
g_{S U(6)}=57, \quad g_{S O(10)}=1, \quad n_{E_{6}}=4, \quad n_{S O(12)}=6, \tag{5.56}
\end{equation*}
$$

for $\operatorname{SU}(5)$, and

$$
\begin{equation*}
g_{S O(12)}=7, \quad g_{E_{6}}=3, \quad n_{E_{7}}=12, \quad n_{S O(14)}=48 \tag{5.57}
\end{equation*}
$$

for $S O(10)$. Extending the weight matrix of the base manifold we get an elliptically fibered Calabi-Yau fourfold which has 7 nef-partitions. Three of these are elliptic fibrations over $B$ as given by (5.54). Computing the Hodge data, we get the following results:

| type | $h^{1,1}$ | $h^{2,1}$ | $h^{3,1}$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate | 4 | 22 | 178 | 1008 |
| $S U(5)$ | 12 | 22 | 53 | 306 |
| $S O(10)$ | 16 | 24 | 50 | 300 |
| $S U(5)_{U(1)}$ | 13 | 22 | 51 | 300 |
| $S O(10)_{U(1)}$ | 17 | 24 | 48 | 294 |

Again, the Euler number from the Hodge data disagree with the one calculated from formula $(5.29)$. Looking at the Tate model for the F-theory GUT, we find an additional $S U(5)$ or $S O(10)$-enhancement on the divisor $y_{5}=0$.

## The toric three-/fourfold of $\mathbf{1 0 4}$

The last example that we consider is the model (cy4)p8v7n080d1-1-3t1, which is equivalent to the compactification geometry discussed in 104 , cf. also 105 . The base geometry is given by the following weight matrix and hypersurface:

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $\sum$ | $\operatorname{deg}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 2 | 1 |
| $w_{2}$ | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 3 | 1 |
| $w_{3}$ | 0 | 2 | 1 | 0 | 1 | 1 | 1 | 6 | 3 |

This is an example of a base manifold that does not satisfy the almost Fano condition. The relevant $d P_{2}$ on which we will place the GUT model is $D_{4}$. Together with the $d P_{1}$ on $D_{1}$, these are the only two shrinkable del Pezzo surfaces as one can see from the volumes of $B$, $S=D_{4}$, and $D_{1}$,

$$
\begin{align*}
\mathrm{Vol} & =3 r_{1}^{2} r_{2}+3 r_{1} r_{2}^{2}+r_{2}^{3}+3 r_{1}^{2} r_{3}+18 r_{1} r_{2} r_{3}+9 r_{2}^{2} r_{3}+12 r_{1} r_{3}^{2}+18 r_{2} r_{3}^{2}+10 r_{3}^{3} \\
\mathrm{~S} & =\left(r_{1}+2 r_{3}\right)^{2} \\
D_{1} & =r_{2}\left(2 r_{1}+r_{2}\right) \tag{5.60}
\end{align*}
$$

Besides these two rigid del Pezzos, there are other toric $d P_{2}$ 's on $D_{5} \sim D_{6} \sim D_{7}$, which do not have a decoupling limit. Before we come to the fourfold geometry, we compute the matter and Yukawa data for $S U(5)$ and $S O(10)$ GUTs on $S$ :

$$
\begin{equation*}
g_{S U(6)}=134, \quad g_{S O(10)}=0, \quad n_{E_{6}}=6, \quad n_{S O(12)}=10 \tag{5.61}
\end{equation*}
$$

for $S U(5)$, and

$$
\begin{equation*}
g_{S O(12)}=15, \quad g_{E_{6}}=4, \quad n_{E_{7}}=28, \quad n_{S O(14)}=128 \tag{5.62}
\end{equation*}
$$

for $S O(10)$.
Again, we extend the weight matrix of the base manifold to obtain an elliptically fibered Calabi-Yau fourfold which has 4 nef-partitions. Two of these are elliptic fibrations over $B$ as
given by (5.59). Computing the Hodge data for this fourfold and the reduced ones, we obtain the following results:

| type | $h^{1,1}$ | $h^{2,1}$ | $h^{3,1}$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate | 4 | 0 | 2316 | 13968 |
| $S U(5)$ | 8 | 0 | 1867 | 11298 |
| $S O(10)$ | 9 | 0 | 1863 | 11280 |
| $S U(5)_{U(1)}$ | 9 | 0 | 796 | 4878 |
| $S O(10)_{U(1)}$ | 10 | 0 | 792 | 4860 |

These results match with the outcome of $S U(5) / S O(10)$ one finds from 5.5 .29 .

### 5.3 Summary and outlook

In this chapter, we have constructed a large class of Calabi-Yau fourfolds that are particularly useful for F-theory compactifications. There are several interesting directions for continued research.

Having such a large class of examples it might be useful to extend the rather basic analysis and to do more detailed calculations in F-theory. One possibility would be to include calculations with fluxes. It has been argued in [79,85-87] that the spectral cover construction, which can be used to describe fluxes locally near the GUT brane [106], is valid in certain cases also beyond the local picture. Our data contains all the input needed to calculate chiral indices and tadpole cancellation conditions for a large class of models. Also the flux quantization and anomaly cancellation conditions worked out in 90,91 could be included into the analysis.

In 98, F-theory models where the GUT brane does not wrap a del Pezzo divisor have been discussed. Despite the fact that the connection to many of the local GUT models discussed in the literature is not immediate, these GUTs are interesting because they may allow for gauge group breaking by discrete Wilson lines. The analysis we have performed for del Pezzo divisors can be extended to toric divisors in the base which are not del Pezzo.

So far no examples have been discussed where it is possible to make contact between F-theory GUT models and the Calabi-Yau fourfolds which are encountered in the calculation of $\mathcal{N}=1$ superpotentials $107-112$. One could search our database for fourfold geometries which are suited for establishing a connection between these two exciting topics.

In our calculations we have made use of the software package PALP [1, 2], which can compute triangulations of polytopes and calculates the Mori cone, the Stanley-Reisner ideal and intersection rings for hypersurfaces in toric ambient spaces. An extension of these routines to the case of complete intersection Calabi-Yaus is interesting not only for applications in Ftheory GUTs. Furthermore, it would be useful to extend PALP to handle also non-reflexive polytopes. In this context, the program cohomCalg 113] may be helpful for the calculation of Hodge numbers. Finally, we should also try to overcome the problems with numerical overflows that arose due to the complexity of the fourfold polytopes.

A more mathematical question concerns methods to partially classify Calabi-Yau fourfolds. A complete classification of Calabi-Yau fourfolds that are hypersurfaces or complete intersections in a toric ambient space seems to be out of reach. An empirical formula due to H. Skarke [31] estimates the number $N_{d}$ of reflexive polytopes in $d$ dimensions to be of order $N_{d} \simeq 2^{2^{d+1}-4}$. This implies that the number of reflexive polytopes in 5 dimension is of order $\mathcal{O}\left(10^{18}\right)$. In 6 dimensions there are even expected to be $\mathcal{O}\left(10^{37}\right)$ reflexive polytopes. Since also non-reflexive polytopes may be of interest in F-theory, this number might only be the
tip of the iceberg. Even a classification of elliptically fibered Calabi-Yau fourfolds may be too difficult. However, what could in principle be doable is a complete classification of the geometries we have constructed in this chapter. The prescription is the following: take each of the 473800776 reflexive polyhedra in four dimensions and put in all possible hypersurfaces whose degree is below the degree of the Calabi-Yau hypersurface in this ambient space. Then construct fourfolds that are elliptic fibrations over these base manifolds. A naïve estimate shows that this procedure would yield $\mathcal{O}\left(10^{11}\right)$ fourfold geometries. Due to the overflow problem we can only claim that we have a full classification of this type of Calabi-Yau fourfolds if they originate from reflexive polyhedra in four dimensions which have up to seven points.

## Chapter 6

## Restrictions on infinite sequences of type IIB vacua

With our present understanding, string theory seems to allow for a vast number of metastable four-dimensional vacua. This set of universes is often called the string landscape [114], and is equipped with a, in principle computable, effective potential. In a scenario where our universe is described by fluctuations around a particular minimum of this potential, particle masses and couplings are given by local curvatures at the minimum. But there might also be more subtle observational effects depending on the large scale structure of the potential.

One important topographical feature, relevant for many effects in string cosmology, is the existence of sequences of vacua connected by continuous potential barriers. When quantum effects are taken into account, tunnelling can occur between the vacua, with a probability that is computable once the features of the potential barrier are known. From the space-time perspective, the tunnelling process consists of the nucleation of a bubble of the new vacuum inside the old vacuum phase. Depending on the tunnelling rate, and the expansion rates of the new and old universes, the transition to the new vacuum is either complete or partial. The latter case, when part of space-time remains in the old vacuum, is known as eternal inflation 115 117. Potentially, bubble collisions in such a cosmological scenario could leave an observable imprint in the CMBR $\boxed{118, ~ 119]}$, and this was recently compared with the WMAP 7-year results 120, 121.

Another interesting possibility is that of chain inflation 122 125], see also [126]. In this kind of models, inflation results from sequential tunnelling in a chain of de Sitter universes, each supporting just part of an e-folding. To be a viable option, chain inflation requires the existence of sequences of neighboring vacua with certain properties. Other effects hinging on our local landscape surroundings are resonance tunnelling [127], "giant leaps" between far-away vacua [128], and disappearing instantons 129, 130 - effects that can greatly affect tunnelling probabilities. In all these cases, detailed knowledge of the potential is required to obtain quantitative results.

One part of the landscape that offers fairly accurate analytical and numerical control is the complex structure moduli space of type IIB flux compactifications. Fluxes piercing non-trivial three-cycles of the internal geometry generate a potential with discrete minima for the complex structure moduli and axio-dilaton. Each of these minima corresponds, after fixing of the Kähler moduli $[3,45,131]$, to a vacuum in the landscape. The reason for the mathematical tractability of many of these models is that the internal manifold remains
conformally Calabi-Yau after the introduction of fluxes, making the powerful tool-kit of special geometry applicable. Indeed, as demonstrated in Ref. [11, 132], the potential of the resulting four-dimensional $\mathcal{N}=1$ supergravity is determined by the Gukov-Vafa-Witten superpotential [49] making it straightforward to compute.

Taking advantage of this fact, type IIB flux compactifications and the resulting potential have been studied in many contexts. In Ref. [133] it was shown that D3-brane black holes, which also affect the potential for the moduli, must be small to affect the minimization, but can then potentially serve as seeds for bubble nucleation, and in Ref. [134], explicit profiles of BPS domain walls interpolating between different vacua were obtained. Exploiting the fact that fluxes transform under monodromy transformations, it was demonstrated in 135,136 that long sequences of continuously connected vacua are a common feature in the landscape, thus opening up the possibility of chain inflation or resonance tunnelling in this framework. These studies were extended in 137, where the tunnelling probabilities between vacua in the sequence were first computed. Moreover, Ref. 129, 138 investigated the influence of the universal Kähler modulus on tunnelling rates and domain wall dynamics in this setting.

Recently, Ahlqvist et al. [139] continued these investigations of type IIB vacuum sequences by a thorough study of a class of one-parameter Calabi-Yau models. This revealed several intriguing features, both in the tunnelling dynamics and in the vacuum structure. For vacua connected by conifold monodromies, it was demonstrated that the tunnelling trajectories tend to pass close to the conifold point. Furthermore, long sequences of connected minima seemingly accumulating to the large complex structure (LCS) point were found. It was left as an open question whether these sequences continue indefinitely or not. That the sequences approach the LCS point is particularly interesting in view of the no-go theorem [5] derived by Ashok and Douglas stating that infinite sequences of vacua with imaginary self-dual (ISD) flux can only occur if they accumulate to so-called D-limits - one example of which is the LCS point. It is the aim of the present chapter to investigate if it is possible to have infinite sequences of minima accumulating to the LCS point, and in particular to determine whether the sequences found in [139] end or not.

Previous studies $140-143$ of the finiteness of type IIB flux vacua have mainly been based on the statistical methods pioneered in [144, 145]. (For reviews, consult e.g. 7, 12].) This approach uses a continuum approximation of the fluxes, which allows to relate the density of vacua in moduli space to the Euler density of a certain metric on moduli space. As this Euler density is an index, it only gives a lower bound for the true vacuum density in principle. The index can be shown to integrate to finite values around regular points in moduli space 5 . Its structure around Calabi-Yau singularities has been analyzed in [142, 143], including both ADE singularities and the LCS points. In both cases the index integrates to finite results. For results concerning the finiteness of the intersecting D-brane landscape, see e.g. $146-148$.

In this work we complement these statistical studies with a more direct analysis of the possibility of having any infinite sequence of ISD vacua. By analyzing the geometry of the complex structure moduli space we flesh out the details of the Ashok-Douglas theorem and obtain explicit expressions for a positive definite quadratic form that must stay finite in any sequence of ISD vacua. Using this, we derive an extension of the no-go theorem. Namely, for one-parameter Calabi-Yau manifolds, there are no sequences of vacua accumulating to the LCS point. This shows by analytical means that, in particular, the sequences of 139 are finite. We furthermore extend this result to the D-limits corresponding to conifold points and decoupling limits, and also study the LCS limit of a two-parameter model.

In addition, we treat the case when the compactification manifold is $K 3 \times K 3$, for which
the finiteness is proven in a very different manner [149. We find that D-limits exist and that infinite sequences can be constructed. Hence all but a finite number of the solutions in a sequence must be related by automorphisms of $K 3$. We demonstrate this in a simple example. Finally, we use numerical methods to study two particular examples of one-parameter CalabiYau manifolds. Using expansions of the periods in the LCS region allows us to efficiently compute the scalar potential, and thus follow the sequences of [139] closer to the LCS point. In accordance with the general analysis, the minima eventually leave the region close to the LCS point.

This chapter is organized as follows. Section 6.1 contains a review on type IIB compactifications and introduces our notation and conventions. We then discuss the no-go theorem by Ashok and Douglas and the relevance of D-limits in section 6.2. Subsequently, we analyze the length of sequences of ISD vacua in various D-limits in type IIB compactifications. Details of this computation is relegated to appendix C.1. In section 6.4, we discuss sequences of vacua in D-limits in F-theory compactifications on $K 3 \times K 3$. Through a numerical analysis, we then map out two sequences of type IIB vacua in the LCS region in section 6.5. Finally, we summarize and discuss our results.

### 6.1 Type IIB moduli stabilization

In this section we give a brief review of moduli stabilization in type IIB supergravity, and set the notation and conventions. To aid comparison with that work we use as far as possible the notation of 139 .

### 6.1.1 Calabi-Yau geometry

We denote by $\mathcal{M}$ a Calabi-Yau manifold with complex structure moduli space $M$, and let $\mathcal{C}$ be the combined moduli space of complex structure and the axio-dilaton: $(z, \tau) \in \mathcal{C}$. The periods of $\mathcal{M}$ are

$$
\begin{equation*}
\Pi_{I}=\int_{C_{I}} \Omega=\int_{\mathcal{M}} C_{I} \wedge \Omega \tag{6.1}
\end{equation*}
$$

where $\Omega$ is the holomorphic three-form and $C_{I}$ is a basis in $H_{3}(\mathcal{M})$. Note that $C_{I}$ is used to denote two things: both the cycles and their Poincaré duals. The intersection matrix $Q=\left(Q_{I J}\right)$ is defined by

$$
\begin{equation*}
Q_{I J}=\int_{C_{I}} C_{J}=\int_{\mathcal{M}} C_{I} \wedge C_{J} . \tag{6.2}
\end{equation*}
$$

The periods are collected into a vector whose entries we number in reverse order

$$
\Pi(z)=\left(\begin{array}{c}
\Pi_{N}(z)  \tag{6.3}\\
\Pi_{N-1}(z) \\
\vdots \\
\Pi_{0}(z)
\end{array}\right)
$$

where $z$ is a $h^{(1,2)}$-dimensional (complex) coordinate on $\mathcal{M}$ and $N \equiv 2 h^{1,2}+1$.
In our one-parameter examples there are three special points in moduli space: the large complex structure (LCS) point, the conifold point and the Landau-Ginzburg point. We fix
these to lie at $z=0,1$ and $z=\infty$, respectively. The periods are subject to monodromies upon transport around these points:

$$
\begin{equation*}
\Pi \rightarrow T \cdot \Pi \tag{6.4}
\end{equation*}
$$

where $T$ is a matrix that preserves the symplectic structure $Q$. The complex structure moduli space is furthermore equipped with a Kähler metric, with Kähler potential

$$
\begin{equation*}
K_{\mathrm{cs}}=-\log \left(i \int_{\mathcal{M}} \Omega \wedge \bar{\Omega}\right)=-\log \left(i \Pi^{\dagger} \cdot Q^{-1} \cdot \Pi\right) . \tag{6.5}
\end{equation*}
$$

Note that our integration conventions are such that

$$
\begin{equation*}
\int_{\mathcal{M}} \bar{\Gamma} \wedge * \Gamma>0 \tag{6.6}
\end{equation*}
$$

for any non-zero three-form $\Gamma$. Finally, we define 150 the (antisymmetric, topological, moduli independent) intersection product and the (symmetric, positive definite, moduli dependent) scalar product as

$$
\begin{align*}
\left\langle A_{(3)}, B_{(3)}\right\rangle & =\int_{\mathcal{M}} A_{(3)} \wedge B_{(3)}=A \cdot Q \cdot B^{T}  \tag{6.7}\\
\left(A_{(3)}, B_{(3)}\right) & =\int_{\mathcal{M}} A_{(3)} \wedge * B_{(3)}=A \cdot \mathcal{G}_{z} \cdot B^{T} \tag{6.8}
\end{align*}
$$

respectively. Here, $A=\left(A^{0}, \ldots A^{N}\right)$ is a row vector collecting the components of the form $A_{(3)}$ in the basis $C_{I}: A_{(3)}=-A^{I} C_{I}$, and similarly for $B$. The matrix $\mathcal{G}_{z}$ is a moduli dependent positive quadratic form on $\mathbb{C}^{N+1}$.

### 6.1.2 Flux vacua

Fluxes piercing the three-cycles induce a Gukov-Vafa-Witten superpotential $W$, leading to an $\mathcal{N}=1$ scalar potential potentially stabilizing all complex structure moduli and the axiodilaton. The potential is

$$
\begin{equation*}
V(z, \tau)=e^{K}\left(g^{i \bar{\jmath}} D_{i} W D_{\bar{\jmath}} \bar{W}+g^{\tau \bar{\tau}} D_{\tau} W D_{\bar{\tau}} \bar{W}+g^{\rho \bar{\rho}} D_{\rho} W D_{\bar{\rho}} \bar{W}-3|W|^{2}\right) \tag{6.9}
\end{equation*}
$$

where $g^{A \bar{B}}=\left(\partial_{A} \partial_{\bar{B}} K\right)^{-1}$ and $D_{A}=\partial_{A}+\partial_{A} K$ with $K$ being the $\mathcal{N}=1$ Kähler potential. To compute $V$ all that is needed are expressions for the superpotential $W$ and the Kähler potential $K$. We denote the three-form fluxes by $F_{(3)}(\mathrm{R}-\mathrm{R})$ and $H_{(3)}$ (NS-NS). We collect the flux quanta in row vectors $F=\left(F^{0}, \ldots, F^{N}\right)$ defined by

$$
\begin{equation*}
F^{I}=-\left(Q^{-1}\right)^{I J} \int_{C_{J}} F_{(3)} \tag{6.10}
\end{equation*}
$$

and similarly for $H$. Note that the vectors $F$ and $H$ are subject to Dirac quantization. Their entries are integer multiples of $4 \pi^{2} \alpha^{\prime}$ which we fix to unity for convenience. For notational convenience we often use the combined three-form flux

$$
\begin{equation*}
G_{(3)}=F_{(3)}-\tau H_{(3)}, \tag{6.11}
\end{equation*}
$$

which can also be represented by a vector, albeit with non-integer components

$$
\begin{equation*}
G=F-\tau H . \tag{6.12}
\end{equation*}
$$

The superpotential is given by

$$
\begin{equation*}
W=\int_{\mathcal{M}} \Omega \wedge G_{(3)}=G \cdot \Pi \tag{6.13}
\end{equation*}
$$

The Kähler potential is

$$
\begin{equation*}
K=-\ln (-i(\tau-\bar{\tau}))+K_{\mathrm{cs}}(z, \bar{z})-3 \ln (-i(\rho-\bar{\rho})), \tag{6.14}
\end{equation*}
$$

where $K_{\text {cs }}$ is the Kähler potential on complex structure moduli space, given by (6.5). Due to the last term in the Kähler potential, the contributions of $g^{\rho \bar{\rho}} D_{\rho} W D_{\bar{\rho}} \bar{W}$ and $-3|W|^{2}$ cancel:

$$
\begin{equation*}
V(z, \tau)=e^{K}\left(g^{i \bar{\jmath}} D_{i} W D_{\bar{\jmath}} \bar{W}+g^{\tau \bar{\tau}} D_{\tau} W D_{\bar{\tau}} \bar{W}\right) . \tag{6.15}
\end{equation*}
$$

Using (6.13), 6.14 and (6.5), the scalar potential can be computed numerically once the periods and their derivatives are known.

The three-form fluxes induce a D3-brane charge density, that must be compensated by localized sources on the compact manifold. This amounts to the tadpole condition

$$
\begin{equation*}
\int_{\mathcal{M}} F_{(3)} \wedge H_{(3)}=\frac{\chi}{24}+\frac{1}{4} N_{\mathrm{O} 3}-N_{\mathrm{D} 3} \equiv L, \tag{6.16}
\end{equation*}
$$

where $N_{\mathrm{O} 3}$ is the number of O3 planes, $N_{\mathrm{D} 3}$ is the number of (space filling) D3 branes in the compactification and $\chi$ counts the tadpole contribution of D7 branes and O7-planes. From the F-theory perspective, $\chi$ is the Euler characteristic of (an appropriate resolution of) the corresponding elliptic Calabi-Yau four-fold. Expressed in the vectors $F$ and $H$ the tadpole condition reads

$$
\begin{equation*}
F \cdot Q \cdot H^{T}=L . \tag{6.17}
\end{equation*}
$$

Giddings, Kachru and Polchinski [11] showed how to solve all equations of motion in the above set-up (see also [132]). For sources satisfying a certain "BPS-like" condition and at tree level, the equations forces the flux to be imaginary self dual (ISD): $* G_{(3)}=i G_{(3)}$. This is a condition on the complex structure moduli and the axio-dilaton. In fact, the ISD condition is equivalent to the vanishing of the F-terms related to these moduli. We have the equivalences

$$
\begin{align*}
\text { EOMs } \Longleftrightarrow * G_{(3)}=i G_{(3)} & \Longleftrightarrow G_{(3)} \in H^{(2,1)}(\mathcal{M}) \oplus H^{(0,3)}(\mathcal{M}), \\
D_{\tau} W=0 & \Longleftrightarrow G_{(3)}^{(3,0)}=0, \\
D_{i} W=0 & \Longleftrightarrow G_{(3)}^{1,2)}=0,  \tag{6.18}\\
D_{\rho} W=0 \Longleftrightarrow W=0 & \Longleftrightarrow G_{(3)}^{(0,3)}=0,
\end{align*}
$$

where the harmonic representative is understood by the $\in$ in the first line. We see that ISD implies that $D_{\tau} W=D_{i} W=0$ but that supersymmetry can well be broken by a non-zero $D_{\rho} W$ in ISD minima.

Note furthermore that if $z$ and $\tau$ are tuned so that the flux is ISD, then the potential 6.15) has a global minimum. These minima are discrete, and each such configuration corresponds to an ISD vacuum of the type IIB landscape.

### 6.2 Series in D-limits

Let us now turn to the question of the existence of infinite sequences of ISD vacua. Ashok and Douglas 5 have formulated a no-go theorem that restricts the possibility of infinite sequences of vacua. They also demonstrated that this theorem can be evaded in the vicinity of special points - so-called D-limits - in the moduli space $\mathcal{C}$, one example being the point of large complex structure. In this section we review and make this theorem and the concept of D-limits more precise.

### 6.2.1 The no-go theorem of Ashok and Douglas

The two main ingredients of the argument are the tadpole and the ISD conditions. Suppose that we have no anti-D3-branes, and that the flux $G_{(3)}$ is imaginary self dual. These conditions include all supersymmetric vacua, but as explained above also other minima. We shall keep these two assumptions throughout this section. We then have that

$$
\begin{equation*}
\left\langle F_{(3)}, H_{(3)}\right\rangle=\frac{\chi}{24}+\frac{1}{4} N_{\mathrm{O} 3}-N_{D 3}=L, \tag{6.19}
\end{equation*}
$$

with $L$ being a number bounded from above since $N_{D 3} \geq 0$. On the other hand a short computation yields

$$
\begin{equation*}
\left\langle F_{(3)}, H_{(3)}\right\rangle=\frac{i}{2 \operatorname{Im} \tau}\left\langle\bar{G}_{(3)}, G_{(3)}\right\rangle=\frac{1}{2 \operatorname{Im} \tau}\left\langle\bar{G}_{(3)}, * G_{(3)}\right\rangle=\frac{1}{2 \operatorname{Im} \tau} \bar{G} \cdot \mathcal{G}_{z} \cdot G^{T}>0, \tag{6.20}
\end{equation*}
$$

where, in the second step, the imaginary self-duality of $G_{(3)}$ was used. So, in fact, for our type of vacua we have

$$
\begin{equation*}
\frac{1}{2 \operatorname{Im} \tau} \bar{G} \cdot \mathcal{G}_{z} \cdot G^{T}=L \leq L_{\max }=\frac{\chi}{24}+\frac{1}{4} N_{\mathrm{O} 3} \tag{6.21}
\end{equation*}
$$

Since $\mathcal{G}_{z}$ is a positive quadratic form we have thus shown that $G$ must lie inside a moduli dependent ellipsoid in $\mathbb{C}^{N+1}$. Let us use this to derive a restriction on the integer valued vectors $F$ and $H$. If we collect these into a ( $2 N+2$ )-dimensional vector $\hat{N}=(F, H)$ we have

$$
\begin{equation*}
\left\langle F_{(3)}, H_{(3)}\right\rangle=\frac{1}{2 \operatorname{Im} \tau} \bar{G} \cdot \mathcal{G}_{z} \cdot G^{T}=\hat{N} \cdot\left(\mathcal{G}_{\tau} \otimes \mathcal{G}_{z}\right) \cdot \hat{N}^{T}, \tag{6.22}
\end{equation*}
$$

where $\mathcal{G}_{\tau}$ is proportional to the metric on a torus with complex structure $\tau$ :

$$
\mathcal{G}_{\tau}=\frac{1}{2 \operatorname{Im} \tau}\left(\begin{array}{cc}
1 & -\operatorname{Re} \tau  \tag{6.23}\\
-\operatorname{Re} \tau & |\tau|^{2}
\end{array}\right) .
$$

Thus, the integer vector $\hat{N}$ must lie within an ellipsoid in $\mathbb{R}^{2 N+2}$ whose dimensions are given by the ( $z, \tau$ )-dependent eigenvalues $\Lambda_{i}$ of the matrix $\mathcal{G}_{\tau} \otimes \mathcal{G}_{z}$. It is now simple to formulate the no-go result of [5]. Any region $R \subset \mathcal{C}$ of $(\tau, z)$-space for which the $\Lambda_{i}$ are bounded from below by some positive number, can support only a finite number of vacua. To see this, suppose that $\Lambda_{i}(z, \tau)>\epsilon$ for all $(z, \tau)$ and $i$. Then all admissible $\hat{N}$ lie within a ball of radius squared $r^{2}=L_{\max } / \epsilon$. These are of course finitely many.

It is also immediately clear how to evade this no-go result. Infinite series of vacua can occur only if their location in $\mathcal{C}$ approaches a point where the matrix $\mathcal{G}_{\tau} \otimes \mathcal{G}_{z}$ develops a null eigenvector. Points where this happens are referred to as D-limits.

### 6.2.2 D-limits

Since the eigenvalues of a product matrix is the product of the eigenvalues of the factors, a D-limit can arise in two ways. Either $\mathcal{G}_{\tau}$ or $\mathcal{G}_{z}$ can degenerate. In the first case, using S-duality to restrict $\tau$ to lie in the standard fundamental domain of the torus moduli space, the only locus where $\mathcal{G}_{\tau}$ degenerates is as $\operatorname{Im} \tau \rightarrow \infty$. This limit corresponds to a decoupling limit, and the null eigenvector has only R-R flux.

The other option is that $\mathcal{G}_{z}$ degenerates. To find out when this happens we need to compute this matrix in terms of the periods. Using the expression for $\left(A_{(3)}, B_{(3)}\right)$ given in Eq. (2.18) of (150] some simple algebra yields

$$
\begin{equation*}
A \cdot \mathcal{G}_{z} \cdot B^{T}=2 e^{K} \operatorname{Re}\left[(A \cdot \Pi)\left(\Pi^{\dagger} \cdot B^{T}\right)+g^{i \bar{J}}\left(A \cdot D_{i} \Pi\right)\left(\bar{D}_{\bar{\jmath}} \Pi^{\dagger} \cdot B^{T}\right)\right] \tag{6.24}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathcal{G}_{z}=2 e^{K} \operatorname{Re}\left[\Pi \Pi^{\dagger}+g^{i \bar{\jmath}} D_{i} \Pi \bar{D}_{\bar{\jmath}} \Pi^{\dagger}\right] . \tag{6.25}
\end{equation*}
$$

This matrix can be computed straightforwardly when the periods $\Pi_{I}$ are known. In section 6.3 we shall do this for the large complex structure and conifold limits.

### 6.2.3 D-limits and F-theory

Flux compactifications of Type IIB string theory can be embedded in the more general framework of F-theory compactified on elliptic Calabi-Yau fourfolds, see e.g. [12]. On the one hand, F-theory geometrizes the $S L(2, \mathbb{Z})$ self-duality of type IIB string theory. For generic points in moduli space, F-theory models have no interpretation in terms of perturbative type IIB string theory due to the presence of various types of $(p, q)$-branes. In Sen's weak coupling limit [14], however, F-theory reduces to weakly coupled type IIB string theory compactified on Calabi-Yau orientifolds with O7-planes and D7-branes. In F-theory, the closed string moduli are unified with the open string moduli in the moduli space of the elliptic Calabi-Yau manifold. On the other hand, F-theory can be obtained as a limit of M-theory compactifications on elliptic Calabi-Yau manifolds by collapsing the elliptic fiber. As M-theory contains a four-form field strength, one can introduce four-form fluxes $G_{(4)}$. These must have one leg in the elliptic fiber in order not to spoil Lorentz invariance [151]. In Sen's weak coupling limit, the four-form fluxes $G_{(4)}$ on the M-theory side encode both the three-form flux $G_{(3)}$ as well as (abelian) two-form fluxes $F_{(2)}$ on D7-branes on the type IIB side.

The analysis of the last section can be carried over to this case: In the absence of O3planes, the condition for the cancellation of the $D 3$-brane tadpole is

$$
\begin{equation*}
\frac{\chi\left(C Y_{4}\right)}{24}-\frac{1}{2} \int_{C Y_{4}} G_{(4)} \wedge G_{(4)}=N_{D 3} . \tag{6.26}
\end{equation*}
$$

Here, $\chi\left(C Y_{4}\right)$ denotes the Euler characteristic of the elliptic Calabi-Yau fourfold.
As shown in [152, the equations of motion enforce that

$$
\begin{equation*}
* G_{(4)}=G_{(4)}, \tag{6.27}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{1}{2} \int_{C Y_{4}} G_{(4)} \wedge G_{(4)}=\frac{1}{2} \int_{C Y_{4}} G_{(4)} \wedge * G_{(4)} \geq 0 \tag{6.28}
\end{equation*}
$$

As before, infinite sequences of flux vacua can only exist in a limit in which this positive definite form develops a zero eigenvector.

### 6.3 Series in type IIB D-limits

In this section we analyze the possibility of infinite sequences in various D-limits in type IIB compactifications. We treat in turn the large complex structure limit, decoupling limits and the conifold limit. We assume all the time that only one of these special loci is approached, i.e., we do not treat a simultaneous decoupling and LCS limit. In all cases we find that no infinite sequences of ISD vacua are possible.

### 6.3.1 Series around a large complex structure point

An example of a D-limit that is ubiquitous in Calabi-Yau moduli spaces is the large complex structure point. Since the series of 139 seem to accumulate at this point it is natural to investigate whether such series can continue indefinitely or not. We study therefore oneparameter models with an LCS point and use the no-go results of Ashok and Douglas. The complex structure modulus is conventionally denoted by $t=t_{1}+i t_{2}$ with $t_{1,2} \in \mathbb{R}$ and the LCS point is at $t_{2} \rightarrow \infty$. For a one-parameter model, the period vector takes the following general form around the LCS point

$$
\left(\begin{array}{l}
\Pi_{3}  \tag{6.29}\\
\Pi_{2} \\
\Pi_{1} \\
\Pi_{0}
\end{array}\right) \sim\left(\begin{array}{c}
\alpha_{3} t^{3}+\gamma_{3} t+i \delta_{3} \\
\beta_{2} t^{2}+\gamma_{2} t+\delta_{2} \\
t \\
1
\end{array}\right)
$$

Using Eqs. 6.25, 6.5), the definition $g_{i \bar{\jmath}}=\partial_{i} \partial_{\bar{\jmath}} K$, and the expansion of the periods now allows for a straightforward computation of $\mathcal{G}_{t}$. The computation is outlined in Appendix C.1, and a generid model of our type gives the result

$$
\mathcal{G}_{t}=\left(\begin{array}{cccc}
a_{11} t_{2}^{3}+\mathcal{O}\left(t_{2}\right) & a_{12} t_{2}+\mathcal{O}\left(1 / t_{2}\right) & a_{13} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) & a_{14} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(1 / t_{2}^{5}\right)  \tag{6.30}\\
\cdot & a_{22} t_{2}+\mathcal{O}\left(1 / t_{2}\right) & a_{23} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) & a_{24} \frac{1}{t_{3}^{3}}+\mathcal{O}\left(1 / t_{2}^{5}\right) \\
\cdot & \cdot & a_{33} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) & a_{34} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(1 / t_{2}^{5}\right) \\
\cdot & \cdot & \cdot & a_{44} \frac{\mathcal{O}}{t_{2}^{3}}+\mathcal{O}\left(1 / t_{2}^{5}\right)
\end{array}\right)
$$

for some known constants $a_{i j}$. Here, the entries $\cdot$ in $\mathcal{G}_{t}$ are determined by symmetry. It is clear that this matrix develops two null eigenvectors as $t_{2} \rightarrow \infty$.

We now prove that there are no infinite series of ISD vacua accumulating at the complex structure point for our one-parameter models. Let us begin by noting that the intersection matrix in the basis of (6.29) is anti-diagonal:

$$
\begin{equation*}
Q_{03}=-Q_{12}=-1 . \tag{6.31}
\end{equation*}
$$

Therefore a flux configuration with $F^{0}=F^{1}=H^{0}=H^{1}=0$ satisfies

$$
\begin{equation*}
\left\langle F_{(3)}, H_{(3)}\right\rangle=0, \tag{6.32}
\end{equation*}
$$

implying that for any ISD vacuum corresponding to such fluxes

$$
\begin{equation*}
\hat{N} \cdot\left(\mathcal{G}_{\tau} \otimes \mathcal{G}_{t}\right) \cdot \hat{N}^{T}=0 . \tag{6.33}
\end{equation*}
$$

[^20]Since the matrix $\mathcal{G}_{t}$ is positive definite for any smooth manifold, (6.33) implies that the compactification manifold is singular, i.e., that the vacuum sits exactly at the D-limit. In fact, as remarked in [135], the flux potential always has a minimum at the LCS point for such flux configurations. What we shall demonstrate below is that this is the only possibility: there are no series for which one of $F^{0,1}, H^{0,1}$ is nonzero.

Since we assume that $\operatorname{Im} \tau$ stays finite, the essential features can be deduced from the structure of $\mathcal{G}_{t}$. We prove first the following statement. Suppose $\left\{N_{n}=\left(N_{n}^{0}, N_{n}^{1}, N_{n}^{2}, N_{n}^{3}\right)\right\}$ is a series of integer four-vectors and that $\left\{t_{n}\right\}$ is a series of points in complex structure moduli space such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Im} t_{n}=\infty, \quad \lim _{n \rightarrow \infty} N_{n} \cdot \mathcal{G}_{t_{n}} \cdot N_{n}^{T} \equiv \lim _{n \rightarrow \infty}\left\|N_{n}\right\|_{t}^{2} \neq \infty \tag{6.34}
\end{equation*}
$$

Then $N_{n}^{0}=N_{n}^{1}=0$ for $n$ sufficiently large. We prove this by contradiction. To reduce clutter, let us from now on suppress the subscript on $t$ and $N$. Suppose first that $N^{0}$ is non-zero, without loss of generality let $N^{0}=1$ and assume that (6.34) holds. Denote the eigenvectors and (positive) eigenvalues of the matrix (6.30) by $w_{i}$ and $\lambda_{i}$, respectively. The scalar product $\|N\|_{t}^{2}$ can be expanded in this eigenbasis:

$$
\begin{equation*}
\|N\|_{t}^{2}=\sum_{i=1}^{4}\left|N \cdot w_{i}(t)\right|^{2} \lambda_{i}(t) . \tag{6.35}
\end{equation*}
$$

Since all of the terms in this expression are positive, all of them must stay finite in the limit $t_{2} \rightarrow \infty$. Expanding in $t_{2}$, the eigenvalues and eigenvectors are given by

$$
\begin{array}{ll}
\lambda_{1}=a_{11} t_{2}^{3}+\mathcal{O}\left(t_{2}\right), & w_{1}^{T}=\left[1, \mathcal{O}\left(t_{2}^{-2}\right), \mathcal{O}\left(t_{2}^{-4}\right), \mathcal{O}\left(t_{2}^{-6}\right)\right], \\
\lambda_{2}=a_{22} t_{2}+\mathcal{O}\left(t_{2}^{-1}\right), & w_{2}^{T}=\left[\mathcal{O}\left(t_{2}^{-2}\right), 1, \mathcal{O}\left(t_{2}^{-2}\right), \mathcal{O}\left(t_{2}^{-4}\right)\right], \\
\lambda_{3}=\frac{a_{33}}{t_{2}}+\mathcal{O}\left(t_{2}^{-2}\right), & w_{3}^{T}=\left[\mathcal{O}\left(t_{2}^{-4}\right), \mathcal{O}\left(t_{2}^{-2}\right), 1, \mathcal{O}\left(t_{2}^{-2}\right)\right], \\
\lambda_{4}=\frac{a_{44}}{t_{2}^{3}}+\mathcal{O}\left(t_{2}^{-5}\right), & w_{4}^{T}=\left[\mathcal{O}\left(t_{2}^{-6}\right), \mathcal{O}\left(t_{2}^{-4}\right), \mathcal{O}\left(t_{2}^{-2}\right), 1\right] .
\end{array}
$$

The first eigenvalue grows as $\lambda_{1} \sim t_{2}^{3}$. Therefore we must have $\left|N \cdot w_{1}\right|^{2} \sim \mathcal{O}\left(t_{2}^{-3}\right)$. Hence

$$
\begin{equation*}
\mathcal{O}\left(t_{2}^{-3 / 2}\right)=N \cdot w_{1}=1+N^{1} \mathcal{O}\left(t_{2}^{-2}\right)+N^{2} \mathcal{O}\left(t_{2}^{-4}\right)+N^{3} \mathcal{O}\left(t_{2}^{-6}\right) . \tag{6.37}
\end{equation*}
$$

This can happen only if at least one of the $N^{i}$ diverges. It is also clear that this must happen in order for $N$ to approach one of the zero eigenvectors of $\mathcal{G}_{t}$. What is needed is

$$
\begin{equation*}
N^{1}=P t_{2}^{2}+o\left(t_{2}^{2}\right), \quad N^{2}=Q t_{2}^{4}+o\left(t_{2}^{4}\right), \quad N^{3}=R t_{2}^{6}+o\left(t_{2}^{6}\right), \tag{6.38}
\end{equation*}
$$

where, e.g., $o\left(t_{2}^{2}\right)$ denotes terms that grows slower than $t_{2}^{2}$ and $P, Q$ and $R$ are appropriately chosen constants. Consider now the term in (6.35) proportional to $\lambda_{4}$. We obtain

$$
\begin{equation*}
N \cdot w_{4}=\mathcal{O}\left(t_{2}^{-6}\right)+N^{1} \mathcal{O}\left(t_{2}^{-4}\right)+N^{2} \mathcal{O}\left(t_{2}^{-2}\right)+N^{3} \sim R t_{2}^{6} . \tag{6.39}
\end{equation*}
$$

Hence $\left|N \cdot w_{4}\right|^{2} \lambda_{4} \sim R^{2} t_{2}^{9}$, and $R$ must vanish. Considering now in order the terms proportional to $\lambda_{3}$ and $\lambda_{2}$ demonstrates in complete parallel that also $Q$ and $P$ must be zero. This is, however, incompatible with 6.37), and we have reached a contradiction. We have thus
proved that $N^{0}=0$. Assuming now a flux of the form $N=\left(0,1, N^{2}, N^{3}\right)$ and going through an almost identical argument demonstrates $N^{1}=0$.

To complete the argument we now consider a series of integer eight-vector $\hat{N}_{n}=\left(F_{n}, H_{n}\right)$ and assume that

$$
\begin{equation*}
\hat{N} \cdot \mathcal{G}_{\tau} \otimes \mathcal{G}_{t} \cdot \hat{N}^{T} \tag{6.40}
\end{equation*}
$$

stays finite as the LCS point is approached. (Again we suppress the index on $\hat{N}$ and $t$.) We furthermore assume that $\tau=\tau_{1}+i \tau_{2}$ lies in the standard fundamental domain $|\tau| \geq 1$, $\left|\tau_{1}\right| \leq 1 / 2$. Since we, by assumption, do not approach a decoupling limit, the whole series fulfills $\tau_{2} \leq M$ for some positive number $M$. This means that the eigenvalues $\mu_{1,2}$ of the matrix (6.23) are bounded from below. The eigenvalues and orthonormal eigenvectors $v_{1,2}$ are

$$
\begin{equation*}
\mu_{1,2}=\frac{1}{4 \tau_{2}}\left[1+|\tau|^{2} \pm \sqrt{\left(1-|\tau|^{2}\right)^{2}+4 \tau_{1}^{2}}\right], \quad v_{1,2}=\binom{v_{1,2}^{F}}{v_{1,2}^{H}} \tag{6.41}
\end{equation*}
$$

The only property of $v_{1,2}$ important to us presently is their orthonormality. To see that the eigenvalues are bounded note that

$$
\begin{equation*}
\mu_{1} \geq \mu_{2} \geq \frac{1}{4 \tau_{2}}\left(2-\sqrt{4 \tau_{1}^{2}}\right)=\frac{1}{2 \tau_{2}}\left(1-\tau_{1}\right)>\frac{1}{2 M}\left(1-\tau_{1}\right) \geq \frac{1}{4 M} \tag{6.42}
\end{equation*}
$$

We can now expand in eigenvectors

$$
\begin{equation*}
\hat{N} \cdot \mathcal{G}_{\tau} \otimes \mathcal{G}_{t} \cdot \hat{N}^{T}=\sum_{i, j}\left|\hat{N} \cdot v_{i} \otimes w_{j}\right|^{2} \mu_{i} \lambda_{j}=\sum_{i, j}\left|\epsilon_{i j}\right|^{2} \lambda_{j} \mu_{i} \tag{6.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{i j} \equiv \hat{N} \cdot v_{i} \otimes w_{j}=v_{i}^{F}\left(F \cdot w_{j}\right)+v_{i}^{H}\left(H \cdot w_{j}\right) \tag{6.44}
\end{equation*}
$$

Again, each term in the sum (6.43) has to stay finite in the limit. Since the $\mu_{i}$ are bounded, the quantities $\epsilon_{1 j}$ and $\epsilon_{2 j}$ must each satisfy

$$
\begin{equation*}
\epsilon_{i j}=\mathcal{O}\left(1 / \sqrt{\lambda_{j}}\right) \tag{6.45}
\end{equation*}
$$

Using the orthonormality of $v_{1,2} \quad 6.44$ is easily inverted. In matrix notation

$$
\binom{F \cdot w_{j}}{H \cdot w_{j}}=\left(\begin{array}{cc}
v_{1}^{F} & v_{2}^{F}  \tag{6.46}\\
v_{1}^{H} & v_{2}^{H}
\end{array}\right)\binom{\epsilon_{1 j}}{\epsilon_{2 j}} .
$$

Since the $v_{i}^{F / H}$ are bounded non-zero numbers we have therefore proven that

$$
\begin{equation*}
F \cdot w_{j}=\mathcal{O}\left(1 / \sqrt{\lambda_{j}}\right) \quad H \cdot w_{j}=\mathcal{O}\left(1 / \sqrt{\lambda_{j}}\right) \tag{6.47}
\end{equation*}
$$

This is exactly what is needed to prove that $F^{0}=F^{1}=H^{0}=H^{1}=0$ from the structure of $\mathcal{G}_{t}$, starting from Eq. 6.37).

To sum up, requiring the finiteness of $\hat{N} \cdot \mathcal{G}_{\tau} \otimes \mathcal{G}_{t} \cdot \hat{N}^{T}$ in the limit $t_{2} \rightarrow \infty$ implies that $F^{0}=F^{1}=H^{0}=H^{1}=0$. This in turn implies that there is no vacuum, except the singular one located exactly at the LCS point.

### 6.3.2 Series in decoupling limits

Let us now, in a very similar manner, prove that there can be no sequences of ISD vacua converging to a decoupling limit. We consider some flux compactification on a Calabi-Yau whose matrix $\mathcal{G}_{z}$ has eigenvalues and vectors $\lambda_{j}$ and $w_{j}$. (Note that, in this subsection, we do not make any assumptions concerning the dimensionality $b_{3}$ of the vectors $w_{j}, F$ and $H$.)

Any sequence of ISD vacua must, of course, still have a finite constant value for the quantity in Eq. 6.43), and each of the terms in that equation must thus be finite. This time however, we assume that the eigenvalues $\lambda_{j}$ are bounded from below, and that $\tau_{2} \rightarrow \infty$. The quantities $\epsilon_{i j}$ therefore must satisfy

$$
\begin{equation*}
\epsilon_{i j}=\left(v_{i}^{F} F+v_{i}^{H} H\right) \cdot w_{j}=\mathcal{O}\left(1 / \sqrt{\mu_{i}}\right) . \tag{6.48}
\end{equation*}
$$

Using the fact that the $w_{j}$, as eigenvectors of a symmetric matrix, are orthonormal, it is possible to invert the above relation to yield

$$
\begin{equation*}
v_{i}^{F} F+v_{i}^{H} H=\mathcal{O}\left(1 / \sqrt{\mu_{i}}\right) . \tag{6.49}
\end{equation*}
$$

In the decoupling limit the eigenvectors $v_{i}$ and eigenvalues $\mu_{i}$ are given by

$$
\begin{gather*}
\mu_{1}=\frac{\tau_{2}}{2}+\frac{\tau_{1}^{2}}{\tau_{2}}+\ldots, \quad \mu_{2}=\frac{1}{2 \tau_{2}}-\frac{\tau_{1}^{2}}{\tau_{2}^{3}}+\ldots,  \tag{6.50}\\
v_{1}=\binom{-\frac{\tau_{1}}{\tau_{2}}+\frac{\tau_{1}\left(\tau_{1}^{2}-1\right)}{\tau_{2}^{4}}+\ldots}{1-\frac{\tau_{1}^{2}}{2 \tau_{2}^{4}+\ldots}}, \quad v_{2}=\binom{1-\frac{\tau_{1}^{2}}{2 \tau_{1}^{4}}+\ldots}{\frac{\tau_{1}}{\tau_{2}}-\frac{\tau_{1}\left(\tau_{1}^{2}-1\right)}{\tau_{2}^{4}}+\ldots} . \tag{6.51}
\end{gather*}
$$

Therefore Eq. (6.49) implies

$$
\begin{align*}
v_{1}^{F} F+v_{1}^{H} H & =\mathcal{O}\left(1 / \tau_{2}^{2}\right) F+\mathcal{O}(1) H=\mathcal{O}\left(1 / \sqrt{\tau_{2}}\right) \\
v_{2}^{F} F+v_{2}^{H} H & =\mathcal{O}(1) F+\mathcal{O}\left(1 / \tau_{2}^{2}\right) H=\mathcal{O}\left(\sqrt{\tau_{2}}\right) \tag{6.52}
\end{align*}
$$

While the second equation allows for diverging $F$ and $H$, the first equation implies $H=0$ for $\tau_{2}$ large enough, thus ruling out infinite sequences of vacua in this limit.

### 6.3.3 Series approaching a conifold point

Another commonly occurring kind of singularity in Calabi-Yau manifolds are conifold singularities. Let us address the question whether there can be infinite sequences of ISD vacua accumulating to conifold point $\S^{2}$ Consider again our one-parameter models. Around the conifold point $z=1$ the periods have expansions

$$
\left(\begin{array}{c}
\Pi_{3}  \tag{6.53}\\
\Pi_{2} \\
\Pi_{1} \\
\Pi_{0}
\end{array}\right)=\left(\begin{array}{c}
\xi \\
c_{0}+c_{1} \xi+\ldots \\
b_{0}+b_{1} \xi+\ldots \\
\frac{\xi}{2 \pi i} \log (-i \xi)+a_{0}+a_{1} \xi+\ldots
\end{array}\right)
$$

[^21]where $\xi \sim(z-1)$. Computing the corresponding metric $\mathcal{G}_{\xi}$ produces a matrix with the leading behavior
\[

\mathcal{G}_{\xi} \sim\left($$
\begin{array}{cccc}
-\frac{2 \pi}{\ln |\xi|}+\frac{c_{11}}{\ln ^{2}|\xi|} & \frac{b_{12}}{\ln |\xi|}+\frac{c_{12}}{\ln ^{2}|\xi|} & \frac{b_{13}}{\ln |\xi|}+\frac{c_{13}}{\ln ^{2}|\xi|} & \frac{b_{14}}{\ln |\xi|}+\frac{c_{14}}{\ln ^{2}|\xi|}  \tag{6.54}\\
\cdot & a_{22}+\frac{b_{22}}{\ln |\xi|} & a_{23}+\frac{b_{23}}{\ln \operatorname{l|c|}} & a_{24}+\frac{b_{24} \mid}{\ln |\xi|} \\
\cdot & \cdot & a_{33}+\frac{b_{3}}{\ln |\xi|} & a_{34}+\frac{b_{34}}{\ln |\xi|} \\
\cdot & \cdot & \cdot & d_{44} \ln |\xi|+a_{44}
\end{array}
$$\right),
\]

where $a_{i j}, b_{i j}, c_{i j}$ and $d_{44}$ are constants that are determined in terms of the expansion coefficients of the periods. The eigenvectors and eigenvalues of this matrix have the following expansions

$$
\begin{array}{llrl}
\lambda_{1} & =-\frac{2 \pi}{\ln |\xi|}+\mathcal{O}\left(\ln ^{-2}|\xi|\right), & w_{1}^{T}=\left[1, \mathcal{O}\left(\ln ^{-1}|\xi|\right), \mathcal{O}\left(\ln ^{-1}|\xi|\right), \mathcal{O}\left(\ln ^{-1}|\xi|\right)\right], \\
\lambda_{2}=\ell_{A}+\mathcal{O}\left(\ln ^{-1}|\xi|\right), & w_{2}^{T}=\left[\mathcal{O}\left(\ln ^{-1}|\xi|\right), u_{1}^{A}, u_{2}^{A}, \mathcal{O}\left(\ln ^{-1}|\xi|\right)\right], \\
\lambda_{3}=\ell_{B}+\mathcal{O}\left(\ln ^{-1}|\xi|\right), & w_{3}^{T}=\left[\mathcal{O}\left(\ln ^{-1}|\xi|\right), u_{1}^{B}, u_{2}^{B}, \mathcal{O}\left(\ln ^{-1}|\xi|\right)\right], \\
\lambda_{4}=d_{44} \ln |\xi|+\mathcal{O}(1), & w_{4}^{T}=\left[\mathcal{O}\left(\ln ^{-2}|\xi|\right), \mathcal{O}\left(\ln ^{-1}|\xi|\right), \mathcal{O}\left(\ln ^{-1}|\xi|\right), 1\right] . \tag{6.55}
\end{array}
$$

Here ( $u^{A / B}$ ) and $\ell_{A / B}$ are the eigenvectors and eigenvalues of the two-by-two matrix

$$
\left(\begin{array}{cc}
a_{22} & a_{23}  \tag{6.56}\\
a_{23} & a_{33}
\end{array}\right),
$$

respectively. With these expansions it is straightforward to prove, in complete parallel to the LCS case, that the flux vectors $F=\left(F^{0}, F^{1}, F^{2}, F^{3}\right)$ and $H$ must satisfy

$$
\begin{equation*}
F^{3}=H^{3}=0, \quad F^{1,2}, H^{1,2}=\mathcal{O}(1) \quad \text { and } \quad F^{0}, H^{0}=\mathcal{O}\left(\ln ^{1 / 2}|\xi|\right) \tag{6.57}
\end{equation*}
$$

as $\xi \rightarrow 0$ to be able to support an ISD vacuum. (Note that $F^{3}$ and $H^{3}$ are fluxes piercing the shrinking cycle.) At this stage, letting $F^{0}$ and $H^{0}$ go to infinity produces no contradiction. Thus, the simple argument that disproved infinite sequences in the LCS case is not sufficient for doing the same for the conifold limit. However, computing $D_{\xi} W$ explicitly shows that no infinite series is possible. To see this we note first that $\tau$ is given by

$$
\begin{equation*}
\tau=\frac{F \cdot \Pi^{\dagger}}{H \cdot \Pi^{\dagger}}=\frac{F^{1} \bar{c}_{0}+F^{2} \bar{b}_{0}}{H^{1} \bar{c}_{0}+H^{2} \bar{b}_{0}}+\mathcal{O}(\xi) \tag{6.58}
\end{equation*}
$$

To compute $D_{\xi} W$ we first record the expressions for $K_{\xi}$ and $D_{\xi} \Pi$ :

$$
K_{\xi}=\frac{\bar{a}_{0}-c_{1} \bar{b}_{0}+b_{1} \bar{c}_{0}}{2 i \operatorname{Im}\left(c_{0} \bar{b}_{0}\right)}+\mathcal{O}(\xi \log \xi), \quad D_{\xi} \Pi=\left(\begin{array}{c}
1+\mathcal{O}(\xi)  \tag{6.59}\\
A_{1}+\mathcal{O}(\xi \log \xi) \\
A_{2}+\mathcal{O}(\xi \log \xi) \\
\frac{1}{2 \pi i} \log (-i \xi)+\mathcal{O}(1)
\end{array}\right)
$$

with

$$
\begin{equation*}
A_{1}=c_{1}+c_{0} \frac{\bar{a}_{0}-c_{1} \bar{b}_{0}+b_{1} \bar{c}_{0}}{2 i \operatorname{Im}\left(c_{0} \bar{b}_{0}\right)}, \quad A_{2}=b_{1}+b_{0} \frac{\bar{a}_{0}-c_{1} \bar{b}_{0}+b_{1} \bar{c}_{0}}{2 i \operatorname{Im}\left(c_{0} \bar{b}_{0}\right)} \tag{6.60}
\end{equation*}
$$

This yields

$$
\begin{align*}
D_{\xi} W & =F^{0}-\frac{F^{1} \bar{c}_{0}+F^{2} \bar{b}_{0}}{H^{1} \bar{c}_{0}+H^{2} \bar{b}_{0}} H^{0}+\frac{\left(F^{1} H^{2}-F^{2} H^{1}\right) \bar{a}_{0}}{\bar{c}_{0} H^{1}+\bar{b}_{0} H^{2}}+\mathcal{O}(\xi \ln |\xi|)  \tag{6.61}\\
& =F^{0}-\tau H^{0}+\mathcal{O}(1) .
\end{align*}
$$

We see from this expressions that in order to have $D_{\xi} W=0$ as $F^{0}, H^{0} \rightarrow \infty, \tau$ must approach the real ratio $F^{0} / H^{0}$. This means that the imaginary part of $\tau$ goes to zero, which is S-dual to a decoupling limit. Therefore, as in the LCS case, there are no infinite sequences of vacua with finite (and nonzero) string coupling.

### 6.3.4 The two-parameter model $\mathcal{M}_{(86,2)}$

Until now we have studied D-limits in the complex structure and axio-dilaton moduli spaces of a family of one-parameter Calabi-Yau manifolds. In this section, as a first step to a more general result, we extend the previous result to a specific two-parameter model. Again we find that there is no infinite sequence of supersymmetric vacua approaching the LCS point.

Consider the two-parameter model $\mathcal{M}_{(86,2)}$. Its periods can be expanded around the LCS point 136:

$$
\left(\begin{array}{l}
\Pi_{5}  \tag{6.62}\\
\Pi_{4} \\
\Pi_{3} \\
\Pi_{2} \\
\Pi_{1} \\
\Pi_{0}
\end{array}\right) \sim\left(\begin{array}{c}
\delta_{3}-\frac{25}{12} y-x-\frac{1}{6}\left(5 y^{3}+12 y^{2} x\right) \\
-\frac{25}{12}+\frac{1}{2} y+\frac{5}{2} y^{2}+4 x y \\
-1+2 y^{2} \\
y \\
x \\
1
\end{array}\right) .
$$

Here $\delta_{3}=\frac{21 i \zeta(3)}{\pi^{3}}$ is a constant, whereas $x$ and $y$ are the two complex structure moduli. Approaching the LCS point corresponds to sending $\operatorname{Im} x \rightarrow \infty$ and $\operatorname{Im} y \rightarrow \infty$, where the limits can be taken independently. The Kähler potential takes the form

$$
\begin{equation*}
e^{-K}=16 x_{2} y_{2}^{2}+\frac{20}{3} y_{2}^{3}+\frac{42 \zeta(3)}{\pi^{3}}+\ldots \tag{6.63}
\end{equation*}
$$

where $x=x_{1}+i x_{2}$ and $y=y_{1}+i y_{2}$ with $x_{i}, y_{i} \in \mathbb{R}$.
Consider the case in which the limits for the two variables are taken at the same time, i.e. $x_{2}=y_{2}=z \rightarrow \infty$. This choice significantly simplifies the computation of the metric $\mathcal{G}_{z}$, which results in

The constants $a_{i j}$ are known, and we collect them in Appendix C.1.2. The eigenvectors and
eigenvalues of this metric expanded in $z$ are given by

$$
\begin{array}{ll}
\lambda_{1}=a_{11} z^{3}+\mathcal{O}(z), & w_{1}^{T}=\left[1, \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-4}\right), \mathcal{O}\left(z^{-4}\right), \mathcal{O}\left(z^{-6}\right)\right], \\
\lambda_{2}=\ell_{2} z+\mathcal{O}\left(z^{-1}\right), & w_{2}^{T}=\left[\mathcal{O}\left(z^{-2}\right), w_{2}^{2}+\mathcal{O}\left(z^{-2}\right), w_{2}^{3}+\mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-4}\right)\right], \\
\lambda_{3}=\ell_{3} z+\mathcal{O}\left(z^{-1}\right), & w_{3}^{T}=\left[\mathcal{O}\left(z^{-2}\right), w_{3}^{2}+\mathcal{O}\left(z^{-2}\right), w_{3}^{3}+\mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-4}\right)\right], \\
\lambda_{4}=\frac{\ell_{4}}{z}+\mathcal{O}\left(z^{-3}\right), & w_{4}^{T}=\left[\mathcal{O}\left(z^{-4}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), w_{4}^{4}+\mathcal{O}\left(z^{-2}\right), w_{4}^{5}+\mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right)\right], \\
\lambda_{5}=\frac{\ell_{5}}{z}+\mathcal{O}\left(z^{-3}\right), & w_{5}^{T}=\left[\mathcal{O}\left(z^{-4}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), w_{5}^{4}+\mathcal{O}\left(z^{-2}\right), w_{5}^{5}+\mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right)\right], \\
\lambda_{6}=\frac{a_{66}}{z^{3}}+\mathcal{O}\left(z^{-6}\right), & w_{6}^{T}=\left[\mathcal{O}\left(z^{-6}\right), \mathcal{O}\left(z^{-4}\right), \mathcal{O}\left(z^{-4}\right), \mathcal{O}\left(z^{-2}\right), \mathcal{O}\left(z^{-2}\right), 1\right] . \tag{6.65}
\end{array}
$$

The $\ell_{i}$ and $w_{i}^{j}$ are the eigenvalues and eigenvectors of appropriate two-by-two matrices. Consider the flux-vector $N_{n}=\left(N_{n}^{0}, \ldots, N_{n}^{5}\right)$ and the following limit:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} z_{n}=\infty, \quad \lim _{n \rightarrow \infty} N_{n} \cdot \mathcal{G}_{z_{n}} \cdot N_{n}^{T} \equiv \lim _{z \rightarrow \infty} \sum_{i=1}^{6}\left|N \cdot w_{i}(z)\right|^{2} \lambda_{i}(z) \neq \infty \tag{6.66}
\end{equation*}
$$

In order not to clutter notation, we will suppress the index $n$ in the following.
Without loss of generality assume $N^{0}=1$. The first eigenvalue grows as $\lambda_{1} \sim z^{3}$. Therefore we must have $\left|N \cdot w_{1}\right|^{2} \sim \mathcal{O}\left(z^{-3}\right)$. Hence

$$
\begin{equation*}
N \cdot w_{1} \sim \mathcal{O}\left(z^{-3 / 2}\right)=1+N^{1} \mathcal{O}\left(z^{-2}\right)+N^{2} \mathcal{O}\left(z^{-2}\right)+N^{3} \mathcal{O}\left(z^{-4}\right)+N^{4} \mathcal{O}\left(z^{-4}\right)+N^{5} \mathcal{O}\left(z^{-6}\right) . \tag{6.67}
\end{equation*}
$$

This can happen only if at least one of the $N^{i}$ diverges. It is also clear that this must happen in order for $N$ to approach one of the zero eigenvectors of $\mathcal{G}_{z}$. What is needed is

$$
\begin{array}{ll}
N^{1}=P z^{2}+o\left(z^{2}\right), & N^{2}=Q z^{2}+o\left(z^{2}\right), \\
N^{3}=R z^{4}+o\left(z^{4}\right), & N^{4}=S z^{4}+o\left(z^{4}\right), \\
N^{5}=T z^{6}+o\left(z^{6}\right) . & \tag{6.68}
\end{array}
$$

Recall that $o\left(z^{2}\right)$ stands for terms that grow slower than $z^{2}$ and $P, Q, R, S, T$ are appropriate constants.

Consider

$$
\begin{equation*}
\mathcal{O}\left(z^{3 / 2}\right)=N \cdot w_{6}=T z^{6}+S \mathcal{O}\left(z^{2}\right)+R \mathcal{O}\left(z^{2}\right)+\ldots \tag{6.69}
\end{equation*}
$$

This immediately proves that $T$ must be zero. We set it to zero in the following. Furthermore, consider

$$
\begin{equation*}
\mathcal{O}\left(z^{1 / 2}\right)=N \cdot w_{4}=\left(R w_{4}^{4}+S w_{4}^{5}\right) z^{4}+\ldots, \tag{6.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{O}\left(z^{1 / 2}\right)=N \cdot w_{5}=\left(R w_{5}^{4}+S w_{5}^{5}\right) z^{4}+\ldots \tag{6.71}
\end{equation*}
$$

This proves that $\left(R w_{4}^{4}+S w_{4}^{5}\right)=\left(R w_{5}^{4}+S w_{5}^{5}\right)=0$, i.e.

$$
\left(\begin{array}{ll}
w_{4}^{4} & w_{4}^{5}  \tag{6.72}\\
w_{5}^{4} & w_{5}^{5}
\end{array}\right)\binom{R}{S}=0 .
$$

Since the matrix is orthogonal it follows that $R=S=0$.

We continue the analysis along the line of the LCS case of the one-parameter models. In the end we obtain following conditions on the flux-vectors $F=\left(F^{0}, \ldots, F^{5}\right)$ and $H=$ $\left(H^{0}, \ldots, H^{5}\right)$ :

$$
\begin{equation*}
F^{0}=F^{1}=F^{2}=0 \quad \text { and } \quad H^{0}=H^{1}=H^{2}=0 . \tag{6.73}
\end{equation*}
$$

This result means that there is no ISD vacuum approaching the LCS. The only exception is again the singular vacuum located exactly at the LCS point.

### 6.4 D-limits and infinite flux series for F-theory on $K 3 \times K 3$

The simplest non-trivial flux compactifications apart from toroidal orbifolds are compactifications of type IIB string theory on the orientifold $K 3 \times T^{2} / \mathbb{Z}_{2}$. These models contain four orientifold planes and 16 D7-branes which are points in $T^{2} / \mathbb{Z}_{2}$ and fill out the entire $K 3$ as well as the four non-compact directions.

Alternatively, these compactifications can be described as F-theory on $K 3 \times K 3$. This description not only allows for an elegant treatment of IIB flux compactifications on the orientifold $K 3 \times T^{2} / \mathbb{Z}_{2}$, but also naturally includes two-form fluxes on the D 7 -branes. As shown by Aspinwall and Kallosh [149], the number of supersymmetric vacua of such compactifications is finite, i.e. there can be no infinite flux series in these models.

In this section, we discuss this result from the perspective of D-limits. We are able to find D-limits as well as associate infinite flux sequences on $K 3$, so that the result of 149 implies that all but finitely many of the corresponding solutions are actually equivalent by automorphism of the lattice $H^{2}(K 3, \mathbb{Z})$. We demonstrate this in a simple example.

Compactifications of type IIB string theory on $K 3 \times T^{2} / \mathbb{Z}_{2}$ with $G_{3}$ flux have also been considered in 155. They show how to find an infinite sequence of fluxes which solves all of the supersymmetry conditions except for primitivity. In general, imaginary self-duality (ISD) does not imply supersymmetry. In the present case, however, one can show that the complex structure of $K 3$ may always be chosen such that (for fixed metric) the supersymmetry constraints are satisfied for any ISD solution. Hence their sequence also breaks imaginary self-duality. Therefore, we can not treat the flux series of [155] as a D-limit in the sense introduced.

### 6.4.1 F-theory with $G_{(4)}$ flux on $K 3 \times K 3$

In compactifications of F-theory on the fourfold $K 3 \times K 33^{3}$, one can switch on four-form fluxes $G_{(4)}$ which are integrally quantized. They can be written as

$$
\begin{equation*}
G_{(4)}=G^{\mu \nu} \eta_{\mu} \wedge \tilde{\eta}_{\nu} . \tag{6.74}
\end{equation*}
$$

Here $\eta_{\mu}$ and $\tilde{\eta}_{\nu}$ are integral two-forms on the two $K 3$ s. We will think of the matrix $G^{\mu \nu}$ as the components of a vector in $H^{2}(K 3, \mathbb{Z}) \otimes H^{2}(K 3, \mathbb{Z})$ and simply write $G$ in the following.

The scalar potential induced by the fluxes can stabilize both complex structure as well as Kähler moduli of $K 3 \times K 3$ (except for the volumes of the two $K 3 \mathrm{~s}$ ). The vacua of these models were analyzes in [149, 156]. See also [155, 157] for an analysis from the type IIB perspective.

[^22]It can be shown that the scalar potential is positive definite and can be written as 156

$$
\begin{equation*}
V=\frac{1}{2} \int_{K 3 \times K 3} G_{(4)} \wedge\left(* G_{(4)}-G_{(4)}\right) . \tag{6.75}
\end{equation*}
$$

As $G_{(4)}$ is forced to be self-dual by the equations of motion, their solutions correspond to Minkowski minima of the effective potential.

For $K 3 \times K 3$, the tadpole condition $(6.26)$ reads

$$
\begin{equation*}
\frac{1}{2} \int_{Y_{4}} G_{(4)} \wedge G_{(4)}+N_{D 3}=24 \tag{6.76}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
24=N_{D 3}+\frac{1}{2} \int_{K 3 \times K 3} G_{(4)} \wedge G_{(4)}=N_{D 3}+\frac{1}{2} \int_{K 3 \times K 3} G_{(4)} \wedge * G_{(4)}, \tag{6.77}
\end{equation*}
$$

which is manifestly positive. In order to discuss D-limits, we consider the metric $\mathcal{G}$, which is defined by

$$
\begin{equation*}
G \cdot \mathcal{G} \cdot G^{T} \equiv \frac{1}{2} \int_{K 3 \times K 3} G_{(4)} \wedge * G_{(4)} \tag{6.78}
\end{equation*}
$$

As we consider a fourfold which is a product of two spaces, we can decompose

$$
\begin{equation*}
\mathcal{G}=\frac{1}{2} \mathcal{G}_{\Sigma} \otimes \mathcal{G}_{\tilde{\Sigma}} \tag{6.79}
\end{equation*}
$$

Given an integral two-form $G_{(2)}=\sum_{\mu} g_{\mu} \eta^{\mu}, \mathcal{G}_{\Sigma}$ is defined by

$$
\begin{equation*}
\int_{K 3} G_{(2)} \wedge * G_{(2)}=g \cdot \mathcal{G}_{\Sigma} \cdot g^{T} \tag{6.80}
\end{equation*}
$$

As before, a D-limit is defined to be a limit in moduli space in which $\mathcal{G}$, i.e. $\mathcal{G}_{\Sigma}$ or $\mathcal{G}_{\tilde{\Sigma}}$, degenerates.

### 6.4.2 The $K 3$ surface

In order to discuss the properties of $\mathcal{G}_{\Sigma}$ and find which D-limits we can have for F-theory compactification on $K 3 \times K 3$ we collect a few crucial properties about $K 3$ surfaces in this section. For a more thorough treatment, see e.g. [158, 159].

In two complex dimensions there is just one non-trivial compact Calabi-Yau manifold: K3. The metric deriving from the natural inner product on the 22-dimensional space $H^{2}(K 3)$ :

$$
\begin{equation*}
M_{\mu \nu}=\int_{K 3} \eta_{\mu} \wedge \eta_{\nu} \tag{6.81}
\end{equation*}
$$

has signature $(3,19)$. The vector space $H^{2}(K 3)$ contains the lattice $H^{2}(K 3, \mathbb{Z})$, the elements of which are Poincaré dual to curves in $K 3$. This lattice can be written as

$$
\begin{equation*}
H^{2}(K 3, \mathbb{Z})=-E_{8}^{\oplus 2} \oplus U^{\oplus 3} \tag{6.82}
\end{equation*}
$$

where $E_{8}$ denotes the root lattice of $E_{8}$ and $U$ is the hyperbolic lattice. Embedded in a vector space with orthonormal basis $E_{I}$, the root lattice of $E_{8}$ is given by vectors

$$
\begin{equation*}
\sum_{I} q_{I} E_{I} \tag{6.83}
\end{equation*}
$$

where the $q_{I}$ have to be all integer or all half-integer and fulfill the relations $\sum_{I=1, \ldots, 8} q_{I} \in 2 \mathbb{Z}$. The lattice $U^{\oplus 3}$ is spanned by integral multiples of $e_{i}, e^{j}$ which have the intersections

$$
\begin{equation*}
e_{i} \cdot e^{j}=\delta_{i}^{j}, \quad e_{i} \cdot e_{j}=0, \quad e^{i} \cdot e^{j}=0 \tag{6.84}
\end{equation*}
$$

The inner product between integral two-forms has a geometric interpretation as the intersection of the dual curves. As the $K 3$ surface has a trivial canonical bundle, the self-intersection number of a curve, i.e. the intersection between two homologous curves, translates to its genus by using the adjunction formula. Denoting the curve dual to the integral two-form $\eta_{C}$ by $C$ one obtains

$$
\begin{equation*}
\int_{K 3} \eta_{C} \wedge \eta_{C}=C \cap C=-\chi(C)=-2+2 g(C) \tag{6.85}
\end{equation*}
$$

The geometric moduli space of $K 3$ is the set of all oriented positive-norm three-planes $\Sigma$ in $H^{2}(K 3)$ modulo automorphisms of the lattice $H^{2}(K 3, \mathbb{Z})$ in $O^{+}(3,19) 158,160162$. The group $O^{+}(3,19)$ is the component of the orthogonal group which leaves the orientation of $\Sigma$ invariant.

We span $\Sigma$ using three orthonormal vectors $\omega_{i}$ :

$$
\begin{equation*}
\omega_{i} \cdot \omega_{j}=\delta_{i j} \tag{6.86}
\end{equation*}
$$

Note that this description leaves an $S O(3)$ symmetry, rotating the $\omega_{i}$ into one another. We can construct the Kähler form $J$ and the holomorphic two-form $\Omega$ of $K 3$ using the vectors $\omega_{i}$ :

$$
\begin{equation*}
\Omega=\omega_{1}+i \omega_{2}, \quad J=\sqrt{V} \omega_{3} \tag{6.87}
\end{equation*}
$$

where we have denoted the volume of $K 3$ by $V$. It is important to note that a choice of $\Sigma$ determines the metric of $K 3$ (up to the overall volume), but does not completely determine the complex structure. We still may rotate the $\omega_{i}$ inside $\Sigma$ or equivalently change the definition in (6.87). For a fixed complex structure, the lattice of integral cycles of $K 3$ which are orthogonal to $\Omega$ is the Picard lattice.

Any two-form $H \in H^{2}(K 3)$ can be decomposed into a piece parallel and a piece perpendicular to $\Sigma$ :

$$
\begin{equation*}
H=H_{\|}+H_{\perp} \tag{6.88}
\end{equation*}
$$

The action of the Hodge-* operation on $K 3$ then takes the simple form

$$
\begin{equation*}
* H=* H_{\|}+* H_{\perp}=H_{\|}-H_{\perp} \tag{6.89}
\end{equation*}
$$

The $K 3$ moduli space naturally includes loci over which the $K 3$ surface develops ADE singularities. Whenever there are elements $\gamma_{i} \in H^{2}(K 3, \mathbb{Z})$ with $\gamma_{i} \cdot \gamma_{i}=-2$ that are orthogonal to $\Sigma$, the dual spheres collapse to produce an ADE singularity. Loci where this occurs are at a finite distance in moduli space from any generic smooth $K 3$.

### 6.4.3 D-limits and $\mathcal{G}_{\Sigma}$

Let us now see if $\mathcal{G}_{\Sigma}$ can degenerate so that we find a D-limit. As before, we denote the vector of coefficients that is obtained when an integral two-form $G_{(2)}$ is expanded in some basis $\eta_{\mu}$ of $H^{2}(K 3)$ by $g$. In order to facilitate the discussion of flux quantization we choose this basis to be integral, i.e. the vectors $\eta_{\mu}$ are elements of the lattice $H^{2}(K 3, \mathbb{Z})$.

Using this basis,

$$
\begin{equation*}
\omega_{i}=\omega_{i}^{\mu} \eta_{\mu}, \quad G_{(2)}=g^{\mu} \eta_{\mu} \tag{6.90}
\end{equation*}
$$

We can decompose

$$
\begin{equation*}
G_{(2)}=G_{(2) \|}+G_{(2) \perp}=\sum_{i} \int_{K 3}\left(\omega_{i} \wedge G_{(2)}\right) \omega_{i}+G_{(2)}-\sum_{i} \int_{K 3}\left(\omega_{i} \wedge G_{(2)}\right) \omega_{i} . \tag{6.91}
\end{equation*}
$$

Hence

$$
\begin{equation*}
* G_{(2)}=G_{(2) \|}-G_{(2) \perp}=\left(2 M_{\mu \nu} \sum_{i} \omega_{i}^{\rho} \omega_{i}^{\mu}-\delta_{\nu}^{\rho}\right) g^{\nu} \eta_{\rho} . \tag{6.92}
\end{equation*}
$$

Defining the projector

$$
\begin{equation*}
\Gamma_{\nu}^{\rho} \equiv \sum_{i} \omega_{i}^{\rho} \omega_{i}^{\mu} M_{\mu \nu}, \quad \Gamma^{2}=\Gamma \tag{6.93}
\end{equation*}
$$

which projects any form onto its components parallel to $\Sigma$, we obtain

$$
\begin{equation*}
\mathcal{G}_{\Sigma}=M(2 \Gamma-1) . \tag{6.94}
\end{equation*}
$$

As the inner product (6.80) is positive definite for any smooth $K 3$ surface, it follows that the metric in 6.94) has the same property. It can only degenerate in a limit in moduli space in which the $K 3$ surface becomes singular. Let us first consider the aforementioned ADE singularities. They occur when we rotate the three-plane $\Sigma$ such that it becomes orthogonal to specific lattice vectors of $H^{2}(K 3, \mathbb{Z})$ with respect to the metric 6.81). The expression we have derived for $\mathcal{G}_{\Sigma}$, however, does not at all depend on the location of $\Sigma$ relative to the lattice $H^{2}(K 3, \mathbb{Z})$. Hence the metric $\mathcal{G}_{\Sigma}$ can not degenerate when we approach a locus in moduli space for which the $K 3$ surface has an ADE singularity. Note also that these singularities occur at finite distance in moduli space, i.e. the naturally lie inside the moduli space. Another kind of singularity occurs when we rotate $\Sigma$ towards a light-like direction in $H^{2}(K 3)$. In the following, we shall investigate such a limit and show that it indeed gives rise to a degeneration of $\mathcal{G}_{\Sigma}$.

A well-known example of such a limit is the F-theory limit of a compactification of Mtheory on an elliptically fibered $K 3$. In this limit, the volume of the $T^{2}$ fiber is taken to zero, which corresponds to rotating the Kähler form towards the light cone in $H^{2}(K 3)$ 163. Just as in the case of the large complex structure limit, this limit is dual to a decompactification limit which takes place on the type IIB/F-theory side. Furthermore, it can be shown that this limit is at infinite distance in moduli space 156 .

## An example

To show that rotating $\Sigma$ towards the light cone constitutes a D-limit, we consider a simple example. For ease of exposition, we keep the three-plane $\Sigma$ in a four-dimensional subspace spanned by

$$
\begin{equation*}
d^{1}=e_{1}+e^{1}, \quad d^{2}=e_{2}+e^{2}, \quad d^{3}=e_{3}+e^{3}, \quad d^{4}=e_{1}-e^{1} . \tag{6.95}
\end{equation*}
$$

Note that the intersection form is diagonal in terms of the $d^{i}: M=\operatorname{diag}(2,2,2,-2)$. In this basis, we choose $\Sigma$ to be spanned by the orthonormal vectors

$$
\begin{equation*}
\omega_{1}(n)=\frac{1}{\sqrt{2}}(1,0, n, n), \quad \omega_{2}(n)=\frac{1}{\sqrt{2}}(0,1,0,0), \quad \omega_{3}(n)=\frac{1}{\sqrt{2+2 n^{2}}}(n, 0,-1,0) \tag{6.96}
\end{equation*}
$$

The matrix $\mathcal{G}_{\Sigma}=M(2 \Gamma-1)$ is

$$
\mathcal{G}_{\Sigma}=2\left(\begin{array}{cccc}
\frac{1+3 n^{2}}{1+n^{2}} & 0 & \frac{2 n^{2}}{1+n^{2}} & -2 n  \tag{6.97}\\
0 & 1 & 0 & 0 \\
\frac{2 n^{2}}{1+n^{2}} & 0 & -1+2\left(n^{2}+\frac{1}{1+n^{2}}\right) & -2 n^{2} \\
-2 n & 0 & -2 n^{2} & 1+2 n^{2}
\end{array}\right) .
$$

Its eigenvalues are given by

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=2, \quad \lambda_{3}=2+4 n^{2}-4 \sqrt{n^{2}+n^{4}}, \quad \lambda_{4}=2+4 n^{2}+4 \sqrt{n^{2}+n^{4}} . \tag{6.98}
\end{equation*}
$$

In the limit $n \rightarrow \infty$ we may approximate

$$
\begin{equation*}
\sqrt{n^{2}+n^{4}}=n^{2}+\frac{1}{2}-\frac{1}{8 n^{2}}+\mathcal{O}\left(n^{-4}\right) . \tag{6.99}
\end{equation*}
$$

In this limit we hence find that $\lambda_{3}$ goes to zero and $\lambda_{4}$ goes to infinity:

$$
\begin{equation*}
\lambda_{3} \sim \frac{1}{2 n^{2}}, \quad \lambda_{4} \sim 8 n^{2} \tag{6.100}
\end{equation*}
$$

The eigenvector $v_{3}$ associated with $\lambda_{3}$ is

$$
v_{3}=\left(\begin{array}{c}
\frac{-n^{3}+n\left(-1+\sqrt{n^{2}+n^{4}}\right)}{\left(1+n^{2}\right)\left(n^{2}-\sqrt{n^{2}+n^{4}}\right)}  \tag{6.101}\\
0 \\
-\frac{n^{2}\left(1+n^{2}-\sqrt{\left.n^{2}+n^{4}\right)}\right.}{\left(1+n^{2}\right)\left(n^{2}-\sqrt{n^{2}+n^{4}}\right)} \\
1
\end{array}\right) \stackrel{\infty}{ }\left(\begin{array}{c}
n^{-1} \\
0 \\
1 \\
1
\end{array}\right) .
$$

Hence we find a D-limit in which the metric degenerates in the direction of $\omega_{1}$. Note that this is precisely the direction of $\Sigma$ which we are rotating towards the light-cone.

Let us now use this example to construct a flux series. The flux vector

$$
\begin{equation*}
g=(1,0, n, n, 0,0, \ldots) \sim n v_{3}, \tag{6.102}
\end{equation*}
$$

is properly quantized for any integer $n$. For large values of $n$ we have that

$$
\begin{equation*}
g \cdot \mathcal{G}_{\Sigma} \cdot g^{T} \sim n^{2} \frac{1}{n^{2}}=\text { const } . \tag{6.103}
\end{equation*}
$$

Hence the eigenvalue of $v_{3}$ goes to zero fast enough to allow for an infinite sequence of integral flux vectors for which $g \cdot \mathcal{G}_{\Sigma} \cdot g^{T}$ approaches a constant in the D-limit.

### 6.4.4 Infinite series and automorphisms of $H^{2}(K 3, \mathbb{Z})$

To put the example of the last section to work we set

$$
\begin{array}{r}
\Omega(n)=\omega_{1}(n)+i \omega_{2}, \\
\tilde{\Omega}=\tilde{\omega}_{1}+i \tilde{\omega}_{2}, \tag{6.105}
\end{array}
$$

with $\omega_{i}(n)$ given by (6.96). A properly quantized flux series that obeys the supersymmetry conditions (and equations of motion) is given by 149

$$
\begin{equation*}
G_{(4)}(n)=\sqrt{2}\left(\omega_{1}(n) \wedge \tilde{\omega}_{1}+\omega_{2} \wedge \tilde{\omega}_{2}\right) . \tag{6.106}
\end{equation*}
$$

The flux-induced D3 tadpole is

$$
\begin{equation*}
\frac{1}{2} \int_{K 3 \times K 3} G_{(4)}(n) \wedge G_{(4)}(n)=2, \tag{6.107}
\end{equation*}
$$

for any $n$. For the Kähler form $J$ we can choose any positive norm two-form in $H^{2}(K 3)$ which is orthogonal to $\Omega$. Setting $J=\omega_{3}(n)$ demonstrates that such a $J$ can always be found.

In (149), it was shown that there can only be a finite number of supersymmetric flux vacua in compactifications on $K 3 \times K 3$. In order to make contact with our results, we review their main results. As supersymmetry demands that the flux is of type $(2,2)$ and primitive, one can write

$$
\begin{equation*}
G=\operatorname{Re}(c \Omega \wedge \overline{\tilde{\Omega}})+\sum_{\alpha} \psi_{\alpha} \wedge \tilde{\psi}_{\alpha}, \tag{6.108}
\end{equation*}
$$

where $c$ is a parameter that has to be chosen appropriately for flux quantization and $\psi_{\alpha}, \tilde{\psi}_{\alpha}$ are integral primitive $(1,1)$ forms on the respective $K 3$ surfaces. They show that if only the first term is present, as is the case for our example, the complex structure moduli of the two $K 3$ surfaces, i.e. $\Omega$ and $\tilde{\Omega}$, are completely fixed. Furthermore, they are fixed such that the Picard lattice of the corresponding $K 3$ surfaces is of maximal rank, i.e. $\Omega$ sits inside a twodimensional lattice $\Upsilon \subset H^{2}(K 3, \mathbb{Z})$. Such $K 3$ surfaces, which have been dubbed ${ }^{7}$ 'attractive', can be classified through the lattice $\Upsilon$. It turns out that only a finite number of attractive $K 3$ surfaces can satisfy the tadpole condition $\sqrt{6.76)}$. When the second term in $(6.108)$ is also present, the $K 3$ ceases to be attractive. Its contribution to the tadpole is, however, always positive definite. Hence there can be only a finite number of flux choices that admit supersymmetric flux vacua and satisfy the tadpole condition for F-theory on $K 3 \times K 3$.

Supersymmetry only forces $G_{(4)}$ to be primitive, but does not fix the Kähler moduli. Nonperturbative effects, however, give rise to an effective potential that can fix all Kähler moduli. As the effective potential is determined once fluxes (and hence the complex structure) are given, it follows that there is only a finite number of supersymmetric stable flux vacua for F-theory on $K 3 \times K 3$. In case both terms in (6.108) are non-zero, some of the instantons that stabilize the Kähler moduli can be obstructed, so that not all moduli are stabilized.

The results of 149 indicate that all but a finite number of the vacua of the series we have constructed before must actually be equivalent. Note that for our series, only the first term in (6.108) is present. Once we specify $G$ in terms of $\Omega$, the Kähler form is therefore determined completely. Hence we have to show that there is an automorphism of $H(K 3, \mathbb{Z})$

[^23]which identifies all but a finite number of the sub-lattices spanned by the $\Omega(n)$. To find this automorphism, we write $\omega_{1}(n), \omega_{2}$ in terms of a basis for the lattice $U^{\oplus 3}$ :
\[

$$
\begin{align*}
\omega_{1}(n) & =e_{1}(1+n)+n e_{3}+e^{1}(1-n)+n e^{3}  \tag{6.109}\\
\omega_{2} & =e_{2}+e^{2} \tag{6.110}
\end{align*}
$$
\]

Indeed, there is an automorphism of $H^{2}(K 3, \mathbb{Z})$ which identifies all of the solutions in our series. It is given by

$$
\begin{array}{rlrl}
e_{1} & \mapsto \hat{e}_{1} & =(1+n) e_{1}+n e_{3}, & \\
e_{2}^{1} \mapsto \hat{e}^{1}=(1-n) e^{1}+n e^{3}, \\
e_{3}, \mapsto \hat{e}_{2} & =-e_{2}, & & e^{2} \mapsto \hat{e}^{2}=-e^{2}  \tag{6.111}\\
1 & +(n-1) e_{3} & & e^{3} \mapsto \hat{e}^{3}=n e^{1}-(1+n) e^{3},
\end{array}
$$

with all other elements unchanged. It maps

$$
\begin{align*}
\omega_{1}(0)=e_{1}+e^{1} & \mapsto \hat{e}_{1}+\hat{e}^{1}=\omega_{1}(n),  \tag{6.112}\\
\omega_{2} & \mapsto-\omega_{2} \tag{6.113}
\end{align*}
$$

Hence this automorphism identifies the holomorphic two-forms and consequently also the fluxes of our series of $K 3$ surfaces. Furthermore, it gives rise to an orientation preserving ${ }^{5}$ map of $\Sigma$ to itself. Thus it is induced from a diffeomorphism of $K 3 \sqrt{160} 162$, so that all of the solutions in our series should be considered equivalent.

Our example is, of course, very simple in that it only rotates $\Omega$ towards the light cone in the lattice $U^{\oplus 3}$. Even though examples of D-limits and infinite flux series employing the $E_{8}$ lattices can be constructed in a straightforward fashion, the corresponding automorphisms are harder to find. Showing that such automorphisms exist for any D-limit would hence constitute an alternative proof of the finiteness of the number of supersymmetric flux vacua on $K 3 \times K 3$. As the self-duality condition on $G_{4}$ follows from the equations of motion but does not require supersymmetry, one could then try to prove a similar theorem also for non-supersymmetric vacua.

One can turn this logic around and construct automorphism of $K 3$ by studying D-limits. By the result of [149, only a finite number of solutions in any infinite sequence of supersymmetric vacua can be different. Hence there must be corresponding automorphisms in $O^{+}(3,19)$ which identify all but a finite number of the solutions. It would be interesting to use this approach to study the diffeomorphism group of $K 3$ surfaces.

As the self-duality condition also holds without supersymmetry, infinite sequences can also only occur in D-limits in this case. With a sufficient understanding of the automorphisms of $K 3$ it hence seems possible to use the D-limit approach to study the existence of infinite sequences of non-supersymmetric solutions.

### 6.5 The models of Ahlqvist et al.

In this section we take a closer look at a few examples of sequences of minima that converge to the LCS point, and that were first reported on in [139]. These minima have vanishing scalar potential and hence fulfill the ISD condition. A question left open in this reference
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Figure 6.1: The scalar potential for the complex structure modulus $z$ of the Mirror Quintic with NS-NS flux $H=(-2,-4,-33,0)$ and R-R flux $F=(3,-18,9,-1)$. The potential has already been minimized with respect to the axio-dilaton $\tau$, so the minimum shown is a minimum for both $z$ and $\tau$. The first panel shows the potential calculated with periods calculated with the full Meijer functions, whereas the second potential is calculated with the LCS expansions of the periods. As can be seen from the figures, the LCS expansions are enough to reproduce the features of this minimum.
was whether these series are infinite. Here we use the LCS expansions of the periods to show that there are more minima in the series than those reported in [139], but that the minima eventually break the ISD condition and the series terminate in agreement with the discussion in section 6.3.1. After a brief description of the method we used to find the minima, we present two examples of sequences of minima.

To speed up the numerical calculation of the potential, we proceed as follows. We first compute the periods and their derivatives on a grid in the complex structure modulus plane. This computation is performed using the built-in Meijer functions of Maple for the full periods, and using Matlab for the LCS expansions of the periods. We then feed these periods into Matlab where the superpotential, Kähler and scalar potentials are computed. We also use Matlab to find the minima of the potential, and determine their position and minimum value of the potential.

Since the minima in the series approach the LCS point, the LCS expansion of the periods provides a good and computationally cheap approximation of the features of the minima closest to this point. An illustration of this is shown in the figures 6.1 and 6.2, where the Mirror Quintic potential for the flux configuration $H=(-2,-4,-33,0)$ and $F=(3,-18,9,-1)$ is plotted using both the full Meijer functions and the LCS expansions. As can be seen from the figures, the two potentials are very similar; in particular the location and value of the potential in the minimum agree to a good degree. Consequently, the LCS expansions determine the features of minima to a good approximation at least for $|z|<0.2$.

Given that the periods are computed on a grid, the position of a minimum of the potential can never be determined to a better accuracy than the grid spacing. Thus minima that lie closer to the LCS point remain undetected until the grid spacing is refined. For computationally expensive functions such as the Meijer functions, this provides a significant obstacle, in that refining the grid soon becomes practically impossible. On the other hand, the LCS expansions are simple functions that can easily be computed on more and more refined grids. In


Figure 6.2: The ratio of the scalar potential computed with the Meijer functions and the potential computed using the LCS expansions, for the same fluxes as the previous figure. The closer to the LCS point, the better the match between the two potentials.


Figure 6.3: Using the LCS expansions of the periods allow us to zoom in on the supersymmetric Mirror Quintic minimum of figure 6.1 .
figure 6.3 we show a more detailed picture of the Mirror Quintic minimum that was obtained using the LCS expansions of the periods.

Thus, in order to investigate whether the series of minima reported on in 139 continue indefinitely, we use the LCS expansion of the periods. We first compute the potential for a flux configuration on a sparse grid, identifying the region in the $z$-plane where the minimum is located. At this stage, we also note if we need to move the branch cut that emerges from the LCS point in order to trace the minimum to another level in the potential ${ }^{6}$ We then zoom
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Figure 6.4: The distribution in the $z$ plane of a series of minima that approach the large complex structure point in the Mirror Quintic moduli space. The minima have NS-NS flux $H=(-2,-4,-33,0)$ and R-R flux $F=\left(F^{0},-18,9,-1\right)$, where $F^{0}$ ranges from -17 to 9 . The red squares indicate minima with negative $F^{0}$, whereas black stars are used for minima with positive $F^{0}$.
in on the region that should contain a minimum and recompute the potential on a narrow grid around this point. This allows us to compute the location and potential value of the minimum to a higher accuracy. We then act on the flux vectors with the conifold monodromy matrices, and repeat the calculations for the next minimum in the series.

## A series of minima on the Mirror Quintic

Using the outlined procedure, we reproduce the minima with $F^{0}=3 \ldots 9$ in the Mirror Quintic series reported on in table 3 and figure 5 of [139]. In addition we find new minima with $F^{0}=-17 \ldots-6$ and $-3 \ldots 2$. We found no minima for the two values $F^{0}=-5,-4$, despite having studied the downward spiral of the scalar potential until it reaches its lowest level and turns back up. The $z$-distribution of the minima in the series is shown in figure 6.4. As can be seen, starting from $F^{0}=9$ the series of minima approaches the LCS point for decreasing values of $F^{0}$. However, as the by now negative $F^{0}$ increases in magnitude, the minima again recede from the LCS point, until they leave the region where the LCS expansion can be trusted. Thus, this series is not infinite.

As shown in figure 6.5, all minima with positive $F^{0}$ have vanishing potential in the minimum, and fulfill the ISD condition. Conversely, the minima with negative $F^{0}$ have a non-zero potential value. Thereby, this example confirms our general result that the series of minima that converge to the LCS point eventually break the ISD condition, thus inducing non-zero F-terms also in the complex structure and axio-dilaton directions.

Figure 6.5 also shows the vacuum expectation value for the superpotential for the series of minima. Since this is large for all minima, supersymmetry is broken by the Kähler moduli, which have non-zero F-terms. We note that the tadpole for this series of minima is high, so the phenomenological interest of these minima is fairly limited.

From figure 6.5 we also see that $\operatorname{Im} \tau$ does not run away, but stays in the range $4-8$.


Figure 6.5: Here we show the value of the potential, the superpotential and the imaginary part of the axio-dilaton $\tau$ for the series of Mirror Quintic minima with NS-NS flux $H=(-2,-4,-33,0)$ and $\mathrm{R}-\mathrm{R}$ flux $F=\left(F^{0},-18,9,-1\right)$. As can be seen from the first panel, all minima with positive $F^{0}$ are ISD and have vanishing scalar potential. The value of the superpotential is large and negative for all minima in the series, and the dilaton does not run away to zero or infinity.

Consequently, $\mathcal{G}_{\tau}$ does not degenerate, and therefore this series of minima does not lie in a decompactification limit of the axio-dilaton part of moduli space.

## A series of minima on Model 12

The longest series of minima that was reported on in table 3 and figure 5 of 139 was found on the one-parameter Calabi-Yau known as Model 12. This series consists of twenty-nine minima, with NS-NS flux $H=(-2,-4,-33,0)$ and R-R flux $F=\left(F^{0},-18,9,-1\right), F^{0}=7, \ldots, 36$. Using the LCS expansions of the periods, we reproduce some minima of this series and extend it to smaller values of $F^{0}$, as shown in figure 6.6. Just as for the Mirror Quintic example, we find that more minima exist in the vicinity of the LCS point, but the minima bounce out from the LCS point again as $F^{0}$ becomes large and negative. Thus, this series of minima does not continue indefinitely.

The value of the potential, superpotential and $\operatorname{Im} \tau$ for Model 12 are presented in figure 6.7. As can be seen, the features are similar to the Mirror Quintic series. As expected, the ISD condition is eventually broken for negative values of $F^{0}$, and $\operatorname{Im} \tau$ stays finite for the whole series. The superpotential is large and negative also for this series, and the tadpole is


Figure 6.6: The distribution in the $z$ plane of a series of minima that approach the large complex structure point in the moduli space of Model 12. The vacua have NS-NS flux $H=$ $(-2,-4,-33,0)$ and R-R flux $F=\left(F^{0},-18,9,-1\right)$, where $F^{0}=-12 \ldots 11$. The red squares indicate minima with negative $F^{0}$, whereas black stars are used for minima with positive $F^{0}$.
the same as for the Mirror Quintic series.

### 6.6 Summary and outlook

In this chapter we have extended the no-go result of Ashok and Douglas to include also regions around certain D-limits. For a class of one-parameter models we studied the large complex structure limit, the conifold point and the decoupling limit, and found that none of these can support infinite sequences of ISD vacua. This analysis was performed by explicitly computing a certain positive definite quadratic form defined on the space of flux quanta. This form gives the total D3-brane charge originating from three-form flux in the case of an ISD vacuum. By analysing the precise form of the eigenvalues and eigenvectors as the various D-limits are approached we demonstrated that no infinite sequences are possible. We also extended this analysis to the LCS limit of a two-parameter model, again finding that no infinite sequences exist. Furthermore, we explained how infinite sequences accumulating to D-limits in $K 3 \times K 3$ compactifications really correspond to finitely many vacua after the automorphism group is taken into account.

To complement the analytical results, we studied two of the sequences found by Ahlqvist et al. [139] numerically. We used expansions around the LCS point to facilitate the computations of the periods, thus making a fine grid possible. The sequences were found to turn close to the LCS point and then be repelled from it, eventually violating the ISD condition, perfectly in line with the analytical results.

In the present work we used fairly pedestrian methods to analyze the structure of the quadratic form around various singularities. For this, we needed expansions of the periods in the D-limit under consideration. This is in contrast to the statistical analysis, where the number of vacua is estimated without such detailed understanding of the Calabi-Yau. Although our method requires more information, it allows us to refine the results of the


Figure 6.7: The value of the potential, the superpotential and the imaginary part of the axiodilaton $\tau$ for the series of Model 12 minima with NS-NS flux $H=(-2,-4,-33,0)$ and R-R flux $F=\left(F^{0},-18,9,-1\right)$ of Model 12. The features of this series of minima closely parallels those of the Mirror Quintic series.
statistical analysis in the models we consider. It would of course be very interesting to formulate more general and transparent conditions on the singularity required for infinite sequences. Such a result would be a step towards a more general finiteness theorem.

Additionally, two interesting directions of future research would be to investigate whether similar techniques can be applied also in the case of generalized Calabi-Yau manifolds and to analyze how warping corrections affect the results for sequences accumulating to a conifold point.
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## Appendix A

## Appendix to chapter 4

## A. 1 Definitions and rules for $B$-branes

## A.1.1 D-brane charges

We will be studying D-branes wrapped on even-dimensional submanifolds of a CY threefold $X$ in type IIB theory, or $B$-branes. More precisely, we will deal with spacetime filling D7- and D3-branes on one hand, and Euclidean D3-branes, henceforth referred to as E3-branes, that are point-like in four dimensions.

For a D-brane wrapped on a submanifold $P$, the coupling to the total R-R-potential $C=C_{0}+C_{2}+C_{4}+C_{6}+C_{8}$ is given by the following:

$$
\begin{equation*}
S_{P, C}^{\text {Dbrane }}=2 \pi \int_{P} C \wedge e^{-B} \operatorname{Tr} e^{F} \sqrt{\frac{\widehat{A}(T P)}{\widehat{A}\left(N_{P}\right)}}, \tag{A.1}
\end{equation*}
$$

where $B$ is the NS-NS two-form (pulled-back onto $P$ ), $F$ is the quantized $U(1)$ field-strength of the world-volume theory, $\widehat{A}$ is the 'A-roof genus', and $T P$ and $N_{P}$ are the tangent and normal bundles of $P$, respectively. Define a polyform $\Gamma \in H^{\text {even }}(X, \mathbb{Z})$ such that

$$
\begin{equation*}
S_{P, C}^{\text {Dbrane }}=2 \pi \int_{P} C \wedge e^{-B} \Gamma . \tag{A.2}
\end{equation*}
$$

Then $\Gamma$ is interpreted as a source for R-R-charges, or a charge vector.
Throughout this work, we will neglect possible torsion charges and will always deal with divisors with $b^{3}=0$, such that the pullback of the NS-NS three-form $H$ is trivial on our D-branes. Hence, we can define D-brane charge by means of the cohomology of the internal space $X$. The most general 'charge vector' $\Gamma$ will be of the form

$$
\begin{equation*}
\Gamma=q_{D 9}+q_{D 7}^{A} D_{A}+q_{D 5, A} \tilde{D}^{A}+q_{D 3} \omega \tag{A.3}
\end{equation*}
$$

where the $D_{A}$ and $\tilde{D}^{A}$ define a base for $H^{2}(X, \mathbb{Z})$ and $H^{4}(X, \mathbb{Z})$, respectively, and $\omega$ is the volume-form of $X$.

For instance, for a single smooth D7-brane wrapped on a four-dimensional submanifold, i.e. a divisor $P$, with inclusion map

$$
\begin{equation*}
\imath: P \hookrightarrow X, \tag{A.4}
\end{equation*}
$$

that is Poincaré dual to a two-form $\left[D_{P}\right] \in H^{2}(X, \mathbb{Z})$, supporting a $U(1)$ field-strength $F$, the total charge vector will be given by the following:

$$
\begin{equation*}
\Gamma_{D 7}=\left[D_{P}\right]+\left(\int_{P} F \cdot \imath^{*}\left(D_{A}\right)\right) \tilde{D}^{A}+\left(\frac{1}{2} \int_{P} F^{2}+\frac{\chi(P)}{24}\right) \omega . \tag{A.5}
\end{equation*}
$$

In this notation, the large volume formula for the FI-term induced by a D7-brane is very simple:

$$
\begin{equation*}
\xi=\operatorname{Im}\left(-\frac{1}{\mathcal{V}} \int_{X} e^{-(B+i J)} \Gamma_{\mathrm{D} 7}\right)=\frac{1}{\mathcal{V}} \int_{\mathrm{D} 7} J \cdot(F-B), \tag{A.6}
\end{equation*}
$$

where the $F$ contains the half-integral flux.
For two stacks of (magnetized) branes $D_{1}$ and $D_{2}$, the net number of chiral bifundamental strings stretching from $D_{1}$ to $D_{2}$ is given by the so-called Dirac-Schwinger-Zwanziger intersection product:

$$
\begin{equation*}
\left\langle\Gamma_{1}, \Gamma_{2}\right\rangle \equiv \int_{X} \Gamma_{1} \wedge \Gamma_{2}^{*}, \tag{A.7}
\end{equation*}
$$

where $\Gamma^{*}$ is defined by flipping the sign of the two- and six-form components

$$
\begin{equation*}
\Gamma^{*}=q_{D 9}-q_{D 7}^{A} D_{A}+q_{D 5, A} \tilde{D}^{A}-q_{D 3} \omega . \tag{A.8}
\end{equation*}
$$

In the case of two intersecting D7-branes with $U(1)$ fluxes $F_{1}$ and $F_{2}$, respectively, this reduces to

$$
\begin{equation*}
\int_{D 7_{1} \cap D 7_{2}}\left(F_{2}-F_{1}\right) . \tag{A.9}
\end{equation*}
$$

Note that, by construction, the $\Gamma$ charge vectors project out any flux on a D7-brane that is trivial in the CY even though it may be non-trivial on the divisor. Since the DSZ product depends only on the $\Gamma$ 's, this means that it gives information about the net chiral spectrum, but misses possible vector-like pairs. Given two D7-branes intersecting at a Riemann surface, it is possible to count such non-chiral fields by counting sections of the corresponding bifundamental bundle over the surface. However, this is beyond the scope of this thesis.

## A.1.2 Orientifolding

In this work, we will consider holomorphic involutions of the form $x_{i} \longrightarrow-x_{i}$, where $x_{i}$ is a homogeneous coordinate. Involutions of this type act trivially on the (co)homology of the threefold, which implies that $H_{-}^{2}(X, \mathbb{Z})=0$, i.e. only invariant two-forms exist. We will look for involutions of O7/O3-type.

The action on the massless closed string fields is 164

$$
\begin{align*}
C_{0,4,8} & \rightarrow \sigma^{*} C_{0,4,8}, \quad C_{2,6,10} \rightarrow-\sigma^{*} C_{2,6,10}, \quad g \rightarrow \sigma^{*} g, \\
B & \rightarrow-\sigma^{*} B \bmod \quad H^{2}(X, \mathbb{Z}) . \tag{A.10}
\end{align*}
$$

where the $B$-field is only well-defined up to an integral cohomology shift. This implies that D9- and D5-charges flip sign under this action, whereas D7- and D3-charges remain intact. The action on a world-volume gauge field living on an orientifold-invariant D3- or D7-brane stack is 165

$$
\begin{equation*}
A \rightarrow-M \sigma^{*} A^{t} M^{-1} \tag{A.11}
\end{equation*}
$$

| D7 on O7 | transversally inv. D7 | D7/image-D7 pair | transversally inv. E3 |
| :---: | :---: | :---: | :---: |
| $O(n)$ | $S p(2 n)$ | $U(n)$ | $O(n)$ |

Table A.1: Configurations of D7's and O7, and their associated gauge groups.
where $M$ is a symmetric or antisymmetric matrix depending on the gauge group surviving on the D-brane. We will choose the world-sheet orientifold projection such that D7-branes wrapped on a O7-plane have $O(n)$ gauge groups. For a general brane, the gauge group is decided by counting the number DN directions with respect to a reference D7-brane on the O7-plane. For instance, a transversally invariant D7-brane, i.e. a brane that is mapped to itself but does not lie on top of the O7-plane, will have a symplectic gauge group. On the other hand, a pair of D7-branes that are exchanged by the involution will have a unitary group, since they are not affected by the orientifolding. A transversally invariant Euclidean D3-brane, or E3-brane, will have an orthogonal group. This is summarized in table A.1.

Transversally invariant D7-branes necessarily satisfy the restriction that they always intersect the O7-plane at double points. As explained in 70 , such branes are wrapped on divisors given by equations of the form $\eta^{2}+\xi^{2} \chi=0$, where $\eta$ and $\chi$ are generic polynomials of appropriate degree, and $\xi=0$ is the locus of the O7-plane. This mimics the equation of the Whitney umbrella. When we use such branes, we will refer to them as Whitney-type branes for simplicity.

For open world-sheets, the $B$-field and $U(1)$ field-strength $F$ transform as follows:

$$
\begin{equation*}
B \rightarrow-\sigma^{*}(B)+\Lambda, \quad F \rightarrow-\sigma^{*}(F)+\imath^{*}(\Lambda) \tag{A.12}
\end{equation*}
$$

where $\Lambda \in H^{2}(X, \mathbb{Z})$, such that the gauge invariant combination $\mathcal{F} \equiv F-\imath^{*}(B)$ transforms as

$$
\begin{equation*}
\mathcal{F} \rightarrow-\sigma^{*}(\mathcal{F}) \tag{A.13}
\end{equation*}
$$

We will use the following gauge $\Lambda=2 B$, such that

$$
\begin{equation*}
B \rightarrow+\sigma^{*}(B) \quad \text { and } \quad F \rightarrow-\sigma^{*}(F)+2 \sigma^{*}(B) . \tag{A.14}
\end{equation*}
$$

The involutions considered in chapter 4 act trivially on the even cohomology of $X$, i.e. $h_{-}^{1,1}=0$. Hence, the ' $\sigma^{*}$ ' can be dropped.

Given a fixed point locus of the involution consisting of O7- and O3-planes, the total charge vector will be:

$$
\begin{equation*}
\Gamma=\Gamma_{O 7}+\Gamma_{O 3}=\left[D_{O 7}\right]+\frac{\chi(O 7)}{24} \omega+N_{O 3} \tag{A.15}
\end{equation*}
$$

## A.1.3 K-theory construction of D7-branes

In this appendix, we concisely explain how to describe D7-branes using the picture developed in [70]. There are two types of D7-branes we wish to describe: D7/image-D7 pairs, and transversally invariant, Whitney-type branes.

## Brane/image-brane pairs

Let us begin by the former. Suppose we want to write the charge vector $\Gamma_{\mathrm{D} 7}$ of a D7-brane wrapped on the divisor $D_{P}$, and its orientifold image $\Gamma_{\mathrm{D} 7}^{\prime}$, which is wrapped on a divisor in the same homology class ${ }^{1}$ We introduce two $\mathrm{D} 9 / \overline{\mathrm{D} 9}$ pairs with fluxes as follows

$$
\begin{array}{ll}
\mathrm{D} 9_{1}: F_{1}=D_{P}-S, & \overline{\mathrm{D}}_{1}: F_{1}^{\prime}=S-D_{P}+2 B, \\
\mathrm{D} 9_{2}: F_{2}=S+2 B, & \overline{\mathrm{D}} 9_{2}: F_{2}^{\prime}=-S \tag{A.16}
\end{array}
$$

where $S \in H^{2}(X, \mathbb{Z})$. The respective charge vectors $\Gamma_{1}, \Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime}$ are expressed as follows:

$$
\begin{equation*}
\Gamma=\operatorname{ch}(F) \sqrt{\operatorname{td}(X)}=\operatorname{ch}(F)\left(1+\frac{c_{2}(X)}{24}\right) \tag{A.17}
\end{equation*}
$$

Now, we can simply write

$$
\begin{equation*}
\Gamma_{\mathrm{D} 7}=\Gamma_{1}+\Gamma_{2}^{\prime}=\left(\operatorname{ch}\left(F_{1}\right)-\operatorname{ch}\left(F_{2}^{\prime}\right)\right)\left(1+\frac{c_{2}(X)}{24}\right) \tag{A.18}
\end{equation*}
$$

It is easy to see that this expression has vanishing D9-charge, and that its D7-charge is equal to $F_{1}-F_{2}^{\prime}=D_{P}$, as desired. After tachyon condensation, the shift two-form $S$ translates into a flux on the D7-brane equal to $F_{\mathrm{D} 7}=\frac{1}{2} D_{P}-S$. One can easily check that this charge vector indeed reproduces the right flux and curvature induced lower brane charges expected for a D7-brane A.5). The charge vector of the image-brane is defined by using the image $\mathrm{D} 9 / \overline{\mathrm{D} 9}$ pair as $\Gamma_{\mathrm{D} 7^{\prime}}=\Gamma_{1}^{\prime}+\Gamma_{2}$. One can easily check the the D7-charge will be $D_{P}$ again, and that the flux on the resulting D 7 will be $-F_{\mathrm{D} 7}+2 B$.

For the sake of concreteness, let us work out the charge vector of the $\mathrm{D} 7_{A}$-brane of the first scenario of the first model in section 4.4. In this case, the divisor and the desired world-volume flux are

$$
D_{P}=\eta_{4}, \quad F_{A}=\frac{1}{2} \eta_{4}-S, \quad \text { with } \quad S=-\sum_{i=1}^{4} a_{i} \eta_{i}
$$

We can immediately write the charge vector as

$$
\begin{align*}
\Gamma & =\left(\exp \left(\eta_{4}-S\right)-\exp (-S)\right)\left(1+\frac{c_{2}(X)}{24}\right) \\
& =\eta_{4}+\eta_{4} \cdot\left(\frac{1}{2} \eta_{4}-S\right)+\left(\frac{1}{2} \eta_{4}\left(\frac{1}{2} \eta_{4}-S\right)^{2}+\eta_{4}^{3}+c_{2}(X) \eta_{4}\right) \tag{A.19}
\end{align*}
$$

where the last two terms give the Euler characteristic of the divisor, $\eta_{4}^{3}+c_{2}(X) \cdot \eta_{4}=\chi\left(\eta_{4}\right)$. Hence, we see that it is clearly much more convenient to construct charge vectors by means of this method than by straightforward application of A.5. As explained at the end of A.1.1, this charge vector can only be used to compute induced charges, and deduce the net chiral spectrum of intersecting D7-branes. To find out about the non-chiral sector, more work is required.

[^26]
## Whitney-type branes

Let us now review how Whitney-type branes are treated in this language. In [70], the condition was derived that all orientifold-invariant configurations should actually be made out of an even number of D9/ $\overline{\mathrm{D} 9}$ pairs. In a sense, a Whitney-type brane can be thought of as a D7/imageD7 pair that has recombined into a single invariant brane. For a Whitney-type brane of even D7-charge $D_{W}=2 D_{P}$, the charge vector is simply:

$$
\begin{align*}
\Gamma & =\Gamma_{1}+\Gamma_{2}+\Gamma_{1}^{\prime}+\Gamma_{2}^{\prime}  \tag{A.20}\\
& =\left(\operatorname{ch}\left(D_{P}-S\right)+\operatorname{ch}(S+2 B)-\operatorname{ch}\left(-D_{P}+S+2 B\right)-\operatorname{ch}(-S)\right)\left(1+\frac{c_{2}(X)}{24}\right)
\end{align*}
$$

where the $\Gamma$ 's are the ones we defined before. One can easily check that this is involutioninvariant, that the two-form component is indeed $D_{W}$, and that the four-form component is $D_{W} \cdot F_{W}=D_{W} \cdot B$, as expected. The choice of the two-form $S$ corresponds to adjusting the flux on the $\mathrm{D} 7_{W}$ of type $h_{-}^{1,1}\left(D_{H}\right)$. Define the involution as $\xi \rightarrow-\xi$. Then the $\mathrm{D} 7_{W}$-brane resulting from tachyon condensation will have a singular divisor equation given by

$$
\begin{equation*}
\eta^{2}+\xi^{2}\left(\rho \tau-\psi^{2}\right)=0, \tag{A.21}
\end{equation*}
$$

where $\{\eta ; \psi ; \rho ; \tau\}$ are sections of the line bundles associated to the classes

$$
\begin{equation*}
\left\{D_{P} ; D_{P}-D_{\xi} ; 2\left(D_{P}-S-B\right)-D_{\xi} ; 2(S+B)-D_{\xi}\right\}, \tag{A.22}
\end{equation*}
$$

respectively. In order for the D7-brane to retain its 'structural integrity', one must choose $S$ such that all these bundles are positive definite, or else this will modify the structure of the brane severely. Starting with $\psi$, we see that as long as we do not choose to have a single D7/image-D7 pair on top of the O7-plane, this class will always be positive-definite. Should either one of the polynomials $\rho$ and $\tau$ correspond to a section of a negative bundle, which would not be globally well-defined, then we would have to set it identically to zero. In this case, the divisor equation would factorize into a D7/image-D7 pair as follows:

$$
\begin{equation*}
\eta^{2}+\xi^{2} \psi^{2}=0 \quad \Longrightarrow \quad\{\eta+\xi \psi=0\} \cup\{\eta-\xi \psi=0\} . \tag{A.23}
\end{equation*}
$$

The constraints for $\rho$ and $\tau$ to be globally well-defined are

$$
\begin{equation*}
D_{P}-\frac{[\xi]}{2}-B \geq S \geq \frac{[\xi]}{2}-B . \tag{A.24}
\end{equation*}
$$

Fortunately, $S$ will drop out of the calculation of intersection products with the other present branes. It will, however, enter the D3 tadpole calculation.

## A. 2 Third model

## A.2.1 R2 resolution of the $\mathbb{P}_{2,1,6,1,2}^{4}(12) / \mathbb{Z}_{2}: 00110$ geometry

We repeat the projective weights for this space for convenience in table A.2. The StanleyReisner ideal reads

$$
\begin{equation*}
I_{S R}=\left\{x_{2} x_{3}, x_{2} x_{4}, x_{3} x_{4}, x_{3} x_{6}, x_{2} x_{8}, x_{6} x_{8}, x_{1} x_{4} x_{5} x_{7}, x_{1} x_{5} x_{6} x_{7}, x_{1} x_{5} x_{7} x_{8}\right\} . \tag{A.25}
\end{equation*}
$$

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 6 | 1 | 2 | 0 | 0 | 0 | 12 |
| 2 | 1 | 5 | 0 | 2 | 0 | 0 | 2 | 12 |
| 2 | 0 | 5 | 1 | 2 | 0 | 2 | 0 | 12 |
| 1 | 0 | 3 | 0 | 1 | 1 | 0 | 0 | 6 |

Table A.2: Projective weights for the R1 resolution of $\mathbb{P}_{2,1,6,1,2}^{4}(12) / \mathbb{Z}_{2}: 00110$.

The triple intersection numbers in the basis $\eta_{1}=D_{2}, \eta_{2}=D_{4}, \eta_{3}=D_{6}$ and $\eta_{4}=D_{8}$ are encoded in

$$
\begin{align*}
I_{3}= & 9 \eta_{1}^{3}+3 \eta_{2}^{3}+8 \eta_{3}^{3}-72 \eta_{4}^{3}-3 \eta_{1}^{2} \eta_{3} \\
& +3 \eta_{2}^{2} \eta_{3}-12 \eta_{2}^{2} \eta_{4}+\eta_{1} \eta_{3}^{2}-5 \eta_{2} \eta_{3}^{2}+30 \eta_{2} \eta_{4}^{2} \tag{A.26}
\end{align*}
$$

The volumes of the corresponding divisors are

$$
\begin{align*}
\tau_{1} & =\frac{1}{2}\left(3 t_{1}-t_{3}\right)^{2} \\
\tau_{2} & =\frac{1}{2}\left(3 t_{2}^{2}+6 t_{2} t_{3}-5 t_{3}^{2}-24 t_{2} t_{4}+30 t_{4}^{2}\right) \\
\tau_{3} & =-\frac{1}{2}\left(t_{1}+t_{2}-2 t_{3}\right)\left(3 t_{1}-3 t_{2}+4 t_{3}\right) \\
\tau_{4} & =-6\left(t_{2}-3 t_{4}\right)\left(t_{2}-2 t_{4}\right) \tag{A.27}
\end{align*}
$$

The volume of the CY manifold is given by

$$
\begin{align*}
\mathcal{V} & =\frac{1}{6}\left[-\frac{1}{15}\left(3 t_{2}-5 t_{3}\right)^{3}-\frac{1}{3}\left(-3 t_{1}+t_{3}\right)^{3}-\frac{3}{5}\left(5 t_{4}-2 t_{2}\right)^{3}+3 t_{4}^{3}\right]  \tag{A.28}\\
& =\frac{\sqrt{2}}{3}\left[\frac{1}{2 \sqrt{6}}\left(\tau_{1}+5 \tau_{2}+3 \tau_{3}+2 \tau_{4}\right)^{\frac{3}{2}}-\frac{1}{10 \sqrt{6}}\left(\tau_{1}+5 \tau_{2}+3 \tau_{3}\right)^{\frac{3}{2}}-\frac{1}{15}\left(\tau_{1}+3 \tau_{3}\right)^{\frac{3}{2}}-\frac{1}{3} \tau_{1}^{\frac{3}{2}}\right]
\end{align*}
$$

It has the expected Swiss cheese form. From this volume formula we deduce the diagonal basis to be

$$
\begin{align*}
D_{a} & =\eta_{1}+5 \eta_{2}+3 \eta_{3}+2 \eta_{4} \\
D_{b} & =\eta_{1}+5 \eta_{2}+3 \eta_{3} \\
D_{c} & =\eta_{1}+3 \eta_{3} \\
D_{d} & =\eta_{1} \tag{A.29}
\end{align*}
$$

In this basis the total volume reads

$$
\begin{equation*}
\mathcal{V}=\frac{\sqrt{2}}{3}\left(\frac{1}{2 \sqrt{6}} \tau_{a}^{\frac{3}{2}}-\frac{1}{10 \sqrt{6}} \tau_{b}^{\frac{3}{2}}-\frac{1}{15} \tau_{c}^{\frac{3}{2}}-\frac{1}{3} \tau_{d}^{\frac{3}{2}}\right) \tag{A.30}
\end{equation*}
$$

and the triple intersections can be rewritten as

$$
\begin{equation*}
I_{3}=24 D_{a}^{3}+600 D_{b}^{3}+225 D_{c}^{3}+9 D_{d}^{3} \tag{A.31}
\end{equation*}
$$

The Kähler cone conditions read as follows:

$$
\begin{align*}
t_{2}-2 t_{4} & >0, \\
-t_{2}+t_{3}+t_{4} & >0, \\
t_{1}+t_{2}-2 t_{3} & >0, \\
-3 t_{1}+t_{3} & >0 . \tag{A.32}
\end{align*}
$$

Searching for smooth, 'small' cycles with holomorphic Euler characteristic equal to one, we find the following three surfaces:

$$
\begin{equation*}
\left\{D_{2}, D_{4}, D_{6}\right\}=\left\{\eta_{1}, \eta_{2}, \eta_{3}\right\}, \quad \text { with } \quad h^{1,1}=\{1,7,2\} . \tag{A.33}
\end{equation*}
$$

The first surface is a $\mathbb{C P}^{2}$. By inspecting the intersection numbers, we see that the other two surfaces fail to be del Pezzo surfaces, even though their Hodge numbers are consistent with those of $d P_{6}$, and the Hirzebruch surfaces $\mathbb{F}_{n}$ (for arbitrary $n$ ), respectively. Let us work out the topology of $D_{4}$ in more detail $]_{2}^{2}$ The SR ideal shows that $x_{2}$ and $x_{3}$ can not vanish on the surface. Hence, we gauge-fix them to one. Now the CY polynomial takes the following form:

$$
\begin{equation*}
P^{(6)}\left(x_{1} ; x_{5} ; x_{6} x_{7}\right)+x_{7} x_{8}=0, \tag{A.34}
\end{equation*}
$$

where the first term is some polynomial of degree six in the three arguments given. We can now define a map from this surface onto $\mathbb{C P}^{2}$ as follows:

$$
\begin{equation*}
\left(x_{1}: x_{5}: x_{6}: x_{7}: x_{8}\right) \mapsto\left(y_{1}: y_{2}: y_{3}\right)=\left(x_{1}: x_{5}: x_{6} x_{7}\right) . \tag{A.35}
\end{equation*}
$$

This map is a blow-down of our surface onto the projective plane. Now, we can distinguish two cases:

1. $x_{7} \neq 0$. In this case, we gauge-fix $x_{7}=1$. Now we see that choosing a point on the $\mathbb{C P}^{2}$, which amounts to choosing $x_{1}, x_{2}$, and $x_{6}$, completely determines $x_{8}$, since it appears linearly in the CY equation.
2. $x_{7}=0$. In this case, the CY equation takes the form $P^{(6)}\left(x_{1} ; x_{5}\right)=0$, and $x_{6}$ and $x_{8}$ are undetermined. This means, that the preimages of the six points on the $\mathbb{C P}^{2}$ with $\left(x_{1}: x_{5}: 0\right)$, where the $P^{(6)}\left(x_{1} ; x_{5}\right)=0$ is satisfied are curves parametrized by $\left(x_{6}: x_{8}\right)$.

Therefore, our surface is indeed the blow-up of the projective plane at six points. However, all six points lie on the line (the $\mathbb{C P}^{1}$ ) defined by $y_{3}=0$. Hence, they are not in generic positions, which is a requirement in order to have a $d P_{6}$.

## A.2.2 Scenarios in the third model

By inspecting the intersection numbers of this CY we see that $\eta_{1}$ and $\eta_{2}$ do not intersect. Therefore, we only have two possible scenarios. We summarize our results in table A.3.

For the global model, we will pick the involution $x_{3} \rightarrow-x_{3}$. Solving the equations

$$
\begin{equation*}
\left\langle\Gamma_{W}, \Gamma_{A}\right\rangle=\left\langle\Gamma_{W}, \Gamma_{B}\right\rangle=0, \tag{A.36}
\end{equation*}
$$

we find the following solutions:

[^27]| Scenario | E 3 | $\mathrm{D} 7_{A}$ | $\mathrm{D} 7_{B}$ |
| :---: | :---: | :---: | :---: |
| I | $\eta_{1}$ | $\eta_{2}$ | $\eta_{3}$ |
|  | arbitrary | arbitrary | $\left\{1+e_{1}+n ; b_{2} ; 1+e_{3}+3 n ; b_{4}\right\}$ |
| II | $\eta_{2}$ | $\eta_{1}$ | $\eta_{3}$ |
|  | arbitrary | arbitrary | $\left\{b_{1} ; 3+e_{2}+5 n ; 1+e_{3}+3 n ; b_{4}\right\}$ |

Table A.3: Two 'local' models.

1. Scenario $I$ : The constraints we get from setting the chiral intersections with the hidden brane to zero are the following:

$$
\begin{align*}
& N_{A}=3 N, \quad N_{B}=5 N, \quad \text { for some } N \in \mathbb{Z},  \tag{A.37}\\
& a_{2}=2+e_{2}+5 t, \quad a_{4}=1+e_{4}+2 t, \quad \text { for some } t \in \mathbb{Z} . \tag{A.38}
\end{align*}
$$

As we see here, this setup requires that we put further constraints on the 'local' model. To get an idea of how much D3-tadpole this Whitney-type brane can induce, let us compute it for the 'minimal' choice of the shift vector $S$ in formula (A.24):

$$
\begin{equation*}
Q_{W, D 3}=372-\frac{3}{2} N-197 N^{3} . \tag{A.39}
\end{equation*}
$$

Finally, let us compute the FI-terms for both MSSM branes in light of these constraints:

$$
\begin{equation*}
\xi_{A}, \xi_{B} \propto \sqrt{\tau_{c}}, \tag{A.40}
\end{equation*}
$$

where $D_{c}=\eta_{1}+3 \eta_{3}$.
The self-intersection volume of the instanton in this scenario is given by

$$
\begin{equation*}
\operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right)=9 t_{1}-3 t_{3}=-3 \sqrt{2} \sqrt{\tau_{b}} . \tag{A.41}
\end{equation*}
$$

Looking at the Kähler cone in the diagonal basis

$$
\begin{align*}
\sqrt{\tau_{a}}-5 \sqrt{\tau_{b}} & >0, \\
2 \sqrt{\tau_{b}}-3 \sqrt{\tau_{c}} & >0, \\
5 \sqrt{\tau_{c}}-\sqrt{\tau_{d}} & >0, \\
3 \sqrt{\tau_{d}} & >0 . \tag{A.42}
\end{align*}
$$

The third equation indicates that the volume of the instanton has to go to zero. The reason is that the D-term potential dominates in the LVS, and setting this term to zero means $\tau_{c}$ has to vanish. Having a volumeless instanton now ruins the LVS. Again, we expect this D-term to be corrected by string loops, which could salvage this LVS.
2. Scenario $I I$ : the only constraint we get from setting the chiral intersections to zero is $N_{B}=3 N_{A}$. Let us also compute the D 3 -tadpole for this hidden brane with the 'minimal' choice of $S$ :

$$
\begin{equation*}
Q_{W, D 3}=372+\frac{3}{2} N_{A}-75 N_{A}^{3} . \tag{А.43}
\end{equation*}
$$

In this case, both branes give again similar FI-terms:

$$
\begin{equation*}
\xi_{A}, \xi_{B} \propto \sqrt{\tau_{1}} . \tag{A.44}
\end{equation*}
$$

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 3 | 1 | 3 | 0 | 0 | 0 | 9 |
| 2 | 2 | 3 | 2 | 0 | 0 | 0 | 9 | 18 |
| 0 | 0 | 0 | 0 | 1 | 2 | 3 | 0 | 6 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 3 |

Table A.4: Projective weights for the resolved $\mathbb{P}_{1,1,3,1,3}^{4}(9) / \mathbb{Z}_{3}: 00210$ space.

The self-intersection volume of the instanton in this scenario is given by

$$
\begin{align*}
\operatorname{Vol}\left(D_{E 3} \cap D_{E 3}\right) & =3 t_{2}+3 t_{3}-12 t_{4}=-4 \sqrt{3 \tau_{a}}+\frac{1}{2} \sqrt{3 \tau_{b}}-\frac{21}{2 \sqrt{2}} \sqrt{\tau_{c}} \\
& =-\left(4 \sqrt{3 \tau_{a}}-\frac{1}{2} \sqrt{3\left(\tau_{c}+5 \tau_{E 3}\right)}+\frac{21}{2 \sqrt{2}} \sqrt{\tau_{c}}\right) . \tag{A.45}
\end{align*}
$$

In this case, the same problem as in 4.76) occurs, by making the volume large we get an imaginary part in the solution for the volume. Thus, in the second scenario we do not get a large volume compactification either.

## A. 3 Fourth model: a matterless model

The following model, as it turns out, will yield a trivial field content. Nevertheless, we will present the geometry in case the reader wants to use it differently.

## A.3.1 The resolved $\mathbb{P}_{1,1,3,1,3}^{4}(9) / \mathbb{Z}_{3}: 00210$ geometry

The Stanley-Reisner ideal reads

$$
\begin{equation*}
I_{S R}=\left\{x_{3} x_{5}, x_{5} x_{7}, x_{6} x_{7}, x_{3} x_{8}, x_{6} x_{8}, x_{1} x_{2} x_{4}\right\} \tag{A.46}
\end{equation*}
$$

The triple intersection numbers in the basis $\eta_{1}=D_{8}, \eta_{2}=D_{6}, \eta_{3}=D_{5}, \eta_{4}=D_{1,2,4}$ are encoded in

$$
\begin{align*}
I_{3}= & -216 \eta_{1}^{3}+9 \eta_{2}^{3}+9 \eta_{3}^{3}+\eta_{3} \eta_{4}^{2}+\eta_{2} \eta_{4}^{2}-3 \eta_{3}^{2} \eta_{4} \\
& -27 \eta_{1} \eta_{3}^{2}-3 \eta_{2}^{2} \eta_{4}-18 \eta_{1}^{2} \eta_{4}+81 \eta_{1}^{2} \eta_{3}+9 \eta_{1} \eta_{3} \eta_{4} \tag{A.47}
\end{align*}
$$

The volumes of the corresponding divisors are

$$
\begin{align*}
\tau_{1} & =-\frac{9}{2}\left(2 t_{1}-t_{3}\right)\left(12 t_{1}-3 t_{3}+2 t_{4}\right) \\
\tau_{2} & =\frac{1}{2}\left(3 t_{2}-t_{4}\right)^{2} \\
\tau_{3} & =\frac{1}{2}\left(9 t_{1}-3 t_{3}+t_{4}\right)^{2} \\
\tau_{4} & =\frac{1}{2}\left(-18 t_{1}^{2}-3 t_{2}^{2}+18 t_{1} t_{3}-3 t_{3}^{2}+2 t_{2} t_{4}+2 t_{3} t_{4}\right) \tag{A.48}
\end{align*}
$$

The volume of the Calabi-Yau manifold is given by

$$
\begin{align*}
\mathcal{V} & =\frac{1}{18}\left[3\left(3 t_{1}+t_{4}\right)^{3}-t_{4}^{3}-\left(3 t_{2}-t_{4}\right)^{3}-\left(9 t_{1}-3 t_{3}+t_{4}\right)^{3}\right] \\
& =\frac{\sqrt{2}}{9}\left[\frac{1}{\sqrt{3}}\left(\tau_{1}+3 \tau_{3}\right)^{\frac{3}{2}}-\left(\tau_{1}-\tau_{2}+2 \tau_{3}-3 \tau_{4}\right)^{\frac{3}{2}}-\tau_{2}^{\frac{3}{2}}-\tau_{3}^{\frac{3}{2}}\right] \tag{A.49}
\end{align*}
$$

It has the expected Swiss cheese form. From this volume formula we deduce the diagonal basis to be

$$
\begin{align*}
D_{a} & =\eta_{1}+3 \eta_{3} \\
D_{b} & =\eta_{1}-\eta_{2}+2 \eta_{3}-3 \eta_{4} \\
D_{c} & =\eta_{2} \\
D_{d} & =\eta_{3} \tag{A.50}
\end{align*}
$$

in this basis the total volume reads

$$
\begin{equation*}
\mathcal{V}=\frac{\sqrt{2}}{9}\left[\frac{1}{\sqrt{3}} \tau_{a}^{\frac{3}{2}}-\tau_{b}^{\frac{3}{2}}-\tau_{c}^{\frac{3}{2}}-\tau_{d}^{\frac{3}{2}}\right] \tag{A.51}
\end{equation*}
$$

and the triple intersections can be rewritten as

$$
\begin{equation*}
I_{3}=27 D_{a}^{3}+9 D_{b}^{3}+9 D_{c}^{3}+9 D_{d}^{3} \tag{A.52}
\end{equation*}
$$

The Kähler cone conditions read as follows:

$$
\begin{align*}
-2 t_{1}+t_{3} & >0 \\
t_{1} & >0 \\
3 t_{1}+t_{2}-t_{3} & >0 \\
-3 t_{2}+t_{4} & >0 \\
t_{2} & >0 \tag{A.53}
\end{align*}
$$

Searching for rigid divisors with holomorphic Euler characteristic one, we find the following three solutions:

$$
\begin{equation*}
\left\{D_{3}, D_{5}, D_{6}\right\}=\left\{-3 \eta_{4}+2 \eta_{3}-\eta_{2}+\eta_{1}, \eta_{3}, \eta_{2}\right\}, \quad \text { with } \quad h^{1,1}=\{1,1,1\} \tag{A.54}
\end{equation*}
$$

Hence, all three are $\mathbb{C P}^{2}$,s. The striking feature about these divisors, which ultimately kills the model for our purposes, lies in the fact that no two of them intersect. Although this automatically solves the problem of unwanted zero modes, it does so too drastically, as no chiral matter can arise from D7-branes wrapped on them.

Inspecting the available involutions, we see that it is impossible to have two D7-branes on distinct cycles and cancel the D7-tadpole. Hence, one can only have a single D7-brane, and in this case, it must be on top of the O7-plane.

## A.3.2 Moduli stabilization

Although we can not do any model building in this example we can nevertheless look at the stabilization problem. So first we choose divisors on which we would like to wrap our

D7-branes. However, by inspecting table A.3.1 carefully, we see that we can have only one brane if we want to compensate D7-charge only via an orientifold plane. Hence, we will work with a configuration where we have a D7-brane on a divisor four times the divisor class of the orientifold and nothing else. If we wrap the brane on a diagonal divisor, we obtain that the FI-term is proportional to its volume. Knowing this we have to take a divisor that is unrestrictedly shrinkable. For this we rewrite the Kähler cone in terms of the diagonal basis

$$
\begin{align*}
& \sqrt{\tau_{a}}-\sqrt{\tau_{c}}>0, \\
& \sqrt{\tau_{a}}-\sqrt{\tau_{b}}>0, \\
& \sqrt{\tau_{c}}-\sqrt{\tau_{d}}>0, \\
& 3 \sqrt{\tau_{d}}>0, \\
& \sqrt{\tau_{b}}-\sqrt{\tau_{d}}>0 . \tag{A.55}
\end{align*}
$$

Having the D7-brane on $D_{d}$ we can put the instanton either on $D_{b}$ or $D_{c}$. For these two cases, we get the following self-intersection volumes for the instanton:

$$
\begin{equation*}
\operatorname{Vol}\left(D_{b} \cap D_{b}\right)=-3 t_{4}=-3 \sqrt{2 \tau_{b}}, \tag{A.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Vol}\left(D_{c} \cap D_{c}\right)=-3 t_{4}+9 t_{1}-27 t_{3}=-3 \sqrt{2 \tau_{c}}, \tag{A.57}
\end{equation*}
$$

respectively. In this case, the potentials for the two scenarios are symmetric under exchange of $\tau_{b}$ and $\tau_{c}$. With 4.12) and $A_{E 3}=1,\left|W_{0}\right|=5$ and $g_{s}=\frac{1}{10}$ we find for both minima

$$
\begin{equation*}
\tau_{E 3}=1.41, \quad \mathcal{V}=6.74 \cdot 10^{36} \tag{A.58}
\end{equation*}
$$

where in each case one flat direction remains. Therefore, in this trivial model we can only stabilize three out of the four moduli.

## Appendix B

## Appendix to chapter 5

## B. 1 Matter genera and Yukawa points

In the following table, we list the matter genera and Yukawa numbers for those del Pezzos, where the F-theory GUT lives on a Calabi-Yau fourfold described by to a reflexive polytope, where at least one nef partition is compatible with the elliptic fibration. Furthermore, the base $B$ should be regular, and at least one of the del Pezzos inside the base should admit a decoupling limit. Note that for the calculation of these numbers the formulas (5.20) and (5.21) have been used. There it has been assumed that the curves involved are irreducible. Since we could not check this explicitly for every model, some of these numbers might be incorrect.

|  | $S U(5)$ |  |  |  | $S O(10)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| type | $g_{S U(6)}$ | $g_{S O(10)}$ | $n_{E_{6}}$ | $n_{S O(12)}$ | $g_{S O(12)}$ | $g_{E_{6}}$ | $n_{E_{7}}$ | $n_{S O(14)}$ | \# |
| $d P_{8}$ | 11 | 1 | 0 | 0 | 2 | 1 | 2 | 12 | 9 |
| $d P_{7}$ | 57 | 1 | 4 | 6 | 7 | 3 | 12 | 48 | 187 |
|  | 102 | 2 | 10 | 14 | 12 | 6 | 22 | 76 | 2 |
|  | 75 | 1 | 6 | 9 | 9 | 4 | 16 | 60 | 5 |
|  | 21 | 1 | 0 | 0 | 3 | 1 | 4 | 24 | 73 |
|  | 48 | 0 | 2 | 4 | 6 | 2 | 10 | 44 | 1 |
|  | 66 | 0 | 4 | 7 | 8 | 3 | 14 | 56 | 2 |
| $d P_{6}$ | 85 | 1 | 6 | 9 | 10 | 4 | 18 | 72 | 161 |
|  | 31 | 1 | 0 | 0 | 4 | 1 | 6 | 36 | 47 |
|  | 58 | 0 | 2 | 4 | 7 | 2 | 12 | 56 | 32 |
|  | 130 | 2 | 12 | 17 | 15 | 7 | 28 | 100 | 3 |
|  | 76 | 0 | 4 | 7 | 9 | 3 | 16 | 68 | 4 |
|  | 103 | 1 | 8 | 12 | 12 | 5 | 22 | 84 | 3 |
| $d P_{5}$ | 68 | 0 | 2 | 4 | 8 | 2 | 14 | 68 | 96 |
|  | 113 | 1 | 8 | 12 | 13 | 5 | 24 | 96 | 340 |
|  | 104 | 0 | 6 | 10 | 12 | 4 | 22 | 92 | 7 |
|  | 131 | 1 | 10 | 15 | 15 | 6 | 28 | 108 | 14 |
|  | 158 | 2 | 14 | 20 | 18 | 8 | 34 | 124 | 17 |
|  | 86 | 0 | 4 | 7 | 10 | 3 | 18 | 80 | 34 |
|  | 41 | 1 | 0 | 0 | 5 | 1 | 8 | 48 | 47 |


|  | $\begin{aligned} & 185 \\ & 176 \end{aligned}$ | 3 2 | 18 16 | $\begin{aligned} & 25 \\ & 23 \end{aligned}$ | 21 20 | 10 9 | 40 38 | $\begin{aligned} & 140 \\ & 136 \end{aligned}$ | 3 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d P_{4}$ | 141 | 1 | 10 | 15 | 16 | 6 | 30 | 120 | 141 |
|  | 96 | 0 | 4 | 7 | 11 | 3 | 20 | 92 | 56 |
|  | 78 | 0 | 2 | 4 | 9 | 2 | 16 | 80 | 60 |
|  | 186 | 2 | 16 | 23 | 21 | 9 | 40 | 148 | 16 |
|  | 51 | 1 | 0 | 0 | 6 | 1 | 10 | 60 | 21 |
|  | 114 | 0 | 6 | 10 | 13 | 4 | 24 | 104 | 23 |
|  | 159 | 1 | 12 | 18 | 18 | 7 | 34 | 132 | 4 |
|  | 132 | 0 | 8 | 13 | 15 | 5 | 28 | 116 | 10 |
| $d P_{3}$ | 124 | 0 | 6 | 10 | 14 | 4 | 26 | 116 | 189 |
|  | 169 | 1 | 12 | 18 | 19 | 7 | 36 | 144 | 267 |
|  | 205 | 1 | 16 | 24 | 23 | 9 | 44 | 169 | 28 |
|  | 160 | 0 | 10 | 16 | 18 | 6 | 34 | 140 | 6 |
|  | 268 | 4 | 26 | 36 | 30 | 14 | 58 | 204 | 10 |
|  | 214 | 2 | 28 | 26 | 24 | 10 | 46 | 172 | 18 |
|  | 88 | 0 | 2 | 4 | 10 | 2 | 28 | 92 | 63 |
|  | 61 | 1 | 0 | 0 | 71 | 1 | 12 | 72 | 32 |
|  | 142 | 0 | 8 | 13 | 16 | 5 | 30 | 128 | 45 |
|  | 106 | 0 | 4 | 7 | 12 | 3 | 22 | 104 | 35 |
|  | 187 | 1 | 14 | 21 | 21 | 8 | 40 | 156 | 15 |
|  | 250 | 2 | 22 | 32 | 28 | 12 | 54 | 196 | 1 |
|  | 241 | 3 | 22 | 31 | 27 | 12 | 52 | 188 | 5 |
| $d P_{2}$ | 170 | 0 | 10 | 16 | 19 | 6 | 36 | 152 | 218 |
|  | 134 | 0 | 6 | 10 | 15 | 4 | 28 | 128 | 180 |
|  | 197 | 1 | 14 | 21 | 22 | 8 | 42 | 168 | 427 |
|  | 215 | 1 | 16 | 24 | 24 | 9 | 46 | 180 | 102 |
|  | 269 | 3 | 24 | 34 | 30 | 13 | 58 | 212 | 25 |
|  | 116 | 7 | 4 | 7 | 13 | 3 | 24 | 116 | 73 |
|  | 242 | 2 | 20 | 29 | 27 | 11 | 52 | 196 | 105 |
|  | 188 | 0 | 12 | 19 | 21 | 7 | 40 | 164 | 18 |
|  | 71 | 1 | 0 | 0 | 8 | 1 | 14 | 84 | 30 |
|  | 152 | 0 | 8 | 13 | 17 | 5 | 32 | 140 | 117 |
|  | 260 | 2 | 22 | 32 | 29 | 12 | 56 | 208 | 22 |
|  | 323 | 5 | 32 | 44 | 36 | 17 | 70 | 244 | 10 |
|  | 98 | 0 | 2 | 4 | 11 | 2 | 20 | 104 | 34 |
|  | 296 | 4 | 28 | 39 | 33 | 15 | 64 | 228 | 19 |
|  | 206 | 0 | 14 | 22 | 23 | 8 | 44 | 176 | 1 |
|  | 305 | 3 | 28 | 40 | 34 | 15 | 66 | 236 | 2 |
| $d P_{1}$ | 225 | 1 | 16 | 24 | 25 | 9 | 48 | 192 | 1150 |
|  | 252 | 0 | 18 | 28 | 28 | 10 | 54 | 212 | 11 |
|  | 144 | 0 | 6 | 10 | 16 | 4 | 30 | 140 | 482 |
|  | 81 | 1 | 0 | 0 | 9 | 1 | 16 | 96 | 214 |
|  | 198 | 0 | 12 | 19 | 22 | 7 | 42 | 176 | 139 |
|  | 270 | 2 | 22 | 32 | 30 | 12 | 58 | 220 | 239 |
|  | 180 | 0 | 10 | 16 | 20 | 6 | 38 | 164 | 603 |


|  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 162 | 0 | 8 | 13 | 18 | 5 | 34 | 152 | 476 |
| 315 | 3 | 28 | 40 | 35 | 15 | 68 | 248 | 54 |  |
| 378 | 6 | 38 | 52 | 42 | 20 | 82 | 284 | 20 |  |
| 108 | 0 | 2 | 4 | 12 | 2 | 22 | 116 | 278 |  |
|  | 441 | 9 | 48 | 64 | 49 | 25 | 96 | 320 | 9 |
| 234 | 0 | 16 | 25 | 26 | 9 | 50 | 200 | 7 |  |
| 243 | 1 | 18 | 27 | 27 | 10 | 52 | 204 | 51 |  |
|  | 216 | 0 | 14 | 22 | 24 | 8 | 46 | 188 | 28 |
|  | 297 | 3 | 26 | 37 | 33 | 14 | 64 | 236 | 54 |
|  | 324 | 4 | 30 | 42 | 36 | 16 | 70 | 252 | 27 |
|  | 126 | 0 | 4 | 7 | 14 | 3 | 26 | 128 | 175 |
|  | 351 | 5 | 34 | 47 | 39 | 18 | 76 | 268 | 15 |
|  | 270 | 0 | 20 | 31 | 30 | 11 | 58 | 224 | 1 |
| $d P_{0}$ | 253 | 1 | 18 | 27 | 28 | 10 | 54 | 216 | 338 |
|  | 496 | 10 | 54 | 72 | 55 | 28 | 108 | 360 | 12 |
| 91 | 1 | 0 | 0 | 10 | 1 | 18 | 108 | 150 |  |
|  | 190 | 0 | 10 | 16 | 21 | 6 | 40 | 176 | 763 |
|  | 325 | 3 | 28 | 40 | 36 | 15 | 70 | 260 | 126 |
|  | 136 | 0 | 4 | 7 | 15 | 3 | 28 | 140 | 380 |
|  | 406 | 6 | 40 | 55 | 45 | 21 | 88 | 308 | 33 |

Table B.1: Topological numbers of del Pezzos with physical decoupling limit.

## Appendix C

## Appendix to chapter 6

## C. 1 Expansions around LCS points

## C.1.1 One-parameter models

For a one-parameter model, the period vector takes the following general form around the LCS point 139

$$
\left(\begin{array}{c}
\Pi_{3}  \tag{C.1}\\
\Pi_{2} \\
\Pi_{1} \\
\Pi_{0}
\end{array}\right) \sim\left(\begin{array}{c}
\alpha_{3} t^{3}+\gamma_{3} t+i \delta_{3} \\
\beta_{2} t^{2}+\gamma_{2} t+\delta_{2} \\
t \\
1
\end{array}\right)
$$

Here $t \sim-i \log z$, and the LCS point is at $\operatorname{Im} t \rightarrow \infty$. All coefficients except $\delta_{3}$ are rational. For the models we study, the coefficients are presented in table C.1.

Let $t=t_{1}+i t_{2}$ with $t_{1,2} \in \mathbb{R}$. For general expansion coefficients we then get the following expansions around $t_{2}=\infty$

$$
\begin{gather*}
e^{-K}=\left(-2 \beta_{2}-2 \alpha_{3}\right) t_{2}^{3}+\left(2 \delta_{2}+6 \alpha_{3} t_{1}^{2}-2 \beta_{2} t_{1}^{2}+2 \gamma_{3}\right) t_{2}+\ldots,  \tag{C.2}\\
\mathcal{G}_{t}=\left(\begin{array}{cccc}
g_{11} t_{2}^{3}+\mathcal{O}\left(t_{2}\right) & g_{12} t_{2}+\mathcal{O}\left(1 / t_{2}\right) & g_{13} t_{2}+\mathcal{O}\left(1 / t_{2}\right) & g_{14} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) \\
\cdot & g_{22} t_{2}+\mathcal{O}\left(1 / t_{2}\right) & g_{23} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) & g_{24} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) \\
\cdot & \cdot & g_{33} \frac{1}{t_{2}}+\mathcal{O}\left(1 / t_{2}^{3}\right) & g_{34} \frac{1}{t_{3}^{3}}+\mathcal{O}\left(1 / t_{2}^{5}\right) \\
\cdot & \cdot & \cdot & g_{44} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(1 / t_{2}^{5}\right)
\end{array}\right) \tag{C.3}
\end{gather*}
$$

The coefficients $g_{i j}$ are a little messy:

$$
\begin{align*}
g_{11} & =-\frac{2 \alpha_{3}^{2}\left(9 \alpha_{3}+5 \beta_{2}\right)}{\left(\alpha_{3}+\beta_{2}\right)\left(9 \alpha_{3}+\beta_{2}\right)}, & g_{12} & =-\frac{2 \alpha_{3}\left[\left(\beta_{2}-3 \alpha_{3}\right) \gamma_{2}+3 \beta_{2}\left(5 \alpha_{3}+\beta_{2}\right) t_{1}\right]}{\left(\alpha_{3}+\beta_{2}\right)\left(9 \alpha_{3}+\beta_{2}\right)},  \tag{C.4}\\
g_{13} & =\frac{2 \alpha_{3}\left(3 \alpha_{3}-\beta_{2}\right)}{\left(\alpha_{3}+\beta_{2}\right)\left(9 \alpha_{3}+\beta_{2}\right)}, & g_{22} & =-\frac{2 \beta_{2}^{2}\left(5 \alpha_{3}+\beta_{2}\right)}{\left(\alpha_{3}+\beta_{2}\right)\left(9 \alpha_{3}+\beta_{2}\right)},  \tag{C.5}\\
g_{14} & =9 t_{1} g_{13}, & g_{23} & =-\frac{2\left[\gamma_{2}\left(5 \alpha_{3}+\beta_{2}\right)+\beta_{2}\left(\beta_{2}+13 \alpha_{3}\right) t_{1}\right]}{\left(\alpha_{3}+\beta_{2}\right)\left(9 \alpha_{3}+\beta_{2}\right)}, \\
g_{24} & =\frac{\beta_{2}}{\alpha_{3}} g_{13}, & g_{33} & =\frac{g_{22}}{\beta_{2}^{2}},  \tag{C.6}\\
g_{34} & =3 t_{1} g_{33}, & g_{44} & =\frac{g_{11}}{\alpha_{3}^{2}} . \tag{C.7}
\end{align*}
$$

| Model | $\alpha_{3}$ | $\gamma_{3}$ | $\delta_{3}$ | $\beta_{2}$ | $\gamma_{2}$ | $\delta_{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Mirror Quintic: | $-\frac{5}{6}$ | $-\frac{25}{12}$ | $\frac{200 \zeta(3)}{(2 \pi)^{3}}$ | $-\frac{5}{2}$ | $-\frac{11}{2}$ | $\frac{25}{12}$ |
| Model 12: | $-\frac{2}{3}$ | $-\frac{5}{3}$ | $\frac{18 \zeta(3)}{(\pi)^{3}}$ | -2 | -5 | $\frac{5}{3}$ |

Table C.1: Expansion coefficients around the LCS points for the considered one-parameter models.

Note that special relations among the coefficients can change the asymptotic behaviour. E.g., for all models in [139] we have

$$
\begin{equation*}
\beta_{2}=3 \alpha_{3} \tag{C.9}
\end{equation*}
$$

yielding

$$
\begin{equation*}
g_{13}=g_{14}=g_{24}=0 \tag{C.10}
\end{equation*}
$$

Specifically, for the mirror quintic values, the expansion of $\mathcal{G}_{t}$ is
$\mathcal{G}_{t}=\left(\begin{array}{cccc}\frac{5}{6} t_{2}^{3}+\mathcal{O}\left(t_{2}\right) & \frac{5 t_{1}}{2} t_{2}+\mathcal{O}\left(t_{2}^{-1}\right) & -\left(\frac{5}{6}+t_{1}^{2}\right) \frac{1}{t_{2}}+\mathcal{O}\left(t_{2}^{-3}\right) & \frac{-10 t_{1}^{3}-25 t_{1}+12 i \delta_{3}}{10} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(e^{-t_{2}}\right) \\ \cdot & \frac{5}{2} t_{2}+\mathcal{O}\left(t_{2}^{-1}\right) & -\frac{10 t_{1}+11}{5} \frac{1}{t_{2}}+\mathcal{O}\left(t_{2}^{-3}\right) & \frac{-30 t_{1}^{2}-66 t_{1}+25}{10} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(t_{2}^{-5}\right) \\ \cdot & \cdot & \frac{2}{5} \frac{1}{t_{2}}+\mathcal{O}\left(t_{2}^{-3}\right) & \frac{6 t_{1}}{5} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(t_{2}^{-5}\right) \\ \cdot & \cdot & \cdot & \frac{6}{5} \frac{1}{t_{2}^{3}}+\mathcal{O}\left(t_{2}^{-5}\right)\end{array}\right)$.
The Kähler covariant derivative of the period vector has the expansion

$$
\left(\begin{array}{c}
D_{t} \Pi_{3}  \tag{C.12}\\
D_{t} \Pi_{2} \\
D_{t} \Pi_{1} \\
D_{t} \Pi_{0}
\end{array}\right) \sim\left(\begin{array}{c}
A_{3} t_{2}^{2}+B_{3} t_{2}+C_{3}+\ldots \\
B_{2} t_{2}+C_{2}+\ldots \\
C_{1}+\frac{D_{1}}{t_{2}}+\ldots \\
\frac{D_{0}}{t_{2}}+\frac{E_{0}}{t_{2}^{2}}+\ldots
\end{array}\right)
$$

where

$$
\begin{array}{llll}
A_{3}=-\frac{3}{2} \alpha_{3}, & B_{3}=-\frac{i \alpha_{3} t_{1}\left(3 \alpha_{3}-5 \beta_{2}\right)}{2\left(\alpha_{3}+\beta_{2}\right)}, & B_{2}=\frac{i \beta_{2}}{2}, & C_{2}=-\frac{4 \alpha_{3} \beta_{2} t_{1}}{\alpha_{3}+\beta_{2}}-\frac{\gamma_{2}}{2} \\
C_{1}=-\frac{1}{2}, & D_{1}=\frac{i t_{1}\left(9 \alpha_{3}+\beta_{2}\right)}{2\left(\alpha_{3}+\beta_{2}\right)}, & D_{0}=\frac{3 i}{2}, & E_{0}=\frac{t_{1}\left(3 \alpha_{3}-\beta_{2}\right)}{\alpha_{3}+\beta_{2}} \tag{C.13}
\end{array}
$$

## C.1.2 Coefficients of metric $\mathcal{G}_{z}$ of the two-parameter model

The expansion of the metric of the complex structure moduli space of the model $\mathcal{M}_{(86,2)}$ near to the LCS is given in formula (6.64). Here we list its coefficients $a_{i j}$ :

$$
\begin{align*}
a_{11} & =\frac{17}{6}, & a_{12} & =-\frac{545}{864} x_{1}-\frac{61477}{10368} y_{1}, \\
a_{13} & =-\frac{109}{72} x_{1}-\frac{545}{864} y_{1}, & a_{14} & =-\frac{109}{144} x_{1} y_{1}-\frac{545}{1728} y_{1}^{2}-\frac{545}{1728}, \\
a_{15} & =\frac{545}{1728} x_{1} y_{1}-\frac{26651}{20736} y_{1}^{2}-\frac{11963}{20736}, & a_{16} & =-\frac{109}{144} x_{1} y_{1}^{2}-\frac{109}{288} x_{1}-\frac{545}{1728} y_{1}^{3}-\frac{2725}{3456} y_{1}, \\
a_{22} & =\frac{61477}{10368}, & a_{23} & =\frac{545}{864}, \\
a_{24} & =\frac{109}{144} x_{1}+\frac{545}{864} y_{1}+\frac{109}{1152}, & a_{25} & =-\frac{545}{1728} x_{1}+\frac{26651}{10368} y 1-\frac{545}{13824}, \\
a_{26} & =\frac{545}{576} y_{1}^{2}+\frac{109}{72} x_{1} y_{1}+\frac{109}{576} y_{1}-\frac{2725}{3456}, & a_{33} & =\frac{109}{72}, \\
a_{34} & =\frac{109}{144} y_{1}, & a_{35} & =-\frac{545}{1728} y_{1}, \\
a_{36} & =\frac{109}{144} y_{1}^{2}-\frac{109}{288}, & a_{44} & =\frac{109}{576}, \\
a_{45} & =-\frac{545}{6912}, & a_{46} & =\frac{109}{288} y_{1}, \\
a_{55} & =\frac{61477}{82944}, & a_{56} & =\frac{109}{288} x_{1}, \\
a_{66} & =\frac{109}{288} . & & \tag{C.14}
\end{align*}
$$
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[^0]:    ${ }^{1}$ Well, it is matter of taste what we call "the simplest" here. Indeed, an even simpler toric variety would be the punctured complex plane $\mathbb{C}^{*}$; let us refer to this as "the zeroth" most simple example.
    ${ }^{2}$ In general, the subtraction of the exceptional set is not sufficient to ensure that the resulting variety is non-singular. In particular, singularities can still arise from non-basic subdivisions of the fan; see subsection 2.1.1.

[^1]:    ${ }^{3}$ With an abuse of notation, $w$ denotes the new generator as well as the corresponding homogeneous coordinate.

[^2]:    ${ }^{4} N_{\mathbb{R}}=N \otimes_{\mathbb{Z}} \mathbb{R} \cong \mathbb{R}^{n}$ is the real extension of the $n$-dimensional lattice $N$.
    ${ }^{5}$ More precisely, the basic simplex constructed over this cone has lattice-volume 2. This simplex is constructed by bounding the cone with the hyperplane on which lie the generators of that cone.

[^3]:    ${ }^{6}$ A divisor is irreducible if it can not be written as the union of two distinct hypersurfaces.
    ${ }^{7}$ Consider a neighborhood $U_{p}$ around an arbitrary point $p \in X$. Then only finitely many irreducible hypersurfaces $D_{j}$ intersect $U_{p}$. Furthermore, if $X$ is compact then locally finiteness implies finiteness, i.e. the sum is finite.

[^4]:    ${ }^{8}$ More precisely, this formula defines a polytope even if the divisor is not Cartier. But for our purposes we can restrict the attention to Cartier divisors.

[^5]:    ${ }^{9}$ In the following chapters, we will neglect the notation $P D$ and indicate by $D$ the divisor as well as its dual form. Which of the two interpretations is the appropriate one will always be clear from the context.

[^6]:    ${ }^{1}$ Complete triangulations of arbitrary polytopes can be performed with the program TOPCOM 35, which is also included in the open source mathematics software system SAGE 36]. SAGE also contains various tools for handling toric varieties.

[^7]:    ${ }^{2}$ Note the change of notation with respect to chapter 2. There we denoted the polytope associated to the ambient variety by $\Delta^{\circ}$, whereas here by $P^{*}$.

[^8]:    ${ }^{3}$ We named this output format after Maximilian Kreuzer, who designed it. This is an example of his proverbial ability to eliminate unnecessary data redundancies and recast essential information in condensed form.

[^9]:    ${ }^{4}$ The pre-compiler command TRACE_TRIANGULATION in MoriCone.c enables diagnostic information about the triangulation. This data might be of use for the motivated programmer who wants to extend the subdivision algorithm.
    ${ }^{5}$ The input for SINGULAR can be displayed in the standard output of mori. $x$ by turning on the pre-compiler definition TEST_PRINT_SINGULAR_IO in SingularInput.c.

[^10]:    ${ }^{1}$ In this chapter, we use a different notation than that described in chapter 1 Indeed, to aid comparison, we adopt here the notation of [4]. In particular, note that the definition of the axio-dilaton (here $S$ ) differs from 1.6 .
    ${ }^{2}$ In general non-perturbative corrections can also arise from gaugino condensation from wrapped D7-branes.

[^11]:    ${ }^{3}$ Throughout this chapter, we will use the sloppy notation where $\eta_{i}$ can denote a two-form, a second cohomology class, a divisor, and a line bundle whose first Chern class is given by the denoted two-form. It should, however, always be clear from the context which interpretation is appropriate.

[^12]:    ${ }^{4}$ Checking this is not entirely trivial. One must also take the SR ideal in 4.26 into account. As certain monomials are not allowed to vanish on a surface, it is possible to build sections that are quotients of monomials.

[^13]:    ${ }^{5}$ Note that, because we only consider involutions with $H_{-}^{2}(X, \mathbb{Z})=0$, the $B$-field is frozen. However, it is allowed to take on discrete values such that $B=-\sigma^{*}(B) \bmod H^{2}(X, \mathbb{Z})$.
    ${ }^{6}$ As this problem is insensitive to the ranks of the stacks, we will set them to one for now, and adjust them later as needed. Everything we do now will carry over to the case of higher rank stacks. One just needs to take the tensor product of the line bundles we construct here with traceless vector bundles.

[^14]:    ${ }^{7}$ This confirms the theorem of 48 that one obtains a minimum at exponentially large volume only if the instanton is wrapped around a local blow-up mode resolving a point-like singularity.

[^15]:    ${ }^{1}$ By abuse of notation $D$ denotes the divisor as well as the associated Poincaré dual element of the cohomology.
    ${ }^{2}$ The Mori cone of the ambient space is computed with option "-m" of the PALP-program mori.x; see chapter 3

[^16]:    ${ }^{3}$ Of course, positivity should hold for all curves, but within the framework of toric geometry we can only verify this for the divisors induced from the ambient space.

[^17]:    ${ }^{4}$ In fact nef. $x$ yields the Hodge numbers by default. The flag "-p" deactivates their calculation. For more

[^18]:    details, we refer to the help information: nef.x -h.

[^19]:    ${ }^{5}$ The complete data concerning the base manifolds, their analysis, as well as the elliptically fibered fourfolds and the GUT models is available at 102 . For details on the data format, we refer to the README.txt file the reader can find there.

[^20]:    ${ }^{1}$ We assume that two of the expansion coefficients in 6.29 are related as $\beta_{2}=3 \alpha_{3}$. This is true for all models in 139 and seems to be a general feature. Treating the case $\beta_{2} \neq 3 \alpha_{3}$ produces results identical to those presented here.

[^21]:    ${ }^{2}$ Close to a conifold point warping effects are large - see 153,154 for the functional form of the corrections to the Kähler potential - and a complete analysis should take also this into account.

[^22]:    ${ }^{3}$ One of the $K 3 s$ has to be elliptically fibered for F-theory to make sense. We assign tildes to quantities associated with the elliptic $K 3$.

[^23]:    ${ }^{4}$ They have also been referred to as 'singular' $K 3$ surfaces, even though they can be perfectly smooth manifolds. Hence we follow 149 in calling them 'attractive'.

[^24]:    ${ }^{5}$ Note that this is not the case if we leave $e_{2}$ and $e^{2}$ invariant.

[^25]:    ${ }^{6}$ In some cases, it is necessary to move several steps down in the potential spiral to find the minimum, and for some flux values no minimum is found, even at the lowest level of the potential.

[^26]:    ${ }^{1}$ We consider only involutions such that $h_{-}^{1,1}(X)=0$.

[^27]:    ${ }^{2}$ We are very grateful to H. Skarke for sharing this calculation with us.

