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Abstract
The polarization of quarkonium states which are quark-antiquark
pairs (bb̄, cc̄) is a topic of special interest and has therefore already
been measured several times in the past. The experimental results
however were seemingly contradictory because not the full physical
information was used. The CMS quarkonium polarization analysis
determines the full angular distribution in three different reference
frames as well as the frame-invariant parameter λ̃. An important
input to this analysis are the detection efficiencies. A precise know-
ledge and good understanding of the efficiencies, in particular how
they depend on kinematical parameters, is needed to extract the cor-
rect polarization.

The central issues of this thesis are the single muon detection efficien-
cies for low pT dimuon triggers of 2011 extracted with the Tag and
Probe method. Different reconstruction and trigger efficiencies are
discussed and evaluated. To build the dimuon efficiencies from the
single muon efficiencies, a correction factor, the so called ρ factor, is
required. It can introduce artificial polarization if not accounted for
correctly. Results for the ρ factor are also presented in this thesis.

Kurzbeschreibung
Die Polarisation sogenannter Quarkonium-Zustände, die aus einem
Quark und seinem Antiquark (bb̄, cc̄) bestehen, sind von besonderem
Interesse und wurden daher bereits in der Vergangenheit wiederholte
Male gemessen. Die aus verschiedenen Experimenten gewonnenen
Resultate widersprachen sich jedoch scheinbar, da in den Analysen
nur die Verteilung des Polarwinkels verwendet wurde. Die CMS
Quarkonium Polarisationsanalyse misst sowohl die gesamte Winkel-
verteilung des Quarkonium-Zerfalls in drei verschiedenen Referenzsys-
temen als auch einen vom Referenzsystem unabhängigen Parameter
λ̃. Die Effizienzien sind ein zentraler Beitrag zu dieser Analyse, da
ein profundes Wissen und gutes Verständnis der Effizienzen nötig ist,
um die richtige Polarisation zu extrahieren.

Der größte Teil dieser Arbeit handelt von den Effizienzen zum Nach-
weis einzelner Myonen in Triggern mit einer niedrigen, transversalen
Impulsschwelle. Verschiedene Rekonstruktions- und Triggereffizien-
zen werden diskutiert und evaluiert. Um aus den Effizienzen einzel-
ner Myonen jene für Myonenpaare zu bilden, wird ein zusätzlicher
Korrekturfaktor, der sogenannte ρ Faktor, benötigt. Dieser kann
Resultate der Polarisationsanalyse verfälschen, falls er nicht richtig
behandelt wird, und wird daher auch ausführlich in dieser Arbeit
diskutiert.





Thanks to everyone who supported me and made this thesis
possible!





’Are you Death?’
IT’S THE SCYTHE, ISN’T IT? PEOPLE ALWAYS NOTICE THE
SCYTHE.
’I’m going to die?’
POSSIBLY.
’Possibly? You turn up when people are possibly going to die?’
OH YES, IT IS QUITE THE NEW THING. IT’S BECAUSE OF
THE UNCERTAINTY PRINCIPLE.
’What’s that?’
I’M NOT SURE.
’That’s very helpful.’
I THINK IT MEANS PEOPLE MAY OR MAY NOT DIE. I HAVE
TO SAY IT’S PLAYING HOB WITH MY SCHEDULE BUT I
TRY TO KEEP UP WITH MODERN THOUGHT.

– Terry Pratchett, The fifth elephant
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CHAPTER 1

Introduction

Ever since the discovery of the J/ψ in the ’70s, physicists have been trying to
measure the cross-sections and the polarization of quarkonium states. Quarkonia
are quark-antiquark pairs of either beauty, b, or charm quarks, c. So far, experi-
mental results on quarkonium polarization have been seemingly inconsistent with
each other as well as contrary to results from calculations based on QCD inspired
simple theoretical models. Furthermore, quarkonia cross-section measurements
also are affected by the unknown polarization in that it constitutes the largest
systematic uncertainty in these measurements.

Since 2010, the Large Hadron Collider (LHC) has been producing collisions suit-
able for physics analysis. It produces quarkonia at a very high rate and thus
provides good conditions to study quarkonia. All four main experiments at the
LHC try to measure properties of quarkonia, in particular the polarization.

In this thesis, the analysis strategy of the quarkonium polarization measurement
conducted with the Compact Muon Solenoid (CMS), which is especially well
suited for studies of quarkonia decaying into two muons, is presented. In partic-
ular, this thesis deals with the detection efficiencies which are a crucial input to
the determination of the polarization. Unless correctly accounted for, the trans-
verse momentum pT and pseudo-rapidity η dependent shape of the single muon
detection efficiencies as well as the one of the correction factor needed to build
the dimuon efficiencies may introduce fake polarization that would bias the result
of the measurement.

In Chapters 2 and 3, an introduction to the LHC and to the CMS experiment is
given. In Chapter 4, quarkonium polarization and its importance also to other
studies are discussed. Results, both past and present, are presented. A frame-
invariant approach for the analysis is introduced which is also used for the CMS
quarkonium polarization analysis. The strategy of the analysis is presented in
Chapter 5. In Chapters 6 and 7, the most important input to the polarization
studies is discussed: the detection efficiencies. First, the single muon detection
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efficiencies extracted with the Tag and Probe (TnP) method in two different ways
are shown. Single muon efficiencies cannot be translated directly into dimuon
efficiencies. An additional correction factor, the ρ factor, is needed which is
discussed in Chapter 7.

Chapter 6 is based on the CMS internal analysis note AN-11-417.

Please enjoy this thesis as much as I did while writing it!



CHAPTER 2

The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s biggest and most powerful parti-
cle collider with a nominal center of mass collision energy

√
s = 14 TeV for proton-

proton (pp) collisions. It is located at the European Organization for Nuclear Re-
search, in French Organisation Européenne pour la Recherche Nucléaire (CERN),
near Geneva, buried 45 to 170 m underneath the Swiss-French border. Due to
economical considerations, it was built in the already existing tunnel of the dis-
mantled Large Electron Positron collider (LEP) which has a circumference of
26.7 km. A twin-bore or two-in-one magnet design was implemented to be able
to accelerate counter circulating proton beams in a close space and two separate
superconducting rings. Apart from protons, the LHC also collides lead ions with
a design

√
s = 2.76 TeV/nucleon [1].

The LHC is fed by an accelerator complex that is presented in Fig. 2.1. The
protons are injected from the LInear ACcelerator (LINAC2) into the Proton
Synchroton Booster (PSB) at an energy of 50 MeV, where they are further ac-
celerated to 1.4 GeV before being transferred to the Proton Synchrotron (PS).
Here, proton bunches are formed with the 50 ns (nominally 25 ns) spacings
needed for the LHC. At an energy of 25 GeV, the protons are fed to the Super
Proton Synchrotron (SPS) before they reach the LHC at an energy of 450 GeV.
The injection of the proton bunches from the SPS into the LHC has to be done
in a certain scheme since the beam structure is important for synchronization,
calibrating data and beam dumping. The LHC further accelerates the proton
bunches to currently 3.5 TeV (4 TeV in 2012), nominally 7 TeV and collides them
in four interaction points [2].

Six experiments are installed at the LHC:

• A Large Ion Collider Experiment (ALICE)

• A Toroidal LHC ApparatuS (ATLAS)

• Compact Muon Solenoid (CMS)
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Figure 2.1: The CERN accelerator complex [3].

• Large Hadron Collider beauty experiment (LHC-b)

• TOTal Elastic and diffractive cross section Measurement (TOTEM)

• Large Hadron Collider forward experiment (LHC-f)

ALICE, ATLAS, CMS and LHC-b are located in four big caverns around the
collision points (see Fig. 2.2) while TOTEM and LHC-f are installed near the
CMS and ATLAS experiment, respectively.

CMS and ATLAS are high luminosity general purpose experiments. They in-
vestigate a large range of physics, from standard model precision measurements
to searching for Higgs bosons and physics beyond the standard model such as
SUperSYmmetry (SUSY), large extra dimensions and dark matter constituent
particles. ALICE specializes on heavy ion collisions and studies matter in con-
ditions similar to those just after the Big Bang. LHC-b tries to understand
the asymmetry between matter and antimatter by studying the beauty quark, b.
ALICE as well as LHC-b are low luminosity experiments in that they do not
collect as many collision events as the general purpose experiments [4].
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Figure 2.2: Overall view of the main LHC experiments: The four main
experiments are spread out around the circumference of the LHC 45 to
170 m below the surface [5].

2.1 Physics at the LHC

Our current understanding of the universe is encapsulated in the Standard Model
(SM) of particle physics which describes the fundamental particles and the forces
between them. An overview of the particle content of the SM is given in Fig. 2.3.
However, the model is incomplete and is only considered effective up to a scale
of some TeV. The LHC was built to probe the SM and look for signs of physics
beyond it. The main goals of the LHC are presented here.

For this thesis, the capabilities of the CMS detector are of particular interest. An
in depth description of the wide range of physics analyses of the CMS detector
can be found in the technical design report [6].

2.1.1 Search for the Higgs Boson

One of the biggest unanswered question within the scope of Standard model of
particle physics is: Where does mass come from? The SM predicts the existence
of a Higgs boson that would be the lowest excitation of the Higgs field which
fills the whole space. Fermionic particles acquire mass by interacting with this
field. The electroweak bosons, W± and Z, acquire their mass through the spon-
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Figure 2.3: The fundamental particles in the Standard Model of par-
ticle physics: To the left, there are the three generations of fermions
consisting of the quarks that build up heavy particles and the leptons.
The gauge bosons which carry the forces between particles are listed
on the right. The photon is the carrier of the electromagnetic force
and applies to all charged fermions. The W± and Z0 are the carriers
of charged and neutral weak interactions respectively and apply to all
fermions while the gluons are the carriers of the strong force which apply
to quarks.
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taneously breaking of the electroweak symmetry which is introduced in the SM
by the Higgs mechanism [7, 8].

The SM fixes all properties of the Higgs boson except for its mass. Therefore,
searches for the Higgs boson at the LHC have to cover the allowed mass range.
Data collected in 2011 show no conclusive statement on the existence of the Higgs
boson. However, CMS and ATLAS constrained the most likely mass region to
115 to 127 GeV/c2 and 116 to 130 GeV/c2, respectively [9].

2.1.2 Physics Beyond The Standard Model

Despite being a highly successful theory, the SM still leaves some questions unan-
swered, thus necessitating new models to amongst other things explain gravity,
dark matter and dark energy, neutrino masses and matter-antimatter asymme-
try of the universe. Apart from the direct searches for Beyond the Standard
Model (BSM) physics, the SM will be probed precisely to indirectly find new
physics. One precision measurement is the CP violating phase in the decay
Bs → J/ψ + φ. CP violation is expected to help in the understanding of the
matter-antimatter asymmetry in our universe. LHC-b’s recently published result
for the Bs mixing phase is consistent with the SM, thus not yet revealing any
new physics [10].

2.1.3 Search for Supersymmetry

SUperSYmmetry (SUSY) [11], a theory extending the SM, can stabilize the Higgs
mass at the electroweak scale. There are indications that it will allow for the
unification of the strong, the weak and the electromagnetic forces at very high en-
ergies. It is suggested by grand unification models which include gravity and pre-
dicts a supersymmetric partner for each of the known fundamental particles [12].
In a class of SUSY models, the Lightest Supersymmetric Particle (LSP) is stable
and weakly interacting and can provide a dark matter constituent particle [13].

2.1.4 Dark Matter and Dark Energy

What is 96% of our universe made of? All that we can see in the universe like
planets, stars and galaxies only account for 4% of it. Most of the universe is made
out of invisible substances that can only be studied through their gravitational
effects. Therefore, physicists are looking for particles responsible for the dark
matter and dark energy. Dark matter makes up for about 22% of our universe
while approximately 74% is dark energy (see Fig. 2.4). One possibility is that
the dark matter is made out of the LSP which has yet to be discovered [14].
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Figure 2.4: Only 4% of our universe is visible. Dark matter comprises
about 22% of it while the rest (≈ 74%) is composed of dark energy [15].

2.1.5 Matter-Antimatter Symmetry

During the Big Bang, the same amount of matter and antimatter has been pro-
duced. Somehow matter survived which poses some questions: Did antimatter
and matter not completely annihilate after the Big Bang? Is there still antimat-
ter somewhere in the universe? If not, what happened to it? Studying particles
and their antiparticles will possibly provide some answers [16].

2.1.6 Quark-Gluon Plasma

In addition to the proton-proton collisions, the LHC also collides heavy ions which
may provide a better understanding of the conditions of the early universe. The
universe went through a stage where matter existed as a extremely hot, dense
soup made of quarks and gluons – the Quark-Gluon Plasma (QGP). As the
universe cooled, the quarks became confined into composite particles such as
protons and neutrons. In the LHC, it is possible to reproduce QGP and thus
be able to study basic properties of free quarks and the formation of ordinary
matter [2].

One of the experimental signatures of the QGP, the suppression of high transverse
momentum jets or so called jet quenching, was directly observed for the first time
by ATLAS and CMS during the heavy ion runs in 2010 [17, 18].

2.1.7 Extra Dimensions

String theory suggests that at least another six spatial dimensions exist in addi-
tion to the three geometric dimensions and the time dimension. Somehow these
extra dimensions are hidden from our senses. At sufficiently high energies, a win-
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dow could open up and allow particles to move freely between the dimensions.
This would manifest itself in the sudden disappearance of a particle into a hidden
dimension or an unexpected appearance of a particle in an experiment [19].
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CHAPTER 3

The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is a multipurpose particle physics experi-
ment designed to study a wide range of physics topics. From the physics goals of
the LHC outlined in Section 2.1, which largely coincide with those of CMS, the
following design criteria have been established when CMS was conceived [13]:

• The detection of muons is of uttermost importance to CMS. Therefore,
the requirements on the muon system are high: good muon identification
and momentum resolution over a wide range of momenta and angles, good
dimuon mass resolution of about 1% at 100 GeV/c2 and the ability to
unambiguously determine the charge of muons with a momentum below
1 TeV/c.

• The tracking system must measure charged tracks with good momentum
resolution and reconstruction efficiency while achieving efficient triggering
and offline tagging of τ ’s and b-jets that rely on precise determination of
secondary vertices and thus require pixel detectors close to the interaction
point.

• The Electromagnetic CALorimeter (ECAL) should cover a wide geometric
range and have a good electromagnetic energy resolution as well as diphoton
and dielectron mass resolution (≈ 1% at 100 GeV/c2). Furthermore, an
efficient photon and lepton isolation at high luminosities is needed.

• The Hadron CALorimeter (HCAL) should supply a precise jet energy re-
construction to be able to calculate the missing transverse energy and a
good dijet-mass resolution which requires a good coverage over a large ge-
ometric region with fine lateral segmentation.

The design of the particle detector reflects these requirements with emphasis on
a good muon detection. The detector is 21.6 m long, 12 500 t heavy and has
a diameter of 14.6 m. The key characteristic features are a 4 T field solenoid,
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8 Chapter 1. Introduction

superconducting technology for the magnets. The design configuration chosen by CMS [1]
is discussed below.

The overall layout of CMS is shown in Figure 1.2. At the heart of CMS sits a 13-m-long, 5.9 m
inner diameter, 4 T superconducting solenoid. In order to achieve good momentum resolu-
tion within a compact spectrometer without making stringent demands on muon-chamber
resolution and alignment, a high magnetic field was chosen. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon “stations” to be integrated to ensure robustness
and full geometric coverage. Each muon station consists of several layers of aluminium drift
tubes (DT) in the barrel region and cathode strip chambers (CSCs) in the endcap region,
complemented by resistive plate chambers (RPCs).

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic
Calorimeter

Hadron
Calorimeter

Preshower

Muon
Detectors

Superconducting Solenoid

Figure 1.2: An exploded view of the CMS detector.

The bore of the magnet coil is also large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of length 5.8 m and diameter
2.6 m. In order to deal with high track multiplicities, CMS employs 10 layers of silicon mi-
crostrip detectors, which provide the required granularity and precision. In addition, 3 layers
of silicon pixel detectors are placed close to the interaction region to improve the measure-
ment of the impact parameter of charged-particle tracks, as well as the position of secondary
vertices. The EM calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with coverage
in pseudorapidity up to |η| < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap re-
gion. A preshower system is installed in front of the endcap ECAL for π0 rejection. The
ECAL is surrounded by a brass/scintillator sampling hadron calorimeter with coverage up
to |η| < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres em-
bedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light

Figure 3.1: CMS detector layout: The pixel detector and silicon tracker
form the innermost system, surrounded by the solenoid and calorimetry
consisting of electromagnetic and hadron calorimeter. This is again en-
closed by the outermost system, the muon stations [13].

a silicon-based inner tracking system and an electromagnetic calorimeter based
on active scintillating crystals [13]. Figure 3.1 shows the overall layout of CMS.
The particle tracker forms the innermost system, surrounded by the solenoid and
calorimetry which is again enclosed by the outermost system, the muon stations.
The individual detector components will be discussed in the following sections.

Figure 3.2 displays how different particles passing through a transverse slice of
the CMS detector can be identified: Charged particles leave tracks in the inner
detector. Electrons and photons are absorbed in the ECAL while hadrons are
stopped in the HCAL. Neutral particles like photons do not have a matching
charged track. Muons traverse the entire detector.

The coordinate system adopted by CMS has its origin in the nominal collision
point. It is right-handed with the longitudinal direction z running along the beam
direction towards the Jura mountains while the y-axis points vertically upwards
and the x-axis radially inwards, towards the center of the LHC. The azimuthal
angle φ is measured from the x-axis in the x-y-plane, the polar angle θ from the
z-axis. Pseudo-rapidity η is defined as η = − ln tan

(
θ
2

)
. The momentum and

energy transverse to the beam direction, pT and ET , are calculated using the
x and y components. Through the sum of transverse momentum and energy,
the imbalance of the transverse energy denoted by the missing transverse energy
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Figure 3.2: Particle identification: Charged particles leave tracks in
the inner detector. Electrons and photons are absorbed in the ECAL.
Hadrons are absorbed in the HCAL. Neutral particles are separated
from charged ones by the absence of a matching charged track. Muons
traverse the entire detector [20].

EmissT is derived [13].

In this thesis, the variable y denotes the rapidity of a particle with the mass m
defined as

y = ln

√
m2 + p2

T cosh2(η) + pT sinh(η)√
m2 + p2

T

(3.1)

and not the y-axis.

3.1 Superconducting Magnet

The choice of the magnetic field configuration is a very important aspect of the
detector design. A large bending power, i.e. a high magnetic field, is needed
to achieve the required momentum resolution of ∆p

p ≈ 10% at p = 1 TeV/c
which means that the sign of charged particles can be unambiguously deter-
mined up to a momentum of approximately 1 TeV/c. The high field forces the
use of superconducting material, specifically a high purity aluminium stabilized
Niobium-Titanium conductor. The conductor is wound in four layers in order to
accommodate the high number of turns needed for generating a 4 T field. The
coil is surrounded by a 10 000 t steel yoke to close the field lines. The main
parameters of the solenoid are summarized in Table 3.1 [13].
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Table 3.1: Parameters of the superconducting solenoid [13].

Central magnetic field 4 T
Inner diameter 5.9 m
Length 12.9 m
Cold mass 220 t
Number of turns 2169
Current 19.5 kA
Stored energy 2.7 GJ

3.2 Inner Tracking System

The inner tracking system is the innermost part of the CMS detector. It has
a length of 5.8 m and a diameter of 2.6 m. At the LHC design luminosity
(1034 cm−2 s−1), about 1000 particles would travel through the tracker every
25 ns. This requires the tracker to have high granularity and a fast response
to be able to provide a precise and efficient measurement of the trajectories
of charged particles with a transverse momentum above 1 GeV/c. Moreover,
precise reconstruction of secondary vertexes and impact parameters is needed
for the identification of heavy flavours. The tracker in combination with the
electromagnetic calorimeter and the muon system also has to identify muons and
electrons [21].

To meet the requirements on granularity, speed and radiation hardness, the
tracker is entirely silicon based. The tracker can be divided into three barrel
regions by considering the charged particle flux at high luminosity. The full
layout of the tracker is shown in Fig. 3.3.

1. Pixel detectors are used closest to the interaction point where the particle
flux is highest (ca. 107 per second at r ≈ 10 cm). They are placed in three
layers at radii of 4.4, 7.3 and 10.2 cm. Their spatial resolution is about
10 µm in the transverse direction and about 20 µm in the longitudinal
direction.

2. The intermediate region (20 < r < 55 cm) is called the Tracker Inner
Barrel (TIB). The particle flux is low enough to be handled by four layers
of silicon microstrip detectors. A cell size of 10 cm × 80 µm for the first
two layers and 10 cm × 120 µm for the third and fourth layer is used. The
resolution varies from 23 to 34 µm for the r-φ measurement and is about
230 µm in z.

3. Above a radius of 55 cm, the particle flux dropped sufficiently to use larger-
pitched silicon microstrip detectors (25 cm × 183 µm and 25 cm ×122 µm)
which are arranged in six layers. This so called Tracker Outer Barrel (TOB)
extends to an outer radius of 116 cm. It has a resolution of 35− 52 µm in
transverse and 530 µm in longitudinal direction.



3.3 Calorimeter 15

2008 JINST 3 S08004

TEC+TEC-

TOB

TOB

TIB

TIB

TID

TIDTID

TID
PIXEL

-2600 -2200 -1800 -1400 -1000 -600 -200 200 600 1000 1400 1800 2200 2600
-1200

-1000

-800

-600

-400

-200

0

200

400

600

800

1000

1200

z (mm)

r (mm)

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5

1.7

1.9

2.1
2.3
2.5-2.5

-2.3
-2.1

-1.9

-1.7

-1.5 -1.3 -1.1 -0.9 -0.7 -0.5 -0.3 -0.1 0.1
η

Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-φ measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 φ
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ≈ 9 hits in the silicon strip tracker in the full range of
|η | < 2.4 with at least ≈ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |η | ≈ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at η ≈ 0 to about 1.8 X0 at |η | ≈ 1.4, beyond which it falls to about 1 X0 at
|η | ≈ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1−2% up to |η |≈ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 3.3: Layout of the CMS tracking system: The inner track-
ing system consists of silicon based subdetectors and covers an pseudo-
rapidity range of up to 2.5. Each line represents a detector module [21].

The tracking system in the barrel is completed by two layers of pixel detectors and
nine microstrip layers in each of the two endcaps, thus extending the acceptance
up to |η| < 2.5. Since the TIB is shorter than the TOB to avoid shallow track
crossing angles, three additional inner disks called Tracker Inner Disk (TID) have
been placed in the transition region between the TIB and the Tracker EndCaps
(TECs). The occupancy of the tracker is kept below 1% in the pixel detector
and below 20% in the strip detectors to permit track reconstruction in this high
density environment [13, 21].

3.3 Calorimeter

The calorimeter consists of two parts, the Electromagnetic CALorimeter (ECAL)
and Hadron CALorimeter (HCAL), in order to provide a complete system for the
measurement of electrons, photons and jets as well as EmissT .

3.3.1 Electromagnetic Calorimeter

One of the main criteria for the ECAL design was to be able to detect the decay
of the postulated Higgs boson into two photons. This requires a good energy
resolution and a high granularity provided by a homogeneous crystal calorimeter.

The ECAL is made out of 61 200 lead tungstate crystals in the barrel and 7 324 in
each of the endcaps. It covers a pseudo-rapidity region up to |η| < 3. The chosen
crystals are very fast, radiation hard, have a high density and fine granularity.
They emit about 80% of the blue-green scintillation light in 25 ns, which is of
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the same order of magnitude as the LHC bunch crossing time. The relatively low
light output requires the use of photodetectors that have intrinsic gain and that
can operate in high magnetic fields. Therefore, silicon Avalanche PhotoDiodes
(APDs) are used in the barrel region while Vacuum PhotoTriodes (VPTs) are
installed in the endcaps. A preshower detector is placed in front of the endcap
crystal for Π0 rejection [13, 21].

3.3.2 Hadron Calorimeter

The HCAL surrounding the ECAL is radially restricted by the outer radius of
the ECAL (R = 1.77 m) and the inner extent of the superconducting solenoid
(R = 2.7 m). This limits the total amount of material that can absorb the
hadronic shower. To provide a good containment of all hadronic showers inside
the calorimeter in spite of the spatial limits, the HCAL was designed to maximize
the absorber material inside the magnet while minimizing the active medium.
Centrally (|η| < 1.26), the shower containment is improved by an outer hadron
calorimeter consisting of an array of scintillators which is placed outside the
magnetic coil.

Brass was chosen as absorber material since the interaction length of particles in
brass is reasonably short. The active medium is composed of plastic scintillator
tiles read out by embedded WaveLength-Shifting (WLS) fibres.

The HCAL covering the pseudo-rapidity region 0 < |η| < 3 is complemented by
two forward calorimeter (3 < |η| < 5) located 11.2 m away from the interac-
tion point. They are designed to measure energetic forward jets to increase the
shower containment and to improve the measurement of the missing transverse
energy [13, 21].

3.4 Muon System

As already the name of the detector implies, muon detection and thus the muon
system play a central role in CMS. The layout of the muon system and the
corresponding pseudo-rapidity regions are displayed in Fig. 3.4. Three different
types of gaseous particle detectors, which were required to be inexpensive, robust
and reliable, are used for the muon measurement. The shape of the magnet
naturally gave rise to a cylindrical barrel region (|η| < 1.2) and two planar endcap
regions (1.2 < |η| < 2.4). The magnetic field in the barrel is uniform and mostly
contained in the steel yoke, the muon rate as well as the background induced by
neutrons are low. Therefore, it is possible to use Drift Tubes (DTs). In the two
endcaps, where the muon rate and the neutron induced background are high and
also the magnetic field is high and non-uniform, Cathode Strip Chambers (CSCs)
are installed. Resistive Plate Chambers (RPCs) are used additionally in both
barrel and endcap regions to support the DTs and CSCs. The DTs and CSCs in
combination with the RPCs provide two independent and complementary sources
of information about muons [13].
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high, cathode strip chambers (CSC) are deployed and cover the region up to |η| < 2.4. In
addition to this, resistive plate chambers (RPC) are used in both the barrel and the endcap
regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.

The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |η| < 1.6. The coverage will be extended to |η| < 2.1 later.

The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB−2 for the farthest wheel in −z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMS muon system for initial low luminosity running.
The RPC system is limited to |η| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.

Figure 3.4: Layout of one quarter of the muon system [13].

Since the full pseudo-rapidity region (|η| < 2.4) is covered by muon detector
elements without acceptance gaps, muon identification and reconstruction are
ensured over a range corresponding to 10◦ < θ < 170◦. They are however
less efficient in regions around |η| = 0.25 and 0.8, corresponding to the regions
between two barrel wheels, and |η| = 1.2 (the transition region between the DT
and CSC systems), where there is no instrumentation [21].

The momentum of centrally produced muons is measured three times: in the
inner tracker, after the coil and in the return flux. For low pT muons, the best
resolution is obtained by exclusively using the measurement in the silicon tracker
while combining the measurements of the inner tracker and the muon detectors
improves the resolution for high pT muons [13].

3.4.1 Drift Tube Chambers

The 250 DTs are organized in four layers (labelled as Muon Barrel (MB) 1, MB2,
MB3 and MB4 in Fig. 3.4) forming five wheels inside the magnet return yoke. In
the first two layers, the DTs are sandwiched between two RPCs while each DT in
the third and forth station is only coupled to one RPC. The redundancy in the
first two stations allows the trigger algorithm to perform a reconstruction based
on four layers, even for low pT muon tracks which may stop before reaching the
outer two stations. The chambers in each wheel are identical with the exception
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of the wheels next to the central one. The ±1 wheels are by 40 cm shorter
because the cryogenic chimneys are hosted in the sections covering the |η| region
around 0.25 [21, 13].

Muons entering the gaseous DT chambers ionize gas molecules along their path.
The electrons and ions drift maximally 2 cm to the electrodes. Taking into
account the drifting time of the ions, the coordinates of the muons can be re-
constructed with a resolution of approximately 100 µm in position and 1 mrad
in the radial direction. A high pT muon in the barrel region can produce up to
44 measured points while crossing up to six RPCs and four DTs. A good muon
track can be reconstructed using the hits in the subdetectors [13].

3.4.2 Cathode Strip Chambers

CSCs are multiwire proportional chambers which can operate at high rates and
in large non-uniform magnetic fields. They have a trapezoidal shape and are
arranged in rings overlapping in φ (except the third ring of the first endcap disk)
to avoid gaps in the muon acceptance. In total, 468 CSCs are installed in four
layers perpendicular to the beam axis in the two endcap regions. The resolution
is typically about 200 µm in position and of the order of 10 mrad in the radial
direction.

Up to |η| = 1.6, the CSCs are supported by RPCs to improve the time resolution
and achieve a good pT resolution. In the range where the endcap and barrel
overlap (0.9 < |η| < 1.2), muons are detected by both systems – the DTs as well
as the CSCs in combination with the RPCs [13, 21].

3.4.3 Resistive Plate Chambers

RPCs are gaseous parallel-plate detectors operated in avalanche mode to ensure
good operation at high rates. They provide a fast response with a very good time,
but coarser position resolution than CSCs and DTs. They can therefore identify
unambiguously the correct bunch crossing to which a muon track is associated.
They also help to resolve ambiguities in the measurement of muon tracks [21].

3.5 Trigger System

At the LHC design luminosity, approximately 20 proton-proton collisions occur
simultaneously every 25 ns, leading to an interaction rate of 1 GHz (109 inter-
actions/s). Since it is impossible to store this large amount of data, they have
to be reduced drastically by about a factor of 106, down to an interaction rate
of 1 kHz. This is achieved by a trigger system selecting physically interesting
events. The data reduction is done with the help of trigger algorithms in two
subsequent steps, the hardware-based Level 1 (L1) followed by the High Level
Trigger (HLT) [13].
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3.5.1 Level 1 Trigger

The completely hardware based L1 trigger uses Field Programmable Gate Arrays
(FPGAs), Application Specific Integrated Circuits (ASICs), Programmable Logic
Devices (PLDs) and Look-Up Tables (LUTs) to reach a fast decision whether to
keep or reject an event. The total time for the L1 trigger to take a decision is
3.2 µs including the transition time, leaving less than 1 µs for actual calculations.
During this time, the detector data has to be held in buffers.

The L1 trigger uses coarsely segmented data from the calorimeters and the muon
systems. Figure 3.5 shows the architecture of the L1 trigger. It is divided into
local, regional and global components. The local trigger or Trigger Primitive
Generators (TPGs) exploits the energy deposits in the calorimeters and the hit
patterns in the muon chambers as a first step towards the selection of interesting
events. The regional triggers combine the information from the local triggers and
determine ranks and sort the trigger objects. The ranks are based on energy or
momentum and the quality which reflects the level of confidence attributed to the
L1 parameter measurements. This information is respectively sent to the Global
Calorimeter Trigger and the Global Muon Trigger (GMT) which determine the
highest-rank calorimeter and muon objects to transfer to the Global Trigger
(GT). The GT is the entity that takes the decision to reject an event or to
accept it for further evaluation by the HLT. The data rate is reduced to 100 kHz
after the L1 trigger.

Since the work presented in this thesis focuses on quarkonia decaying into two
muons, a more detailed explanation of the muon trigger is needed: The local
DT and CSC systems provide independent and complementary information in
form of muon hit patterns and track segments to the L1 trigger. The regional
muon triggers or Track Finders (TFs) identify the muon candidates by extrap-
olating from one track segment in one muon station to another station with a
pre-calculated trajectory originating at the vertex. They also determine their
transverse momenta and quality to sort them by rank. The DT and CSC TFs
each deliver up to four muon candidates with the highest pT and the best quality
to the GMT. In addition, the RPCs also send four plus four track candidates
based on the regional hit patterns. All chambers also provide the bunch crossing
from which an event originates.

The GMT combines the information from the three subsystems consisting of the
muon candidate’s pT , charge, η, φ and quality. The DT and CSC candidates are
matched to the ones from the RPCs based on the proximity of the candidates in
the (η, φ)-space. The kinematic parameters of matched candidates are merged,
thus achieving an improved momentum resolution and efficiency.

Unmatched candidates are suppressed based on their quality and η. The GMT
contains a logic to cancel duplication of muons and reject ghost tracks – i.e. a
single muon reported by both the DT and CSC triggers, but which is otherwise
unmatched – especially in the overlap region between the barrel and the endcaps.

After the matching, muons candidates are extrapolated through the calorimeter
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Figure 8.1: Architecture of the Level-1 Trigger.

determine the highest-rank calorimeter and muon objects across the entire experiment and transfer
them to the Global Trigger, the top entity of the Level-1 hierarchy. The latter takes the decision
to reject an event or to accept it for further evaluation by the HLT. The decision is based on al-
gorithm calculations and on the readiness of the sub-detectors and the DAQ, which is determined
by the Trigger Control System (TCS). The Level-1 Accept (L1A) decision is communicated to the
sub-detectors through the Timing, Trigger and Control (TTC) system. The architecture of the L1
Trigger is depicted in figure 8.1. The L1 Trigger has to analyze every bunch crossing. The allowed
L1 Trigger latency, between a given bunch crossing and the distribution of the trigger decision to
the detector front-end electronics, is 3.2 µs. The processing must therefore be pipelined in order to
enable a quasi-deadtime-free operation. The L1 Trigger electronics is housed partly on the detec-
tors, partly in the underground control room located at a distance of approximately 90 m from the
experimental cavern.

8.1 Calorimeter trigger

The Trigger Primitive Generators (TPG) make up the first or local step of the Calorimeter Trigger
pipeline. For triggering purposes the calorimeters are subdivided in trigger towers. The TPGs sum
the transverse energies measured in ECAL crystals or HCAL read-out towers to obtain the trigger
tower ET and attach the correct bunch crossing number. In the region up to |η | = 1.74 each trigger
tower has an (η ,φ )-coverage of 0.087× 0.087. Beyond that boundary the towers are larger. The
TPG electronics is integrated with the calorimeter read-out. The TPGs are transmitted through
high-speed serial links to the Regional Calorimeter Trigger, which determines regional candidate
electrons/photons, transverse energy sums, τ-veto bits and information relevant for muons in the
form of minimum-ionizing particle (MIP) and isolation (ISO) bits. The Global Calorimeter Trigger
determines the highest-rank calorimeter trigger objects across the entire detector.
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Figure 3.5: Architecture of the L1 trigger: Multiple data streams from
subdetectors are combined in a multi level hierarichical trigger to deter-
imine if an event is accepted for further study [21].

regions to the vertex to get the corresponding calorimeter information about
isolation and minimum ionizing particles. Then, they are sorted by quality,
transverse momentum and rank. The four best muon candidates are sent to the
GT which takes the final decision of rejecting or accepting an event [13, 21].

3.5.2 High Level Trigger

The software based HLT comes into effect after an event has been accepted by
the L1 trigger. The data from the buffer is transferred to the front-end readout
buffers and then to one of the about one thousand commercial processors running
the HLT software code. The HLT has access to the complete read-out data of
the events selected by the L1 trigger. However, only objects and regions that are
actually needed are reconstructed to be able to reject an event as soon as possible.
For muons, for example, first only the information of the muon system is used
and then in a second step combined with the information from the tracker. This
partial reconstruction leads to the notion of two different virtual trigger levels:
Level 2 (L2) and Level 3 (L3). All levels of the HLT combined are required to
reduce the data rate by a factor of 103 from 100 kHz to about 100 Hz.

In the following subsections, only the HLT muon reconstruction will be discussed
as it is the most important subsystem for the work presented in this thesis.
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Level 2 Trigger

The starting point for a highly efficient and reliable muon reconstruction are
the L1 seeds which define a region of interest where a muon candidate with
its corresponding track position, momentum and direction was found by the L1
trigger. The subsequent standalone muon reconstruction only uses information
from the muon detectors, i.e. DTs, CSCs and RPCs. The RPCs, in particular,
complement the tracking chambers in the overlap region of the barrel and endcaps
where the geometric coverage is problematic.

The standalone muon reconstruction is seeded by the L1 candidate muon at the
innermost chambers of the muon system. Using the seed’s parameters, it searches
for more muon hits along a predicted trajectory, working from the innermost to
the outermost muon chambers. At each step, the track position, momentum and
direction are updated with the newly found information. Hits far away from the
trajectory, which are mostly due to showering, delta rays and pair production,
are rejected by a cut on χ2 of the hit and the track. Then the whole process is
repeated in reverse, working from the outermost to the innermost muon chamber,
and the track is extrapolated to the nominal interaction point [13].

Level 3 Trigger

The global or L3 muon reconstruction extends the existings extrapolated muon
trajectories from L2 to also include hits from the silicon inner tracker. The
silicon layers compatible with the muon trajectories define the regions of interests,
which have a strong impact on the reconstruction efficiency, fake rate and CPU
reconstruction time. Well measured muons are reconstructed faster and more
efficient than poorly measured ones.

In a region of interest, regional seeds are built from pairs of reconstructed hits
that are coming from two different tracker layers. Starting from the innermost
layer, each seed is transformed into a set of trajectories which is propagated to
the next tracker layer until the outermost tracker layer is reached. The trajectory
information is updated with the compatible measurements found at each step.
After having built trajectories, a cleaning based on the number of hits and the χ2

of the track fit is applied to resolve ambiguities between multiple trajectories that
may result from a single seed. In a final step, the reconstructed tracks are fitted
once more, this time without a beam-spot constraint, using the hits in the muon
chambers as well as ones in the silicon tracker (global fit). A second cleaning
based on a χ2 cut is applied to select the final global muon candidates [13].

At this level, some filters, mainly pT thresholds, rapidity limitations and impact
parameter cuts, are applied [22].
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Figure 3.6: The graph shows the integrated luminosity delivered by the
LHC (red) and collected by CMS (blue) in the 2011 pp collision run [23].

3.6 CMS Detector Performance

The performance of CMS in 2011 was outstanding. It recorded 5.22 fb−1 of the
5.73 fb−1 of data which the LHC delivered during proton-proton collisions with a
center of mass energy of 7 TeV (see Fig. 3.6). In total, the LHC provided excellent
1 364 hours of stable beams in 2011 with an instantaneous luminosity of up to
3.55× 1033 Hz/cm2. This peak value was reached on 26th October 2011 [23].

In comparison, the total integrated luminosity delivered by the LHC in 2010 was
47.03 pb−1 whereof CMS recorded 43.17 pb−1 [24]. In 2012, an operation of the
LHC at

√
s = 8 TeV is foreseen which could give even more than 15 fb−1 [25].



CHAPTER 4

Quarkonium Polarization

4.1 Quarkonia

In 1974, a new particle, named J, was discovered by a research group led by
Samuel Ting at Brookhaven National Laboratory (BNL) [26] while almost at the
same time, another group headed by Burton Richter found the Ψ at the Stanford
Linear Accelerator Complex (SLAC) [27]. Both groups independently discovered
the same particle, now called J/ψ, consisting of a charm quark and its antiquark
with a mass resonance at 3.1 GeV/c2 (see Fig. 4.1). The J/ψ was the first direct
experimental sign of a charm quark and opened up a whole new field in particle
physics – quarkonium physics.

Quarkonia are bound states of a heavy quark and its antiquark and exist as col-
orless, uncharged mesons. In general, all cc̄ (charmonium) and bb̄ (bottomonium)
states are called quarkonia. The corresponding tt̄ state does not exist. Because
of its high mass, the top quark decays through the electroweak interaction before
a bound state can form.

Quarkonia are characterized by the spin S, the angular momentum L and the
total angular momentum J = S + L and are referred to as JPC where P is the
parity P = −1L+1 and C is the charge conjugation C = −1L+S . They can also be
written in the spectroscopic notation n2S+1LJ where n is the principal quantum
number. The properties of the mesons that are most relevant to this thesis are
summarized in Table 4.1.

Figure 4.2 exhibits the charmonium and bottomonium spectra. Also shown are
decays of higher states to the 1S ground states. A large fraction of the J/ψ’s
produced in hadron-hadron collisions originate from the decay of heavier char-
monium states. Together with the directly produced J/ψ’s, these feed-down
contributions form the so called prompt component of the J/ψ decay. At low
pT , about 67% of the prompt J/ψ’s are directly produced while about 8.1±0.3%
come from the Ψ′ and 25± 5% from the χc states [29].
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tion of all the counters is done with approximate-
ly 6-GeV electrons produced with a lead convert-
er target. There are eleven planes (2&&A„3&&A,
3XB, 3XC) of proportional chambers rotated ap-
proximately 20' with respect to each other to re-
duce multitrack confusion. To further reduce the
problem of operating the chambers at high rate,
eight vertical and eight horizontal hodoseope
counters are placed behind chambers A and B.
Behind the largest chamber C (1 m&& 1 m) there
are two banks of 251ead glass counters of 3 ra-
diation lengths each, followed by one bank of
lead-Lucite counters to further reject hadrons
from electrons and to improve track identifica-
tion. During the experiment all the counters are
monitored with a PDP 11-45 computer and alI
high voltages are checked every 30 min.
The magnets were measured with a three-di-

mensional Hall probe. A total of 10' points were
mapped at various current settings. The accep-
tance of the spectrometer is 6 0=+ 1', h, q = + 2,
hm =2 GeV. Thus the spectrometer enables us
to map the e'e mass region from 1 to 5 GeV in
three overlapping settings.
Figure 1(b) shows the time-of-flight spectrum

between the e' and e arms in the mass region
2.5&m &3.5 GeV. A clear peak of 1.5-nsec width
is observed. This enables us to reject the acci-
dentals easily. Track reconstruction between the
two arms was made and again we have a clear-
cut distinction between real pairs and accidentals.
Figure 1(c) shows the shower and lead-glass
pulse height spectrum for the events in the mass
region 3.0 & m &3.2 GeV. They are again in agree-
ment with the calibration made by the e beam.
Typical data are shown in Fig. 2. There is a

clear sharp enhancement at m =3.1 GeV. %ithout
folding in the 10' mapped magnetic points and
the radiative corrections, we estimate a mass
resolution of 20 MeV. As seen from Fig. 2 the
width of the particle is consistent with zero.
To ensure that the observed peak is indeed a

real particle (7-e'e ) many experimental checks
were made. %e list seven examples:
(1) When we decreased the magnet currents by

10%%uo, the peak remained fixed at 3.1 GeV (see
Fig. 2).
(2) To check second-order effects on the target,

we increased the target thickness by a factor of
2. The yield increased by a factor of 2, not by 4.
(3) To check the pileup in the lead glass and

shower counters, different runs with different
voltage settings on the counters were made. No
effect was observed on the yield of J;
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Fla. 2. Mass spectrum showing the existence of J'.
Results from two spectrometer settings are plotted
showing that the peak is independent of spectrometer
currents. The run at reduced current was taken two
months later than the normal run.

(4) To ensure that the peak is not due to scatter-
ing from the sides of magnets, cuts were made
in the data to reduce the effective aperture. No
significant reduction in the Jyield was found.
(5) To check the read-out system of the cham-

bers and the triggering system of the hodoscopes,
runs were made with a few planes of chambers
deleted and with sections of the hodoscopes omit-
ted from the trigger. No effect was observed on
the Jyield.
(6) Runs with different beam intensity were

made and the yield did not change.
(7) To avoid systematic errors, half of the data

were taken at each spectrometer polarity.
These and many other checks convinced us that

we have observed a reaI massive particle J-ee.
U we assume a production mechanism for J to

be da/dp~ccexp(-6p~) we obtain a yield of 8 of ap-
1405

(a) Mass spectrum (b) Cross-section vs energy

Figure 4.1: The first observation of the J/ψ: (a) Mass spectrum
showing the existence of J/ψ obtained at the BNL in p + Be colli-
sions [26]. (b) Cross-section versus energy measured in e+e− collisions
at SLAC for multi-hadron final states (top), e+e− final states (middle)
and µ+µ−, π+π− and K+K− final states (bottom), showing a resonance
at the energy of 3.1 GeV/c2 [27].

Additionally, there are decays from b hadrons: B+, Bs, B
0 and Λb. J/ψ’s orig-

inating from these decays can be identified easily since the b hadrons decay to
J/ψ’s after lifetimes of the order of 10−12 s and hence can be tagged through the
displaced secondary vertex. Therefore, this contribution is called the non-prompt
component. For the bottomonium, there is no delayed production mechanism.

The ψ(2S) and Υ(3S) states are particularly interesting for the polarization
measurement since they do not have feed-down contributions from heavier states.
The polarization of these higher χ states can be very different to the one of the
directly produced J/ψ’s because of their different parity and angular momentum
properties in comparison to the directly produced J/ψ or Υ. They also originate
from different partonic processes [30].

The leptonic decay mode of J/ψ has a branching ratio of about 5.9% for the
J/ψ → µ+µ− as well as the J/ψ → e+e− channel. For Υ(1S), the corresponding
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Figure 4.2: Quarkonium spectra: (a) Charmonium spectrum and decay
modes, (b) bottomonium spectrum and decay modes. Heavier states are
higher up in the diagram [28].
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Table 4.1: Properties of quarkonium mesons [28].

Meson JPC n2S+1LJ Mass [MeV] Full Width
J/ψ 1−− 13S1 3 096.916± 0.011 92.9± 2.8 keV
χc0 0++ 13P0 3 414.75± 0.31 10.3± 0.6 MeV
χc1 1++ 13P1 3 510.66± 0.07 0.86± 0.05 MeV
χc2 2++ 13P2 3 556.20± 0.09 1.97± 0.11 MeV

Ψ(2S) 1−− 23S1 3 686.09± 0.04 304± 9 keV
Υ(1S) 1−− 13S1 9 460.30± 0.26 54.02± 1.25 keV
χb0(1P ) 0++ 13P0 9 859.44± 0.42± 0.31 -
χb1(1P ) 1++ 13P1 9 892.78± 0.26± 0.31 -
χb2(1P ) 2++ 13P2 9 912.21± 0.26± 0.31 -
Υ(2S) 1−− 23S1 10 023.26± 0.31 31.98± 2.63 keV
χb0(2P ) 0++ 23P0 10 232.50± 0.40± 0.50 -
χb1(2P ) 1++ 23P1 10 255.46± 0.22± 0.50 -
χb2(2P ) 2++ 23P2 10 268.5± 0.22± 0.50 -
Υ(3S) 1−− 33S1 10 355.20± 0.50 20.32± 1.85keV

branching ratios are 2.4% for the dielectron decay and 2.5% for the dimuon
decay [28]. The CMS quarkonium polarization study focuses on the decay into
dimuons since CMS was designed for precise muon detection.

4.2 Quarkonium Polarization

Vector quarkonia (JPC = 1−−) can be produced in one of three possible eigen-
states of the angular momentum component Jz (Jz = −1, 0,+1) along a charac-
teristic quantization axis or in a certain mixture of these three. They can decay
electromagnetically into two leptons which represents the cleanest way to get
the polarization and the production yield of a quarkonium. The term polariza-
tion refers to the average angular momentum state measured by studying the
decay distribution with respect to a certain reference frame. When the decay
distribution is spherically symmetric, the particle is unpolarized while it is called
polarized when the distribution shows anisotropy. These preferred spin align-
ments are due to angular momentum conservation and basic symmetries of the
electromagnetic and strong interactions. Particles with spin projection Jz = ±1
are called transversely and particles with Jz = 0 longitudinally polarized [31].

Different elementary processes displayed in Fig. 4.3 give rise to different types
of polarization. Vector quarkonia can be produced in e+e− annihilation via an
intermediate photon as shown in Fig. 4.3a. Due to helicity and angular momen-
tum conservation applied in the limit of vanishing mass, they have the angular
momentum component Jz = ±1 along the direction of the colliding leptons (cor-
responding to the z-axis of the Collins-Soper (CS) frame which is introduced later
on in this chapter). The annihilating electron and positron must have opposite
helicities since the intermediate photon has zero helicity. Their momenta in the
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of the decay distribution to one frame-invariant polarization parameter. We discuss
how this relation, formally including the Lam-Tung identity [15] as a particular case,
improves the representation of polarization results and can be used to perform consis-
tency checks in the experimental analyses. We continue with some remarks, given in
Section 7, on how the existence of intrinsic parton transverse momentum affects the
polarization measurement. We conclude, in Section 8, with a few examples inspired
from existing experimental measurements, which should provide concrete evidence
for the usefulness of the approaches discussed in this paper, in view of ensuring an
improved understanding of quarkonium production.

2 Basic polarization concepts

Because of angular momentum conservation and basic symmetries of the electro-
magnetic and strong interactions, a particle produced in a certain superposition of
elementary mechanisms may be observed preferentially in a state belonging to a defi-
nite subset of the possible eigenstates of the angular momentum component Jz along
a characteristic quantization axis. When this happens, the particle is said to be po-
larized. Figure 1 shows examples of leading-order diagrams of elementary production
processes giving rise to different types of polarizations.

!" +
b)a)

** #

!"
#

#$+

c)

#

$ $

Figure 1: Examples of leading-order diagrams for production mechanisms giving rise
to observable polarizations: (a) vector quarkonium production in electron-positron
annihilation; (b) Drell-Yan production in quark-antiquark annihilation; (c) quarko-
nium production by gluon fragmentation to colour-octet cc̄.

Vector (J = 1−−) quarkonia have the same charge-parity as an electron-positron
pair and can be produced in electron-positron annihilation, via an intermediate pho-
ton (Fig. 1 a). The states originating from this process are polarized, as a consequence
of helicity conservation, a general property of QED in the relativistic (massless) limit.
The dynamics of the coupling of electrons to photons is, in fact, described by terms
of the form uγµu = uLγ

µuL + uRγ
µuR, where γµ are the Dirac matrices, u is the

electron spinor, and L (R) indicate its left-handed (right-handed) chiral components.
Terms with opposite chiral components are absent, meaning that the fermion chiral-
ity is preserved in the interaction with a photon. When the fermions are assumed
to have zero mass, so that the direction of their momenta cannot be reversed by
any Lorentz transformation, left-handed and right-handed chiral components become
eigenstates of the helicity operator h = �S · �p/|�p|, corresponding to the projection of
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Figure 4.3: Example of leading order diagrams of production processes
giving rise to observable polarization: (a) quarkonium production in
e+e− annihilation via an intermediate photon, (b) Drell-Yan lepton pair
production in quark-antiquark annihilation, (c) quarkonium production
through gluon fragmentation [31].

laboratory are opposite, thus leading to a parallel spin of the two leptons and, be-
cause of angular momentum conservation, to the angular momentum component
Jz = ±1 of the produced quarkonium [31].

Figure 4.3b shows the production of Drell-Yan lepton pairs in quark-antiquark
annihilation. The same reasoning applies here. The annihilating quark-antiquark
pair, in the limit of vanishing mass, must have opposite helicities leading to the
angular momentum component Jz = ±1 of the produced lepton pair along the
beam direction (CS axis) [31].

At very high pT , the dominant production process of quarkonia is gluon frag-
mentation where a high energy gluon is split into a quarkonium state and other
partons (see Fig. 4.3c) [32]. The fragmenting gluon is believed to have helicity ±1
and pass it on to the resulting state, which is predicted to be dominated by the
color-octet state cc̄[3S(8)

1 ] in Non Relativistic (NR) Quantum ChromoDynamics
(QCD). During the non-perturbative transition from the color-octet state to the
color neutral physical quarkonium state via gluon emission, the helicity properties
are transferred. Therefore, the observed quarkonium has the angular momentum
component Jz = ±1, this time along its own flight direction (corresponding to
the z-axis of the Helicity (HX) frame).

The polarization is always measured with respect to a certain reference frame
and depends on the choice of it. Popular choices are the Helicity (HX) and the
Collins-Soper (CS) frames – representing two extreme opposite and physically
interesting cases and differing by a rotation of up to 90◦ – and the Gottfried-
Jackson (GJ) frame.

The two colliding beams as seen from the quarkonium rest frame form the pro-
duction plane. The y-axis is taken as perpendicular to the production plane. The
quantization axis z is chosen in the production plane according to conventions,
meaning that all the possible definitions of reference frames differ only by a ro-
tation around the y-axis. The polar angle θ is defined as the angle between the
direction of one of the decay products, conventionally the positive lepton, and
the chosen z-axis while the azimuthal angle φ is measured with respect to the
production plane. Figure 4.4 illustrates the coordinate system.
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momentum configuration. However, contrary to NRQCD, no hierarchy constraints
are imposed on these configurations, so that the cross section turns out to be domi-
nated by QQ̄ pairs with vanishing angular momentum (1S0), in either colour-singlet
or colour-octet states. In their long distance evolution through soft gluon emissions,
J = 0 states get their colour randomized, assuming the correct quantum numbers of
the physical quarkonium. As a result, the final angular momentum vector �J has no
preferred alignment.

In two-body decays (such as the 3S1 → �+�− case considered in this paper), the
geometrical shape of the angular distribution of the two decay products (emitted back-
to-back in the quarkonium rest frame) reflects the polarization of the quarkonium
state. A spherically symmetric distribution would mean that the quarkonium would
be, on average, unpolarized. Anisotropic distributions signal polarized production.

quarkonium 
rest frame

production 
plane

yx

z

+

Figure 2: The coordinate system for the measurement of a two-body decay angular
distribution in the quarkonium rest frame. The y axis is perpendicular to the plane
containing the momenta of the colliding beams. The polarization axis z is chosen
according to one of the possible conventions described in Fig. 3.

The measurement of the distribution requires the choice of a coordinate system,
with respect to which the momentum of one of the two decay products is expressed
in spherical coordinates. In inclusive quarkonium measurements, the axes of the
coordinate system are fixed with respect to the physical reference provided by the
directions of the two colliding beams as seen from the quarkonium rest frame. Figure 2
illustrates the definitions of the polar angle ϑ, determined by the direction of one of the
two decay products (e.g. the positive lepton) with respect to the chosen polar axis, and
of the azimuthal angle ϕ, measured with respect to the plane containing the momenta
of the colliding beams (“production plane”). The actual definition of the decay
reference frame with respect to the beam directions is not unique. Measurements
of the quarkonium decay distributions have used three different conventions for the
orientation of the polar axis (see Fig. 3): the direction of the momentum of one of the
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Figure 4.4: The coordinate system for the measurement of the angular
decay distribution in the quarkonium rest frame [31].

Figure 4.5 shows the definitions of the z-axis of the HX, CS and GJ frames. The
z-axis of the HX frame coincides with the momentum of the quarkonium as it is
seen in the center of mass system of the colliding beams. The CS axis is defined as
the bisector of the angle between one beam and the opposite momentum direction
of the other beam. It is approximately along the direction of the colliding beams
seen in the center of mass system. The GJ axis is along the direction of the
momentum of one of the two beams.

Additionally to the CS and HX frames, the CMS quarkonia polarization anal-
ysis also considers the Perpendicular Helicity (PX) frame where the z-axis is
perpendicular to the CS axis. The PX frame exhibits a simple shape of the ac-
ceptance and efficiency coverage which reflects most directly limitations in the
muon acceptance [33].

The angular decay distribution in its most general form can be written as:

W(cos θ, φ) ∝ 1

(3 + λθ)
(1 + λθ cos2 θ + λφ sin2 θ cos 2φ+

+ λθφ sin 2θ cosφ+ λ⊥φ sin2 θ sin 2φ+ λ⊥θφ sin 2θ sinφ+

+ 2Aθ cos θ + 2Aφ sin θ cosφ+ 2A⊥φ sin θ sinφ) (4.1)

where λθ, λφ and λθφ are the polarization parameters containing information
about the average angular momentum composition and Aθ and Aφ are parity-
asymmetry parameters expressing the parity properties of the decay [34]. Only
parity-conserving processes (φ → φ + π and θ → θ + π) are considered, result-
ing in the parameters Aθ, Aφ and A⊥φ to be equal to 0. The invariance under
parity transformation leads to the symmetry by reflection about the production
plane (φ→ −φ) which makes the terms sin2 θ sin 2φ and sin 2θ sinφ unobservable
because they vanish on average.
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Figure 3: Illustration of three different definitions of the polarization axis z (CS:
Collins-Soper, GJ: Gottfried-Jackson, HX: helicity) with respect to the directions of
motion of the colliding beams (b1, b2) and of the quarkonium (Q).

two colliding beams (Gottfried-Jackson frame [21], GJ), the opposite of the direction
of motion of the interaction point (i.e. the flight direction of the quarkonium itself
in the center-of-mass of the colliding beams: helicity frame, HX) and the bisector
of the angle between one beam and the opposite of the other beam (Collins-Soper
frame [22], CS). The motivation of this latter definition is that, in hadronic collisions,
it coincides with the direction of the relative motion of the colliding partons, when
their transverse momenta are neglected (the validity and limits of this approximation
are discussed in detail in Section 7). For our considerations, we will take the HX
and CS frames as two extreme (physically relevant) cases, given that the GJ polar
axis represents an intermediate situation. We note that these two frames differ by a
rotation of 90◦ around the y axis when the quarkonium is produced at high pT and
negligible longitudinal momentum (pT � |pL|). All definitions become coincident in
the limit of zero quarkonium pT. In this limit, moreover, for symmetry reasons any
azimuthal dependence of the decay distribution is physically forbidden.

We conclude this section by defining the somewhat misleading nomenclature which
is commonly used (and adopted, for convenience, also in this paper) for the polar-
ization of vector mesons. These particles share the quantum numbers of the photon
and are therefore said, by analogy with the photon, to be “transversely” polarized
when they have spin projection Jz = ±1. The counterintuitive adjective originally
refers to the fact that the electromagnetic field carried by the photon oscillates in
the transverse plane with respect to the photon momentum, while the photon spin is
aligned along the momentum. “Longitudinal” polarization means Jz = 0. By further
extension, the same terms are also used to describe the “spin alignment” of vector
quarkonia not only with respect to their own momenta (HX frame), but also with
respect to any other chosen reference direction (such as the GJ or CS axes).

8

Figure 4.5: Definition of the quantization axis z in the CS, HX and
GJ frame with respect to the directions of the quarkonium (Q) and the
colliding beams (b1, b2) [31].

This results into the most general observable average angular decay distribution:

W(cos θ, φ) ∝ 1

(3 + λθ)
(1+λθ cos2 θ+λφ sin2 θ cos 2φ+λθφ sin 2θ cosφ) (4.2)

If the polarization parameters λθ, λφ and λθφ are non-zero, the decay distribution
is anisotropic, meaning that the quarkonium is polarized [31].

In the past, experiments only used one of the three polarization parameter,
namely λθ, to measure the polarization. They also used different reference frames
which made it difficult to interpret the results which all seem to contradict each
other. Figure 4.6 shows the results of the Experiment 866 (E866) at Fermi-
lab [35], the Collider Detector at Fermilab (CDF) [36] and the HERA-B experi-
ment (Hadron Elektron Ring Anlage) in Hamburg [37] for the J/ψ polarization.
E866 found a small transverse polarization (λθ ≈ 0.1) in the CS frame without
any obvious dependence on the transverse momentum. HERA-B determined a
longitudinal polarization, which increases with decreasing pT , in the same frame
and same pT range. CDF, however, measured the polarization in the HX frame
and obtained a slightly longitudinal polarization that increases with pT for run I.
It also determined the polarization of the J/ψ in a second run, this time measur-
ing a transverse polarization, strongly depending on pT (see Fig. 4.7) [38].

Not only do the experiments disagree, but also the theoretical models seem to
fail to describe the experiments as displayed in Fig. 4.8. There are (at least) two
different theoretical approaches for quarkonium polarization:

• Color Singlet Model (CSM): The CSM assumes that quarkonia are
produced as pure color-singlet states, thus ignoring all long distance effects
that could come from color-octet states. The quarkonia are determined by
the original quantum number of the initial qq̄ state. The Next to Leading
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Figure 4.6: Polarization parameter λθ as a function of pT measured by
E866, HERA-B and CDF in the CS or the HX frame [39].

Figure 4.7: CDF run I and run II results for the J/ψ polarization
measurement as a function of pT in the HX frame [40].
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Figure 4.8: CDF run I data results in comparison to the NRQCD and
the NLO CSM predictions [36].

Order (NLO) calcualtions of the CSM predict the polarization of prompt
J/ψ’s to be longitudinal in the HX frame [41].

• Non Relativistic QCD factorization: Quarkonia are produced as col-
ored quark pairs. Color-octet terms are expected to dominate at large pT
in hadron colliders [42]. The polarization of directly produced J/ψ’s is
predicted to be transverse in the HX frame.

The seemingly contradictory results from experiment and theory makes the quarko-
nium polarization measurement a very interesting analysis, but they also show
that a new more consistent approach using the full physical information is needed.

4.3 A Frame-Invariant Formalism

A new framework for polarization measurements was proposed in Ref. [43], en-
abling unambiguous and straightforward comparisons between different experi-
mental results.

First of all, the full decay angular distribution, i.e. all three polarization param-
eters, has to be measured instead of just one parameter since the extraction of
only one parameter allows for ambiguous interpretations. As Fig. 4.9 shows, the
determination of λθ alone does not allow to distinguish between a longitudinal
(doughnut-shaped) or transverse (peanut-shaped) angular distribution. There-
fore, the full angular distribution must be extracted. This should be done in at
least two reference frames since the observed polarization strongly depends on
the chosen frame as is also illustrated in Fig. 4.9. At mid-rapidity, the HX and
CS frames are orthogonal to each other which makes them a good minimal set
of polarization frames.
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Ilse Krätschmer (Hephy Vienna)4. Jan. 2012

Need to Measure Full Angular Distribution

• Measure of the full angular decay distribution (three 
polarization parameters): Two very different physical cases 
are indistinguishable if only !" is measured.

• Measure the polarization in at least two reference frames to 
be able to compare experimental results

• Observed polarization depends on frame
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Figure 4.9: Extracting only one polarization parameter in one reference
frame leads to ambiguous polarization scenarios.

The seemingly contradictory J/ψ results presented in the previous section 4.2
can be consistently described when the same reference frame is chosen. The CS
frame, i.e. along the direction of the colliding partons, was assumed to be the
most suitable axis system [39]. Fig. 4.10 shows that the J/ψ’s that were directly
produced in E866, HERA-B and CDF, could have been longitudinally polarized
at low momentum and transversely polarized at high momentum in the CS frame.

Another reason for performing the analysis in more than one reference frame is
that the J/ψ acquires its polarization with respect to a natural polarization axis
which is a priori unknown. The orientation of the polar axis of the chosen frame
with respect to this natural axis changes from event to event, resulting into a
superposition of many equally shaped, but rotated distributions. The average
angular distribution is thus smeared to a more spherically symmetric shape [39].
To find the frame closest to the natural frame, one needs to determine the smallest
λθφ value of the chosen reference frames [44].

Figure 4.10: λθ as a function of p in the CS frame calculated with
data from E866, HERA-B and CDF run I. The previously contradictory
results are now consistent [39].
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141

CMS is in a very good position to do detailed studies of
the quarkonium production mechanisms, hopefully an-
swering some of the questions left open by the lower
energy experiments. Naturally, the CMS quarkonium
physics program foresees measurements of the differen-
tial production cross sections, versus pT and rapidity, of
many quarkonium states. Given the large charm and
bottom production cross sections at LHC energies, CMS
should collect large J/ψ and Υ event samples in only a
few months of LHC operation, leading to physics pub-
lications on, in particular, their pT distributions, very
competitive with respect to the presently available Teva-
tron results.

6.4.2. Quarkonium polarization

Polarization studies, particularly challenging because
of their multidimensional character, will exploit the full
capabilities of the CMS detector and the ongoing opti-
mization of dedicated trigger selections. CMS will study
the complete dilepton decay distributions, including po-
lar and azimuthal anisotropies and as functions of pT and
rapidity, in the Collins-Soper (CS) and the helicity (HX)
frames. These analyses will require considerably larger
event samples than the cross section measurements. The
acceptance in the lepton decay angles is drastically lim-
ited by the minimum-pT requirements on the accepted
leptons (rather than reflecting geometrical detector con-
straints). Polarization measurements will therefore profit
crucially from looser muon triggers. Moreover, such
trigger-specific acceptance limitations determine a signif-
icant dependence of the global acceptances (in different
degrees for different quarkonium states) on the knowledge
of the polarization. The systematic contributions of the
as-yet unknown polarizations to early cross section mea-
surements will be estimated, adopting the same multidi-
mensional approach of the polarization analyses. Plans
for high-statistics runs include separate determinations
of the polarizations of quarkonia produced directly and
of those coming from the decays of heavier states. Cur-
rent studies indicate that CMS should be able to measure
the polarization of the J/ψ’s that result from χc decays,
together with the pT-dependent J/ψ feeddown contribu-
tion from χc decays, from very low to very high pT.

All measurements will also be reported in terms of
frame-invariant quantities, which will be determined,
for cross-checking purposes, in more than one refer-
ence frame. These plans reflect our conviction that ro-
bust measurements of quarkonium polarization can only
be provided by fully taking into account the intrin-
sic multidimensionality of the problem. As emphasized
in [722, 1030], the measurements should report the full
decay distribution in possibly more than one frame and
avoid kinematic averages (for example, over the whole
rapidity acceptance range) as much as possible.

Figure 99 shows, as a simple example, how a hypo-
thetical Drell-Yan-like polarization (fully transverse and

FIG. 99: Anisotropy parameters in (a) polar and (b) az-
imuthal angle vs. transverse momentum for Υ → �+�− de-
cays in the HX frame for a natural polarization λϑ = +1 in
the CS frame. The curves in each plot correspond to differ-
ent rapidity intervals representative of different experiments.
Starting from the solid line: |y| < 0.6 (CDF), |y| < 0.9
(ALICE, e+e− channel), |y| < 1.8 (DØ), |y| < 2.5 (AT-
LAS and CMS), 2 < |y| < 5 (LHCb). For simplicity, the
event populations have been assumed to be flat in rapidity.
The vertical axis of the polarization frame is here defined as
sign(pL)( �P �

1× �P �
2)/| �P �

1× �P �
2|, where �P �

1 and �P �
2 are the mo-

menta of the colliding protons in the quarkonium rest frame
(the sign of λϑϕ depends on this definition)

purely polar in the CS frame) in the Υ mass region would
translate into different pT-dependent polarizations mea-
sured in the HX frame by experiments with different ra-
pidity acceptances. The anisotropy parameters λϑ, λϕ
and λϑϕ are defined as in [722]. This example illustrates
the following general concepts:

• The polarization depends very strongly on the ref-
erence frame. The very concepts of “transverse”
and “longitudinal” are frame-dependent.

• The fundamental nature of the polarization ob-

Figure 4.11: Polarization parameters (a) λθ, (b) λφ and (c) λθφ for
the Υ(1S) angular distribution as a function of pT for a fully transverse
polarization λθ = +1 in the CS frame translated to the HX frame. The
curves correspond to different rapidity intervals: |y| < 0.6 (CDF, blue
line), |y| < 0.9 (ALICE, e+e− channel, dashed red line), |y| < 1.8 (D0,
dashed green line), |y| < 2.5 (ATLAS and CMS, dashed turquois line),
2 < |y| < 5 (LHC-b, dashed brown line). For simplicity, the events were
generated flat in y [31].

Moreover, kinematic averages as for example over the full rapidity range should
be avoided since the polarization depends on the kinematics. Figure 4.11 shows
how a fully transverse polarization in the CS frame translates to different pT
dependences of the polarization in different rapidity ranges in the HX frame.
Experiments measure the average angular distribution of events accepted by the
detector, trigger and analysis cuts in the probed phase space window. Two
experiments may find different polarization even though they cover the same
kinematic range because their acceptance shapes are different. This can be solved
by presenting the results in narrow (pT , y) intervals [43].

Furthermore, frame-invariant parameters can be calculated from the full angular
decay distribution as a consequence of its rotational invariance. These parame-
ters facilitate the comparison between experiments and can, when evaluated in
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Figure 4.12: The frame-invariant parameter λ̃ characterizes the shape
of the angular distribution and helps unambiguously determining the po-
larization. λ̃ = −1 corresponds to a fully longitudinal polarization and
a doughnut-shaped distribution while λ̃ = +1 indicates a fully trans-
verse polarization and a peanut-shaped distribution. A banana-shaped
distribution is not a possible polarization scenario.

different frames, further be used as self-consistency check which can demonstrate
unaccounted systematic effects or biases like not well subtracted background or
badly described detector acceptances [43].

One of the frame-invariant parameters is defined as

λ̃ =
λθ + 3λφ
1− λφ

(4.3)

with λθ and λφ evaluated in the same chosen reference frame.

It characterizes the shape of the decay distribution which is frame-invariant as
can be seen in Fig. 4.12. A fully longitudinal polarization is indicated by λ̃ = −1
while the fully transverse polarization has λ̃ = +1.

The rotational invariance also imposes constraints on the polarization param-
eters. Since λθ never exceeds 1, the absolute parameters of the other two pa-
rameters, λφ and λθφ, are also limited to 1 or below. The frame-independent
inequalities deduced from the rotational invariance also show that |λφ| ≤ 0.5 for
λθ = 0 and that |λφ| vanishes for λθ → −1. Figure 4.13 exhibits the allowed
regions for the decay angular parameters. A more detailed description can be
found in [31].

This frame-invariant formalism allows not only to facilitate the comparison be-
tween experiments and theoretical calculations, but it also provides a self-consistency
check while minimizing the dependence of the measured result on the experimen-
tal acceptance. Moreover, it is independent of any assumptions on theoretical
quarkonium production or polarization models.
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Figure 6: Allowed regions for the decay angular parameters.

The amplitude of the transition of this mixed state to the “rotated” dilepton state
in Eq. 5 contains three terms with relative phases (due to the ϕ dependence of the
rotation matrix) giving rise to the observable azimuthal dependence. The same polar
anisotropy λ�

ϑ = −1/3 would be measured in the presence of a mixture of at least
two different processes resulting in 50% “transverse” and 50% “longitudinal” natural
polarization along the chosen axis. In this case, however, no azimuthal anisotropy
would be observed. As a second example, we note that a fully “longitudinal” natural
polarization (λϑ = −1) translates, in a frame rotated by 90◦ with respect to the
natural one, Fig. 5 (d), into a fully “transverse” polarization (λ�

ϑ = +1), accompanied
by a maximal azimuthal anisotropy (λ�

ϕ = −1). In terms of angular momentum, the
measurement in the rotated frame is performed on a coherent admixture of states,

|1, 0� 90◦−−→ 1√
2

|1, +1� − 1√
2

|1,−1� , (24)

while a natural “transverse” polarization would originate from the statistical super-
position of uncorrelated |1, +1� and |1,−1� states. The two physically very different
cases of a natural transverse polarization observed in the natural frame, shown in
Fig. 5 (a), and a natural longitudinal polarization observed in a rotated frame, shown
in Fig. 5 (d), are experimentally indistinguishable when the azimuthal anisotropy
parameter is integrated out. These examples show that a measurement (or theoret-
ical calculation) consisting only in the determination of the polar parameter λϑ in
one frame contains an ambiguity which prevents fundamental (model-independent)
interpretations of the results. The polarization is only fully determined when both the
polar and the azimuthal components of the decay distribution are known, or when
the distribution is analyzed in at least two geometrically complementary frames.

16

Figure 4.13: Allowed regions (grey) for the polarization parameters [31].

4.4 Recent Results

Recent quarkonium polarization measurements made use of this frame-invariant
approach. CDF redid its analysis with data from run II and determined the full
angular decay distribution of the Υ(nS) states decaying to µ+µ− in the CS as
well as the HX frame [45]. The consistency was checked by also calculating the
frame-invariant parameter λ̃. Figure 4.14 shows the results of λ̃ for the Υ(1S),
Υ(2S) and Υ(3S). This is the first published study where the complete three-
dimensional angular decay distribution of all the Υ(nS) states was measured.
The polarization for all the states is consistent with zero.

CDF also found that there is a significant difference between the polarization
parameters of the signal and the backgrounds, making a good background sub-
traction even more important.

The new result which is different from the one obtained by the previous CDF
run II analysis is consistent with the CDF run I measurement (see Fig. 4.15).

The ALICE experiment recently measured the polar and azimuthal angle distri-
butions of the J/ψ decaying into two muons in the CS and the HX frame [47].
Due to the limited statistics, the polarization parameters could not be extracted
at the same time. Therefore, λθ was determined first, integrating over λφ, and
then λφ was obtained. The frame-invariant parameter λ̃ was used to impose
constraints on the fit to extract the parameters.

The results presented in Fig. 4.16 show that the polarization parameters λθ and
λφ are consistent with zero, except λθ in the HX frame which exhibits some
longitudinal polarization at low pT , however vanishing with increasing pT .

The polarization obtained by CDF and ALICE which is consistent with zero is
surprising and very interesting because the angular distribution of J−− states
is never intrinsically isotropic [31]. Only a lucky superposition of quarkonia
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FIG. 4: Rotational invariant λ̃ as a function of pT (Υ) for

the Υ(1S), Υ(2S), and Υ(3S) states. Values of λ̃ calculated
in the Collins–Soper frame are indicated by dark lines, while
those calculated in the s–channel helicity frame are indicated
by grey lines and are horizontally offset to slightly larger pT

values for clarity.

the data. The uncertainties due to finite MC sample size
and the determination of efficiencies are at most 30% of
the size of the statistical uncertainty for the three Υ(nS)
states, while the uncertainty due to the treatment of the
prompt scale factor function is no more than 20% of the
statistical uncertainty.

Figure 4 shows the rotational invariant λ̃ which is cal-
culated from the measured values of λθ and λϕ in each
pT range for both the Collins–Soper and s–channel he-
licity frames. Uncertainties in λ̃ measured in the two
coordinate frames are highly correlated. Monte Carlo
simulations are used to calculate the expected sizes of
differences between the two values of λ̃ and in most cases,
the observed deviations are found to be consistent with
purely statistical fluctuations. A systematic uncertainty
derived from the difference between λ̃ measured in the
two coordinate frames is only significant for the lowest
three pT ranges of the Υ(3S). In the lowest pT range,
the values of λ̃ measured for the Υ(3S) differ by 2.4 σ,
without accounting for systematic uncertainties, and is
the only case where the angular distribution is observed
to be significantly non-isotropic. However, we can find
no evidence to suggest that this is due to a bias or sys-
tematic effect since we do not see a similar trend for the
1S and 2S states and can find no anomalous behavior in
any of the underlying distributions.

The values of λ̃ ≈ 0 suggest that the decays of all
three Υ(nS) resonances are consistent with an unpolar-
ized mixture of states. Table I lists the values of λθ

measured in the s–channel helicity frame for the Υ(1S),
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FIG. 5: Comparison of the λθ parameter measured for Υ(1S)
decays in the s–channel helicity frame (solid symbols) with
previous measurements from the CDF [4] (open circles) and
the D0 [18] (open triangles) experiments.

Υ(2S), and Υ(3S) states, with the systematic uncertain-
ties described above added in quadrature [17]. Figure 5
shows a comparison of the λθ parameter, measured for
the Υ(1S) state in the s–channel helicity frame, with
previous measurements. The current result is found to
be statistically consistent with the previous measure-
ment from CDF [4], which was made for |y| < 0.4 at√

s = 1.8 TeV rather than |y| < 0.6 and
√

s = 1.96 TeV.
Restricting the current measurement to |y| < 0.4 does not
change the results appreciably. The current Υ(1S) result
is inconsistent with the previous measurement from the
D0 experiment [18] at the level of 4.5σ.

In conclusion, we have measured the angular distri-
butions of muons from Υ(1S), Υ(2S), and Υ(3S) decays
with |y| < 0.6 and in several ranges of transverse momen-
tum up to 40 GeV/c. We find that the decay-angle distri-
butions of all three Υ(nS) states are nearly isotropic, as
was suggested by previous measurements [4] in the case
of the Υ(1S). This is the first measurement to simulta-
neously determine the three parameters needed to fully
quantify the angular distribution of Υ(nS) → µ+µ− de-
cays. This is also the first analysis to present information
on the angular distribution of Υ(3S) mesons produced in
high energy pp collisions.
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Figure 4.14: λ̃ as a function of pT for the Υ(1S) (top), the Υ(2S)
(middle) and the Υ(3S) state (bottom), measured in CDF run II [45].
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FIG. 9: Fitted parameters λθ, λϕ and λθϕ as a function of pT , measured in the Collins-Soper frame (top row) and the S-channel
helicity frame (bottom row) for the Υ(3S). Error bars indicate both statistical and systematic uncertainties.

FIG. 10: Comparison of the parameter α ≡ λθ for Υ(1S) decays measured in the S-channel helicity frame as a function of pT

with the previously published CDF result[3]. Although the ranges of |y| differ, we do not observe the angular distribution to
change rapidly with |y|, at least in the central region of rapidity. The yellow band indicates the range of values suggested by
NRQCD[1] while the magenta curves show predictions of the kT factorization model[2] for two extreme sets of parameters.

Figure 4.15: The polarization parameter α ≡ λθ in the HX frame
obtained by the new CDF run II result (solid black crosses) in comparison
to the old run II (left, hollow points) and the run I measurement (right,
hollow points). Also the NRQCD (yellow shaded area) and the CSM
predictions (pink line) are displayed [46].
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Fig. 3: #" and #$ as a function of pt for inclusive J/! , measured in the HE (closed squares) and CS (open circles)
frames. The error bars represent statistical errors, while systematic uncertainties are shown as boxes.

direction of the decay J/! [17], as observed by CDF, who measured in this way #" (J/! ← B) ∼ −0.1
in the HE frame [5]. Assuming conservatively |#" (J/! ← B)| < 0.2 for both frames, and taking into
account the fraction of the inclusive yield coming from B-meson decays [17], the difference between
prompt and inclusive J/! polarization was estimated and found to be at most 0.05, a value smaller than
the systematic uncertainties of our measurements.

Table 1: The values of #" and #$ in the two reference frames. Statistical and systematic uncertainties are quoted
separately.

pt (GeV/c) #" #$
2-3 −0.36±0.09±0.21 0.05±0.04±0.04

HE 3-4 −0.20±0.11±0.13 0.01±0.05±0.05
4-8 0.00±0.10±0.10 0.00±0.04±0.04
2-3 −0.10±0.14±0.13 −0.04±0.08±0.07

CS 3-4 −0.06±0.14±0.07 −0.03±0.08±0.05
4-8 −0.09±0.10±0.08 0.03±0.06±0.07

The results presented in Fig. 3 extend the study of the J/! polarization to LHC energies and therefore
open up a new testing ground for theoretical models. At present, NLO predictions for direct J/! polar-
ization at the LHC via the color-singlet channel [14, 12] show a large longitudinal polarization in the
HE frame (#" ∼ −0.6) at pt ∼ 5 GeV/c, which is in contrast with the vanishing polarization that we
observe in such a transverse momentum region. The contribution of the S-wave color-octet channels
was also worked out [11] and indicates a significantly different trend (large transverse polarization) with
respect to the color-singlet contribution, but again in contrast with our result. In this situation, a rigorous
treatment on the theory side of all the color-octet terms (including P-wave contributions) is mandatory,
as well as a study of the contribution of %c and !(2S) feed-down, which is important for a quantitative
comparison with our result [30]. Such studies are presently in progress and the comparison of their out-
come with the results presented in this Letter will allow a very significant test of the understanding of the
heavy-quarkonium production mechanisms in QCD-based models.

In summary, we have measured the polarization parameters #" and #$ for inclusive J/! production in

Figure 4.16: λθ (top) and λφ (bottom) as a function of pT for the J/ψ
measured in the CS and HX frame. The error bars show the statistical
errors while the boxes represent the systematic uncertainties [47].

production from more than just one spin state could result in a cancellation of
all three polarization parameters.

When a quarkonium comes from a J = 0 state, the vanishing of all polarization
parameters is observed, however not at all momenta [48]. The pre-quarkonium
state transforms into a quarkonium state by the emission of a gluon. This process
is identical to the radiative χc0 decay (χc0 → J/ψ+γ). In the χc0 rest frame, the
J/ψ is fully transversely polarized with respect to the photon direction. How-
ever, it becomes totally unpolarized in the collision center of mass frame when
forgetting the existence of the photon. At low momentum (p . M(J/ψ)), the
polarization observed in the HX frame goes from fully transverse to zero. It
would in principle be possible to see that the J/ψ is actually polarized, even if
the average decay distribution at higher momentum is isotropic, by separating
the two photon polarization states (Jz = +1, Jz = −1). The transition from the
χc0 leads to unpolarized J/ψ’s in the collision center of mass frame because it is
the sum of two subprocesses:

1. χc0 → J/ψ + γ(+1)

2. χc0 → J/ψ + γ(−1)

The J/ψ decay distribution of these two subprocesses are anisotropic and of
opposite sign, resulting in an isotropic sum.
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Figure 4.17: Leading order O(α0
S) and O(α1

S) QCD correction pro-
cesses for V = Z, γ∗, W production: All processes give rise to transverse
dilepton polarizations, but along different quantization axis: (a) CS,
(b, c, d) GJ and (e) HX [34].

Therefore, the observation of unpolarized quarkonia is very interesting and would
also rule out the CSM where final states cannot be produced by non-perturbative
effects like a transition from a J = 0 state [48].

4.5 Importance of the Polarization Measurement

The polarization analysis is not only interesting for quarkonia, but also for other
systems. A few examples are discussed in the following:

• Understanding still unexplained production mechanisms: The po-
larization represents the biggest uncertainty (about 20%) in the study of
quarkonium production cross section. Experimental results for the cross-
sections may be biased because they were assuming the wrong polariza-
tion or relying on the wrong theoretical model. The polarization analysis
will also help to check the importance of formation of the quark-antiquark
bound state which is a long-distance effect.

• Identifying processes: As already outlined in Section 4.2, different pro-
duction processes give rise to different polarization. Therefore, the polar-
ization can be used to identify the underlying processes. It can also help
to characterize signal and background processes and estimate their relative
contributions in the distribution of events.

• Testing QCD calculations: The Lam-Tung relation [49] that accounts
for Drell-Yan production in perturbative QCD is a special case of a frame-
independent quantity:

λθ + 4λφ = 1 (4.4)

It is not only a consequence of rotation invariance, but also of helicity con-
servation. The latter leads to a fully transverse polarization of all contribut-
ing processes, even if with respect to different reference frames. Figure 4.17
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Figure 4.18: λ̃CS of the W decay as a function of the relative contri-
bution of leading order QCD corrections for different pT and y values.
The contributions are either assumed to be dominated by the quark-
antiquark diagrams (left) or by the quark-gluon diagrams (right). Only
the latter are rapidity-dependent [50].

shows the leading order O(α0
S) and O(α1

S) QCD correction processes con-
tributing to the direct Z, γ∗ and W production. The process described in
Fig. 4.17a gives rise to a fully transversely polarized lepton pair with respect
to the CS frame, while the ones in Fig. 4.17b, c and d are transversely polar-
ized with respect to the GJ frame and in Fig. 4.17e with respect to the HX
frame. Measuring the frame-independent variable λ̃ will therefore always
give the value +1. The polar anisotropy λθ however helps disentangling
the contributions from the quark-antiquark and quark-gluon processes.

λθ observed in the CS frame is maximal only at pT = 0. With increasing
pT , the observed polarization is reduced because the relative contributions
of the transverse polarization in the other reference frames. This pT depen-
dence is displayed in Fig. 4.18. In the case of the quark-antiquark diagrams
being the dominant contribution to the leading order QCD corrections, λCSθ
is rapidity-independent while in case of a dominance of quark-gluon pro-
cesses the polar anisotropy depends on the rapidity [34].

An accurate rapidity-dependent measurement of λCSθ at not too high pT
can therefore test if QCD corrections are dominated by quark-antiquark or
by quark-gluon diagrams.

• Measuring parity violation: The parity-violating terms in Eqn. 4.1 can
be transformed into a rotation-invariant quantity:

A =
4

3 + λθ

√
A2
θ +A2

φ +A⊥2
φ

=
4

3

√
A2

cos θ +A2
cosφ +A⊥2

sinφ (4.5)

where Acos θ,Acosφ and A⊥sinφ represent the azimuthal and polar projections
of the asymmetry. The asymmetry Acos θ is the so called forward-backward
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asymmetry AFB and is usually studied experimentally in the direct Z, γ∗

and W production in the CS frame.

A represents the magnitude of the maximal observable parity-violating
asymmetry, i.e. of the net asymmetry that is measured along the polariza-
tion axis that maximizes the asymmetry.

The determination of the frame-independent variable A improves the sig-
nificance of the measured parity-violating effect. It is not affected by a
non-optimal frame choice, independent of extrinsic kinematics and can be
checked in different reference frames [34].

• Constraining Standard Model couplings: One example is the weak
mixing or Weinberg angle which can be constrained as a result of the parity
violation measurement from Z, γ∗ decays [50].

• Probing Quark-Gluon Plasma formation: At sufficiently high tem-
peratures, the binding of heavy quarks will be impossible and the so called
QGP is formed instead. It is a gas of free quarks and gluons in which the
interactions can be described by perturbative QCD only.

Usually, the feed-down contribution from χc states to the J/ψ production
is around 30%, leaving about 70% directly produced J/ψ’s and J/ψ’s from
feed-down from Ψ(2S) decays. The feed-down from χc decays smears the
polarization since χc states have different angular momentum and parity
properties. As the χc and Ψ(2S) mesons dissolve in the QGP, the polariza-
tion will change. Assuming that the J/ψ is transversely polarized (λθ ≈ 0.7)
at high pT , the polarization parameter λθ is predicted to increase from ap-
proximately 0.7 to around 1 at high values of pT . The determination of the
polarization thus provides an effective tool to detect the QGP formation in
heavy ion collisions [50, 51].

4.6 Quarkonium Polarization In Brief

The polarization of vector quarkonia describes the average angular momentum
state measured by studying the decay distribution with respect to a certain refer-
ence frame. Most popular choices are the Helicity, Collins-Soper and Gottfried-
Jackson frames.

The most general observable average angular decay distribution can be written
as:

W (cos θ, φ) ∝ 1

(3 + λθ)
(1+λθ cos2 θ+λφ sin2 θ cos 2φ+λθφ sin 2θ cosφ) (4.6)

where λθ, λφ and λθφ are the polarization parameters.

To avoid ambiguous results as were presented in the past, a few rules should be
followed:



4.6 Quarkonium Polarization In Brief 41

• The full angular decay distribution, i.e. all polarization parameters, should
be measured.

• This should be done in at least two different reference frames.

• A frame-invariant parameter should be used to facilitate the comparison
between experiments, but also as a self-consistency check. It helps demon-
strating unaccounted systematic effects or biases like not well subtracted
background or badly described detector acceptances.

Moreover, feed-down contributions have to be carefully considered since the
higher states have different angular momentum and parity properties and thus
different polarization.

ALICE and CDF recently observed unpolarized quarkonium polarization which
is a surprising result since the angular distribution of J−− states is never in-
trinsically isotropic. All polarization parameters may however cancel when the
quarkonium is produced by a non-perturbative transition from a J = 0 state.
The resulting isotropic distribution should not persist at all momenta, at low
momentum an anisotropy should be observed.

The polarization analysis is not only an interesting measurement in its own right,
but it will also help in some other aspects such as the precise determination of
the quarkonium cross-section, the identification of production processes, the mea-
surement of parity violation, testing QCD calculations or probing the formation
of QGP.
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CHAPTER 5

CMS Quarkonium
Polarization Analysis

The measurement of the quarkonium polarization is a sensitive and complex
problem. Therefore, a very careful approach is needed. The CMS quarkonium
polarization analysis extracts the full set of angular distribution parameters λθ, λφ
and λθφ as well as the invariant parameter λ̃ for dimuons resulting from the
decays of S-wave quarkonia in the CS, HX and PX reference frames. It uses
a minimal set of assumptions. The only input needed are the muon detection
efficiencies which are determined with the Tag and Probe (TnP) method using
real data in combination with a correction factor for the detector induced dimuon
correlations. The TnP method is discussed in more detail in Chapter 6. No
assumptions on any theoretical model are made.

The method is based on an unbinned likelihood approach. The background
is subtracted on an event-to-event basis before the polarization parameters are
determined. The method does not rely on any fitting or minimization algorithm
and thus is simple, robust and fast [33].

The basic inputs for the determination of the polarization parameters are:

1. The muon four-vectors of the selected events.

2. The detection efficiencies: This input is very important since it is the only
input that can change the extracted polarization. Already a small change in
the efficiencies can alter the extracted polarization parameters drastically.
Only the shape of the efficiencies, not the absolute value, is of interest since
polarization is a measurement of the angular correlations.

3. The previously determined level of background.

4. The background distribution which is provided as a function of pT , y,M, cos θ
and φ, where M is the invariant mass of the dimuon. Under the assumption
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that the background shape under the signal peak can be obtained through
interpolation between the two sidebands of the invariant mass spectrum,
the background is fixed using the sideband region. Since the amount of the
selected events does not allow a five-dimensional histogram, the product of
the (cos θ, φ) and (pT , y,M) histograms is provided.

The first step towards the extraction of the polarization parameters is the back-
ground subtraction. A fraction of events having the same (pT , y,M, cos θ, φ)
distribution as the background model are removed from the data sample. This is
done on an event-by-event basis. After background subtraction, fiducial cuts may
be applied on the data sample which, by definition, now only consists of signal
events. Since the dimuon is only accepted if both muons are in the kinematic
regions defined by the cuts on single muons (see Section 6.2), no acceptance cor-
rection has to be taken into account. The dimuon event is either accepted or
rejected.

The likelihood L is built using unbinned data. It is a function of six variables:

L(~p1, ~p2) =W(cos θ, φ|~λ)ε(~p1, ~p2) (5.1)

where ~p1 and ~p2 are the three-momenta of the two muons and W(cos θ, φ|~λ) is
the assumed dimuon angular distribution defined in Equation 4.2.

The correction of the muon efficiencies are applied per event. The efficiency εµµ
is defined as

εµµ(cos θ, φ, pT , |y|) = εµ1(pT , |η|) ·εµ2(pT , |η|) ·εV tx(cos θ, φ) ·ρ(cos θ, φ, pT , |y|)
(5.2)

where εµ1 and εµ2 are the single muon efficiencies obtained through the TnP
method as a function of the single muon’s pT and η, εV tx(cos θ, φ) is the efficiency
of the dimuon vertexing module as a function of the dimuon’s cos θ and φ and ρ is
the correlation between the two muons as a function of the dimuon’s pT , |y|, cos θ
and φ. Chapter 6 discusses the efficiencies in detail.

The normalization of the likelihood cannot be performed directly on the events
since they are not unpolarized. Therefore, events are generated with Monte
Carlo (MC) according to the efficiency and acceptance corrected pT , y andM dis-
tributions derived from the data events. The decay distributions of the dimuons
are generated uniformly to be able to integrate uniformly over cos θ and φ.

To draw samples from the likelihood function, the Metropolis-Hastings algo-
rithm [52] based on the concept of importance sampling is used: New sets of
parameters are extracted according to a given probability distribution. They are
accepted or rejected depending on the likelihood ratio of the given extraction
with respect to the previous one.

The multi-dimensional distributions of the accepted parameters are filled into an
output file from which the posterior Probability Density Function (PDF) of the
angular parameters can be read. More details about the method used to extract
the angular polarization parameters can be found in [33].
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5.1 Determination of the Dimuon Efficiency

The CMS quarkonium polarization analysis uses the single muon trigger efficien-
cies obtained through the TnP method using real data. These are calculated in
two ways:

• Factorized single muon efficiencies

• Inclusive single muon efficiencies

To evaluate which of the two approaches is the better method and has the wider
range of applicability, the single muon MC TnP efficiencies of both methods are
compared with the true MC single muon efficiencies. Since only the shape and
not the absolute value of the efficiencies is important, the better method is the
one giving the flatter ratio εTnP

MC /ε
Truth
MC over wider ranges of the single muon’s pT

and |η|. The ratio also allows to determine the minimum pT value where the two
methods are applicable.

After selecting the better TnP model, the TnP efficiencies using real data must
be parametrized since they show statistical fluctuations.

Details of the two approaches, the determination of the single muon efficiencies
and the results are presented in Chapter 6.

The dimuon efficiency does not correspond to the product of the single muon
efficiency of the first and the second muon. Therefore, correlations between the
two muons, called the ρ factor, have to be taken into account. This factor is
discussed in more detail in Chapter 7.

5.2 Determination of Systematic Uncertainties

Several systematic uncertainties of the polarization parameters have to be estab-
lished:

1. Systematic uncertainty from the fitting framework and the back-
ground subtraction: The uncertainty from the fitting framework and
the background subtraction is obtained with the help of MC studies using
the same event populations and background fractions as in the data and
different generated polarizations for signal and background. Realistic back-
ground polarizations, as suggested by the data, are checked in particular.

2. Systematic uncertainty from the background model: To check the
assumption on the background, the polarization in the sidebands as well
as in the signal window with a lifetime cut to reduce the background is
measured. If the test confirms the background model, its uncertainties will
be tested by changing the relative importance of the left and right sidebands
and by altering the invariant mass window of the signal region.
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3. Systematic uncertainty from the efficiencies: To determine the sys-
tematic uncertainty due to the chosen TnP model, the difference between
polarization measurement using the MC truth efficiencies and the ones
from the chosen TnP method are evaluated. The systematic error intro-
duced by the parametrization of the efficiency curves is tested by varying
the parametrized efficiencies by ±1σ. The systematic uncertainty due to
the ρ factor determination is obtained through applying and not applying
the ρ factor during the extraction of the polarization. The error assigned
is half of the difference between the two measurements.

The following tests are entirely based on data: Single muon efficiencies
from different run periods are evaluated and compared. Also results with
and without applying the efficiency of the dimuon vertexing module are
evaluated. The change in polarization when removing critical kinematic
regions, for example 0.2 < |η| < 0.3, is looked at.

The tests mentioned above as well as the ratio εTnP
MC /ε

Truth
MC will determine a

safe kinematic region where the uncertainties are reasonably small for the final
measurements.

5.3 CMS Quarkonium Polarization Analysis In Brief

All polarization parameters as well as the frame-invariant parameter λ̃ are ex-
tracted in the Helicity, the Collins-Soper and the Perpendicular Helicity frames.
An unbinned likelihood approach is used. A background subtraction is performed
prior to the determination of the polarization parameters on an event-to-event
basis using the full event kinematics. The polarization parameters are sampled
with the help of a Metropolis-Hastings algorithm. The method to measure the
angular decay distribution is not a fitting algorithm and does not rely on any
theoretical assumptions. It is thus a fast, simple and robust algorithm.

The efficiencies are the most important input to the framework and can dras-
tically alter the polarization measurement if not determined correctly. Two ap-
proaches for the calculation of the efficiencies, both using the Tag and Probe
method, are tested and compared in terms of their applicability over wider ranges
in pT , but also their similarity to the shape of the true MC efficiencies. The better
approach is used for the final analysis.

Systematic uncertainties concerning the determination of efficiencies, the fitting
framework, the background model and the background subtraction have to be
evaluated.



CHAPTER 6

Tag and Probe Efficiencies

Tag and Probe (TnP) is a standard method to extract data-driven efficien-
cies. It uses a known dilepton resonance like J/ψ or Z to select particles. For
the CMS quarkonium polarization analysis, dimuons in the J/ψ mass window
(2.8 < M(J/ψ) < 3.4 GeV/c2) are chosen in the following way: One muon sat-
isfying all muon requirements – called tag – is paired with another muon with
looser selection criteria (probe). The selection of the tag and probe muon pair is
such that their combined mass is consistent with the invariant mass of the J/ψ.
Background is subtracted through fitting since it can be shown that the back-
ground exhibits a significantly lower efficiency than the signal. The efficiency is
defined as the number of probes passing the selection criteria Npass divided by
the total number of probes Nall [53]:

ε =
Npass

Nall
=

Npass

Npass +Nfail
(6.1)

where Nfail is the number of probes failing to pass the selection criteria.

In a first step, the tag and probe muon pairs are selected with the TnP producer
– for more details see Ref. [54]. If there is more than one possible probe for
a tag, an arbitration can be chosen. The standard value for the fitter scripts
used to extract the efficiencies presented in this chapter is OneProbe where only
one possible probe for a tag is accepted. In case of the efficiency of the trigger
dimuon vertexing module, the arbitration OnePair is applied instead so that the
pair becomes the probe and can be studied in an unbiased way.

Secondly, the TnP analyzer is used on the dataset filled by the TnP producer to
obtain the efficiencies through fitting with a defined Probability Density Function
(PDF). A Crystal Ball function consisting of a Gaussian function and asymmetric
tails for the signal peak and an exponential function for the background tail was
chosen. The mass distribution of the tag once combined with the passing and
once with the failing probes are fitted simultaneously while keeping the efficiency
as a free fitting parameter [55].
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In order not to bias the measurement, one has to be very careful about the
selection criteria. The efficiency of the probed muon should not in any way be
biased by the presence of the second muon. The correlations between the two
muons induced by the detector or trigger system can not be reproduced by the
TnP single muon efficiencies. These correlations, also called the ρ factor, have
to be studied with other methods, but have to be taken into account in the
calculation of the dimuon efficiency. More details are presented in Section 7.

To avoid inherent biases, the tag by default matches only opposite signed probes
to avoid that the tag is also the probe and the efficiency of the tag passing the
probe criteria is measured [53].

Furthermore, special efficiency triggers were developed to study the single muon
efficiency. The low pT single muon triggers were highly prescaled in 2011, i.e.
only a fraction of events was recorded, and thus not suitable for the extraction
of the data-driven single muon efficiencies since the amount of J/ψ’s collected
with these triggers is not big enough. The special efficiency triggers are dimuon
triggers with one part (leg) being a muon and the other leg being either a sili-
con track or a L2 muon: HLT_MuX_TrackY_Jpsi or HLT_MuX_L2MuY_Jpsi. The
HLT_MuX_TrackY_Jpsi trigger is rather impure since the second leg being a silicon
track is no guarantee for becoming a second muon.

The total single muon efficiency εtot(µ) can be factorized into five sequential ones:

εtot(µ) = εTrack(µ) · εMuonID(µ) · εMuonQual(µ) · εL1·L2(µ) · εL3(µ) (6.2)

where

1. εTrack(µ) is the offline muon tracking efficiency in the silicon tracker,

2. εMuonID(µ) is the offline reconstruction efficiency in the muon chambers
with respect to a silicon track,

3. εMuonQual(µ) is the efficiency of the muon quality cuts with respect to an
offline reconstructed muon with no quality cuts,

4. εL1·L2(µ) is the combined L1 · L2 trigger efficiency with respect to an offline
reconstructed muon with quality cuts specified in the previous efficiency
and

5. εL3(µ) is the L3 trigger efficiency with respect to all the previous efficiencies.

The offline muon tracking efficiency was studied extensively by the MUON Physics
Object Group (POG), a group within CMS dealing with muon reconstruction and
related issues, and was thus not determined here. The efficiency is evaluated to
be (99± 1)% [56].

The muon reconstruction and the L1·L2 efficiencies are studied in an unbi-
ased way with the help of the efficiency trigger HLT_MuX_TrackY_Jpsi while
HLT_MuX_L2MuY_Jpsi allows the unbiased evaluation of the muon quality and
the L3 trigger efficiency.
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Table 6.1: Datasets used for the TnP studies.

Data set Trigger menu Run range
Run2011A-May10ReReco-v1 5E32 160404− 163869
Run2011A-PromptReco-v4 1E33+1.4E33 165082− 167915
Run2011A-PromptReco-v5 2E33 170720− 172618
Run2011A-PromptReco-v6 2E33+3E33 172620− 173696

6.1 Used Datasets

The data collected with trigger of the B-Physics group are stored in the MuOnia
Primary Dataset (PD). The following efficiency triggers exist in the PD:
HLT_Mu5_Track2_Jpsi, HLT_Mu7_Track7_Jpsi and HLT_Mu5_L2Mu2_Jpsi.

HTL_Mu5_Track2_Jpsi as well as HLT_Mu7_Track7_Jpsi are made for studying
the same efficiencies, but cover a different pT region with pT > 2 or 7 GeV/c.
HLT_Mu5_Track2_Jpsi has a higher prescale, but covers a pT region where the
efficiencies have not yet reached their saturation value.

The TnP studies presented in this chapter are based on the run periods summa-
rized in Table 6.1. The data collected during the 5E32 run period was only used
for the studies of muon reconstruction and muon quality efficiency because the
trigger settings changed several times during this period. From the 1E33 menu
onwards, only minor changes were made in the L1 settings which should not or
only marginally affect the trigger efficiency [57].

There are only two changes worth mentioning:

1. After the run 175971, the GMT changed assignment of the muon candi-
dates’ pT value. In case that the muon system in the barrel as well as the
one in the endcaps measured the muon candidate at the same time, the
lowest pT value was sent to the Global Trigger, which was changed to now
give the pT value based on a preprogrammed rank instead [57].

2. The L1 seed was changed from L1_DoubleMu0 for the run period 165088
– 172868 to L1_DoubleMu0_HighQ from run 173236 onwards to reduce the
trigger rate.

The L2 trigger settings were not changed throughout the whole data taking
period in 2011. The L3 reconstruction settings were only altered once during the
5E33 menu. The transverse momentum was taken from the measurement in the
tracker only from run 178380 onwards, while before it was obtained through the
global fit.

All changes in the trigger settings are summarized in Table 6.2.

The TnP skims of the May10ReReco and PromptReco data sets were produced
using the following data certification files for declaring certified run periods and
luminosity sections:
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Table 6.2: Trigger changes and their corresponding run ranges.

Trigger level Run range Feature
L1 165088 – 172868 L1_DoubleMu0 seed
L1 173236 – 175970 L1_DoubleMu0_HighQ seed
L1 > 175971 changed pT assignment of GMT
L3 165088 – 178379 measurement of pT from the global fit
L3 > 178380 measurement of pT from tracker only

• Cert_160404-163869_7TeV_May10ReReco_Collisions11_JSON_MuonPhys_v3

• Cert_160404-180252_7TeV_PromptReco_Collisions11_JSON_MuonPhys

6.1.1 Monte Carlo Sample

Apart from data-driven efficiencies, also Monte Carlo (MC) samples were pro-
duced and processed with TnP. A private MC was produced with the L1 and HLT
trigger menu settings really used during the 1E33, 1.4E33, 2E33 and 3E33 menus
covering the runA data taking period of 2011 neglecting the initial 200 pb−1

collected with the 5E32 trigger menu. The simulation used dedicated code
that works as a J/ψ gun that feeds events to the full CMS detector simula-
tion. The events were produced with flat pT (3 < pT (µµ) < 50 GeV/c) and y
(|y(µµ)| < 1.3) distributions. Since the single muons are highly correlated with
the dimuon’s kinematics, the limitation in the rapidity of the dimuon is also re-
flected in the rapidity of the single muons. Thus, the simulation does not contain
any single muon events beyond |η| & 1.4.

The concrete setup of the MC simulation can be found in Appendix A.

6.2 Selection of Tag and Probe Muons

In order to select events faithfully representing the physics data analysis sample,
fiducial cuts on the tag as well as the probe were applied. Originally, three
different sets of muon cuts were used which were obtained on the basis of a MC
simulation requesting the single muon reconstruction efficiency to be above a
certain value.

1. Global50 cuts
A reconstruction efficiency of at least 50% on a global muon is required.
The right side of Fig. 6.1 indicates the region where this criterion is fulfilled.

|η| < 1.1 : pT,min = 4.6→ 4.0 GeV/c

1.1 < |η| < 1.4 : pT,min = 4.0→ 2.75 GeV/c

1.4 < |η| < 2.4 : pT,min = 2.75→ 2 GeV/c
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Figure 2: MC based reconstruction efficiencies as a function of pT and |η|, for tracker muons
without (left) and with (right) requesting that they are also reconstructed as global muons. The
red line indicates the kinematic fiducial cut applied to the tag and probe muons, in the loose
case (left) and tight case (right).

cuts (the “global50” cuts) in the following way:116

|η| < 1.1 : pT,min = 4.6 → 4.0 GeV/c
1.1 < |η| < 1.4 : pT,min = 4.0 → 2.75 GeV/c
1.4 < |η| < 2.4 : pT,min = 2.75 → 2 GeV/c

The corresponding efficiencies were studied in 2D using the following bins, which reflect the117

above pT and |η| borders:118

• pT = 2, 2.75, 4, 4.6, 6, 8, 10, 15, 50 GeV/c119

• |η| = 0, 0.2, 0.3, 0.8, 1.2, 1.4, 2.1120

The corresponding cuts for tracker muons (the “tracker50” cuts) are also based on the 50%121

reconstruction efficiency line, but need to be modified for |η| > 1.6 due to the fact that the T&P122

studies are limited to the range pT > 2 GeV/c. The corresponding cuts can be summarized as:123

|η| < 1.2 : pT,min = 3.5 GeV/c
1.2 < |η| < 1.6 : pT,min = 3.5 → 2.0 GeV/c
1.6 < |η| < 2.4 : pT,min = 2 GeV/c

Similarly, the corresponding 2D efficiency calculations use bins that reflect the given pT and |η|124

borders:125

• pT = 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6, 7, 8, 10, 15, 20, 100 GeV/c126

• |η| = 0, 0.2, 0.3, 0.6, 0.8, 1.2, 1.6, 2.1, 2.4127

Throughout the whole document we will show figures prepared with the “tracker50” cuts;128

the corresponding efficiencies for “global50” cuts are summarized in Table 6. The graphical129

representation can be found in Ref. [4].130

4 Setup of the T&P fitter scripts131

The T&P producer script is defined not only to prepare all the needed variables for the corre-132

sponding fitter scripts, but also to filter on events triggered by either the HLT MuX TrackY Jpsi133

or the HLT MuX L2MuY Jpsi efficiency trigger paths.134

Figure 6.1: MC based reconstruction efficiency with (left) and without
requiring the tracker muon also to be a global muon (right). The red
lines indicate the tracker50 (left) and global50 cuts (right).

The efficiencies were studied in 2D using the following bins which reflect
the above pT and |η| borders:

• pT = 2, 2.75, 3.5, 4.5, 5.5, 7, 10, 15, 50 GeV/c
• |η| = 0, 0.2, 0.3, 0.6, 0.8, 1.2, 1.6, 2.1, 2.4

2. Tracker50 cuts
The reconstruction efficiency of tracker muons has to be at least 50% as is
indicated by the red line on the left side of Fig. 6.1.

|η| < 1.2 : pT,min = 3.5 GeV/c

1.2 < |η| < 1.6 : pT,min = 3.5→ 2.0 GeV/c

1.6 < |η| < 2.4 : pT,min = 2 GeV/c

The binning was adjusted to the shifted borders:

• pT = 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 7, 8, 10, 15, 20, 100 GeV/c
• |η| = 0, 0.2, 0.3, 0.6, 0.8, 1.2, 1.6, 2.1, 2.4

3. Tracker80 cuts
The tracker80 cuts are a tighter version of the tracker50 cuts and ensure
a reconstruction efficiency of at least 80%.

|η| < 1.2 : pT,min = 3.8 GeV/c

1.2 < |η| < 1.6 : pT,min = 3.8→ 2.0 GeV/c

1.6 < |η| < 2.4 : pT,min = 2 GeV/c

Finer bins in |η| were introduced while the binning in pT stayed the same:

• pT = 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 7, 8, 10, 15, 20, 100 GeV/c
• |η| = 0, 0.2, 0.3, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 2.1, 2.4
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In the following sections, efficiencies using the tracker80 cuts are shown since
they are defined as the default efficiencies of the CMS polarization studies. Some
studies were only conducted with global50 or tracker50 cuts. The results of these
studies remain valid for the tracker80 cuts. The full sets of efficiencies using
the tracker50 and global50 cuts can be found in Refs. [58] and [59]. Ref. [60]
shows additional studies performed with slightly altered definitions of the muon
reconstruction and the muon quality efficiency with respect to the definitions
given in the following sections.

6.3 Offline Muon Reconstruction Efficiency

The offline muon reconstruction efficiency, also referred to as muon identification
efficiency, is the probability of finding an offline muon track in the muon chambers
given that a muon track was found in the silicon tracker. The tags are HLT muons
matched to the Mu5 leg of the HLT_Mu5_Track2_Jpsi trigger path. The probes
are offline tracks from the collection generalTracks which are matched to the
second leg of the efficiency trigger path.

Passing probes are

• arbitrated tracker muons or

• global muons which are also arbitrated tracker muons, have more than 10
hits in the muon station included in the global muon track fit (globalTrack.
hitPattern.numberOfValidMuonHits > 0) and a reduced global fit-χ2

smaller than 20.

The criteria of the passing probes are shortly referred to as BMuons.

Since no quality requirements can be applied at this stage, the background in
failing and all probes is not negligible as shown in Fig. 6.2. Due to the high
background and the small signal in the failing probes, it is difficult to extract
reliable TnP efficiencies based on data. The MC simulation consists of signal only
and describes the data-driven efficiencies quite well, given the large uncertain-
ties. Figures 6.3 and 6.4 exhibit the pT and |η| differential muon reconstruction
efficiencies, respectively, obtained with data as well as MC. The data-driven ef-
ficiencies typically vary between 80 and 100% due to the high background while
the efficiencies obtained with MC show a clear trend, flattening out at around
8 GeV/c at a value close to 100%.

The somewhat lower efficiencies for the bin 0.2 < |η| < 0.3 seen in the MC
simulation are likely due to the fact that this pseudo-rapidity interval corresponds
to the partly non-instrumented region between the central and the ±1 wheels of
the muon barrel detectors as displayed in Fig. 3.4. This inefficiency is more
pronounced at low pT where tracker or global muons typically only reach the
first muon station and are easily lost in the gap between the central and ±1
wheels.



6.4 Efficiency of the Muon Tracking Quality Cuts 53

)2Tag-Probe Mass (GeV/c
2.8 2.9 3 3.1 3.2 3.3 3.4

 )
2

E
ve

n
ts

 / 
( 

0.
00

6 
G

eV
/c

0

10

20

30

40

50

60

Passing Probes

)2Tag-Probe Mass (GeV/c
2.8 2.9 3 3.1 3.2 3.3 3.4

 )
2

E
ve

n
ts

 / 
( 

0.
00

6 
G

eV
/c

0

10

20

30

40

50

Failing Probes

)2Tag-Probe Mass (GeV/c
2.8 2.9 3 3.1 3.2 3.3 3.4

 )
2

E
ve

n
ts

 / 
( 

0.
00

6 
G

eV
/c

0

20

40

60

80

100

All Probes

 0.4±alpha =  2.2 

 0.03±cFail = -0.188 

 0.04±cFail2 = -0.015 

 0.2±cPass = -0.35 

 0.2±cPass2 = -0.05 

 0.04±efficiency =  0.97 

 0.002±mean =  3.091 

 5±n =  2 

 62±numBackgroundFail =  2786 

 32±numBackgroundPass =  174 

 52±numSignalAll =  740 

 0.001±sigma =  0.035 

Figure 6.2: Example of the fitted mass distributions of passing, failing
and all probes in case of the muon reconstruction efficiency for 1.2 <
|η| < 1.4 and 4.0 < pT < 4.5 GeV/c.

The studies of the offline muon reconstruction were conducted for all muon pairs,
meaning seagull as well as cowboy dimuons. Dimuons are called seagulls (cow-
boys) if they are emitted such that the magnetic field bends them away from each
other (towards each other). The efficiencies for seagulls and cowboys were also
studied separately, but did not show any differences. This is due to the fact that
only arbitrated tracker muons or global muons that are also arbitrated tracker
muons were considered which are subjected to different reconstruction algorithms
and thus not affected by the inefficiencies seen for L1, L2 and standalone muons.
Therefore, the muon reconstruction efficiency as well as the efficiency of the muon
quality cuts were obtained on the basis of all pairs.

6.4 Efficiency of the Muon Tracking Quality Cuts

The efficiency of the muon tracking quality cuts measures the probability that an
offline reconstructed muon passes certain quality cuts. The tags are again HLT
muons matched to the Mu5 leg of the HLT_Mu5_L2Mu2_Jpsi trigger path while
the probes, which are passing probes from the previous step, are matched to the
L2Mu2 leg.
Passing probes have to satisfy the following tracking related quality cuts, also
referred to as BMuQual :
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Figure 6.3: Muon reconstruction efficiency as a function of pT in various
slices of |η|, using the tracker80 muon cuts (160404 – 173692).
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Figure 6.3: pT dependence of the muon reconstruction efficiency (cont.).
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Figure 6.4: Muon reconstruction efficiency as a function of |η| in various
slices of pT , using the tracker80 muon cuts (160404 – 173692).
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Figure 6.4: |η| dependence of the muon reconstruction efficiency (cont.).
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Figure 6.5: Example of the fitted mass distributions of passing, failing
and all probes in case of the efficiency of the muon quality cuts for
1.0 < |η| < 1.2 and 7 < pT < 8 GeV/c.

• The number of valid hits in the silicon tracker has to be larger than 10.

• The fit of the track has to have a reduced χ2 below 1.8.

• More than one pixel layer has to measure the muon track.

• The track from the silicon tracker can be matched with at least one muon
segment (in any station) in both x and y direction within a 3σ window
(TMOneStationTight).

• The transverse and longitudinal impact parameter cuts with respect to the
primary vertex are quite loose (|dB| < 3 cm, |dz| < 30 cm).

These cuts are widely used in quarkonium related analyses.

The 2D studies of the efficiencies are displayed in Figs. 6.6 and 6.7. They show
a slight |η| dependence and only a mild pT turn-on behavior. The efficiencies
are typically between 93 and 98%, flattening out at around 10 GeV/c. The
background in the passing, failing and all probes are quite small as can be seen
in Fig. 6.5. The analyzed data sample is large enough to obtain small statistical
uncertainties. The data-driven efficiencies are accurately described by the MC
TnP efficiencies.
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Figure 6.6: Efficiency of the muon quality cuts as a function of pT in
various slices of |η|, using the tracker80 muon cuts (160404 – 173692).
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Figure 6.6: pT dependence of the muon quality efficiency (cont.).
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Figure 6.7: Efficiency of the muon quality cuts as a function of |η| in
various slices of pT , using the tracker80 muon cuts (160404 – 173692).
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Figure 6.7: |η| dependence of the muon quality efficiency (cont.).
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6.5 Dimuon Trigger Inefficiencies for Close-by Muons

In the past, a single real muon accompanied by a ghost track lead to a large
fraction of fake events in dimuon triggered samples. Therefore, a ghost busting
veto was implemented by the CSC L1 trigger group which rejects muons that
are too close in space. Unfortunately, this veto also discards high pT J/ψ’s
that may form two almost collinear muons. Also cowboy dimuons from J/ψ’s
are most likely to be rejected by the ghost busting veto algorithm since the
muons have a high probability of crossing each other at a certain radius from the
interaction point where the trigger logic is situated. The L2 trigger contains a
similar rejection algorithm. If two potential trigger muons, after having survived
the L1 trigger veto, have one or more hits (currently even invalid hits) in common,
only one is chosen, thus eliminating cowboy dimuons and high pT J/ψ’s.

To determine the inefficiencies induced at L1 and L2 for close-by muons, two sep-
arate studies for L1 and for L2 have been performed. The tags for the L1 as well
as L2 trigger efficiency are matched to the Mu5 leg of the HLT_Mu5_Track2_Jpsi
trigger path. The probes for the L1 trigger efficiency need to fulfill the BMuQual
criteria and match the Track2 leg of the efficiency trigger path. Passing probes
also have to pass the L1 filter used by all the quarkonium triggers, hltDimuonL1-
Filtered0. The passing probes from the L1 trigger efficiency then become probes
for the exclusive L2 trigger efficiency, i.e. the L2 trigger efficiency studied with
respect to L1. Passing probes are required to pass the L2 filter of the quarkonium
triggers, hltDimuonL2PreFiltered0.

Figure 6.8 shows the L1, L2 and combined L1·L2 trigger efficiency for cowboys
and seagulls as functions of the probe muon’s |η| and pT . At mid-rapidity the
efficiencies are very similar, while they became rather different at forward rapidi-
ties as can be seen from the left hand side of Fig. 6.8. Starting from |η| = 1.4
– the pT dependence of the efficiencies in the bin 1.4 < |η| < 2.1 is depicted in
the right hand side of Fig. 6.8 –, the seagull dimuons are more efficient than the
cowboy dimuons. The effect seems to be less pronounced at L1.

Special attention should be given to the |η| region between 0.2 and 0.3 which
corresponds to the partly non-instrumented gap between the central and ±1
muon wheels. Figure 6.9 shows the L1 and L2 trigger efficiencies for this region.
This time, there seems to be a rather significant inefficiency of cowboy dimuons
at L1, which is not seen for the L2 trigger efficiency.

Further studies concerning the distance between the two muons were conducted.
The distance was characterized by the separation between the tag and probe
muons expressed as ∆R =

√
∆η2 + ∆φ2, the angular difference between the two

muons ∆φ as well as the physical distance. All three variables were measured
at the second muon station. The corresponding data-driven and MC based ef-
ficiencies were studied for a probe pT smaller and larger than 6 GeV/c and for
different pseudo-rapidity regions. Figure 6.10 displays the L1 trigger efficiency
as a function of ∆R for cowboys and seagulls, while Fig. 6.11 shows the cor-
responding efficiencies for the exclusive L2 trigger efficiency. Up to |η| = 1.2,
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Figure 6.8: L1 (top), L2 (middle) and L1·L2 trigger efficiency (bottom)
for cowboy (red) and seagull (black) dimuons as a function of |η| (left)
and pT (right), using the global50 muon cuts.
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Figure 6.9: L1 (left) and L2 trigger efficiency (right) for cowboy (red)
and seagull (black) dimuons as a function of pT for 0.2 < |η| < 0.3, using
the global50 muon cuts.

the efficiencies of the two dimuon types are similar. Above |η| = 1.2, the cow-
boys seem to develop an inefficiency for small separations. The inefficiencies are
more pronounced for the L2 trigger efficiency. While the L1 trigger efficiency
does not exhibit any deviations for cowboy dimuons in the bin 1.2 < |η| < 1.6,
pT < 6 GeV/c, the corresponding L2 trigger efficiency for cowboys drops by up
to 50% for a ∆R value below 0.5.

The decrease of efficiencies at large ∆R for pT < 6 GeV/c, is most likely due
to a hidden pT dependence: Large ∆R, meaning a large opening angle between
the two muons, is characteristic for low pT J/ψ’s which in general have a lower
trigger efficiency.

Figure 6.12 displays the L1 trigger efficiency as a function of ∆φ. Fig. 6.13
shows the corresponding L2 trigger efficiencies. At mid-rapidity, cowboy dimuons
have a natural separation in ∆φ and do not suffer from inefficiencies. At more
forward rapidities, inefficiencies for cowboys start developing. For pT > 6 GeV/c,
already the |η| region between 0.8 and 1.2 seems to have inefficiencies at L1 for
cowboys. This is not reproduced by the L2 trigger efficiency indicating that the
inefficiencies are stronger for the L1 trigger efficiency. In general however, they
are again more pronounced for the exclusive L2 trigger efficiency.

Figures 6.14 and 6.15 exhibit the L1 and exclusive L2 trigger efficiency as a
function of the physical distance measured between the two muons at the second
muon station. The results do not add any new information, they show the same
inefficiencies for cowboys as the previous figures. However, they illustrate very
well that inefficiencies are observed up to a separation of around 150 cm.

These studies were obtained using the global50 muon cuts. The results are valid
for the other two sets of cuts as well and are the reason for discarding cowboy
dimuons from the studies of the trigger efficiencies. After run 170249, cowboys
were automatically rejected by the trigger.
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Figure 6.10: L1 trigger efficiency as a function of ∆R, extrapolated
to the 2nd muon station, using the global50 muon cuts. Left: For pT <
6 GeV/c. Right: For pT > 6 GeV/c. The rows from top to bottom show
different pseudo-rapidity ranges.
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Figure 6.11: Exclusive L2 trigger efficiency as a function of ∆R, ex-
trapolated to the 2nd muon station, using the global50 muon cuts. Left:
For pT < 6 GeV/c. Right: For pT > 6 GeV/c. The rows from top to
bottom show different pseudo-rapidity ranges.
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Figure 6.12: L1 trigger efficiency as a function of ∆φ, extrapolated to
the 2nd muon station, using the global50 muon cuts. Left: For pT <
6 GeV/c. Right: For pT > 6 GeV/c. The rows from top to bottom show
different pseudo-rapidity ranges.
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Figure 6.13: Exclusive L2 trigger efficiency as a function of ∆φ, ex-
trapolated to the 2nd muon station, using the global50 muon cuts. Left:
For pT < 6 GeV/c. Right: For pT > 6 GeV/c. The rows from top to
bottom show different pseudo-rapidity ranges.
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Figure 6.14: L1 trigger efficiency as a function of the distance between
the two muons, measured at the 2nd muon station, using the global50
muon cuts. Left: For pT < 6 GeV/c. Right: For pT > 6 GeV/c. The
rows from top to bottom show different pseudo-rapidity ranges.
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Figure 6.15: Exclusive L2 trigger efficiency as a function of the distance
between the two muons, measured at the 2nd muon station, using the
global50 muon cuts. Left: For pT < 6 GeV/c. Right: For pT > 6 GeV/c.
The rows from top to bottom show different pseudo-rapidity ranges.
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6.6 L1·L2 Trigger Efficiency

The L1·L2 trigger efficiency uses the HLT_Mu5_Track2_Jpsi trigger path in which
the tags are matched to Mu5 leg and the probes to the online track, Track2.
Moreover, the probes have to satisfy the BMuQual criteria. Passing probes are
requested to pass the L2 filter used by all the dimuon triggers in the MuOnia PD,
hltDimuonL2PreFiltered0. No bias is introduced in the extraction of efficiencies
due to the usage of the efficiency trigger path which is a single muon trigger. The
quality criteria of single muon triggers are in general stricter than the ones of
dimuon triggers, meaning that if a tag and probe pair is inefficient, it is not
because the tag is inefficient, given that a matching to a dimuon trigger filter is
requested.

As outlined in Section 6.1, there were two significant changes in the L1 trigger
setting leading to separate studies of the run ranges 165088 – 172868, 173236
– 175970 and > 175971. The efficiencies for the first run period, where the
L1_DoubleMu0 seed was used, can be seen pT differentially in Fig. 6.16 and |η|
differentially in Fig. 6.17. The efficiency begins to flatten out in |η| (apart from
the bins 0.2 – 0.3 and 0.8 – 1) for the bin 8 < pT < 10 GeV/c, indicating
that the plateau value is reached below 10 GeV/c. The drop in efficiency for
0.2 < |η| < 0.3 has its origin in the partly non-instrumented region between the
central and ±1 muon wheel, where muons fail to fire the trigger. Comparing the
pT turn-on curves, one will also find that the bin 0.8 < |η| < 1.0 shows somewhat
lower efficiencies because this |η| region corresponds to a gap between the DTs
and the CSCs. The inefficiency is more pronounced for the bin 0.2 < |η| < 0.3
because the ±1 wheels are shorter than the others due to the cryogenic chimneys.

The MC based efficiencies describe the data-driven ones quite well. In this con-
text, one should also keep in mind that the MC simulation was generated flat in
pT . This simplification is justified given that the efficiencies are obtained in fine
bins of |η| and pT .
Starting with run 173236, the L1 seed was changed from the L1_DoubleMu0 seed
to the L1_DoubleMu0_HighQ seed. The signal efficiency was expected to be simi-
lar while the trigger rate was reduced significantly. The L1 seed change concerned
certain classes of unconfirmed CSC candidates which means that the L1·L2 effi-
ciency is only expected to change above |η| = 1.2 [57].

Efficiency triggers during the second run period (173236 – 175970) using the
L1_DoubleMu0_HighQ seed were highly prescaled, even though most physics trig-
gers were collected during this period. Therefore, there is not sufficient statistics
to extract accurate data-driven efficiencies. The statistical uncertainties are rel-
atively large, but the data-driven efficiencies are compatible with the efficiencies
using the L1_DoubleMu0 seed within statistical errors as can be seen in Fig. 6.18.
Looking at Fig. 6.19, the trend of the data-driven L1·L2 efficiencies of the sec-
ond run period seem to be reproduced by the MC TnP efficiencies within the
uncertainties.
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Figure 6.16: L1·L2 trigger efficiency as a function of pT in various
slices of |η|, using the tracker80 muon cuts (165088 – 172868).
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Figure 6.16: pT dependence of the L1·L2 trigger efficiency (cont.).
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Figure 6.17: L1·L2 trigger efficiency as a function of |η| in various slices
of pT , using the tracker80 muon cuts (165088 – 172868).
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Figure 6.17: |η| dependence of the L1·L2 trigger efficiency (cont.).
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Figure 6.18: Comparison of the L1·L2 trigger efficiency during the
first (165088 – 172868) and the second run period (173236 – 175970) as
a function of |η| (left) and pT (right), using the tracker80 muon cuts.
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Figure 6.19: L1·L2 trigger efficiency using the L1_DoubleMu0_HighQ
seed as a function of |η| (left) and pT (right), using the tracker80 muon
cuts (173236 – 175970).
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Figure 6.20: Comparison of the MC based L1·L2 trigger efficiency
using the L1_DoubleMu0 seed and the L1_DoubleMu0_HighQ seed as a
function of pT for 1.0 < |η| < 1.2 (left) and 1.2 < |η| < 1.4 (right).
Tracker80 muon cuts were used.
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The MC comparisons for the two run periods displayed in Fig. 6.20 do not show
any deviations up to |η| = 1.2 as is expected. Above |η| = 1.2, the efficiencies
using the L1_DoubleMu0_HighQ seed are slightly lower, an effect which is more
pronounced at lower pT .

The efficiencies of the third run period (> 175970), after the GMT assignment has
changed, compared to the first period of data taking are displayed in Figs. 6.21
and 6.22. Only data-driven efficiencies are shown. The efficiencies of the third
run period have a larger statistical uncertainty, but seem to agree quite well with
the ones from the first run period. Both show similar behavior. No clear trends
can be seen.
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Figure 6.21: pT dependence of the L1·L2 trigger efficiency during the
first (165088 – 172868) and the third run period (> 175971) as a function
of pT in various slices of |η|, using the tracker80 muon cuts.
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Figure 6.21: pT dependence of the L1·L2 trigger efficiency (cont.).
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Figure 6.22: Comparison of the L1·L2 trigger efficiency during the first
(165088 – 172868) and the third run period (> 175971) as a function of
|η| in various slices of pT , using the tracker80 muon cuts.
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Figure 6.22: |η| dependence of the L1·L2 trigger efficiency (cont.).
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Figure 6.22: |η| dependence of the L1·L2 trigger efficiency (cont.).

6.7 L3 Trigger Efficiency

The L3 trigger efficiency gives the probability of a L2 muon passing the L3
filters. In order to be able to measure the full pT and |η| range unaffected
by prescale factors, the L3 trigger efficiencies presented here correspond to the
intrinsic trigger efficiencies of L3 muons and are not measured with respect to a
certain L3 filter. This means that cuts used in specific L3 filters are not accounted
for. The effect of those cuts, like the Distance of Closest Approach (DCA) cut
which is part of almost all L3 filter used in the MuOnia dataset, have to be
measured in an independent way.

The tags are as usual HLT muons matched to Mu5 leg of the HLT_Mu5_L2Mu2_Jpsi
trigger path. The probes are matched to the L2Mu2 leg, thus have to pass the
corresponding L2 filter (hltMu5L2Mu2JpsiTrackMassFiltered) and must also
pass the BMuQual criteria. The passing probes are requested to be contained in
the collection hltL3MuonCandidate and have a pT > 2 GeV/c.

The L3 trigger efficiencies studied in 2D can be found in Figs. 6.23 and 6.24
where the cowboys were discarded due to the inefficiencies on L2. For a trans-
verse momentum up to 5.5 GeV/c, the L3 trigger efficiencies exhibit a |η| depen-
dence. Afterwards 100% efficiency is measured, meaning that the plateau value is
reached around pT & 5.5 GeV/c. The turn-on curve is steeper than for the L1·L2
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Figure 6.23: L3 trigger efficiency as a function of pT in various slices
of |η|, using the tracker80 muon cuts (165088 – 178379).
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Figure 6.23: pT dependence of the L3 trigger efficiency (cont.).
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Figure 6.24: L3 trigger efficiency as a function of |η| in various slices
of pT , using the tracker80 muon cuts (165088 – 178379).
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Figure 6.24: |η| dependence of the L3 trigger efficiency (cont.).
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trigger efficiencies. The data-driven efficiencies have a small statistical error and
are accurately reproduced by the MC TnP efficiencies.

As explained in Section 6.2, the pT assignment of the L3 muons changed in run
178380 which is why the run period 165088 – 178379 and the one from 178380
onwards are considered separately. Figs. 6.25 and 6.26 show the comparison of
the data-driven efficiencies of these run periods differentially in pT and |η| for
small slices of |η| and pT , respectively. The efficiencies show similar behavior.
No striking differences or clear trends can be seen.
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Figure 6.25: Comparison of the L3 trigger efficiency during the two
different run periods as a function of pT in various slices of |η|, using the
tracker80 muon cuts.
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Figure 6.25: pT dependence of the L3 trigger efficiency (cont.).
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Figure 6.26: Comparison of the L3 trigger efficiency during the two
different run periods as a function of |η| in various slices of pT , using the
tracker80 muon cuts.
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Figure 6.26: |η| dependence of the L3 trigger efficiency (cont.).
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Figure 6.26: |η| dependence of the L3 trigger efficiency (cont.).

6.8 Factorized Single Muon Detection Efficiencies

The overall single muon detection efficiency or factorized efficiency results from
the individual components of the single muon efficiencies as

εtot(µ) = εTrack(µ) · εMuonID(µ) · εMuonQual(µ) · εL1·L2(µ) · εL3(µ) (6.3)

The tracking efficiency is evaluated to be (99 ± 1)%. The error is obtained
through error propagation, assuming that the individual efficiencies are fully
uncorrelated. Figures 6.27 and 6.27 depict the factorized efficiency as functions
of |η| and pT . The variations in the data-driven efficiencies are mostly due to the
high background in the failing probes of the muon reconstruction efficiency as is
explained in Section 6.3. Therefore, the product calculated with the MC based
muon reconstruction efficiency together with the data-driven trigger efficiency
and efficiency of the muon quality cuts are used for the polarization studies.
This is feasible since the MC muon reconstruction efficiencies reproduce the data-
driven ones within the uncertainties.

Since all the individual single muon efficiencies are reasonably described by the
corresponding MC based efficiencies, also the overall comparison is in rather good
agreement. Both data as well as MC based efficiencies show a pT turn-on curve
saturating at the maximum efficiency of around 95% for a pT below 10 GeV/c.
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Figure 6.27: Factorized single muon efficiency as a function of pT in
various slices of |η|, using the tracker80 muon cuts.
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Figure 6.27: pT dependence of the factorized efficiency (cont.).
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Figure 6.27: |η| dependence of the factorized efficiency (cont.).
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6.9 Inclusive Single Muon Efficiency

The total single muon efficiency can not only be obtained through the factoriza-
tion into the individual single muon efficiencies, but can also be studied on its
own without factorization. The HLT_Mu5_Track2_Jpsi efficiency trigger is used
where the tag is again matched to the Mu5 leg while the probe is matched to
Track2. The passing probes have to pass the BMuQual criteria as well as the L3
trigger condition, i.e. be a L3 muon candidate with pT > 2 GeV/c, to reproduce
the factorized efficiency. This means that the combination of the muon recon-
struction, the L1·L2, L3 trigger efficiency as well as the efficiency of the muon
quality cuts are studied all at once with respect to an offline track. To avoid any
inefficiencies related to the close-by cowboy dimuons, only seagulls are taken into
account.

Figure 6.28 depicts the inclusive efficiency pT differentially for various slices in
pT while Fig. 6.29 shows the corresponding |η| differential efficiencies for various
slices of |η|. The variation of the data-driven efficiencies is again due to the high
background in the failing probes as already discussed for the muon reconstruction
efficiency in Section 6.3. An example for the fitting of the mass distributions can
be seen in Fig. 6.30. Given the large uncertainties, the MC describes the data
rather accurately.

The two methods of extracting the overall single muon efficiency, the factorized
and the inclusive approach, are equivalent, given that the individual single muon
efficiencies were obtained with respect to the previous efficiency, i.e. without any
bias. The comparison between the two approaches is discussed in detail in the
next section.

6.10 Validation of the Single Muon Efficiencies

In order to validate the single muon efficiencies, a sample with true dimuons was
generated using a special muon pair gun. The positive muon is simulated with
fixed kinematical configurations (η = ±1, pT = 40 GeV/c, φ = 10◦) while the
negative muon is generated freely with a uniform pT (2 < pT < 100 GeV/c), η
(−2.4 < η < 2.4) and φ distribution. The sign of η of the fixed muon is always
opposite of the one of the free muon. Therefore, the muons are measured in
different detector elements and do not suffer from the dimuon trigger inefficiencies
of close-by muons. Moreover, the kinematics of the fixed muon are chosen in a
way that its efficiency is constant and close to 100%. The free muon is ergo not
biased by the presence of the second fixed muon.

Since the resulting dimuon mass does not have the one of the J/ψ anymore,
but instead is arbitrary, the trigger simulation is done without any dimuon mass
constraints while the rest of the trigger menu is identical to the trigger settings
used in the 1E33 to the 3E33 menu. After the full detector simulation, the free
muon is matched to a HLT muon passing the last filter in the dimuon triggers
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Figure 6.28: Inclusive efficiency as a function of pT in various slices of
|η|, using the tracker80 muon cuts (165088 – 173692).
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Figure 6.28: pT dependence of the inclusive efficiency (cont.).
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Figure 6.29: Inclusive efficiency as a function of |η| in various slices of
pT , using the tracker80 muon cuts (165088 – 173692).
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Figure 6.29: |η| dependence of the inclusive efficiency (cont.).
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Figure 6.30: Example of the fitted mass distributions of passing, failing
and all probes in case of the inclusive efficiency for 1.4 < |η| < 1.6 and
6 < pT < 7 GeV/c.

Table 6.3: Trigger versions used in the CMS quarkonia polarization
studies, their trigger menu, run range and prescale factor PS.

Trigger Trigger menu Run range PS

HLT_Dimuon10_Jpsi_Barrel_v1
1E33 165088 – 166967 11.4E33 167039 – 167043

HLT_Dimuon10_Jpsi_Barrel_v2 1E33 166346 1
HLT_Dimuon10_Jpsi_Barrel_v3 1.4E33 167078 – 167913 2
HLT_Dimuon10_Jpsi_Barrel_v5 2E33 170249 – 172868 1
HLT_Dimuon10_Jpsi_Barrel_v6 3E33 173236 – 178421 1
HLT_Dimuon10_Jpsi_Barrel_v9 5E33 178421 – 180252 1
HLT_Dimuon13_Jpsi_Barrel_v1 3E33 173236 – 178421 1
HLT_Dimuon13_Jpsi_Barrel_v4 5E33 178421 – 180252 1

HLT_Dimuon5_Upsilon_Barrel_v1
1E33 165088 – 166967 11.4E33 167039 – 167043

HLT_Dimuon5_Upsilon_Barrel_v2 1E33 166346 1
HLT_Dimuon5_Upsilon_Barrel_v3 1.4E33 167078 – 167913 1
HLT_Dimuon5_Upsilon_Barrel_v5 2E33 170249 – 172868 1
HLT_Dimuon7_Upsilon_Barrel_v1 3E33 173236 – 178421 1
HLT_Dimuon7_Upsilon_Barrel_v4 5E33 178421 – 180252 1
HLT_Dimuon9_Upsilon_Barrel_v1 3E33 173236 – 178421 1
HLT_Dimuon9_Upsilon_Barrel_v4 5E33 178421 – 180252 1
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employed in the CMS polarization analysis, namely HLT_DimuonX_Jpsi_Barrel
in case of the J/ψ and HLT_DimuonX_Upsilon_Barrel in the case of the Υ. The
term Barrel refers to a dimuon rapidity cut of |y| < 1.25 while the X in the
trigger name gives the value for the cut on the minimal transverse momentum.
The different trigger versions, their trigger menu, run range and prescale factor
are listed in Table 6.3.

The MC truth efficiency is defined as the number of reconstructed dimuon events
divided by all generated events. Figure 6.31 exhibits the single muon MC truth
efficiencies in comparison with the MC based factorized efficiencies and the MC
based inclusive efficiencies as a function of pT . The plots are cut at pT =
20 GeV/c to be able to better scrutinize the differences in the turn-on region.
The factorized and inclusive efficiencies are very similar and rather close to the
MC truth efficiency, thus validating the TnP framework. The MC truth effi-
ciencies seem to describe both of the two TnP approaches up to |η| < 1.0 very
well. The discrepancies above are most likely due to the restriction of the MC
simulation to |y(µµ)| < 1.3. This good agreement of the pT dependence of the
different efficiencies makes it difficult to evaluate the better TnP method by look-
ing at the turn-on curves. Therefore, the ratio between the MC truth efficiencies
and the MC based factorized efficiencies and the MC based inclusive efficiencies,
respectively, is built. Figure 6.32 shows the results.

Looking closely at the ratio, the product of the single muon efficiencies seems to
give the flatter ratio over wider ranges of pT which means that it would be the
better choice of efficiency approach in terms of shape.

The ratio εTnP
MC /ε

Truth
MC also gives information about the pT region over which the

single muon efficiencies are applicable. Assuming that the error bars of the ratio
are larger in the problematic 0.2 < |η| < 0.3 bin than in the other bins, the
minimum pT could be set to 4.5 GeV/c in all bins under study except in the
1.4 < |η| < 1.6 bin where the pT cut can even be at 3.5 GeV/c.

6.11 Efficiency of the Trigger Dimuon Vertexing Module

The dimuon vertexing module is the last L3 filter used in all the quarkonium
physics trigger of the MuOnia PD, in case of the HLT_Dimuon10_Jpsi_Barrel
trigger path under study it is hltVertexmumuFilterJpsiBarrel. In order to
determine its efficiency, a slightly different procedure has to be adopted since not
a single muon, but a dimuon efficiency is probed. The TnP skim needs to be
prepared with the arbitration option OnePair as explained in Section 6. In this
way, the pair becomes the probe.

The efficiency is measured with respect to two muons coming from the collection
hltL3MuonCandidate, having pT > 2 GeV/c and passing the BMuQual criteria.
Moreover, the dimuon’s pT is required to be larger than 10 GeV/c, the dimuon’s
|y| below 1.2 and the DCA below 4.8 mm. Only seagull dimuons are taken into
account.
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Figure 3: Comparison of the MC based J/ψ efficiencies: T&P “all-in-one”, product
of T&P single muon efficiencies and “MC truth”.

3

Figure 6.31: Comparison of the pT dependence of the MC truth effi-
ciency to the factorized and the inclusive efficiencies, using the tracker80
muon cuts.
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Figure 6.32: Ratio εTnP
MC /ε

Truth
MC with MC TnP being either the factor-

ized efficiency (black) or the inclusive efficiency (blue): The ratios are
fitted with a flat line. The vertical line indicates the lowest pT value
where the efficiencies are still applicable.
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Like this, the efficiency of the trigger dimuon vertexing module corresponds to
the intrinsic efficiency of the dimuon vertexing algorithm and the effect of the cut
on the vertex probability which is part of the dimuon vertexing filter. It requests
the dimuon secondary vertex to have a fit χ2 probability larger than 0.5%.

Since the polarization is extracted in terms of cos θ and φ, the studies of the
dimuon vertexing efficiency are conducted in bins of cos θ and φ of the three
reference frames:

• cos θ = −1,−0.75,−0.5,−0.25, 0, 0.25, 0.5, 0.75, 1

• φ = −180,−135,−112.5,−90,−77.5,−45, 0, 45, 77.5, 90, 112.5, 135, 180

Only the results obtained in the CS frame are shown here. The efficiency of the
dimuon vertexing module extracted in other reference frames can be found in
Ref. [59]. However, the conclusions that are drawn here are valid for all reference
frames. Figures 6.33 and 6.34 exhibit the efficiencies as functions of cos θCS
and φCS . The discrepancy between the data and the MC simulation is not yet
understood and has to be studied in more detail. The shapes of the data-driven
and MC based efficiencies, which are the crucial ingredient for the polarization
studies, are very similar apart from the regions of low acceptance where the data-
driven efficiency shows large uncertainties. The efficiencies are relatively flat in
cos θCS and φCS . This suggests that the effect on the polarization of the dimuon
vertexing efficiency will be small and more importantly will not introduce any
fake polarization.

6.12 Summary of Results on Tag and Probe Efficiency

Two methods of extracting the total single muon detection efficiency with the
Tag and Probe method are used:

1. Factorized efficiencies: The total single muon efficiency is broken into
five individual parts: muon tracking, muon reconstruction, muon quality,
L1·L2 and L3 trigger efficiency. It is studied in a way that the five parts
fully factorize.

2. Inclusive efficiencies: The total single muon efficiency is studied all at
once.

The trigger efficiencies at L1 and L2 show inefficiencies for certain dimuon topolo-
gies (cowboy dimuons) which led to the rejection of the cowboys for the L1·L2
and L3 trigger efficiencies as well as the inclusive efficiencies.

Furthermore, the efficiency of the dimuon vertexing module which is the last L3
filter in all 2011 quarkonium triggers is studied. Since this filter is applied on a
dimuon, a special TnP skim with the OnePair arbitration was produced.
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Figure 6.33: Efficiency of the dimuon vertexing module as a function of
φCS in various slices of cos θCS , using the tracker80 muon cuts (165088
– 178380).
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Figure 6.34: Efficiency of the dimuon vertexing module as a function of
cos θCS in various slices of φCS , using the tracker80 muon cuts (165088
– 178380).
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Figure 6.34: cos θCS dependence (continued).

All efficiencies are compared to MC based TnP studies. A private MC simulation
with realistic L1 and HLT reconstruction settings as well as trigger menu settings
(1E33 – 3E33) was generated flat in pT and η. The data-MC comparisons are in
general in rather good agreement. Only the efficiency of the dimuon vertexing
module exhibits a discrepancy between data and MC in terms of absolute values.
The shapes, however, which are crucial for the polarization studies are similar
and such that they will not introduce any fake polarization.

To validate the single muon efficiencies and to find the better TnP approach, a
MC truth sample was produced using a special muon pair gun. Looking at the
pT turn-on curves, the MC truth efficiencies agree with both MC TnP approaches
quite well. Therefore, the ratio εTnP

MC /ε
Truth
MC is built, showing that the factorized

efficiencies are slightly flatter over wider ranges in pT .

The ratio also gives information about the range of applicability of the TnP
efficiencies. The cuts on the minimum pT according to this study should be set
to 4.5 GeV/c in all |η| bins except the 1.4 < |η| < 1.6 bin where it can even be
set to 3.5 GeV/c.



CHAPTER 7

Dimuon Efficiency and ρ
Factor

The dimuon efficiency is not a simple product of the total single muon detection
efficiencies of the two muons. For instance, it must also account for correlations
induced on the two muons in those cases where the detector is insensitive to the
presence of a muon pair. The dimuon efficiency can be written as

εµµ(cos θ, φ, pT , |y|) = εtotµ1 (pT , |η|) · εtotµ2 (pT , |η|) · ρ(cos θ, φ, pT , |y|) (7.1)

where εtotµ1 (pT , |η|) and εtotµ2 (pT , |η|) represent the total single muon detection effi-
ciencies of the two muons and ρ(cos θ, φ, pT , |y|) is a correction factor.

Several factors contribute to the ρ factor:

1. Intrinsic detector induced correlations: The intrinsic correlations are
mainly related to the trigger which rejects pairs that are too close to each
other. As outlined in Section 6.5, this trigger requirement rejects ghost
tracks that could lead to a fake dimuon trigger signal and mainly concerns
cowboy dimuons or high pT J/ψ’s whose single muons are highly boosted
such that they are almost collinear.

2. Finite bin size of the single muon TnP efficiencies: This effect can
be reduced by setting points of the efficiency curves at the center of gravity
and then parametrizing the pT turn-on curves.

3. Different populations of relative momentum components: The in-
fluence of the different populations of the relative momentum components
px, py and pz of the tag and the probe muon in the TnP analysis and the
physics data analysis was seen in data taken in 2010, using different ef-
ficiency triggered samples. Figure 7.1 shows that the efficiency obtained
with the trigger path HLT_Mu3_Track3_Jpsi is always slightly above the
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one calculated with HLT_Mu5_Track0_Jpsi. In data taken in 2011, this
systematic effect is washed out by the limited statistical precision as shown
in Fig. 7.2. Such effects need to be considered when applying the muon effi-
ciencies studied from the J/ψ to correct Υ related muons, which is feasible
as the efficiencies of the J/ψ and the Υ are the same to the first order.

4. Underlying dependence on the polarization scenario: Given that
the polarization is unknown, the relative momenta of the two muons are
different in data and MC. The effects on the efficiencies are similar to the
ones showing in the previous point. The dependence on the polarization
scenario is automatically remedied by using data based TnP efficiencies.

The ρ factor is defined as ratio between the MC truth dimuon efficiency εMC truth
µµ
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Figure 7.1: Comparison of the L1·L2 efficiencies showing 2010 data
and using the trigger path HLT_Mu5_Track0_Jpsi (black) and the
HLT_Mu3_Track3_Jpsi trigger path (red) as a function of |η| for the
bin 6 < pT < 10 GeV/c (left) and as a function of pT for 0.3 < |η| < 0.6.
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and the product of the total single muon detection efficiencies of the two muons.

ρ =
εMCTruth
µµ

εMCTnP
µ1 · εMCTnP

µ2

(7.2)

The ρ factor is particularly important for the polarization analysis since this
analysis consists of measuring the correlations between the two muons. If the
detector induced ρ factor is not accounted for correctly, it can introduce an
artificial polarization.

7.1 Calculation of the ρ Factor

The dimuon efficiencies for the calculation of the ρ factor for the J/ψ and the
Υ efficiencies were generated using a dedicated code that works as a J/ψ and a
Υ gun that feeds events to the full CMS detector simulation. J/ψ and Υ(1S)
events were produced with flat y and pT distributions. Additional events were
simulated in the low pT region to properly map out the turn-on curve. No spin
alignment was assumed.

The single muon efficiencies for the determination of the ρ factor are taken from
the MC truth efficiency measurement. This accounts exclusively for the detector
induced correlations. The finite bin size of single muon TnP efficiencies as well
as the underlying dependence on the polarization scenario are remedied as dis-
cussed above. The effect of the different populations of the relative momenta is
incorporated in the polarization studied through the assignment of a systematic
uncertainty. The final analysis will use parametrized data-driven efficiencies.

The single muon distributions of the J/ψ and Υ(1S) events are corrected with
the measured MC based single muon efficiencies. The MC TnP dimuon efficiency
εMCTnP
µ1 · εMCTnP

µ2 is built by dividing the number of events firing the considered
dimuon trigger path by all the events in the considered kinematical region.

The ρ factor is extracted binned in cos θ and φ in three different reference frames
– the HX, the CS and the PX frames. Only the HX frame results as a function
of cos θ are discussed here. The results as a function of φ and the ones in the
other two reference frames can be found either in Appendix C or in Ref. [61].
Figure 7.3 exhibits the ρ factor for the Υ(1S) as a function of cos θHX while
Fig. 7.4 displays the corresponding factor for the J/ψ. To get a rough idea about
the possible influence of the ρ factor on the polarization results, the ρ factors are
fitted to a curve with the functional form f(cos θ) ∝ (1 + λeff · cos θ) where the
effective λ parameter is used as a free fit parameter.

Comparing the different pT (µµ) bins in Fig. 7.3, one can see that the coverage in
cos θ gets better with higher dimuon pT . The ρ factor of the Υ(1S) is relatively
flat over all dimuon pT and y bins. This means that this factor does not introduce
artificial polarization for the Υ(1S) state. The magnitude of the polarization
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Figure 1: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure 2: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

2

Figure 7.3: ρ factor for the Υ(1S) as a function of cos θ, calculated
in the HX frame using the HLT_Dimuon5_Upsilon_Barrel trigger path.
The left panel shows the ρ factor at mid-rapidity (|y| < 0.6), the right
side at 0.6 < |y| < 1.2.
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Figure 2: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure 3: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

3

Figure 7.3: ρ factor for Υ(1S) (cont.).
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Figure 3: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure 4: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

4

Figure 7.3: cos θHX dependence of the ρ factor for Υ(1S) (cont.).
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Figure 4: ρ(cosϑ)[�µµ(MC Truth)/(�µ(MC Truth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

4

Figure 7.3: cos θHX dependence of the ρ factor for Υ(1S) (cont.).

introduced by the ρ factor can be judged by the effective λ̃ value shown in the
figures.

The J/ψ, on the other hand, exhibits a non-flat ρ factor above a dimuon pT of
30 GeV/c. The higher the pT , the stronger the effect of the dimuon correlations
get. The deviation from uniformity is partly due to the intrinsic detector induced
correlations. As discussed before, trigger algorithms reject high pT J/ψ’s decay-
ing into two almost collinear muons. This effect at high pT needs to be taken
into account properly in order not to introduce fake transverse polarization in
the high pT bins.

7.2 Dimuon Efficiencies In Brief

As seen earlier in this chapter, the dimuon efficiencies can be written as

εµµ(cos θ, φ, pT , |y|) = εtotµ1 (pT , |η|) · εtotµ2 (pT , |η|) · ρ(cos θ, φ, pT , |y|) (7.3)

where εtotµ1 (pT , |η|) and εtotµ2 (pT , |η|) represent the total single muon detection ef-
ficiency for the first and the second muon, respectively, and ρ(cos θ, φ, pT , |y|)
is a correction factor which is defined as ratio between the MC truth dimuon
efficiency and the total single muon detection efficiencies of the two muons.

The ρ factor does not only correct for dimuon correlations, but also absorbs
effects from finite bin sizes and different populations of the relative momentum
components px, py and pz of the tag and the probe muon in the TnP analysis and
the physics data analysis. Furthermore, a simpler analysis without a rho factor
accounting for these factors could introduce a artificial polarization in the final
analysis.
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Figure 1: ρ(cosϑ) (“MC truth” / “MC T&P”) of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure 1: ρ(cosϑ) (“MC truth” / “MC T&P”) of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure 1: ρ(cosϑ) (“MC truth” / “MC T&P”) of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

1

Figure 7.4: ρ factor for the J/ψ as a function of cos θ, calculated in
the HX frame using the HLT_Dimuon10_Jpsi_Barrel trigger path. The
left panel shows the ρ factor at mid-rapidity (|y| < 0.6), the right side
at 0.6 < |y| < 1.2.
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Figure 2: ρ(cosϑ) (“MC truth” / “MC T&P”) of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

2

Figure 7.4: cos θHX dependence of the ρ factor for J/ψ (cont.).
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CHAPTER 8

Summary and Conclusions

The quarkonium polarization measurement requires a complex analysis which
depends in a very sensitive way on small changes in the parameters. Many years
of both experimental and theoretical work resulted in seemingly contradictory
experimental results. In order to resolve the issues where only one of the three
parameters characterizing the average angular decay distribution was extracted,
a formalism with a frame invariant parameter has been developed [31, 43]. Thus,
in order to get a complete picture of the polarization the following items must
be considered:

• The full angular decay distribution in at least two reference frames should
be measured to avoid ambiguous interpretations.

• The determination of the polarization parameters in different reference
frames is also important to find the natural polarization axis with respect
to which the quarkonium state is polarized.

• A frame-invariant parameter should be calculated not only to test the self-
consistency of the measurement, but also to facilitate the comparisons be-
tween different experiments.

Using this formalism, CDF [45] and ALICE [47] recently published new results on
the polarization of the Υ(nS) and the J/ψ. These analyses determined that the
polarization of the particles is consistent with being uniform which is surprising
since quarkonia should intrinsically be polarized. A non-perturbative transition
from a J = 0 state offers an explanation to the unpolarized J/ψ’s and Υ’s.
However, the angular decay distribution would then not be consistent with zero
for all momenta. This transition also excludes the Color Singlet Model that does
not include any non-perturbative terms.

One of the most important inputs to the polarization analysis are the detection
efficiencies. The polarization depends strongly on the shape of the efficiencies and
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not the absolute values since the polarization is the measurement of the shape of
the decay angular distribution. Extensive studies on the single muon detection
efficiencies using TnP methods were performed. Two different approaches are
used:

1. Factorized efficiencies: The total single muon detection efficiency is
broken into five individual parts (offline muon tracking, offline muon re-
construction, muon quality, L1·L2 and L3 trigger efficiency) and studied in
a way that these individual efficiencies fully factorize.

2. Inclusive efficiencies: The total single muon efficiency is studied in one
go.

The trigger efficiencies at Level 1 and Level 2 show inefficiencies for cowboy
dimuons which led to the rejection of the cowboys for the L1·L2 and L3 trigger
efficiencies as well as the inclusive efficiencies.

Both the factorized as well as the inclusive efficiency TnP approaches give similar
results for data and the MC simulation. To further validate and evaluate the
efficiencies from the two approaches, also a MC truth sample was prepared using
a special muon pair gun. To find which TnP efficiencies better describe the MC
truth efficiencies over a wider range of pT , the ratios of the MC truth divided
by the MC TnP efficiencies are built. The factorized efficiencies seem to give
the flatter ratio over wider ranges of pT . However, more studies have to be
conducted before reaching the final decision about which efficiencies to use for
the CMS polarization analysis.

Additionally, a study of the efficiency of the dimuon vertexing module which is
the last L3 filter in all 2011 quarkonium triggers was made. Since this filter
is applied on dimuons, a special TnP skim with the OnePair arbitration was
produced. The resulting data-driven efficiencies deviate from the MC based ones.
However, both exhibit similar, rather flat shapes which will not introduce any
artificial polarization.

Correlations between the two muons have to be taken into account when building
the dimuon efficiencies from the single muon efficiencies. The corresponding
correction factor ρ does not only include these correlations, but also absorbs
effects coming from the finite bin size of the efficiencies and the different event
populations in the TnP analysis and the physics data analysis.

The shape of the single muon efficiencies as well as the ρ factor can introduce
artificial polarization if not known precisely and not accounted for correctly.
Therefore, having a good control over low pT muons and understanding the
efficiencies, in particular in the low pT region, are of crucial importance to the
polarization studies.

At the time of writing, the CMS results on quarkonium polarization, for which
the work presented in this thesis is a valuable input, is in the process of being ap-
proved. The results will help to further understand the production mechanisms of
the quarkonia. Polarization analyses may also allow to amongst other things test
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QCD calculations [34], probe QGP formation [51], constrain SM couplings [50]
and measure parity violation [34].

In the 2011 run, the collisions at the LHC produced quarkonia states in large
amounts at higher momenta than in any previous collider. With this data we
soon expect to shed light into the complicated formation processes of quarkonia
production and thus test QCD in both the perturbative and non-perturbative
regimes.
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APPENDIX A

Settings for the Private MC
Simulation

The MC simulation was set up in CMSSW_4_2_9_HLT1_hltpatch1 with the global
tag START42_V14A::All. The following packages were additionally checked out:

• V00-00-00-00 Configuration/AlCa

• V04-01-12 Configuration/EventContent

• V01-02-00 Configuration/HLT

• V02-24-02 FastSimulation/Configuration

• V00-04-01 FastSimulation/Muons

• V12-02-00 HLTrigger/Configuration

• V00-10-01 HLTrigger/Egamma

• V03-08-07 HLTrigger/HLTanalyzers

• V00-04-01 HLTrigger/JetMET

• V02-11-11 HLTrigger/Muon

In order to use the L1 trigger settings really applied during the 1E33 to the 3E33
menu [62], some lines of code were added to the simulation configuration file to
overwrite the L1 trigger settings of the L1 trigger menu loaded through the global
tag:

process.GlobalTag.toGet.append(
cms.PSet(

record = cms.string( ’L1MuGMTParametersRcd’ ),
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tag = cms.string( ’L1MuGMTParameters_synctf_10_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)

))
process.GlobalTag.toGet.append(

cms.PSet(
record = cms.string( ’L1MuDTTFParametersRcd’ ),
tag = cms.string( ’L1MuDTTFParameters_dttf11_TSC_09_17_col_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)
))

process.GlobalTag.toGet.append(
cms.PSet(

record = cms.string( ’L1MuCSCTFConfigurationRcd’ ),
tag = cms.string( ’L1MuCSCTFConfiguration_90511_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)
))

process.GlobalTag.toGet.append(
cms.PSet(

record = cms.string( ’L1RPCBxOrConfigRcd’ ),
tag = cms.string( ’L1RPCBxOrConfig_LHC7_1EX_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)
))

process.GlobalTag.toGet.append(
cms.PSet(

record = cms.string( ’L1RPCConeDefinitionRcd’ ),
tag = cms.string( ’L1RPCConeDefinition_LHC7_1EX_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)
))

process.GlobalTag.toGet.append(
cms.PSet(

record = cms.string( ’L1RPCConfigRcd’ ),
tag = cms.string( ’L1RPCConfig_LHC7_1EX_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)
))

process.GlobalTag.toGet.append(
cms.PSet(

record = cms.string( ’L1RPCHsbConfigRcd’ ),
tag = cms.string( ’L1RPCHsbConfig_LHC7_1EX_mc’ ),
label = cms.untracked.string( ’’ ),
connect = cms.untracked.string(’frontier://FrontierProd/CMS_COND_31X_L1T’)
)

)

An HLT menu, containing all the J/ψ trigger paths that were running during the
1E33 up to the 3E33 menu, was set up, also including the different L1 seeds.



APPENDIX B

Numerical Values of the
Factorized Efficiencies

The numerical values of the individual single muon efficiencies and the product
of the single muon efficiency using the tracker80 cuts can be found in Table B.1.
The corresponding MC efficiencies are listed in Table B.2. As explained in Sec-
tion 6.1.1, the MC simulation was limited to |y(µµ)| < 1.3. Therefore, the single
muon efficiencies cannot be calculated for |η| & 1.6.

The values reported in the second column 〈pT 〉 give the center of gravity of the
individual efficiencies.
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APPENDIX C

ρ Factor

Figure C.1 and C.2 exhibits the ρ factor for Υ(1S) and the J/ψ as a function of
φHX . The ρ factor in the CS and PX frames can be found in Ref. [61].
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Figure 5: ρ(cosϑ)[�µµ(MCtruth)/(�µ(MCTruth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

5

Figure C.1: ρ factor for the Υ(1S) as a function of φ, calculated in the
HX frame using the HLT_Dimuon5_Upsilon_Barrel trigger path. The
left panel shows the ρ factor at mid-rapidity (|y| < 0.6), the right side
at 0.6 < |y| < 1.2.
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Figure 6: ρ(cosϑ)[�µµ(MCtruth)/(�µ(MCTruth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure 6: ρ(cosϑ)[�µµ(MCtruth)/(�µ(MCTruth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure C.1: φHX dependence of the ρ factor for the Υ(1S) (cont.)
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Figure 7: ρ(cosϑ)[�µµ(MCtruth)/(�µ(MCTruth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure C.1: φHX dependence of the ρ factor for the Υ(1S) (cont.)
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Figure 8: ρ(cosϑ)[�µµ(MCtruth)/(�µ(MCTruth))2] of the total detection efficiencies
(with HLT Dimuon5 Upsilon Barrel) in the Helicity (HX) frame, for prompt J/ψ’s,
at mid-rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

8

Figure C.1: φHX dependence of the ρ factor for the Υ(1S) (cont.)
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Figure 3: ρ(φ) (“MC truth” / “MC T&P”) of the total detection efficiencies (with
HLT Dimuon5 Upsilon Barrel) in the helicity (HX) frame, for prompt J/ψ’s, at mid-
rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).

3

Figure C.2: ρ factor for the J/ψ as a function of φ, calculated in the
HX frame using the HLT_Dimuon10_Jpsi_Barrel trigger path. The left
panel shows the ρ factor at mid-rapidity (|y| < 0.6), the right side at
0.6 < |y| < 1.2.
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Figure 4: ρ(φ) (“MC truth” / “MC T&P”) of the total detection efficiencies (with
HLT Dimuon5 Upsilon Barrel) in the helicity (HX) frame, for prompt J/ψ’s, at mid-
rapidity, |y| < 0.6 (left) and 0.6 < |y| < 1.2 (right).
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Figure C.2: φHX dependence of the ρ factor for the J/ψ (cont.)
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