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Abstract

Since the invention of the telephone about 150 years ago, communication systems have been
subject to continuous improvement and form an important factor in modern life. Current de-
velopment favors Voice over IP based systems, which utilize regular Internet infrastructure and
their advantages. Also the ongoing evolvement of software development enables open source
products to mature and to form a viable alternative to other software design approaches.

The designers of open source private branch exchange (PBX) Asterisk pursue utilizing open
source software for the development of a Voice over IP systems. As it combines advantages
of both, open source software and Voice over IP systems, a promising future of Asterisk is
guaranteed. Although great benefit can be achieved, the openness of and integration into regular
Internet infrastructure evokes doubts about the security of the system.

This thesis presents an approach to point out potential security threats of an open source PBX
system, to analyize their system vulnerabilities and to estimate the risk of such vulnerabilities
getting exposed. For an Asterisk based reference system, mitigation strategies for identified risk
are presented.

Keywords

Asterisk, Voice over IP security, security evaluation, risk mitigation.
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Kurzfassung

Seit der Erfindung des Telefons vor etwa 150 Jahren haben sich Kommunikationssysteme stin-
dig weiterentwickelt und stellen heute einen wichtigen Teil der Kommunikationskultur dar. Die
aktuelle Entwicklung bewegt sich hin zu Voice over IP (VoIP) Systemen, die auf der Infrastruktur
des Internet aufsetzen. Auf der anderen Seite tragt die laufende Evolution von Softwareentwick-
lungsstandards dazu bei, Open Source Software Produkte laufend in ihrer Qualitét zu verbessern
und somit auch eine praktikable Alternative zu kommerziellen Softwareentwicklungsansitzen
Zu bieten.

Trotz des grolen Nutzens, welcher durch den Einsatz des Open Source Konzept in Verbindung
mit VoIP Systemen erzielt werden kann, entstehen durch die daraus resultierende Offenheit und
Integration in die Internet Infrastruktur neue Sicherheitsprobleme.

Die weitverbreitete Open Source Telefonanlagensoftware Asterisk wird im Rahmen der vor-
liegenden Arbeit herangezogen, um examplarisch bestehende Sicherheitsprobleme bei VolP-
Losungen aufzuzeigen. Dabei wird eine Methode vorgestellt, deren Anwendung zur zuverlissi-
gen Identifikation von Sicherheitsbedrohungen in Open Source Telefonanlagen fiihrt.

Anhand einer Beispielinstallation wird ein MaBnahmenkatalog prasentiert, der zur Minimierung
der dargestellten Risken fiihrt. Der Mafnahmenkatalog beschreibt technische sowie organisato-
rische MaBnahmen, welche einen sicheren Betrieb einer Open Source Telefonanlagensoftware
ermdglichen.

Schliisselworter

Asterisk, Sicherheit von Voice over IP Systemen, Sicherheitsanalyse, Risikominderung
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Chapter 1. Introduction

1 Introduction

Telephones (or Phones) enable voice communication of people separated by even large geo-
graphical distance and are one of the most heavily used tools in our modern world. Nowadays
phones are considered to be indispensable to businesses, individuals and other organizations
nowadays. With the Internet becoming widely available for users around the world, the emer-
gence of new technologies enabling voice calls developed at increasing speed. The so-called
Voice over Internet Protocol (VoIP) approach allows to use Internet infrastructure for handling
media sessions without the requirement of having dedicated phone lines.

In the older days, Private Branch Exchange (PBX) systems were responsible for intra-office
communication which links the whole office environment to typically one telephony provider
uplink. With the rise of VoIP, the role of classic PBX systems changed to a sort of multimedia
exchange system with PBX vendors adopting to these changes. At the same time, open source
solutions started to develop.

Such an open source VoIP PBX has a lot of benefits compared to stand-alone, old fashioned
phone exchanges. It utilizes standard in-house Internet Protocol (IP) infrastructure, does not
require additional cabling, can be installed on standard server equipment or does not require
specific hardware, to name only a few.

Open source software is primarily licensed under open-source GNU General Public License
Version 2 (GPLv2) License [43], which states that a vendor always has to provide the source code
and is allowed to demand money for its products. In the majority of cases, open source projects
under GPLv2 license are either for free or are available at quite reasonable prices. As VolIP
systems only call for limited hardware aquisition costs and licensing costs can be considered
as very low, they are able to achieve a drastic decreases in the overall Total Cost of Ownership
(TCO). Hence, this solution is considerably attractive for commercial usage.

Throughout this thesis, the focus lies on Asterisk open source PBX [36] which will be used
as reference PBX system. Nevertheless, the findings can be applied to other open source PBX
systems as well.

Compared to older PBX Systems, using their own hardware infrastructure, security of an VoIP
based PBX system needs to be seen more wholistic because according to Porter [86] converged
VoIP and data networks inherit all the security weaknesses of the IP protocol. When it comes to
Asterisk, the easy adaptability to existing IP networks brings a lot of benefits, but implies disad-
vantages too. By sharing the physical media with other applications such as e-mail or web sites,
the transfered traffic can be monitored, captured, analyzed or even manipulated more easily.
The requirement to have a secure and reliable network environment is more important than ever
as due to the flexibility of IP systems multiple systems could be harmed simultaneously. Hav-
ing a secure network environment is therefore a necessity and precondition to secure Asterisk
operation.

By the use of a reference system this thesis will analyze the expected behavior of an Asterisk
installation. It tries to help pointing out potential security threats and analyzes vulnerabilities
of the whole system. After estimating the risks of vulnerabilities getting exploited, mitigation
strategies will be presented to make the operation of Asterisk more secure. The proposed miti-

Secure Operation of Open Source Private Branch Exchange (PBX)
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Chapter 1. Introduction

gation strategies will not focus on Asterisk only, but will direct the readers attention towards the
whole system environment.

Chapters 2 and 3 of the thesis introduce theoretical concepts required to conduct a security
analysis on a Linux based Asterisk installation, which is described in Chapter 4 in detail. This is
followed by the a security analysis identifying possible threats and vulnerabilities (Chapter 5).

Through the implementation of proposed mitigation strategies presented in Chapter 6, advan-
tages of Asterisk can be fully utilized leading to a sustainable PBX solution which could propose
a viable alternative for businesses today.

Secure Operation of Open Source Private Branch Exchange (PBX)
Servers to Provide reliable VoIP Services 2/98
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2 Technical Fundamentals

This chapter describes the technical fundamentals required for the consecutive security analysis.
The concepts and strategies described will help to understand the considerations of the security
analysis conducted in Chapter 5.

2.1 Voice Over IP

VoIP describes the ability to transfer voice communication via IP [87] networks. Specific
applications and protocols enabling VoIP can be classified as layer 4 (application layer) protocols
on Transmission Control Protocol / Internet Protocol (TCP/IP) protocol stack [20] or as layer 7
protocol on International Organization for Standardization (ISO) Open Systems Interconnection
(OSI) protocol stack [121], although these voice protocols are usually only used in combination
with TCP/IP stack. Figure 2.1 compares both protocol stacks.

0sl TCP/IP
T Application
6 Presentation Application
5 Session
4 Transport o Transport
3 Network | Internetwork
2| patalick | | Network
1 Physical Access

Figure 2.1: TCP/IP and OSI Model comparison ([78])

VoIP protocols share the underlying layers with other applications like Simple Mail Transfer Pro-
tocol (SMTP) [61] for sending e-mails or Hypertext Transfer Protocol (HTTP) [40] for brows-
ing web pages. Some of these underlying layers can be exchanged easily without the loss of
functionality. For example, there is no difference in functionality of VoIP protocols whether a
wireless or a wired connection is used on layer 1 (TCP/IP stack layer 1 [20]), although it makes
a big difference in terms of security as the attack pattern will be different.

VoIP protocols share also TCP/IP stack layer 2 protocol IP with other applications. Today, IP is
the main protocol used in the Internet and is responsible for addressing and determining routes
to other hosts on the network. In case access to the public Internet is not needed and there is a
different addressing/routing protocol in place, replacement of IP on this layer is possible.

On the transport layer (TCP/IP stack layer 3) VoIP protocols can make use of Transmission
Control Protocol (TCP)[88] or User Datagram Protocol (UDP)[89].

VoIP protocols fulfill two main purposes whereas each protocol can be assigned to one of
those purposes. The first group of protocols is responsible for signaling and session setup,
including all session management functions like call forwarding or the setup of video calls,

Secure Operation of Open Source Private Branch Exchange (PBX)
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whereas the second group is responsible for transferring payload data like encoded video or
audio streams.

Nowadays, widely used signaling protocols are the Internet Engineering Task Force (IETF)-
defined Session Initiation Protocol (SIP) [95] and International Telecommunication Union -
Telecommunication (ITU-T) recommendation H.323 [119] as well as vendor proprietary pro-
tocols like Cisco’s Skinny Call Control Protocol (SCCP). As an example, text-based SIP, is
using elements of HTTP or SMTP protocols and is capable of doing session management, cov-
ering session setup, call transfer up to the tear down of sessions. Multiple SIP Transactions
between two user agents can be part of a single SIP dialog. Nevertheless, SIP is not able to han-
dle the setup of the media streams and is utilizing Session Description Protocol (SDP) [49] for
this purpose. SDP describes the capabilities of the media-endpoint and is incorporated into SIP
messages. These protocols are typically text-based and do not make use of any security features
like encryption or authentication by default and hence are very fragile in terms of security. As a
consequence, it is possible to use Transport Layer Security (TLS) Protocol [35] to encapsulate
SIP messages allowing encrypted session management.

A protocol capable of transferring media streams is the Real-time Transport Protocol (RTP)
[101]. This protocol has the sole purpose of transferring payload data and is not capable of
doing management tasks. Therefore, RTP utilizes Real-time Transport Control Protocol (RTCP)
[101] to set up media connections or to provide information about the media stream. Media
protocols as RTCP or RTP utilize UDP[89] on TCP/IP stack layer 3 as it favors timeliness over
reliability in comparison to TCP. As most media transfer protocols, also RTP and RTCP are
unencrypted and therefore not suited to be used in an non-private network environment. The
secure counterparts of RTP and RTCP are Secure Real-time Transport Protocol (SRTP) [15] and
Secure Real-time Transport Control Protocol (SRTCP) [15] enabling encryption and message
authentication.

Voice over IP
Gateway

Caller Callee

— CAll setUp using SIP
..... media payload

Figure 2.2: SIP Session Setup and Media Stream - Direct Media Stream (see [106])

Secure Operation of Open Source Private Branch Exchange (PBX)
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Voice over IP
Gateway

Caller Callee

— Call setup using SIP
..... media payload

Figure 2.3: SIP Session Setup and Media Stream - Media Termination Point (see [106])

Figure 2.2 and Figure 2.3 show the possible flow of messages using SIP for a media session
setup. They show that both, termination of media streams at both client devices as well as routing
via a media termination point is possible.

The signaling process is initiated by the caller sending an INVITE message to the the VolP
gateway. This message is adjusted and relayed to the callee while the caller is informed about
the ongoing attempt to establish a connection using a TRYING message. Once the callee has
received and processed the session setup request, the incoming connection request is alerted
to the end user and a RINGING message is used to inform about this calling state. Once the
user accepts the connection request (answers the call), an OK message is used to notify the
VoIP gateway. The gateway forwards this message to the caller who is answering with an ACK
message to acknowledge the session creation. Whether a direct media connection (Figure 2.2)
or media termination points (Figure 2.3) are used depends on the VoIP gateway’s configuration
and is indicated by the content of the messages exchanged during session setup.

Scenario one (Figure 2.2) illustrates the following: Once the session has been initialized by
the VoIP gateway, media will be transfered directly between both client devices without the
VoIP gateway being involved anymore up to the point when the session has to be teared down.
Scenario two (Figure 2.3) utilizes a intermediary media gateway (or media proxy), having the
media stream transfered from the first user to the gateway and from the gateway to the second
user.

The second scenario allows more accurate session information which can, for example, be used
for billing purposes. On the downside though, it causes higher network bandwidth consumption.
The way the VoIP system is used heavily depends on the network environment and the system
requirements.

VoIP systems allow to connect to other VoIP systems as well as to connect to foreign systems
like the Public Switched Telephone Network (PSTN).

Secure Operation of Open Source Private Branch Exchange (PBX)
Servers to Provide reliable VoIP Services 5/98
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Connecting VoIP devices to PSTN providers may possibly require the installation of dedicated
hardware responsible for de- and encoding of local VoIP traffic according to the PSTN network
requirements. Those may vary according to the connection type and provider used as well as the
physical location (country). The hardware module automatically becomes a media termination
point. Another possibility to connect Asterisk to PSTN providers is using SIP Trunks. In this
case, the telephony company will supply a SIP Trunk termination point in form of an IP address
or Domain Name System (DNS) host name to which Asterisk is able to connect via the network
infrastructure. Therefore, no additional hardware is required to be installed on the Asterisk
Server.

Secure Operation of Open Source Private Branch Exchange (PBX)
Servers to Provide reliable VoIP Services 6/98
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2.2 PBX Asterisk

Asterisk is an IP based modular telephony engine which allows to build Voice over IP systems
tailored to particular business cases and requirements. In its core it is an engine for Asterisk’s
proprietary Scripting Language dialplan [102], allowing a very flexible management of calls
and building the logic of any Asterisk system [66]. In addition to dialplan scripting functions
and applications, Asterisk is extended by various modules shown in Figure 2.4. The behavior of
Asterisk is controlled by text based configuration files.

Enmmand P Bx Manager
Llne Interface Interface

o
Applications Resources

i File System
DR Format Config.
Drivers Drivers

Drivers

Figure 2.4: Asterisk Architecture (see [66])

Asterisk is made up of different types of modules:

e Channel Drivers are in charge of communicating with VoIP devices outside of Asterisk

— Digium Asterisk Hardware Driver Interface (DAHDI) for communication with Pe-
ripheral Component Interconnect (PCI) hardware interface cards to connect with
PSTN using T1/E1, Integrated Services Digital Network (ISDN) or analog lines.

— SIP, which implements VoIP protocol SIP [95] inside Asterisk, for interactions with
locally connected client devices like IP Phones or Video Conferencing Stations as
well as connecting to uplink trunks of SIP telephony providers.

— Inter-Asterisk Exchange (IAX2) [107], an UDP based protocol using the same port
for signaling and transferring media streams, mainly for interconnecting multiple
Asterisk systems together, although it also supports connecting to client devices.

— H.323 [119], SCCP [38], Media Gateway Control Protocol (MGCP) [42], Exten-
sible Messaging and Presence Protocol (XMPP) [96] to allow interoperability with
other third party PBX systems implementing other, partly vendor proprietary, VoIP
protocols.

These modules translate particular signaling or protocols to enable Asterisk’s core to pro-
cess them.

Secure Operation of Open Source Private Branch Exchange (PBX)
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e Dialplan Applications and Functions help to implement the whole process of call han-
dling and routing. Applications implement features (answer calls, play sound prompts,
hang up) and can be invoked by Dialplan scripts. Functions on the other hand may be
used to modify various call settings during an active media session.

e Resource modules provide external resources which can be utilized by Asterisk. Such
resources may include music to be played while a call is on hold or to play recorded voice
which is used to lead through a voice mailbox menu.

e Management Modules. Asterisk provides two different management modules which
make it possible to monitor Asterisk or to execute scripts. These are:

— The Command Line Interface (CLI), allowing to interact with Asterisk by issuing
text based commands.

— The Asterisk Manager Interface (AMI), allowing to interact with Asterisk utilizing
a TCP/IP socket. AMI enables Asterisk to respond to commands or send automatic
notifications when triggered by certain events. Graphical User Interfaces (GUI) with
the goal of making management and administration of Asterisk easier, may use AMI
for communicating with Asterisk.

e Other Drivers help performing tasks requiring the usage of resources outside of the As-
terisk PBX core.

— Call Detail Record (CDR) and Call Event Log (CEL) drivers are in charge of writ-
ing call logs to files or databases. These logs can later be used for cost allocations,
invoicing or for debugging reasons.

— CODKEC:s are responsible for en- or decoding of media streams. Asterisk is able to
en- or decode a variety of different voice and video codecs. The decision about the
codes used can be dictated by external connecting devices, by the network band-
width requirements and by the hardware resources available. A codec enabling a
high degree of compression will consume less bandwidth but requires more Central
Processing Unit (CPU) power on the server.

These drivers can also be used to enable various methods of bridging call media
between participants. In case session members or media termination points can not
agree on a common media codec, such a bridging module is required to convert the
session media stream to a different codec in real-time throughout the media session.

— File Format Drivers are used to convert media streams to and from formats which
can be stored on disk drives. For example, the usage of a voice mail system requires
to have this module implemented.

— Configuration Drivers allow to retrieve Asterisk configuration sections, namely di-
alplan scripts, from other sources than regular plain text files. Hence, it is possible to
manage big Asterisk installations more efficiently by putting configuration sections
into external databases.

Asterisk is released as open source and is written in C, it is supposed to run on any Linux
based machine which has at least kernel version 2.6 installed. It is licensed under the GPLv2
[43] and various editions can be downloaded for free. Currently, there are multiple versions
available, which differentiate themselves through the target audience, the support and the extent
of pre-configured features:

o Asterisk Engine. The mere Asterisk software without any pre-configurations

Secure Operation of Open Source Private Branch Exchange (PBX)
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e Basic Asterisk PBX: AsteriskNOW. Designed for small business providing basic pre-
configured VoIP features.

e Commercial PBX / UC: Switchvox. Implements powerful Unified Communication fea-
tures and is designed for small and medium sized businesses. This edition is not free of
charge, but is already pre-configured and does not require high efforts in customizing and
the initial setup. Although some license fees are applied, the lower system setup efforts
may, in the end, balance or even lower the total costs.

Secure Operation of Open Source Private Branch Exchange (PBX)
Servers to Provide reliable VoIP Services 9/98
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2.3 Secure Operation of Software

The current tendency towards information systems distributed throughout the entire Internet
which are becoming increasingly bigger has led to the emergence of many new security threats
[80]. Vulnerabilities in software can jeopardize intellectual property, consumer trust and business
operations. Moreover, a broad spectrum from process control systems to commercial application
products, depends on secure and reliable software [124].

For these reasons, the integrity of software has to be secured, especially while it is being ex-
ecuted. Software security requires security matters to be considered right from the beginning
of the Systems Development Life Cycle (SDLC) as it can not be patched in later or once the
software was finalized [69].

However, a software development process focusing on security matters, does not automatically
ensure software boing operated in a secure manner. Every software is executed within a specific
environment and can be configured through external parameters. To guarantee a secure operation
of software, security considerations concerning the environment as well as external configuration
parameters are a necessity.

The Asterisk SDLC helps to meet software security criteria during the design and implemen-
tation phases of Asterisk. As this thesis focuses primarily on configuration and environmental
issues of a secure Asterisk software operation, the source code of Asterisk is not evaluated .

2.3.1 IT Security

Nowadays, Information Technology (IT) systems store and process sensitive data including
personal health records, financial details or details about recent vacations, to name only a few.
In case these sensitive data ends up within wrong hands, people could be harmed. Hence, it is a
requirement to have bespoken data as well as systems managing it secured.

Threats to IT systems are very diverse in terms of their objective and how they proceed to achieve
their goals. Examples of such objectives range from simple programmers curiosity to completely
shutting down services and systems. The list of threats includes Trojan horses, network based
Denial of Service (DoS) attacks or simple frustration of former employees. IT security therefore
seeks to minimize a systems vulnerability to such threats by various means.

2.3.1.1 CIA Triad

According to ISC2’s Certified Information Systems Security Professional (CISSP) [50] certifi-
cation, security can be achieved in case an IT system follows the main principals of the CIA
triad:

o Confidentiality describes the concept of limiting access to information to a trusted group
of persons and prevents access or disclosure of data to unauthorized systems. Data has to
be secured during all stages of handling information, including the acquisition of data, the
processing and the storage of information.

' Vulnerability reports show that security issues are often caused by errors in software. For example and according

to Allen et al. [2], CERT has observed through an analysis of thousands of vulnerability reports that most vul-
nerabilities stem from a relatively small and recurring number of common programming errors. Because of this,
vulnerabilities and risks caused by errors in software can not be omitted and are included in this thesis’s security
evaluation anyway.

Secure Operation of Open Source Private Branch Exchange (PBX)
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The day-to-day business case of making a payment over the Internet using a credit card
illustrates the importance of Confidentiality, as sharing private information like credit card
details could violate the privacy of individuals or even create severe damage in case the
data becomes disclosed. To maintain privacy of people of whom the system stores infor-
mation, the IT system has to ensure information being kept secure and accessible only by
authorized persons during and after the transaction.

Techniques like cryptography or Access Control List (ACL) allow to maintain confiden-
tiality effectively. For ACL’s to function correctly the concepts of Authentication and
Authorization must be understood:

— Authentication, the concept of identifying an individual or system - to identify WHO
is accessing.

— Authorization, the concept of enabling access for a previously identified entity (using
Authentication) - to identify WHAT can be accessed by WHOM.

o Integrity requires an IT system to detect any modification of source information. During
Business transactions carried out over the Internet both parties have to agree on a common
understanding of the business deal. In case the modification of some related information
(like the amount being charged to the credit card) remains undetected, a common under-
standing does not exist anymore and the trustworthiness of the system is ruined.

e Availability specifies that information must be accessible and of integrity in case the par-
ticular information is needed. Therefore designers of IT systems have to take precautions
for all kinds of outage scenarios, from hardware fault to a hacker attack.

Availability can be measured by the ratio of time to which a system is operable and is in a
committable state within a given interval, which is usually the time a system should fulfill
these requirements [55].

2.3.1.2 Security Policies

To help an IT system to fulfill the CIA principles the introduction of a security program is
recommended. It may contain a set of

o Information Security Policies: The Policy that governs the organization’s approach to
information security management [79].

e Procedures: A document containing steps specifing how to achieve an activity [79].

e Standards: A mandatory requirement. Examples include ISO/IEC 20000 (an interna-
tional standard), an internal security standard for Unix configuration, or a government
standard for how financial records should be maintained. The term standard is also used
to refer to a code of practice or specification published by a standards organization such
as ISO or BSI [79].

e Guidelines: A document describing best practice which recommends what should be
done. Compliance to a guideline is usually not enforced [79].

¢ Baselines: A benchmark used as a reference point. For example:

— An ITSM baseline can be used as a starting point to measure the effect of a service
improvement plan.

— A performance baseline can be used to measure changes in performance over the
lifetime of an IT service.
Secure Operation of Open Source Private Branch Exchange (PBX)
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— A configuration management baseline can be used to enable the IT infrastructure to
be restored to a known configuration if a change or release fails [79].

e A Mandatory Security Awareness Training for Staff: Security awareness is the knowl-
edge and attitude of an organization’s member regarding the protection of physical and,
especially, information assets of that organization [11].

e An Incident Response Plan: Incident response is an organized approach to addressing
and managing the aftermath of a security breach or attack (also known as an incident).
The goal is to handle the situation in a way to limit damage and to reduce recovery time
and costs. An incident response plan includes a policy defining, in specific terms, what
constitutes an incident and providing a step-by-step process that should be followed when
in case of an incident [32].

e A Compliance Program: Ensuring that a standard or set of guidelines is followed, or that
proper, consistent accounting or other practices are being employed [79].

Tactical tools like standards, guidelines and procedures are used to achieve and support the
compulsory directives of a security policy. The security policy is also considered to define
strategic security goals of an IT system and may consist of regulatory, advisory and informative
sections. By the use of certain documents like procedures and standards, a security policy will
control items of security relevance including

e physical and environmental access control (controlling access to physical resources like
servers or routers)

e organizational security (for example: control of who is allowed to grant access to re-
sources)

e backup and recovery procedures

e emergency response procedures

Having a restrictive security policy implemented usually decreases a systems flexibility and
increases a systems complexity. By providing only low flexibility, a system might not be that
competitive and efficient in business compared to other solutions. High complexity on the other
hand denotes that maintenance and administration efforts, including trainings for administration
staff, will be higher, thus resulting in higher costs. Therefore it is a necessity to define goals and
the target group as one of the first steps while creating a security program. Depending on the
defined goals, the correct trade-off between security, complexity and flexibility can be found as
described in detail for wireless network solutions by Herrera-Joancomarti et al. [52].

Once all security policies have been defined, it is required to insure their effectiveness which
can be achieved by recurring reviews and audits or through conducting overall system security
tests [28]. These activities should in equal parts being carried out by the institutions IT staff,
the institutions non-IT staff and external parties. For security tests the use of software like
vulnerability scanner Nessus is encouraged. Amongst other features, Nessus is able to perform
configuration auditing and vulnerability analysis of foreign systems and, amongst others, allows
to identify available but not yet applied software patches [113].
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2.3.1.3 Definition of Terms

In IT security distinctive terms are used to describe concepts or behaviors. Following term
definition is based on the Information Technology Infrastructure Library (ITIL) Glossary [79]:

o Threat: A threat is everything that might exploit a vulnerability. Any potential cause of
an incident can be considered a threat. For example, a fire is a threat that could exploit the
vulnerability of flammable floor coverings. This term is commonly used in information
security management and IT service continuity management, but also applies to other
areas such as problem and availability management.

e Vulnerability: A weakness that could be exploited by a threat — for example, an open
firewall port, a password that is never changed, or a flammable carpet. Missing control is
also considered to be a vulnerability.

e Risk: A possible event that could cause harm or loss, or affect the ability to achieve
objectives. A risk is measured by the probability of a threat, the vulnerability of the asset
to that threat and the impact it would have when occurring. Risk can also be defined as
uncertainty of outcome and can be used in the context of measuring the probability of
positive as well as negative outcomes.

e Asset: Any resource or capability. Assets include anything that could contribute to the
delivery of a service. Assets can be attributable to one of the following types: manage-
ment, organization, process, knowledge, people, information, applications, infrastructure,
and financial capital.
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2.3.2 Linux System Security

Linux is an Operating System (OS) using the paradigm of free and open source software
development and distribution. The Linux kernel, its main component, was first released by
Linus Torvalds in 1991 [114] and is licensed under the terms of the GPLv2 [43].
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Figure 2.5: Linux Kernel Map [67]

The Linux kernel is responsible for, but not restricted to, managing hardware resources or pro-
viding an interface to software. A detailed list of the Linux kernel functions and duties can be
found in Figure 2.5, showing that it is in charge of system management functions, processing,
memory, storage management, networking and of interfaces to humans (users). These functions
are implemented using multiple layers, from the user-near layer user space interfaces which
provides interfaces for client applications and users, via virtual, functional and device control
layers, to the hardware-near layer hardware interfaces which offers functionality to manage
physical hardware resources. Figure 2.5 aims at illustrating the high complexity of the Linux
kernel. Hence, not every relation is explained in detail as these relations are of no direct impor-
tance to this thesis.

In terms of security, the Linux kernel implements hierarchical protection domains which is en-
forced in hardware through the x86 CPU architecture. Protection domains, as described by
Schoeder et al. [99], are often illustrated using rings as shown in figure 2.6. Code executed in
context of the inner circle (ring 0) does have most permissions and full access to all system and
hardware resources. In a modern OS like Linux, only kernel code is executed in context of ring
0. Applications are usually executed in context of ring 3, which grants less permissions in terms
of memory access or access to CPU resources.
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Device drivers
Device drivers

Applications

Figure 2.6: x86 CPU rings (see [9])

The Linux kernel also allows to load and unload kernel modules on demand during operation.
Using this method device drivers can be loaded into the kernel having them elevated to be exe-
cuted in context of a lower circle (ring 0-2).

2.3.2.1 Linux Security Concepts

To achieve comprehensive security on a Linux OS requires to understand its incorporated secu-
rity mechanisms and permission control. The OS offers multiple mechanisms which are briefly
described in the following:

e User / User-group Concept. Linux was designed as a multiuser system. Hence, it is
possible for multiple users to work on one single machine in different roles [115]. These
roles are

— a normal user

— an administrative user - on Linux usually called root.

Every User has a unique Identifier (ID), an assigned home directory and is member of at
least one user group. Every application executed on a Linux system will run in the context
of a user, which determines the application permissions on the host system.

Linux systems use file /etc/passwd [83] to store and manage their known user ac-
counts. Each line of this file represents one user account and defines common parameters
of this account, including the users primary group or the home directory path. It also
defines if an account can be used for interactive logon. If so, a command line interpreter
program (shell), starting at logon time, is defined.

In older Linux versions, the actual logon password was stored in this file too. Modern
Linux systems make use of cryptographic hash algorithms and store their passwords in
separate files which can only be accessed through the system and its root user.

User administration for multiple Linux-based systems within one network environment
may also be accomplished using directory services [53] like the Lightweight Directory
Access Protocol (LDAP) or the Network Information Service (NIS), thus allowing to ad-
minister user accounts more efficiently.

e The File Permission Concept helps to control access to files and folders. Each object on
a file system, including files, folders or symbolic links will have
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— Permissions
— an owner user

— and an owner group

assigned. The permissions are illustrated by a character string (for example ~rwxr——-—- )
and can be split up into permission groups. The first character does not define any permis-

sion as it defines the type of the object stored on the file system (a regular file is indicated

by —, a folder by d and a symbolic link by 1).

The remaining nine characters of the permission string are split up into three groups of
three characters. Each of these groups indicates permissions in the same manner, but are
applied to different sets of users. These groups are

1. User, applying permissions to the owner user
2. Group, applying permissions to every user of the owners group

3. Others, applying permissions to all other valid users

Each three-character subset of the permission string indicates which permissions a group
of users will have.

1. Character: r, grants permissions to read a file system object.
2. Character: w, grants permissions to write on a file system object.

3. Character: x, grants permissions to execute executables or scripts stored in the file
system.

In case a — is written instead of the above listed characters, the permission is not granted.
This demonstrates that the Permission string ~rwxr——-—-— grants full permission for the
owner user and read permissions for all user members of the owner group. It also points
out that this permission is applied to a regular file [14]. For modifying permissions, owner
user or owner group, the linux commands chmod and chown can be used.

For situations where the traditional file permission concept is not sufficient, the Linux
kernel allows the use of ACLs, for which file and folder permissions can be more detailed.
For example, an ACL allows to grant permission to append a file but not to delete it.

e Remote Access. Linux-based systems make use of text terminals for communication
with its users. Shell programs like bash or sh allow an user to enter commands and
to receive feedback from the system instantly. Text terminals on Linux-based systems
allow to redirect its in and output to different destinations, including the systems console
or remote applications utilizing network protocol TELNET [70] or Secure Shell (SSH)
[127]. SSH encrypts all payload data transfered between the Linux-based host and the
client application, which TELNET does not.

In addition the text-based terminals, Linux-based systems allow to run graphical enhanced

applications on remote clients using the X window system [73].

e Startup Process and Linux Run levels. After hardware has been initialized (Basic In-
put/Output System (BIOS)) and a boot loader like GNU [43] Grand Unified Bootloader
(GRUB) has been started, the Linux system passes through multiple stages:

— The boot loader is stored in the Master Boot Record (MBR) of a physical storage
and is responsible to starts the OS kernel.

— The kernel initiates all system hardware drivers and mounts the root file system /.
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— Init is the first application started by the kernel and responsible to bring the system
into the desired run level.

— The Run level describes the mode of operation and determines which applications
and services are supposed to run. Valid run levels are:

Run level Description

0 - Halt Shuts down the system

1 - Single-User Single-User operation for administrative tasks

2 - Multi-User Multi-User operation without network services

3 - Multi-User with Networking | Multi-User operation

5 - Graphical enhanced Multi-User operation with network services and display
manager (X Windows System)

6 - Reboot Restarts the system

e Security-Enhanced Linux (SELinux) is a Linux feature enabling the use of extended
access control security policies implemented in form of a set of Linux kernel modifica-
tions and some user-space tools [13]. It is a project of the United States National Security
Agency (NSA) and the SELinux community and enforces access control policies that con-
fine applications and services to a minimum amount of privileges required to do their job.
SELinux can operate in three modes, which can be configured using its main configuration
file:

— enforcing will fully enforce SELinux policies
— permissive prints warnings but does not enforce the policies

— disabled will fully disable SELinux

e Logging Mechanisms and Monitoring. Linux enables the usage of logging mechanisms
for reasons of detecting hardware problems, user problems or security breaches to name
only a few. Software packets syslog or its superior version rsyslog implement these
logging functions and collect messages from applications as well as from the Linux kernel.
Per default the Linux system stores the log messages into files located in the file system
folder /var/log, file /var/log/messages for example.

syslog software also offers the possibility of sending the log messages of a system to a
central network logging server.

Similar to other network devices, Linux offers the possibility to retrieve information about
a system’s vital state using Simple Network Management Protocol (SNMP), which could
be used by centralized network monitoring solutions.
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2.3.3 Network Security

Network technologies are the foundation of telecommunication services and enable remote
access to applications as well as content management and distribution. Within this context,
recommendations X.700 [120] and X.800 [122] of the ITU-T provide a general framework to
ensure the security of telecommunication services [1].

2.3.3.1 Security Objectives

Security exposures can affect user data, applications and the network infrastructure itself. ITU-
T recommendations X.509 [118] and X.800 [122] identify several types of information threats
(attack patterns) that can be classified as follows [1]:

1. Passive Attacks

o Interception of the identity of one or more of the participants by a third party with a
mischievous intent, violates the entities confidentiality.

e Data interception through clandestine monitoring of the exchanges during a commu-
nication by an outsider or an unauthorized user, violates its integrity and confiden-
tiality.

2. Active Attacks

e Replay of a previous message, in its entirety or in part, after its recording (violating
the security principal integrity).

e Defective or criminal manipulation of the content of an exchange by substitution,
insertion, deletion or reorganization of user’s data exchanged in a communication
by a non-authorized third party (violating integrity and availability).

e Users repudiation or denial of their participation in part or in the entirety of a com-
munication exchange (violating integrity and availability).

e Misrouting of messages from one user to another (violating confidentiality).

o Analysis of the traffic and examination of the parameters related to a communication
amongst users (e.g. absence or presence, frequency, direction - violating confiden-
tiality).

e Masquerade, whereby one entity pretends to be another entity (violating integrity
and confidentiality of the other entity).

e Denial of service and the impossibility of accessing the resources usually available
to authorized users following the prevention, interruption of a communication or the
delay imposed on time-critical operations (violating availability).

Based on the proceeding threats, the objections of security measures are [1]:

e Prevent an outsider other than the participants from reading or manipulating the contents
or the sequences of the exchanged messages without being detected. In particular, this
third party must not be allowed to play back old messages, replace blocks of information,
or insert messages from multiple distinct exchanges without detection.

e Impede the falsification of payment instructions or the generation of spurious messages
by users with dubious intentions. For example, dishonest merchants or processing cen-
ters must not be capable of re-utilizing information about their clients bank accounts to
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generate fraudulent orders. They should not be able to initiate the processing of payment
instructions without expediting the corresponding purchases. At the same time, the mer-
chants will be protected from excessive revocation of payments or malicious denials of
orders.

Satisfy the legal requirements for valid contracts to allow conflict resolution, particularly
in the area of consumer protection and privacy protection.

Assure access to the service according to contractual terms.

Give the same level of service to all customers, irrespective of their location and the vari-
ations in climate, temperature, humidity, erosion, etc.

2.3.3.2 Security Implementation - Infrastructure Considerations

In order to achieve the security objectives, it is necessary to have a secure network environment.
A brief overview of security techniques to create a secure network environment follows:

Firewalls are essentially filters which prohibit forbidden information from passing through
while allowing approved information [126]. Firewalls can be hard- or software-based de-
pending on the protection goal and the infrastructure.

Within a core network environment they are most effective when installed as network en-
trance points by defining both, incoming and outgoing ACL’s for every network segment
attached. In this context, network entrance points are defined as the only gateway to access
a certain network segment in which firewalls also take over the functionality of network
routers. Firewalls do require a high degree of maintenance, as the ACL’s may have to be
altered for every service installed, but are an effective way to stop unauthorized access
before even entering a network.

Network Address Translation (NAT), Port Address Translation (PAT) allows to make
certain services accessible from outside networks without granting direct access to the ser-
vice’s residual internal network using virtual addresses and ports on the outside network
behind which the real service is hidden. The network device configured for NAT or PAT
(mostly routers or firewalls) picks up the request from the outside virtual address and port
and forwards it seamlessly to the inside network.

This concept can not only protect a single application or service, it may also be used to
hide whole network segments and all clients attached to such a segment. This results
in disallowing the direct access to an internal client by request generated from outside
networks.

Demiilitarized Zone (DMZ), borrowed from military terminology, is a physical or logical
subnetwork which is located between different network areas, usually these are the public
Internet on the one side and the internal private network on the other side. This allows to
create a layered defense against malicious network attacks [12].

As shown in Figure 2.7, services available to the public (e.g. web based services) should
be hosted within this intermediary and isolated DMZ network. In case a service becomes
exposed, the attacker can only access resources within the DMZ network but is still pro-
hibited to access internal resources.

Proxy Servers allow to inspect application layer data transfered between networks. A
HTTP proxy server can either inspect only the Uniform Resource Locator (URL) re-
quested in HTTP headers or inspect the whole data content transfered. With the use of
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The
INTERNET

Figure 2.7: DMZ scheme (see [18])

Cisco-developed Web Cache Communication Protocol (WCCP) [103], Proxy servers can
be implemented in a transparent manner.

Proxy servers can be considered as OSI layer 7 (application layer) firewall for multiple
protocols. They are introduced to control an application’s access to the Internet and may
utilize security implementations like virus scanning capabilities.

¢ Quality of Service (QoS) enables a network router or any network device in charge of
IP packet forwarding to prioritize based on multiple indicators. An indicator could be the
source or destination TCP port of a data packet. Also the Differentiated Services (DS)
field [77] in the IP header can request a network routing device to adjust a packet handling
priority.

e Network Access Control (NAC) mechanisms control if client devices are allowed to
connect to a private network. The decision whether a client device is authorized or not
can be based on the clients Media Access Control (MAC) Address or by implementing
IEEE standard 802.1x [105].

NAC mechanisms can be used in wired and wireless network environments and allow
client device authentication and automated Virtual Local Area Network (VLAN) assign-
ment.

e Encryption - Today most computer network environments use shared media to transfer
data from one point to another. Shared media implies that others are able to see, capture or
manipulate data. Therefore, multiple methods to encrypt information transfered on data
networks have been invented and are endorsed to be used for confidential data at least.

Once considering/designing the overall security of a network infrastructure, a balanced set of
security measures is required. They need to be adjusted to one another allowing to create con-
temporary security measures which have to be defined in detail in governing documents (using
security procedures for example (see Section 2.3.1)).
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2.3.3.3 Security Implementation — Monitoring

In big network environments unexpected changes and troubles are often discovered very late
and network administrators often tend to loose track of what is going on within their networks.
Therefore, monitoring systems are a necessity for secured network operation.

These systems help to identify possible problems early on or even before they become a real
problem with impact on users or other systems. They also allow to troubleshoot existing prob-
lems more efficiently by providing information about the vital state of the network and systems
attached.

Many network monitoring solutions are based on SNMP [26], which provides basic functionality
to collect vital data about remote network devices. Monitoring solutions heavily differ in the way
they store and present the collected data. Some solutions focus on providing graphed historical
data (utilizing a Round-Robin Database (RRD)) whereas others focus on real time visualization
and alerting.
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2.4 VoIP Security

This section illustrates security concerns regarding VoIP systems by highlighting weak spots and
identifying attack patterns. Founded on general IT security concerns (previous Sections 2.3.1
and 2.3.3), this chapter gives an overview of attack patterns on VoIP systems.

2.4.1 Attack Patterns on IT Infrastructure to Harm VoIP Systems

This section explains attack patterns with the intention of harming a VoIP system, while making
use of I'T infrastructure vulnerabilities to achieve their goals.

2.4.1.1 Man-in-the-Middle (MitM) Attacks on VoIP Systems

From a logical point of view, MitM attacks are conducted by malicious devices placing themself
between two communicating devices in a way, that the whole data stream between these two
non-malicous devices can be intercepted or even modified [63].

Alltough specific MitM attacks can also harm other systems than VoIP systems as well, every
MitM attack does have a goal to achieve which could be to take illegal advantage of a VoIP
system.

Network based MitM attacks use vulnerabilities of network infrastructure devices and protocols
to redirect data packets. One protocol heavily targeted in the context of a Local Area Network
(LAN) is the Address Resolution Protocol (ARP). It is stateless and serves the purpose of linking
hardware MAC addresses to IP addresses. Bhirud et al. [17] identified attack methods based on
ARP like

e ARP Spoofing, which is the process of creating and injecting fake ARP requests and ARP
reply messages into the network.

e ARP Cache Poisoning, which aims at modifying the ARP cache of a host or network
device, which is updated once an ARP reply message is received. In case such a reply
message has been modified or spoofed, the host will store wrong information in its ARP
cache and the host may contact a malicious device instead of the correct one.

One can also distinguish in regard to the context the MitM attack is conducted [63], which could
be either in context of a LAN or in context of the public Internet. Attacks can be conducted in
both contexts, but differ in the approach taken. Due to the used routing mechanisms data packets
from a single source sent to the same destination may take different routes through the Internet.
In case of using public Internet, a MitM attack can be mounted on the manipulation of routing
protocols, whereas this method is noneffictive in the context of a LAN which makes use of static
routes only.

In case a VoIP system is exposed to a successful MitM attack, all actions initiated by victims of
that attack can be subject to eavesdropping, manipulation or denial.

2.4.1.2 Denial of Service (DoS) Attacks on VoIP systems

The goal of a DoS attack is to restrict the operation of the attacked service or device using brute
force. This can be achieved through generating simple capacity overload, network congestions
or by an aligned modification of network payload data [63]. Howard [54] defines DoS as ..., if
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a service is supposed to be available and it is not, then service has been denied., not specifying
the cause of the denial.

A capacity overload can be created by an attacker by sending excessive amounts of requests to
the target within a short period of time. As the targeted server system is requested to handle
each of these requests while consuming system ressources, the target may be caused to run out
of ressources hence dening further requests. Attacks of such kind are mostly implemented in
some kind of automated manner and may not be restricted to only one device creating malicious
messages (Distributed Denial of Service (DDoS) attack).

A overload of local system ressources does not necessarily have to be the only impact on the
targeted server in case of a DoS attack but may also have the effect of jamming the network
uplink.

Fuchs et al. [44] illustrated the possible impact of DoS attacks on VoIP based emergency phone
services.

2.4.1.3 Eavesdropping

Unfortunately, there are also a variety of ways that an attacker can compormise the privacy of
VoIP conversations.... With the appropriate access to the right point in your network, an attacker
can perform a variety of attacks beyond simply listening to your conversations [37]. Once an
attacker has gained access to the network by compromising a network switch or a phone for
example, eavesdropping allows to capture and record data transfered within the network. The
collected data can be used for analysis and allows an attacker, according to Endler et al. [37], to
gain the following information:

o Trivial File Transfer Protocol (TFTP) Configuration Files: As many IP Phones rely on
TFTP servers to retrieve their configuration, this configuration, which may store pass-
words, is exposed to the attacker.

e Numbers: An attacker may collect numbers from all incoming and outgoing calls. This
information can be used to mount more complex attacks like signaling manipulation or
Spam over Internet Telephony (SPIT)

e Call pattern: Instead of just collecting numbers, call pattern tracking enables the attacker
to know who is talking to whom. With this data, corporate espionage becomes possible.

o Conversation Analysis: Capturing of in-stream information like the actual voice stream or
Dual-tone multi-frequency signaling (DTMF) tones allows an attacker to get in possession
of possibly confidential information.

2.4.1.4 Server manipulations

Manipulations on the server system may open potential points which an attacker could use to
mount an attack. Before this kind of manipulation can take place, the attacker has to have shell
access to the server system. Once this is achieved, following actions may be taken:

e Server process manipulation: Asterisk software utilizes processes and threads to complete
its work load. These processes are executed on the OS and can be influenced from the OS
level. By the forceful removal of such a thread, unexpected system behavior is created.

o Change of executeables: Executeables and libraries stored on the server systems Hard
Disc Drive (HDD) implement Asterisk’s functionality. Modification of these files may
limit or change Asterisk’s behavior.
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o Configuration changes: Changes of Asterisk’s configurations on VoIP allows an attacker
to change Asterisk’s behavior and allows the attacker to open up touch points to mount
other attacks. For example, a new subscriber number for a malicious user can be created.

e Codec manipulation: An attacker may be able to change the encoding methods of Asterisk
with the effect of media streams becoming unusable.

e Disk overflow: In case an attacker fills the local HDDs with data, regardless of the type,
Asterisk server may not be able to store any more information causing DoS.

2.4.1.5 Media Stream Manipulations

In VoIP based systems, as introduced in Section 2.1, RTP protocol is used to carry media streams.
Due to the use of stateless UDP, the recipient has no possibility to check whether all data packets
sent by the originator, have been received. RTP packets might be lost en route, might arrive at the
receiving endpoint duplicated or out of sequence as they transit the network. The receiving end
point incorporates an audio buffer, which rearranges the packets to create the best playback as
possible. By spoofing the RTP header data, the receiving end point can be tricked into rejecting
messages from the non-malicious end point in favor of RTP packets of malicious end points
[37].

2.4.2 Attack Patterns on VoIP systems

The design of VoIP protocols like SIP also enables attackers to find appropriate points of contact
to mount an attack on the system. This section will give a brief overview of attack patterns which
mount their attacks on the designed behavior of SIP.

2.4.2.1 Denial of Service (DoS) Attacks based on VoIP capabilities

Additionally to the effects of DoS attacks described in the previous section (Section 2.4.1.2),
DoS combined with MitM attacks may also target SIP protocol [30] instead of the network
infrastructure.

Key to such an attack is the introduction of malicious messages which cause either the subscriber
or server to tear-down the SIP session while simultaniously misleading the other SIP session
participant into believing that the SIP session is alive. This participant hence is about to wait
until a timeout is reached and the SIP session is considered dead.

A well-formed CANCEL message introduced into the SIP session setup process (between step 3
and 4 of Figure 2.3, for example) will prohibit the session from being established successfully.
On the other hand, introducing message BYFE can cause an already existing SIP session to perish
unexpectedly.

In addition to the already presented types, Chen [29] identified following possible DoS based
attack patterns.

o Legitimate Message Flooding: An attacker attempts to consume all available system or
network ressources for legitimate applications to become unuseable. Ressources in ques-
tion are, for example, the network bandwidth or the maximum number of concurrent
TCP/UDP connections [37]. Today, flooding attacks have become common practice on
the Internet as more and more DoS tools are available. As a reference, packetstormsecu-
rity.org [81] lists more than 250 DoS tools today.
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e Destributed Reflection DoS: A Distributed Reflection Denial of Service (DRDoS) attack
uses legitimate hosts called reflectors to send a large number of packets to a victim by the
use of IP spoofing [117]. The attacker sends packets with a spoofed IP address, using the
IP address of the victim as source to the reflectors, which will reply to the victim. This
can cause a lot of simultanious requests and in turn causes DoS at the victim.

e The introduction of Malformed Messages: Malformed messages can be described as mes-
sages holding information which identifies the message as a SIP message, but does have
bogus information stored in its header fields. For example, a modified 7o field disallows
Asterisk to identify and route the session setup request accordingly.

Such message modifications may also be directed towards Asterisk’s SIP parser. The
parser has to cope with manipulations like a header field containing unexpected special
characters or an unexpected long length of the header field data.

2.4.2.2 Session Hijacking

By introducing well-formed 301 - Moved Permanently or 302 - Moved Temporarily messages,
an attacker may be able to redirect incoming calls for subscribers to another malicious device.
With these messages, the server is informed that the subscriber is now reachable under another
network address without the real subscriber noticing [63].

2.4.2.3 Identity Theft

The Theft of Service pattern provides an opportunity for hackers to gain access to the VolP
network by imitating subscribers and/or seizing control of terminal devices and performing free
calls [82]. This attack could be accomplished using several techniques, starting from simple
placement of calls using an unattended device, to the theft of the identity of a legitimate user.
In case the attacker uses the identity of the owner without consent, the charges for the calls will
still be assigned to the owner [82]. This behavior is known as toll fraud, which is described by
Nassar et al. [75] as an attack scenario in which the malicious user aims to bypass billing.

24.24 SPIT

Spam over Internet Telephony (SPIT) is similar to email SPAM that affects VoIP. SPIT, in this
context, refers to bulk, automatically generated, unsolicited calls [37]. Telemarketing is certainly
annoying as well but not considered as SPIT. SPIT, unlike many others, does not rely on faulty
configurations, software bugs or other issues which could harm the system’s integrity.
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3 Business Informatics
Fundamentals

This chapter establishes the fundamental understanding of business affairs concerned with this
Thesis. First, basic considerations for introducing new innovative IT solution and the scope of
application of VoIP solutions are presented. Afterwards, the process of security evaluation used
within this thesis is described in detail.

3.1 Use of IT in Businesses: Motivation

In today’s business environment, the main goal of profit oriented Businesses and Organizations
is to earn a lot of money by trying to minimize expenses while maximizing their income. Any
new IT solution will require spendings, which conflicts with the minimizing expenses approach.

Not only the setup, but also the evaluation process and the operation of IT solutions require
the input of money: A Gartner Perspective on IT spending shows that the worldwide end-user
spending on IT in 2010 was approximately 3,30 trillion USD with an increase of 3,3 percent
year on year [46].

But IT does not only create costs, IT also helps to boost an organization’s productivity by, for
example, automating work flows which enables employees to handle a bigger work load. De-
liberated investments on innovative IT solutions can create Return on Investment (ROI) already
after a short period of time. Investments into new IT solutions often entail that changes to the
current business processes are made in order to being able to merge the new solution into the cur-
rent environment and hence, utilize its full potential of the new solution. Mathur [68] proposes a
way to adopt the Business Processes to such changes using a Business Process Transformation
Grid.

There are a few global and strategic decisions an organization should consider and take before
any investment decision can be made:

e How to serve business needs at best

Before any IT solution can help to create income, the organization has to know what
the exact expectation of the IT systems are and which functionality these systems are
expected to deliver. A corporate IT strategy should answer these questions. The business
requirements have to be defined at first and an appropriate IT strategy has to be built
around them to support the business in the best way possible. Within companies, IT can
be seen as internal service provider supporting the companies core business.

Apart from what is expected from IT systems, the IT strategy should also answer how its
realization is going to be organized. This includes decisions on whether a centralized or
de-centralized setup is implemented or how the local IT staff is organized, for example.

e Degree of Outsourcing

The operation and maintenance of a local data center infrastructure can be quite expensive
for small organizations. The alternative to this is the outsourcing of hardware infrastruc-
ture or IT services to an IT data center or cloud service providers. As Qutsourcing is
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proven as a good idea for many firms that need to reduce operating costs and improve
information technology operations.... Many companies will be hurt by hastily following
the herd down the outsourcing path without thoroughly evaluating the benefits and risk
associated with it [97], the decision on this question must be a sophisticated one.

A high degree of outsourcing also results in a high dependence on other companies (e.g.
outsourcing providers) which may generate risks to the company. The only binding object
with the provider might be a legal contract but no influence on the provider’s strategic
decisions or on relations to other contractors can be taken. Outsourcing helps to reduce
local hardware and maintenance cost and therefore requires less IT staff on location. On
the contrary, having things done by an outsourcing partner and having less local IT staff
will inevitably result in the decline of intra-company know-how about the IT systems
in operation. Beulen et al. [16] identified knowledge transfer and management as an
important factor for a successful outsourcing operation.

The decision on the degree of outsourcing will also help to decide by whom and how the
local IT environment shall be supported and maintained and will determine how the local
IT organization has to be organized.

e Product decisions

Before an IT solution product can be acquired, the organization has to define how such
decisions should be made, what the motives are, how a vendor screening can be conducted
and which characteristics an IT solution should have to be able to make an educated deci-
sion.

Making individual decisions is often a fuzzy process which lacks a clear work flow struc-
ture. To improve this, Petrusel et al. [85] proposes a Data Decision Model which helps to
overcome certain drawbacks of individual decision finding processes.
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3.2 VoIP Solutions: Benefits and Scope of Operation

As mentioned in Section 3.1, running a successful business requires to keep control of spend-
ings and minimize costs while maximizing the company’s productivity at the same time. VoIP
systems do not only allow to minimize operation costs, but they can also help to increase the
company’s productivity.

VoIP solutions emerged as fixed part in today’s IT infrastructures and start to evolve in mobile
networks as well. A Gartner survey [47] shows that more than 50 Percent of mobile voice traffic
will be carried using end-to-end VoIP by 2019. This highlights the future potential of such a
solution.

Amongst other things, VoIP solutions utilize the following features and functions which help
organizations to optimize:

e No Dedicated Infrastructure required. As VoIP solutions can use regular IP networks,
no setup and maintenance of a dedicated voice network is required. Infrastructure setup
is easy and creates only low costs due to the variety of available products. This not only
applies to VoIP equipment like Phones, but also to the network infrastructure devices like
switches or routers. The use of IP network technology also enables a flexible network
layout and hence, offers more flexibility to end users.

e As VoIP solutions heavily utilize global standards defined by the IETF and ITU-T, li-
cense fees for the use of this technology are only seldomly applied. Depending on the
products selected, the costs for operating such a solution can be kept very low.

e VoIP solutions will increase the user’s acceptance: Due to the use of standard IP network
infrastructure and the variety of available end-user devices and applications, it is possible
to benefit from this technology virtually everywhere and at any time.

e Easier work environment integration is only one of the features VoIP systems can of-
fer. A subscriber may only have one phone number, but is reachable independent of his
location. This could be at the office, at home (tele-working) or somewhere else (mobile
phone).

e VoIP systems offer more than voice: As such systems utilize a media stream for trans-
ferring media content to other subscribers, not only voice data may be transfered on VoIP
systems. This media stream can transfer many types of encoded media and enables to
conduct video calls, make conference calls or make use of instant messaging functionality
which can help to create a new experience to users.

e Use of bandwidth is more efficient: As VoIP system media streams can transfer different
payload data encoded by different codecs, the configuration of the codec can be adopted
to network quality pre-conditions. Therefore it is possible to utilize the available network
connection in the most efficient way which can save costs on Internet network connections.
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3.3 Software Development Life Cycle (SDLC)

The Systems Development Life Cycle (SDLC) describes the life cycle of software applications
and supports software development projects during any phase.

According to Lewis [64] the SDLC involves various phases which generally include planning,
definition, requirements, design, building, implementation and maintenance. During each of
these phases, a project manager or IT professional is required to come up with deliverables,
which depend on the requirements of the project. At the planning phase for example, the deliv-
erables may include the project charter and SDLC templates [64].

To serve software development the best possible way, each organization has to adapt the SDLC
according to their needs. Therefore, also Asterisk development is supported by an aligned SDLC
process.
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3.4 Security Evaluation Approach

In order to make improvements on a systems security it is required to analyze the system’s
behavior including all running services and programs as well as every external communication.
The possible impact on the system in certain situations like while receiving a malformed message
is needed to be evaluated.

Organizations often tend to focus on threats rather than on protecting their assets, which often
leaves the entire system vulnerable [109]. Stango, Prasad and Kyriazanos [108] proposed an
eight step model for threat analysis focusing on asset protection which is adopted below to suit
to the business case discussed in this thesis. This model aims at evaluating possible security
threats and helps to construct a mitigation plan using risk management.

It consists of the following 8 steps:

Step I: Description of the system: Use Case (UC)s

To describe a system it is required to understand every component and every interac-
tion.

Unified Modeling Language (UML) UCs [6] have been chosen to create a holistic
view of the Linux system implementing Asterisk, covering all concerned software
services running. The UCs show what the system must be able to do by illustrating
the interactions between UCs and actors involved. A descriptive table of each UC
contains all information related to the system and the UC. It has to include the items
and has to answer the following questions:

e Goal - What is the desired achievement?

e Precondition - What is required to be able to execute the UC?

e Success condition - Under which circumstances will the UC be executed suc-
cessfully?

e Fail condition - Under which circumstances will the UC fail?
e Actors - Who is concerned?
e Triggers - Which event causes the UC to be executed?

o External Resources - Which external resources like configuration or log files
are necessary and how are they accessed?

e Service - Which service or program is responsible for the execution?

e (optional) Remark / Extensions

Step II: Analyze the technical background of the UCs

To be able to create a comprehensive system description, timing and sequence infor-
mations have to be added to each UC. Sequences are illustrated by Sequence diagrams
or textual descriptions showing object interactions according to their timing sequence.

Also, messages exchanged between objects including the means (network protocols,
device drivers) and options (use of encryption, use of authentication, session persis-
tence mechanisms) of transportation are described.

Step III: Identify Assets

This step is about determining everything within the system which could be damaged
or violated.
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Step IV:

Step V:

Services are executable programs which are responsible for the provision of function-
ality described within UCs during step I and II. While every UC will be handled by
one or more services, a single service might host the functionality of multiple UCs.
In case a service is not able to further serve the functionality of one of its UCs, the
service has to be assumed to be failed.

Defining each service as asset is proposed. Services create business value by provid-
ing functionality described by the UCs. Once a service fails, it has no business value
anymore, showing that services are the actual asset of any system.

In addition to the system services, collected and stored data can be classified as assets
of a system as well. Data assets include configuration files, accounting information,
log files or customer data like addresses or billing instructions.

Determine Threats

Threats can be identified by going through each previously defined UCs and creating
threat hypotheses that violate confidentiality, integrity and availability [74], resulting
in a tabulated threat profile. A threat source can be manifested as any circumstance or
event with the potential to cause harm to a system.

The threat profile shows details for every threat including

e anID

e aname

e a classification

e adescription

In general, threats can be classified into six classes based on their effect [111] :

e Spoofing - Using someone else’s credentials to gain access to otherwise inac-
cessible assets.

e Tampering - Changing data to mount an attack

e Repudiation - Occurs when a user denies having performed an action but the
target of the action has no way to prove otherwise

e Information disclosure - Disclosure of information to a user who does not have
permission to see it

e Denial of Service - Reducing the ability of valid users to access resources
e Elevation of Privilege - Occurs when an unprivileged user gains privileged sta-
tus
The threat profile for a system describes all potential attacks, each of which needs to
be mitigated or accepted.

According to Myagmar et al. [74] access points are what the attacker is going to
use to gain access to assets. Examples of access points are open network sockets,
configuration files or hardware ports.

Determine Vulnerabilities

This step aims at developing a list of system vulnerabilities that could be exploited.
This can be achieved by analyzing the threats from the threat profile described in
detail before.
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Step VI:

Step VII:

Step VIII:

Asset Mapping

This step determines the importance of assets identified before and the risks that the
owner of the asset is willing to accept [91], thus allowing to prioritize them by assign-
ing values.

While assigning values to assets, personal priorities of people can be different. The
values chosen should also represent an asset’s importance based on a systems require-
ments and anti-requirements. Therefore, three different values have been proposed by
Stango et al. [108]:

e High - Assets with this value have to be protected with a high level of security.
They are directly linked to the control of the system or have a big financial value.

e Medium - Assets providing non-critical, but still important, common services
with an intermediate financial value.

e Low - Value of assets of minor importance

Risk Management

Combining and analyzing both, the importance of identified assets and the vulnerabil-
ities of system components, results in a risk estimation (as defined in Section 2.3.1.3)
for every identified vulnerability. This allows to state at which degree a system can
get harmed after and during a possible exploit of a threat.

As the potential financial loss is directly attached to the degree of security violation
caused by an exploited threat, it is required to minimize security vulnerabilities and
maximize a system’s overall security.

This step suggests to put a virtual price tag in terms of risk levels on each identified
vulnerability. Four risk levels are proposed:

e No Risk - No possible harm to the system can be created

e Low Risk - Risk is present although unlikely to become exploited; financial loss
is limited

e Medium Risk - Risk is present; medium financial loss is likely

e High Risk - Risk is present and easy to become exploited; financial loss can be
devastating

Mitigation Plan

The Mitigation Plan defines which actions to be taken to mitigate a certain risk and
selects the appropriate countermeasures.

According to Myagmar et al. [74], a risk can either be accepted, transferred or mit-
igated. In case a risk has been accepted by the responsible entity or has been trans-
ferred, it must not be included in the mitigation plan. The business owner is able to
decide that a risk at stake does not have to be mitigated if either the mitigation is to ex-
pensive or the possible impact is too low. In this case the risk is accepted. In case the
identified risk can be shifted to another system like a firewall, the risk is considered
transfered.

The classification of threats listed in step IV can be used when deciding on a mitiga-
tion mechanism of a specific threat [111].

Once a mitigation strategy for a risk has been chosen, the required budget, time and
resources for its implementation must be evaluated. As the available money in orga-
nizations is often subject to budgetary or other constraints, it is not always possible to
mitigate all risks. Hence, in real life a cost-effective balance between risk mitigation
costs and risks to be taken has to be found.
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Figure 3.1: Security Evaluation Approach

Figure 3.1 shows a schematic flow diagram for the proposed security evaluation approach. The
line connections illustrate dependencies between steps. For example, the results of step I are a
precondition to steps II and III for being able to carry out the next step of the analysis.

This approach is used to evaluate a system while operating in a designed behavior. Although
the approach would be capable of evaluating non-designed behavior, this thesis focuses on the
described and expected behavior. Non-designed behavior can have several causes like software
bugs or physical damage. Such influences can be addressed by regulations within IT security
policies or by the implementation of quality insurance of software projects and are not covered
in detail by this thesis.
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4 Reference System Description

This thesis will apply the security evaluation approach described in 3.4 to a reference system

installation.

4.1 Hardware and Software Configuration

This section describes the hard- and software configuration of the reference system in use which
is hosted within an virtual environment. The system has a dedicated public IP address assigned
and is connected to the Internet.

System Environment

Item

Description

oS

CentOS release 6.0 (final) [27]

Linux Kernel

version 2.6.18-194.¢el5

Software Management

RPM Package Manager (RPM) [59] based YUM

Hardware

VMware[123] based

1 virtual Central Processing Unit (vCPU)
1024M Random Access Memory (RAM)
10G HDD

HDD Partitions /dev/sdal (100M): Mount point /boot
/dev/sda2 (9.7G): Mount point /
no swap partition

Database PostGre SQL 9.1.2 [90]

Table 4.1: Reference System: Environment
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Asterisk
Item Description
Version 1.8.6.0
Configurations out-of-the-box using:

plain text configuration files (stored in /etc/asterisk)
databases (PostGre) for CDRs and Extended Logging
Protocols Supported | SIP

Subscribers Protocols | SIP

PSTN Uplink SIP trunk

Management CLI Access from localhost only

Web Access (asterisk-gui package)

Table 4.2: Reference System: Asterisk

Communication Settings

Item Description
Signaling Use of unsecured signaling protocol (SIP)
Media Use of unsecured media transport protocol (RTCP, RTP)
Database Access to database restricted to localhost
Asterisk — database communication unencrypted
Web Access No access
Console Access | Use of encrypted communication (SSH)

Table 4.3: Reference System: Communication Settings
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4.2 Description of the System: UCs

This section describes the behavior of the reference system as described in step I (section 3.4)
and shows the system’s functional behavior and its core functionalities. Each core functionality
is explained by an UC showing how the system behaves under normal operation and normal

circumstances.

This is the basis to the following security analysis as it is important to know what the system is
doing and how the systems achieves its operation goals. This description also shows the system’s
components involved during operation. The knowledge about the used system components is
essential as they need to be addressed during the security analysis as well.

ID and name

Description

1 - Client registration

Client registers on the system

2 - Call internal via SIP trunk

Establishes a media connection between two local sys-
tem subscribers

3 - Call out-bound via SIP trunk

Local subscriber establishes a media connection with a
foreign system subscriber, connecting via SIP trunk.

4 - Call in-bound

Foreign system subscriber establishes a media connec-
tion with a local system subscriber, connecting via SIP
trunk.

5 - Call mailbox

Access of a local subscribers to their voice mail box

6 - Log access

Access of administrators and authorized users to Linux
and Asterisk logging facilities

7 - Asterisk configuration change

Change of Linux and Asterisk configuration parameters
by administrators or other authorized users

Table 4.4: List of UCs

Table 4.4 shows a list of identified UCs with a brief description followed by Tables 4.5, 4.6, 4.7,
4.8,4.9,4.10 and 4.11 describing details of each UC.
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Figure 4.1: UC 1 - Client registration

Subscriber

UC 1 - Client registration (Figure 4.1)

Goal Client is known by Asterisk server, holding following information
e subscriber’s name

subscriber’s extension number
contact information (IP Address)
VoIP capabilities

Precondition

Asterisk service is running properly
o Client device is connected to network
e Client device is capable to use SIP

Success condition | Subscriber information is stored in Asterisk local subscription storage

Fail condition Subscriber information can not be stored in Asterisk local subscription
storage

Actors Subscriber

Triggers Initiated by subscriber

External Resources | File system

Service Asterisk system service

Remark

Table 4.5: UC 1 - Client registration details
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Call: Internal

Callaa

Caller

Figure 4.2: UC 2 - Call internal

UC 2 - Call internal (Figure 4.2)

Goal

Establish a media session between to two local subscribers; controlled
session tear-down

Precondition

Asterisk service is running properly
Client devices are registered

Success condition

Media session between two local subscribers established
Media bridge established
Controlled media session tear down

Fail condition

Media session could not be established

Actors e Caller

e Callee
Triggers Initiated by caller
External Resources | File system
Service Asterisk system service
Remark

Table 4.6: UC 2 - Call internal details
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Call: out-bound

Callee (via SIP trunk)

Caller

Figure 4.3: UC 3 - Call out-bound via SIP trunk

UC 3 - Call out-bound via SIP trunk (Figure 4.3)

Goal Establish a media session between a local subscriber and a foreign sys-
tem subscriber, initiated by the local subscriber; controlled session tear-
down

Precondition

o Asterisk service is running properly
o Client device is registered
e SIP trunk is available

Success condition

e Media session between the local subscriber and the foreign sys-
tem subscriber is established

e Media bridge established

e Controlled media session tear down

Fail condition

Media session could not be established

Actors e Caller
e Callee (via SIP trunk)
Triggers initiated by Caller
External Resources o file system
e SIP trunk
Service e Asterisk system service
e SIP trunk service
Remark

Table 4.7: UC 3 - Call out-bound via SIP trunk details
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Call: in-bound

Callaa

Caller (via SIP trunk}

Figure 4.4: UC 4 - Call in-bound via SIP trunk

UC 4 - Call in-bound via SIP trunk (Figure 4.4)

Goal Establish a media session between a local subscriber and a foreign sys-
tem subscriber, initiated by the foreign subscriber; controlled session
tear-down

Precondition

e Asterisk service is running properly
o Client device is registered
e SIP trunk is available

Success condition

e Media session between the local subscriber and the foreign sys-
tem subscriber is established

e Media bridge established

e Controlled media session tear down

Fail condition

Media session could not be established

Actors e Caller (via SIP trunk)
o Callee
Triggers Initiated by caller (via SIP trunk)

External Resources

e File system

e SIP trunk
Service e Asterisk system service
e SIP trunk service
Remark

Table 4.8: UC 4 - Call in-bound via SIP trunk details
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Figure 4.5: UC 5 - Call mailbox

UC S - Call mailbox (Figure 4.5)

Goal

Establish a media session between a local subscriber and Asterisk’s
voice mail module.

Precondition

o Asterisk service is running properly
e Client device is registered

Success condition

e Media Session between the local subscriber and Asterisk voice
mail system is established

e Local subscriber is able to retrieve and administer the voice mail
messages

e Controlled media session tear down

Fail condition

e Media session could not be established
e Local subscriber is not able to retrieve the voice mail messages

Actors Caller (mailbox owner)
Triggers Initiated by caller
External Resources | File system

Service Asterisk system service
Remark

Table 4.9: UC 5 - Call mailbox details
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Administrative Liser

Figure 4.6: UC 6 - Log access

UC 6 - Log access (Figure 4.6)

Goal Give an administrative user the possibility to access and search Asterisk
and Linux system log files

Precondition Linux OS has been started properly

Success condition | The administrative user is able to browse and search within log files

Fail condition The log files can not be accessed or searched by the administrative user

Actors Administrative user

Triggers Initiated by the administrative user

External Resources | File system

Service Linux OS

Remark

Table 4.10: UC 6 - Log access details
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Figure 4.7: UC 7 - Asterisk configuration change

UC 7 - Asterisk configuration change (Figure 4.7)

Goal Give an administrative user the possibility to access and modify the
Asterisk configuration files
Precondition Linux OS has been started properly

Success condition | The administrative user is able to do and apply the required configura-
tion change

Fail condition The configuration change can not be done or applied
Actors Administrative user

Triggers Initiated by the administrative user

External Resources | File system

Service Linux OS

Remark

Table 4.11: UC 7 - Asterisk configuration change details
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S Risk and Vulnerability Evaluation
of Asterisk

This chapter evaluates and identifies security threats of the reference system described in Chapter
4 according to the model described in Section 3.4, steps II to VII.

5.1 Analyze the Technical Background of the UCs

This step of the security analysis evaluates the main possible points of contact which could
be exploited to mount an attack and cause a security violation. This will be achieved through
illustrating the exact flow of activities conducted by the system for each UC described in Section
4.2 where every activity is a potential point of contact to be utilized for a security attack.

For this evaluation, the according activities have been simulated on the reference system (as
described in chapter 4). While running the simulation, the output files of Asterisk’s debugging
and Linux’s logging mechanisms, both configured in verbose mode, have been recorded. The
captured log files have been used to establish the following analysis.

e Activity 1 - Authentication
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Figure 5.1: Activity 1 - Authentication flow

Some UCs share the common activity authentication which is illustrated in Figure 5.1.
Authentication is responsible for making sure a client is identified and Asterisk is able
to decide whether access can be granted or not (authorization). Asterisk’s default settings
require authentication to happen at the beginning of every client device initiated SIP dialog
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using the Hash-based Message Authentication Code (HMAC) mechanism, which uses
cryptographic hash value functions in combination with a shared secret key [33].

The activity authentication will be invoked by Asterisk every time a message containing
SIP requests like REGISTER or INVITE is received. Step I verifies whether the received
message belongs to an existing SIP dialog which is identified using the Call-ID header
field of the received SIP message. The following Decision D2 determines the result of
step 1 and proceeds accordingly in three possible ways:

1. The message will be assigned to the current SIP dialog and activity authentication
will be ended without error (End EI) if an appropriate SIP dialog already exists
and authentication has succeeded earlier or Asterisk decides that no authentication
is required for this SIP dialog. No authentication is required for SIP dialogs not
initiated by a client, but initiated by Asterisk itself.

2. The message will be assigned to the current SIP dialog and activity authentication
will continue (step 4) in case an appropriate SIP dialog exists but authentication is
required and has not succeeded so far.

3. Anew SIP dialog will be created, the message will be assigned to this new SIP dialog
and activity authentication will continue (step 3 followed by step 4) if no appropriate
SIP dialog could be found.

In case the activity will be continued, step 5 will verify if authorization details transported
by header field authorization are included in the SIP request from the sender. At a sender’s
initial request, and after a new SIP dialog has been created using step 3, the client (sender)
will not include any authorization information as the client does not have enough informa-
tion to provide and the client does not know whether this service requires authentication.
Decision D6 evaluates the result of step 5 and determines how to proceed:

1. The activity authentication is continued by proceeding to step 8 in case authorization
details have been provided.

2. A 401 UNAUTHORIZED status reply message addressed to the creator of the re-
quest will be sent. This message contains a WWW-Authenticate header field provid-
ing information digest algorithm and nonce required by the client to compute the
authorization information (step 7). Afterwards, the activity authentication will be
ended using error [retry required] (End E3) which also requires Asterisk to stops
all further processing of this request. Usually the client device renews its original
request by adding the header field authorization causing Asterisk to re-start message
handling and to re-start activity authentication as well. This will happen in case step
5 has determined that authorization information are included within the request.

The client calculates the authorization information hash values using the HMAC algo-
rithm. For this calculation the provided information in header field WWW-Authenticate
and the logon details (user name and password) configured at the client device are used.
The HMAC algorithm may utilize different cryptographic hash functions like Message-
Digest Algorithm 5 (MD5) or Secure Hash Algorithm 1 (SHA-1). Header field WWW-
Authenticate indicates which algorithm is going to be used.

During step 8 Asterisk server carries out the same calculation and Decision D9 determines
if both hash values are identical:

1. The activity authentication will be ended without error (End E2), if both determined
hash values are identical. This means that the client device and Asterisk used the
same, and therefore valid, logon credentials.
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2. The activity authentication will be ended with error [Authorization failed] (End E4)
in case both calculated hash values differ. Before the activity is ended, a 403 FOR-
BIDDEN status reply message will be sent to the client, informing that authorization
did not succeed and therefore, Asterisk will not continue handling the request (step
10).

This activity can be ended with multiple results. If it is ended without error (Decision
D2 option 1 and Decision D9 option 1), the activity which invoked activity authentication
will assume that the operation has been finished successfully and will continue normal
operation. In case the activity authentication ended with an error, the invoking activity
will stop immediately.

e Activity 2 - Client registration
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Figure 5.2: Activity 2 - Client registration flow

Figure 5.2 describes the flow of actions carried out by the Asterisk system while a client
registers (UC 1). This activity is initiated by a client by sending a SIP REGISTER message
to the Asterisk server (step 1). Once received, step 2 invokes the activity authentication
(Figure 5.1), with the result being evaluated by Decision D3:

1. The activity will be continued in case activity authentication ended without error.
2. The activity will be ended with error if proceeding activity authentication ended with

an error, the corresponding SIP dialog will be scheduled for destruction (End EJ).

Once the client is authorized, the validity of the received SIP REGISTER message will
be verified by checking if all required header fields are available and if they hold valid
information (step 4). The following (Decision D5) determines the validation’s outcome:

1. Continue with step 7 in case the validation succeeds.

2. The activity will end with error [validation failed] (End E2) in case the validation
does not succeed. Further, the sender will be notified about the failure using a 400
BAD REQUEST reply message (step 6).
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During step 7, Asterisk saves the collected client information to its local subscription stor-
age, elevating the client to the state of a subscriber. As next and last step, the subscriber
will be notified about the succeeded registration by a 200 OK reply message (step 8 fol-
lowed by End E3)

e Activity 3 - Call internal
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Figure 5.3: Activity 3 - Call internal flow

Figure 5.3 describes the system’s flow of actions while a call from one registered client
to another is established and teared-down (UC 2) and further describes a scenario, where
Asterisk acts as media gateway and implements media termination points (as described in
section 2.3). Although Asterisk allows the usage of session setup without acting as media
gateway, this configuration has been chosen because Asterisk has to perform additional
tasks with more potential contact points compared to a scenario without Asterisk acting
as media gateway.

This activity is invoked by a subscriber sending a SIP INVITE message to the Asterisk
server (step 1). Once received, step 2 starts the activity authentication (Figure 5.1), with
the result being evaluated by Decision D3:
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1. The activity will continue with step 4 in case activity authentication ended without
error.

2. The activity will be ended if activity authentication ended with error and the accord-
ing SIP dialog will be scheduled for destruction (End EJ).

Asterisk determines the joint media codec compatibilities between the caller and the As-
terisk media gateway component, which is a codec both participants are capable of han-
dling and in turn is going to be used for media communication between the caller and the
server. Further, Asterisk creates a new internal instance able to handle the media stream
(step 4). Once created, Asterisk informs the caller about the current call status using a /00
TRYING status reply message (step 5). As next step (step 6), Asterisk tries to determine
the path to the callee by performing an internal lookup. Locally registered subscribers will
be found in Asterisk’s local subscription storage. Decision D7 is used to determine the
following procedure depending on the lookup result:

1. The activity continues with step 10 if Asterisk was able to find the callee in its local
subscription storage.

2. Asterisk will destroy the instance to handle the media stream created during step
4 and will notify the caller by sending a 480 UNAVAILABLE status reply message
(step 8 followed by step 9) in case the callee lookup was not successful. Message
handling will be finished and this activity is terminated (End E2).

Once callee’s the registration has been found, Asterisk will setup another instance for
media handling between the callee and the server and will prepare an appropriate SDP
description to be included in the following SIP INVITE message sent to the callee. The
media codec to be used is depending on the Asterisk configuration (step 10 followed
by step 11). Next, Asterisk will pass all call status messages like /00 TRYING or 180
RINGING received from the callee to the caller, having all participants (callee, server,
caller) informed about the current call setup status (step 12). At the following Decision
D13, Asterisk decides how to proceed based on the behavior and the messages received
from the callee:

1. Asterisk proceeds with step 15 if it receives a SIP ACK status message from the
callee, indicating that the call has been accepted. At step 15, Asterisk is responsible
for creating a media bridge between both formerly created media handling instances
(during step 4 and step 10). In case the used codecs differ, Asterisk will recode the
media stream.

This will be followed by an update of the call status (step 16) when Asterisk sends
a 200 OK status reply message to the callee and a SIP ACK message to the caller.
Once the caller has acknowledged this SIP ACK message using a 200 OK status
reply message, the media session is established and is ready to exchange media data
(step 17 followed by step 18).

The session will remain in this state until either the caller or the callee are requesting
a termination of the media session using a SIP BYE message (step 19).

2. If the callee does not respond to the call request within a certain period of time, the
voice mail system is invoked (step 14). It answers the call and allows the caller to
leave a message. Asterisk records this message and stores it in the appropriate voice
mailbox folder on its HDD. After leaving a message, the caller hangs up and session
tear-down is initiated using a BYE message (step 19).

3. Asterisk continues with step 20 in case the callee is not willing or not able to accept
the call request by sending a message like SIP CANCEL.
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Step 21 acknowledges the session termination using a 200 OK status reply message. This
message is either sent to the sender of the SIP BYE message or, in case no media ses-
sion was established, to the caller after Asterisk received a cancellation message from the
callee. This is followed by Asterisk sending an appropriate update message (either SIP
BYE or SIP CANCEL) to the other participant of the media session and by receiving a
200 OK status reply message from this participant (step 21 followed by step 22). In case
a call was established before, passing through step 15 until step 19, the details includ-
ing duration, caller and callee for the concerning media session will be store in the CDR
database. Before ending the activity (End E3), all remaining Asterisk system resources
and the appropriate SIP dialog is destroyed (step 24).

During this activity, messages may be lost or a subscriber may become unresponsive due to
underlying network environment issues or various other reasons. In this case, the creation
of a media session is not possible.

e Activity 4 - Call out-bound via SIP trunk

Out-bound calls are calls from local registered subscribers with the intention to create a
media session with subscribers on a foreign system as described in UC 4.

The process of session setup is the same process utilized in Activity 3 - Call internal (Fig-
ure 5.3) with on distinctive difference that the callee is not a local registered subscriber to
be found in the local subscription storage. As a foreign system subscriber is not directly
registered on this Asterisk instance, and this instance does not have any information about
the subscriber’s state, the lookup of a path to the callee (step 6) must be extended. There-
fore, not only the local subscription table is searched, also a SIP trunk configuration can
indicate groups of subscribers which can be reached via SIP trunk.

This requires Asterisk to send the session setup request (SIP INVITE) to the respective
SIP trunk provider. The SIP trunk provider is responsible for delivering the request to the
foreign system subscriber as well as for transferring all replies back to the Asterisk system
via SIP trunk. Once a message has been passed to the SIP trunk provider, it can no longer
be influenced or tracked by Asterisk.

e Activity 5 - Call in-bound via SIP trunk

In-bound calls are calls where media sessions are established by foreign system sub-
scribers with the intention to call a local subscriber.

The session setup process as described in Figure 5.3 is applicable for in-bound calls as
well. During this activity the authentication is carried out with the SIP trunk provider
instead of the local subscriber. All communication with the caller is transmitted via the
intermediate SIP trunk.

e Activity 6 - Call mailbox

Figure 5.4 illustrates the flow of actions of a registered subscriber accessing the voice
mailbox to retrieve personal messages received (UC 5). A directory number, similar to
a regular subscriber’s number, is assigned to the voice mail system. Once this number is
called, Asterisk initiates the voice mail system which answers the call.

This activity is initiated by subscribers through sending a SIP INVITE message, contain-
ing the request to set up a media connection with the directory number of the voice mail
system (step 1) to the server. The following steps (step 2 to step 5) show an initial authen-
tication, the setup of the RTP environment, and are described above in detail in Activity
3 - Call internal.

While Asterisk processes step 6, it notices the called number’s association with the voice
mail system and invokes the internal function VoiceMailMain, which answers the call
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Figure 5.4: Activity 6 - Call mailbox flow

by replying to the subscriber with a 200 OK message (step 7). Once the subscriber has
acknowledged the sessions setup, the voice mail system starts transmitting RTP data (step
8 and step 9). The RTP data Asterisk sends out is generated from audio files stored
on the server’s HDD. Asterisk’s configuration determines the order of audio files to be
played and allows to receive commands from the subscriber using in-session dialed DTMF
digits transmitted by RTP [100]. This allows the subscriber to have interactive control of
Asterisk’s voice mail program.

The first audio file played is generally a welcome message and the request to authenticate
by providing the numeric mailbox password (step 10). step 11, the subscriber providing
the Personal Identification Number (PIN) using DTMF, is followed by Decision D12,
which verifies if the provided PIN is correct and leads to following options:
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1. In case the provided mailbox PIN is wrong, Asterisk continues with step 13, noti-
fying the caller that the received PIN is incorrect and does not allow to access the
voice mailbox. Furthermore, the system requests the caller to re-enter PIN and loops
back to the beginning of step /1.

2. In case a wrong mailbox PIN is provided for a certain prefixed amount of times,
Asterisk ends the voice mail program and initiates session tear-down at step 24.

3. Asterisk’s voice mail program will continue its operation with step 14 if the provided
PIN is correct.

Once the subscriber’s permission is verified, Asterisk identifies the storage location of the
voice mailbox in question, locks it and determines the number of messages available (step
14). The locking mechanism identifies the mailbox as being currently in use but does
not prevent from simultaneous usage. Then, Asterisk announces the number of available
messages by playing the appropriate audio files (step 15) and gives options for actions to
the user to choose from (step 16). Decision D17 will determine which option is chosen
by the subscriber and is in turn received by Asterisk:

1. In case the user chooses to listen to the messages, Asterisk parses the message’s
description file (step 18) to retrieve details like the time the message was left and the
phone number of the message originator. Those details are announced to the user
(step 19) and the recorded message is played (step 20). Once the message has been
finished, Decision D21 will decide on how to proceed:

a. In case it was the last message which has to be played, Asterisk voice mail
program will go back to the main menu and announce further potential activities
for the subscriber (go to step 16).

b. If there are still messages to be played, Asterisk will return to step 18 and pro-
cess the next message.

2. If another menu activity apart from playing messages or exit the voice mail system
is chosen, Asterisk acts accordingly and executes the commands received from the
subscriber. Possible commands are to delete respective messages or forwarding them
to other subscribers. Not every command is explained in detail at this point, as they
do not introduce any new way of server internal handling than already discussed and
are not of crucial importance for the subsequent security analysis.

3. Asterisk releases the lock on the concerned mailbox folder (step 23), ends the voice
mail program and initiates the session tear-down by sending a BYE message to the
subscriber (step 24) if the subscriber chooses to exit the voice mail menu. Once
the subscriber confirmed, Asterisk will destroy the RTP session and the SIP dialog
remainder before processing the request is ended without an error (step 25, step 26
and End E2). In case the subscriber hangs up while interacting with the voice mail
system, step 26 is invoked automatically to allow Asterisk to make final clean-ups.

Asterisk implements additional menu options and accepts DTMF input while executing a
function (at step 20 or step 22 for example). Such an input will cause Asterisk to interrupt
its current action and to continue with the next step invoked by the input. To give a
practical example, this allows to proceed with the next step in cause a long voice mail
message is played.

e Activity 7 - Log access

Figure 5.5 shows the flow of activities while an administrative user accesses the system’s
log files (UC 6). An administrative user is required to access log files for threat identifi-
cation, system monitoring or for the reconstruction of unexpected system behavior which
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Figure 5.5: Activity 7 - Log access flow

has occured earlier. The administrative user initiates the connection to the server by start-
ing a TCP session on the network port on which the server’s SSH daemon listens (step 1).
The SSH protocol offers various ways of authenticating incoming sessions and allows to
identify the user in question (step 2) in an appropriate way. Decision D3 determines if the
authentication has succeeded properly and will end the process (End EI) in case it failed.

Once authentication was finished successfully and the user was identified by the server,
the server will start a shell process and redirect to the user’s home directory (step 4). From
now on, the administrative user is able to work interactively on the system. During the
next step, step 5, this user has to change to the directories where the log files are being
stored. This will be achieved using the Linux command cd. By the use of Linux utilities
like cat, less or grep, the administrative user is able to browse through the log entries (step
6). The user should not be able to modify any log files though.

The log files in question are usually located within the /var/log folder on the Linux
file system, which is being used by the Linux kernel as well as other software for their
logging entries. File /var/log/messages is the main logging target for the Linux
kernel, while Asterisk uses folder /var/log/asterisk for its logging entries, unless
otherwise configured. Also the CDRs are some sort of extended logging entries which can
be accessed through the database’s CLI commands.

Once finished, the user may log off from the system using the commands logout or exit,
after which the server destroys the SSH session remainders and exits all processes con-
cerned (step 7 and step 8).

o Activity 8 - Asterisk configuration change

Figure 5.6 shows the flow of actions when UC 7, an Asterisk configuration change, is exe-
cuted. Configuration changes are required in case the system behavior should be changed
or unexpected behavior has been identified and needs to be fixed. This is done using a SSH
session, whereas the first steps (steps I until 4) of this activity are similar to Activity 7 -
Log access as described earlier in this section. step 5 only differs in the destination folder
the user is changing to. The destination folder where Asterisk’s configuration files on the
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Figure 5.6: Activity 8 - Asterisk configuration change flow

local file system are to be found is, in most cases, the /et c folder on the Linux file sys-
tem. Asterisk, for example, stores its configuration files within folder /etc/asterisk.

By the use of utilities like vi or nano, the administrative user is now able to modify Aster-
isk’s configuration according to the needs (step 6). Once finished, the changed configura-
tion needs to be applied to the operating instance of Asterisk, being done using the Linux
command service asterisk reload or using the Asterisk CLI command reload (step 7).
Asterisk reads the first configuration file and applies it by adapting its behavior (step 8).
This is followed by Decision D9, verifying that all configuration files have been applied
required to run Asterisk. If the check reveals that this has not been achieved as of yet, step
8 will be repeated with the next configuration file until all files are processed.

When finished, the administrative user logs off using the commands logout or exit. The
server destroys the SSH session remainders and terminates all concerned processes (step
10 and step 11).
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5.2 Identify Assets

Step III of the security evaluation (according to 3.4) is the determination of the system’s assets.
Assets identify important parts of the reference system (section 4), holding valuable data or
providing crucial services. Assets are considered as targets for protection:

e The Asterisk System Service implements all voice services and all features of Asterisk
Software. In case this service fails to deliver the expected functionality, the whole system
may be affected and can not be used any longer.

As providing voice services is the core task of the system, the correct functionality of
Asterisk System Service has to be considered as an asset.

e Configuration files tell the Asterisk Software what to do and how to behave in predefined
situations. These configuration files are not likely to be changed on a regular basis, but
are required to run Asterisk as expected. Internal files allow, when altered, a change in
Asterisk’s system behavior. These internal files are considered as configuration files. This
includes but is not limited to plain text configurations, audio prompts and executables.

Any unauthorized change of configuration files may create unexpected system behavior
and in effect will lead to lower system security. Configuration files also store sensitive data
like user logon details including passwords. Hence, the Asterisk system configuration files
have to be considered as an asset.

e CDRs contain and collect historical data of voice connections holding caller and callee
details as well as time information. CDRs are mainly used to have accurate data for cost
assignment and statistics, though it can be used to control user behavior as well.

To be able to maintain the user’s privacy, which is required by law [7], the CDR data needs
to be considered as asset.

o System/Asterisk Event Logs are helpful in tracing system behavior for whatever reason.
They capture detailed information about system events including the time of occurrence.

In case of a system failure an engineer has to be able to track and trace the source of
the failure to work up a detailed explanation and to be able to adjust security measures
accordingly in order to avoid re-occurrences and to ensure the system’s availability.

e Environment. The Asterisk based PBX system can only function as planned in case the
underlying operating system and hardware is working properly. A fault within the hard-
ware or operating system may limit the system’s confidentiality, integrity and availability.
Thus, the environment needs to be considered as an asset as well.

e SIP trunks enable the local Asterisk system to establish communication with foreign
systems (out-bound call) and as well allow foreign systems to establish calls with local
system subscribers (in-bound call). trunks can be used to connect to PSTN providers.

In case the SIP trunk is not working properly, the systems availability is effected consid-
erably and this constitues why the SIP trunk is to be considered as an asset.

e The System’s Commercial Value describe the total gain a company is able to achieve
through making use of an Asterisk installation compared to not using a VoIP solution.
Only in case the system behaves with integrity, the operator will be satisfied and financial
gain can be maximized.
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5.3 Determine Threats

This section identifies possible threats to the system according to step IV of the security eval-
uation approach (Section 3.4). A threat is considered to be a potential cause of an incident as
described in detail in section 2.3.1.3.

Each single step carried out by Asterisk during the execution of an activity, which all have been
described in detail in section 5.1, has effects on the system which may give a malicious user
the opportunity to mount attacks. Considering all apparently concerned system units as well as
all involved network messages for each previously identified action (presented in Figures 5.1 to
5.6), a list of possible hazards can be drawn up.

Software like Asterisk or the Linux kernel is built up of multiple thousands to millions of lines
of code which are often implemented on a modular basis and are organized in libraries. A com-
prehensive list of threats can only be created by analyzing the source code of every involved
function. Due to the extensive source code size and the caused complexity, such a detailed anal-
ysis has not been executed. Hence the threats assumed and the list presented in this section may
not be exhaustive. As nowadays rapid advancement in IT infrastructure systems and software
development as well as the enhancements of attack methods take place, this assumed list of
threats shall be seen as a snapshot of today’s situation only, which does not predict any possible
future threats.

The Threat ID starts with key character T and is followed by a numbered section. The first part
of the numbered section is the number of the activity with which the threat can be associated
with whereas the second part is a continuous number. To be able to identify common threats
which can not clearly be associated with one dedicated activity, the number O is used in the first
part of the numbered section.

Following Tables 5.1 to 5.7 show the threats identified with their corresponding activity.
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ID and Name

\ Classification and Description

TO-1 Eavesdropping

Information disclosure: An attacker retrieves common
information by inspecting traffic on the network.

TO0-2 Dialog acquisition

Elevation of privileges, DoS: By affecting the contents of
the header field call-id, an attacker manages to take over
and is able to continue communicating using an existing
and already authenticated SIP dialog.

TO-3 Theft of data

Information disclosure: An attacker manages to gain ac-
cess to the server and steals information.

TO-4 Malicious software

Reputation, DoS: An attacker manages to run introduced
software or manages to call OS commands on the server
which leads to unexpected system behavior.

TO-5 Killing of user threads

DoS: Threads handling SIP communication on the server
are ended by an attacker. The affected communication
channels become unresponsive and cause certain com-
munications with clients to fail.

TO0-6 Filling memory / disk space

DoS: System memory or disk space will be filled by an
attacker. Log files, CDRs or voice mail message can
cause such a shortage on the system and can prohibit oth-
ers from being stored.

TO-7 Isolating the server

DoS: The attacker makes alterations to the network in-
frastructure with the goal of limiting the client’s or
server’s availability. For example, the attacker may mod-
ify DNS records in a way so that the server machine is
no long reachable on the network using DNS naming.

TO-8 Environmental availability

DoS: An attacker manages to take influence on the envi-
ronment the system. This includes access to power sup-
ply or air-conditioning controls or, in case the server sys-
tem is hosted in an virtual environment, access to the host
system.

TO0-9 Undesired communication

DoS: An attacker may send SPIT to annoy local system
subscribers; Furthermore the system may be used by an
attacker to originate SPIT messages.

TO-10 SIP dialog storage

DoS: An attacker may modify Asterisk’s local storage for
current SIP dialogs causing the request to fail.

TO-11 Asterisk executables

Tampering, DoS: An attacker may modify or exchange
Asterisk internal executables creating an undesired sys-
tem behavior or even limiting the system’s availability.

TO-12 Network overuse

DoS: An attacker manages to utilize the network environ-
ment in a way that the VoIP system is not able to allocate
enough bandwidth for uninterrupted and continuous op-
eration.

TO0-13 Message validity

DoS, Tampering: An attacker is able to tamper session
setup and media stream messages and invalidates them
by, for instance, removing single header fields.

TO0-14 Log denial

DoS: The Asterisk system is denied storing log entries or
CDRs due to malicious activities of an attacker.

Table 5.1: Common threats
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ID and Name

Classification and Description

T1-1 Unauthorized registration

Spoofing: An attacker gets in possession of valid user
registration details and uses them to register.

T1-2 Dictionary attack / brute force

DoS: An attacker is not in possession of valid user
registration details but tries to find valid registration
details using multiple attempts. Hence, the server is
flooded with bogus registration requests.

T1-3 Loss of integrity

Tampering, DoS: An attacker uses unauthorized re-
play, deletion or insertion of messages to mount an at-
tack.

T1-4 Data forgery

Tampering: An attacker manipulates messages to
mount an attack.

T1-5 Man-in-the-Middle

Spoofing, DoS: An attacker pretends to be a client
while facing the server and pretends to be a server
while facing the client. This allows the attacker to gain
unauthorized access causing a valid authentication on
the real server’s side while causing an error at the real
client’s side.

Table 5.2: Activity 1 - Authentication threats

ID and Name

Classification and Description

T2-1 Tamper registration

Elevation of Privilege, DoS: An attacker modifies an
user request in a way so the media sessions are redi-
rected to the attacker.

T2-2 Registration denial

DoS: A valid user request is modified by an attacker in
a way so registration does not succeed. This causes the
user not to be reachable by the Asterisk server (client
denial).

T2-3 Registration DoS

DoS: An attacker sends an excessive amount of regis-
tration requests within a short period of time with the
goal to cause the server to run out of resources (server
denial).

T2-4 Multiple registrations

DoS: In case an attacker is in possession of valid user
details these can be used to register multiple times on
the server within a short period of time with the goal to
limit the system’s availability (server denial).

T2-5 Server impersonation

DoS, Information disclosure: The attacker pretends to
be the server and manages to bring the client to register
on the malicious server instead of the real one.

T2-6 Subscriber data manipulation

Tampering, DoS: An attacker is able to modify the con-
tents of Asterisk’s local subscriber storage, which may
cause a registered subscriber to become unreachable.

T2-7 Registration removal

DoS, Tampering: An attacker manages to remove de-
tails about current registered users from the server.

Table 5.3: Activity 2 - Client registration threats
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ID and Name

Classification and Description

T3-1 Invite denial

DoS: An attacker manages to invalidate a valid IN-
VITE message in a way the session between caller and
callee can not be established properly.

T3-2 Tampered invite

Elevation of privileges, DoS: A valid INVITE message
is tampered so the attacker gains control of the com-
munication instead of the initiating client user.

T3-3 Invite DoS

DoS: An attacker causes to send an excessive amount
of valid INVITE messages within a short period
of time while using valid authentication credentials.
These messages can be directed to the server or to a
client causing service denial on the affected side.

T3-4 Invalid requests

DoS: An attacker sends an excessive amount of mal-
formed INVITE messages within a short period of time
while using valid authentication credentials causing
high CPU load on the server.

T3-5 Tamper media stream

Tampering: The attacker alters the media stream while
the session is established.

T3-6 Tamper control messages

Tampering, DoS: An attacker manages to alter control
and setup messages of the media stream. This can be
done by introducing fake BYE or CANCEL messages.

T3-7 Decline codecs

DoS: An attacker manages to disable the server’s abil-
ity to use certain media codecs.

T3-8 Routing disability

DoS: An attacker causes Asterisk not to be able to
make routing decisions due to modified routing en-
tries.

T3-9 Database system manipulation

DoS: In case an attacker manages to get access and
manipulate the CDR database, Asterisk can be denied
of storing CDR details properly.

T3-10 Database dump

Information disclosure: An attacker may retrieve CDR
data from the database.

T3-11 Data manipulation

Tampering: An attacker manages to delete or modify
stored records from the CDR database.

T3-12 Data insertion

Tampering: An attacker may insert bogus records into
the CDR database.

T3-13 Server impersonation

DoS, Information disclosure: The attacker pretends to
be the server and manage to have the client initiate the
sessions via the malicious server instead of the real
one.

Table 5.4: Activity 3 - Call internal threats
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ID and Name

Classification and Description

T4/5-1 SIP trunk registration invalid

DoS: The SIP trunk provider can not authenticate
due to invalid registration details.

T4/5-2 SIP trunk availability

Tampering, DoS: An attacker uses network environ-
ment vulnerabilities to limit the availability of the
SIP trunk.

T4/5-3 SIP trunk replacement

Spoofing: An attacker simulates a SIP trunk and
redirects all traffic via a malicious SIP trunk (MitM).

T4/5-4 SIP trunk provider availability

DoS: The SIP trunk provider may not be able to
handle SIP requests properly due to several rea-
sons including hardware failure or attacks against the
provider’s core network environment.

T4/5-5 SIP trunk eavesdropping

Information disclosure, Tampering: Media trans-
fered via the SIP trunk is inspected, recorded or
modified on the providers side.

All threats identified for Activity 3 (Table 5.4) can be applied to this activity as well.

Table 5.5: Activity 4 and 5 - Call outbound and Call inbound via SIP trunk threats

ID and Name

Classification and Description

T6-1 Modify announcement files

Tampering, DoS: An attacker manages to mod-
ify, rename or delete audio files used for auto-
matic announcements (as used by the voice mail-
box system, for example).

T6-2 Unauthorized mailbox modification | Tampering, DoS: An attacker manages to modify,

rename or delete the recorded messages on file
system level.

T6-3 Expose mailbox credentials

Information disclosure: An attacker is able to re-
trieve a subscriber’s mailbox password which al-
lows to retrieve mailbox messages repeatedly.

T6-4 Unauthorized message retrieval

Information disclosure: An attacker is able to re-
trieve mailbox messages from a subscriber but
does not have permanent access to mailboxes.

T6-5 Fill disk space

DoS: The storage location for mailbox messages
is filled up so the server runs out of available
memory.

T6-6 DTMF signals tampered

Tampering, DoS: An attacker is able to take in-
fluence on the DTMF signals transmitted either
as part of the RTP stream or as SIP messages.

All threats identified for Activity 3 (Table 5.4) can be applied to this activity as well.

Table 5.6: Activity 6 - Call mailbox threats
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ID and Name

Classification and Description

T7/8-1 Exposed SSH logon credentials

Information disclosure: An attacker retrieves the
administrative logon credentials to access a Linux
shell on the server.

T7/8-2 SSH DoS

DoS: An attacker is able to utilize server resources
for example by sending a large amount of simul-
taneous SSH session setup requests (TCP SYN
flood).

T7/8-3 Unauthorized file access

Information disclosure: An attacker is able to view
files he is not supposed to access. This includes
configuration files holding user information like
registration passwords or mailbox PINs.

T7/8-4 Unauthorized file modification

Tampering, DoS: An attacker modifies or deletes
files on the system so Asterisk’s ability to start
properly is blocked or disallows Asterisk to apply
configuration changes.

T7/8-5 Unauthorized file execution

Tampering: An attacker uses applications and pro-
grams which are installed on the server or are part
of Asterisk’s software.

T7/8-6 Uneducated changes

DoS, Information disclosure: Due to the lack of
knowledge of users, changes to the Asterisk config-
uration can result in unexpected system behavior.

Table 5.7: Activity 7 and 8 - Log access and Asterisk configuration change threats
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5.4 Determine Vulnerabilities

This subsection represents step V of the security analysis (as described in section 3.4) and aims
at determining vulnerabilities of the system. Based on the security analysis proceeding steps
Analyze the Technical Background of the UCs (Section 5.1) and Determine Threats (Section
5.3), potential vulnerabilities will be evaluated.

The Vulnerability ID introduced in this section will start with the key character V and is com-
pleted by adding a sequential number.

5.4.1 Host/ Environmental Based Vulnerabilities

V1 Physical Environment:

Every system’s security is only as good as the security of its underlying environment, as
if a malicious person can gain physical access to your facility or equipment, they can do
just anything they want, from destruction to disclosure and alteration [110]. Even though
the Asterisk system may be hosted using virtualization techniques, physical hardware is
required non the less. This physical hardware is only able to function as expected if general
requirements like an accurate temperature control, the use of uninterruptible power supplies
or utilization of an appropriate physical location, are fulfilled.

The Asterisk system might also run as part of a private or public cloud service [5], which
has additional implications on security like guest-to-cloud threats [128].

An attacker may be able to take advantages of flaws in the governing IT Policies (see Section
2.3.1.2) or of misimplementation thereof.

V2 Host OS Misconfiguration:

Flaws in the configuration of the host OS may be used by an attacker to gain access to the
system. As Linux consists of multiple independent software packages, with each of them
having different configuration options, the list of possible errors in the overall Linux system
configuration is long (see section 2.3.2 for an introduction to Linux). Mendes et al. [72]
state that The operating system running on system hosting the web server is a fundamental
component when considering security of the web server.... This can not only be applied to
web servers but also to servers offering services on the web like VoIP systems. This is why
any weakness of the host system may enable malicious users to mount attacks.

The possibilities for an attacker range from simple read-only access to properties of certain
applications (software packages) to full shell-based system access.

V3 Unskilled Administrative Users:

Kaye [60] states that human errors or unskilled staff that lead to misconfigurations will
cause a significant amount of outages. Therefore, the administrative user is required to
have extensive knowledge of the Asterisk system and its configuration files. The user has
to be aware of the possible impact on the system’s behavior when changing a configuration
parameter.

A lack of knowledge may have only little impact on the system’s behavior, but may also re-
sult in devastating down-times or other system behavior which limits the expected operation
of the system.

V4 Errors in Software:

Although quality aspects in software development standards (as introduced in section 3.3)
are of high importance nowadays, each software may have undiscovered flaws and bugs.
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V5

Vo6

V7

This also includes Asterisk as well as all other software operating on the system, including
the Linux kernel. As long as those flaws and bugs are undiscovered, they do not represent
an immediate danger, but once a flaw is discovered, attacks taking advantage of this newly
discovered bug may spread very quickly depending on the severity of the damage it may
cause and depending on the discoverer’s intentions.

As early as in 1982, Lipow [65] indicated that every software has faults by proving that the
number of faults per line of code increases with the overall number of lines of code of the
program.

As security flaws may be discovered for every software used to operate the Asterisk based
VoIP system, the boundaries of what an attacker is able to do are difficult to define. An
malicious action may have only very little affect on the system or may result in serious
danger up to completely disabling the Asterisk operation.

Dependency on the Security of Other Network Protocols:

The operation of a reliable VoIP installation requires the correct and reliable operation of
certain network protocols like DNS, Dynamic Host Configuration Protocol (DHCP) or ARP.
These protocols build the very core of each network environment [25] as they are responsible
for addressing issues and help to identify and find hosts on a network. In case an attacker is
able to limit the functionality of any of these protocols, a non-malicious subscriber may not
be able to communicate with the Asterisk server properly (DoS: see Section 2.4.1.2).

Interfering with these protocols may also be used to cause the client’s request to be redi-
rected to a malicious server. This might be achieved by using ARP spoofing [82] (section
24.1.1).

Limited Resources:

Although memory resources are cheap nowadays compared to earlier years, the amount of
available system memory can not be unlimited. Comprehending of RAM memory used for
short term storage during software operation and of permanent memory in form of perma-
nent storage devices like HDDs, memory is subject to limitation. Hence, it is possible that
it will be exhausted at a certain point of time. Also other resources are subject to limitation.
A network connection does have a maximum amount of data which can be transfered per
second, a CPU is limited by the number of possible operations per second, to name only a
few.

Not only do limits in hardware apply, limits may also be introduced by software. For exam-
ple, the Linux kernel associates a set of resource limits to each process which specifies the
amount of system resources the process can use [19].

A system misconfiguration, the misestimation of required resources during system sizing,
a lack of software memory or an attack against these weaknesses will result in the system
running out of resources. In turn the system’s inability to behave as expected causes DoS
(see section 2.4.1.2).

Use of Insecure Transport Media:

VoIP systems and all its adjunctive devices share the network environment with other de-
vices and also share the same core protocols (like IP) with other applications. Due to this
flexibility of the network infrastructure, an attacker can easily capture or even modify traffic
on the network. Therefore, all communication transmitted on a network infrastructure be-
tween the Asterisk server, its connected client devices and other devices like the termination
point of the SIP trunk may be subject to eavesdropping, modification or any other kind of
disturbance by others on the network [25]. For example, the insertion of spoofed UNREG-
ISTER messages into the network may prohibit a valid user from receiving calls [22], which
is similar to the introduction of CANCEL messages described in section 2.4.2.1.
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An attacker can take advantage of this vulnerability when the signaling messages (using
SIP) and media communication (using RTP) are unencrypted and allow media sessions to
be recorded or connection profiles of system subscribers to be generated. This interferes
with the system’s confidentiality.

V8 Database Misconfiguration:

The reference system (see chapter 4) uses a database to store all CDRs generated. For
each SIP session requested, one data record will be generated. Asterisk’s configuration
states which database needs to be used and where the records are required to be stored.
Similar to Asterisk’s configuration files, the database engine requires a configuration as
well. Amongst others, this regulates access to the data or storage properties. Neto et al.
introduced a measure for evaluating the untrustworthiness of Database Management System
(DBMS) configurations which is defined as a measure of how one should distrust a given
configuration to be able to prevent the manifestation of most common security threats as
real attacks [76]. This implies that every database configuration must be considered to have
configuration flaws.

In case an attacker is able to gain access to the database engine, data records may be re-
trieved, modified or deleted. An unauthorized modification of the database scheme can even
disable Asterisk to store data as required.

5.4.2 Asterisk Based Vulnerabilities

V9 Asterisk Misconfiguration:

The behavior of the Asterisk system is controlled by its configuration files, instructing As-
terisk how to handle predefined situations (see section 2.2). These files are also used for
documentation purposes of the system’s behavior and can be used by system engineers to
trace the actions of Asterisk. In case of a faulty configuration the access of non-malicious
users can be wrongly denied, attackers may be able the gain access to the system, requests
may be handled in a not intended manner or Asterisk migth even be hindered to initiate itself
correctly any longer.

It mathematician John Conway’s Game of Life, an initial configuration can result in a con-
siderable population growth period before coming to an end or can result in an apparent
growth without limits, at which there is no possibility to predict the outcome in the first
place. Additionally, there is no simple way to prove that the population can grow indefi-
nitely [45]. This model can be adopted to software configurations as well: Configuration of
software can result in behavior which allows attackers to mount an attack, which is some-
how comparable to the Game’s coming to an end result. Also, it can cause software to work
as expected, which can be compared to the apparent growth without limits result. This anal-
ogy shows that the configuration might cause the software to work as expected but there
is no simple way to have full proof of this and hence, the decision if the configuration has
flaws can not be made easily.

The misconfiguration of Asterisk may not only open doors for an attacker to weaken the
system, but also may cause a good-natured subscriber, without any bad intentions, to cause
harm to the system. For example, a faulty session routing configuration may result in
charges by telephony providers which could have been avoided.

As another example, an Asterisk misconfiguration could allow access to the Asterisk CLI
from a remote host, which the attacker is able to access. Afterwards, the CLI could be used
by the attacker to execute OS commands.

V10 Unauthorized use of Server Resources:
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Vil

Vi2

Each communication between clients and the Asterisk server is unauthorized at the begin-
ning. Although every SIP dialog starts with an authentication mechanism, the first message
from the client is unauthorized and may be created by a good-natured or a malicious client.
In both cases, the initial request has to be processed by Asterisk’s which causes CPU load on
the server, although the created load is not very high. The system resources are used while
handling the request and are released a certain time after the processing has been finished.

Hence, unauthorized clients or attackers can create CPU load on Asterisk’s server system
by sending an excessive amount of requests to the server during a short period of time. This
may cause the limitation of available system resources on the server and may effect the
server so it is not able to serve non-malicious requests any longer and is referred to as DoS
(as introduced in section 2.4.1.2).

Authentication Credentials:

Asterisk server will only accept requests from clients in case the client is able to provide au-
thentication details. For SIP requests these credentials consist of two alpha-numeric strings
of random length named user name and password. While the user name is transmitted
via the network as plain text, the password will be calculated as cryptographic hash values
which are transmitted via the network instead of the plain password string itself. Authenti-
cation credentials of the same kind can be used to access the server system using SSH for
administrative purposes.

Furthermore, a subscriber is required to provide a password during every logon to their
personal voice mailbox, which can differ from the SIP logon password. It is made up of
numbers only as the subscriber needs to enter the password using the phone’s number pad,
is transmitted as part of the RTP stream and is referred to as PIN.

Clair et al. [31] analyzed the required demands for optimized passwords today and in the
future. The chosen strings as well as their lengths have an influence on their resistance
against attacks, whereas strings like password, p@ssword or 1234 are easily cracked using
a dictionary attack and are examples for very weak passwords. Burnett [23] shows that
user passwords can be recovered quite easily. Passwords are, according to Anderson [4],
the (often shaky) foundation on which much of information security is built and presents
concerned challenges like difficulties with remembering the password or naive password
choices.

There are multiple possibilities for an attacker to retrieve those authentication strings, in-
cluding a cryptographic attack on the calculated hash values or by acquiring access to the
client’s system. The use of this authentication method is considered as vulnerable because
if exploited, an attacker is able to gain full system access identical to a regular subscriber. It
is an example of Identity Theft (see Section 2.4.2.3).

Registration Hijacking:

Once a client has been registered on the Asterisk server using a SIP REGISTER request, the
Asterisk server will assign a pre-defined expiration time and store the client’s details until
the expiration point is reached unless the subscriber re-registers before expiration. Not only
the server, but also the subscriber keeps track of the expiration period and the subscriber will
renew its subscription in time. During the time a client is properly registered, the Asterisk
server trusts the device and enables communication. This makes it possible for an attacker
to perform Registration Hijacking [104].

Although the setup of new media sessions initiated by that very subscriber requires authen-
tication, incoming calls will be routed there without further evaluation. If an attacker is able
to get in control of the client device, the Asterisk server will trust the attacker as well. In
case the attacker is also able to retrieve the registration details during registration hijacking,
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V13

V14

V15

the system can be used in the same way a non-malicious subscriber is able to. Otherwise,
the attacker may only receive calls until the session expires. The non-malicious subscriber,
whose registration has been stolen, is no longer reachable by Asterisk for the time being due
to the caused DoS (see Section 2.4.2.1).

Dependency on the Security of the External SIP Trunk Provider:

Asterisk systems use SIP trunks to enable communication with foreign telephony systems,
operated by multiple other companies. Furthermore, the SIP trunks are operated by com-
panies (usually telephony providers) which do not allow the customer to take any influence
on the SIP trunk. This causes an unavoidable dependency on the telephony provider when
using SIP trunks.

There is no possibility for the local Asterisk server to verify the payload data received.
For example, the originating Caller-ID could have been altered and transmitted over the
telephony provider’s network [10].

Flaws, which Asterisk server and a system designer are not able to verify, may exist in
the provider’s SIP trunk configuration, which can be exploited to mount an attack. The
attacker may use this telephony connection while causing telephone charges or may disable
the Asterisk server to use the SIP trunk properly.

Although all possible security measure on Asterisk and on the local environment might have
been implemented, the SIP trunk provider could, for example, conduct eavesdropping (see
section 2.4.1.3).

DoS by Unexpected User Load:

Every message received by the Asterisk server, even if the SIP dialog was properly authenti-
cated before, needs to be processed on the server requiring the usage of server resources. As
these resources are limited, a high number of non-malicious, simultaneous requests could
cause the server to run out of available resources while causing DoS (see section 2.4.1.2).

For this vulnerability to be exploited, no actions by an attacker are required. It can be caused
by either a misestimation of required system resources while designing the system, or by
the failure of system resources caused through hardware faults, for example.

Unwanted Communication:

One goal of VoIP systems like Asterisk is to enable unlimited and unified communication
features for its subscribers, which entails a lot of benefits for companies and organizations
which make use of this technology. On the contrary, companies may use this technology
with negative effects for others. For example, advertising companies may automatically
initiate calls to foreign system subscribers inviting them to take part in sales promotions
in which the callee is usually not interested. Such kind of communication is referred to as
SPIT (as introduced in section 2.4.2.4).

SPIT messages will not generate any harm to the available features of the Asterisk system,
but will annoy subscribers and may create frustration. In contrast to SPAM in eMail systems,
detecting SPIT is more complicated because the content can not be known when a new
request for establishing a media session is received. Therefore, Schlegel et al. [98] presents
a multi-staged SPIT prevention system.
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5.5 Effectiveness Matrix: Threats — Vulnerabilities

This section establishes the mapping between the previously identified threats (Section 5.3) and
previously identified vulnerabilities (Section 5.4). The columns show the list of vulnerabilities
whereas the rows list the identified threats. An X indicates that the according vulnerability can
be exploited by the respective threat.
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TO-1 Eavesdropping X
TO-2 Dialog acquisition X X
TO-3 Theft of data X X| X| X
T0-4 Malicious software X X
TO-5 Killing of user threats X
TO-6 Filling memory / disk space X
TO-7 Isolating the server X
TO-8 Environmental availability X
TO0-9 Undesired communications X
TO-10 SIP dialog storage X
TO-11 Asterisk executables X
TO-12 Network overuse X
TO-13 Message validity X
TO-14 Log denial X
T1-1 Unauthorized registration X
T1-2 Dictionary attack X
T1-3 Loss of integrity X
T1-4 Data forgery X
T1-5 Man-in-the-Middle X X
T2-1 Tamper registration X X
T2-2 Registration denial X X
T2-3 Registration DoS X X
T2-4 Multiple registrations X X
T2-5 Server impersonation X
T2-6 Subscriber data manipulation X X
T2-7 Registration removal X X
T3-1 Invite denial X
T3-2 Tampered invite X X
T3-3 Invite DoS X
T3-4 Invalid requests X X
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Vulnerability

V13 Dependency on the Security of the External SIP Trunk Provider

V5 Dependency on the Security of Other Network Protocols

V3 Unskilled Administrative Users

V10 Unauthorized use of Server Resources
V11 Authentication Credentials

V14 DoS by Unexpected User Load

V15 Unwanted Communication

V1 Physical Environment

V2 Host OS Misconfiguration

V4 Errors in Software

V6 Limited Resources

V8 Database Misconfiguration
VO Asterisk Misconfiguration

V12 Registration Hijacking

Threat

T3-5 Tamper media stream

T3-6 Tamper control messages

T3-7 Decline codecs

T3-8 Routing disabilities

T3-9 Database system manipulation

T3-10 Database dump

T3-11 Data manipulation

T3-12 Data insertion

T3-13 Server impersonation X

T4/5-1 Trunk registration invalid X

T4/5-2 Trunk availability X X

T4/5-3 Trunk replacement X

T4/5-4 Trunk provider availability X

T4/5-5 Trunk eavesdropping X

T6-1 Modify announcement files X

T6-2 Unauth. mailbox modification X

T6-3 Expose mailbox credentials X X X

T6-4 Unauth. message retrieval X X X X

T6-5 Fill disk space X

T6-6 DTMF signals tampered X

T7/8-1 Exposed SSH logon credentials X

T7/8-2 SSH DoS

T7/8-3 Unauth. file access

T7/8-4 Unauth. file modification

T7/8-5 Unauth. file execution

T7/8-6 Uneducated changes X
Table 5.8: Threat — Vulnerability Matrix

X| | V7 Use of Insecure Transport Media
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5.6 Asset Mapping

Step VI of the security analysis (section 3.4) will assess the importance of the assets identified
in step III (section 5.2) which is a precondition for the risk analysis conducted in the following
step VIL

The importance of an asset is described using the levels High or Medium. Assets which would
have to be rated with an importance lower than Medium are omitted in this section as they do not
have any remarkable influence on the risks or mitigation measures presented in later sections.
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Asset Importance \ Justification

Asterisk System Service High The Asterisk System Service is classified as of
high importance as it is responsible for providing
the features of Asterisk’s software to clients. In
case this service does not follow its designed be-
havior, a system’s availability is not given and the
system needs to be considered as not operational.
Configuration files High Without any or with faulty configuration files, As-
terisk may not be able to initialize its functions in
an expected behavior. Although Asterisk may be
able to continue its expected operation in case the
configuration files change while enabled, the con-
figuration files are considered as an asset of high
importance. They should represent the expected
behavior of Asterisk as well as enabling Asterisk
to startup in a correct manner at any time.

CDRs High CDRs are a necessity for debugging and cost allo-
cation purposes, but they do not prevent Asterisk
from providing its core functionalities like media
session setup. Nevertheless, the CDR data needs
to be protected due to its sensitive content and
must be accurate as this data has to prove that me-
dia sessions took place, which is essential in case
charges are allocated to customers.

Event Logs Medium Event logs are of medium importance as they do
not prevent Asterisk from acting as expected in
terms of core functionalities. Event logs are used
for tracing errors while Asterisk is in operation,
but do not hold highly sensitive data.
Environment High The importance of the system’s environment has
been classified as high because it is a necessity
for an expected behavior and operation of Aster-
isk’s system service. Asterisk’s system service
may only work as reliable as the environment it
is implemented in.

SIP trunk High Without an operational SIP trunk, Asterisk is still
able to serve all local subscribers but is without
the ability to establish media sessions with a for-
eign system subscriber. As communicating with
foreign system subscribers is essential, the asset
SIP trunk is rated as highly important.
Commercial Value High Only if the system is able to generate an system-
related financial benefit, the owner and operator
will be satisfied. In case the system causes high
unpredictable costs, the company may be damaged
or harmed severely. Therefore, this asset has been
assigned the highest importance rating..

Table 5.9: Asset Importance
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5.7 Risk Management

The following section, dealing with step VII of the security analysis approach (section 3.4)
evaluates the risk the system is exposed to. Every former identified vulnerability (section 5.4)
will have assets assigned (identified and rated in sections 5.2 and 5.6) which are possibly affected
in case the respective vulnerability gets exploited.

The risk will be estimated on the basis of each former identified vulnerability. Therefore, the
numbering of the risks presented in this section is directly connected to the vulnerabilities iden-
tified in section 5.4. This means that the risk of vulnerability V1 is re-presented as R1, the risk
of vulnerability V2 is presented as R2 and so on. The importance rating attributed to each asset
is quoted in brackets.

Although many security metrics have been described so far [58], no consensual security metrics
have been proposed as of yet [57]. Estimated values for the probability of occurrence and the
expected financial damage are used to estimate the overall risk of the vulnerability’s exploitation,
whereas the expected financial damage is approximated by the importance of the involved asset
(see Section 5.6) and the expected financial damage if exploited.

As results presented in former sections (sections 5.3 and 5.4), do not claim to be entirely com-
prehensive, also items considered in the following list do not claim completeness either.

R1 Risk of Insufficient Security on the Physical Environment:

Insufficient measures on environmental security can have an impact on every asset as they
may lead to the physical server’s disability to execute any more commands with the possible
result of an unresponsive Asterisk system.

Although data center downtime can cause business losses over millions of dollars per hour
[125] and the outcome of an exploitation of such a vulnerability could cause a total system
outage, accomplishing such an attack still requires big efforts, like gaining physical access
from the attacker. The risk is evaluated as medium risk.

R2 Risk of Attacks Mounted on a Faulty Host OS Configuration:

A faulty host OS configuration can allow attackers to gain full access to a shell of the Linux
system which may have a devastating effect as the attacker might be able to mess with the
system and is able to take influence on every part of the system. Hence, every asset may be
involved in this case.

Results of the work of Eshete et al. [39] on web server security indicate that default security
configuration details are way to far from the recommended security configuration settings.
Although operating system configuration and used software packages may not be identical
at web and VoIP servers they can be similar. Hence, the results for web servers can be
adopted for VoIP servers as well. Due to the discrepancy of recommended and actual secu-
rity measures on a host OS and the severe damage possible, the risk has been rated as high
risk, although the likelihood of gaining full system access is relatively low.

R3 Risk of Unskilled Administrative Users:

This potential risk does not come from a malicious user but from an administrative user
instead. It has a potential impact on assets asterisk system service, configuration files and
commercial value (importance for all: High).

As the possible impact can be devastating, this risk has to be considered as high risk.

R4 Risk of Attacks Mounted on Errors in Software:
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R6

R7

Attacks which exploit coding errors in software can affect every asset as basically every-
thing on a server is software and therefore can have flaws. For example, The National
Institute of Standards and Technology (NIST) reports that software which is faulty in secu-
rity and reliability cost the US economy 59.5 billion USD in 2002 in breakdowns and repairs
[71].

Although the flaws may be small and are yet undiscovered, they may affect every piece of
the system and the consequences are unpredictable. This leads to a high risk rating.

Risk of Attacks Mounted on the Dependency on the Security of Other Network Protocols:

Attacks on network infrastructure protocols may restrain a subscriber’s ability to contact
the Asterisk server. The asset commercial value (importance: High) is concerned, as the
subscriber may not be able to place a call as intended. Also, the assets environment and SIP
trunk (importance of both: High) are involved as the server may not be able to communicate
with other hosts on the system in its usual manner.

An extended understanding of network infrastructure protocols and access to network infras-
tructure devices can be required to carry out this kind of attack. Pelaez et al. [82] has drawn
up a possible configuration for conducting an ARP spoofing attack. A medium risk rating
was attributed for this risk as an exploitation could completely disable all communication
between subscribers.

Risk of Limited Resources:

The limitation of available resources may have implications like the inability to permanently
store data of any kind on the assets asterisk system service (importance: High), CDRs
(importance: High) and event logs (importance: Medium). The effects on the Asterisk
system service, may also influence the asset commercial value (importance: High).

Although the decreasing cost of memory has produced systems with increasing amounts
of physical memory, memory leaks still can heavily impact a system’s performance and
reliability in a negative way, especially in a multi-user environment [116]. The shortage of
other resources may limit the system availability too. For example, VoIP media sessions are
very sensitive to problems on network media, like latency or jitter [82].

If an Asterisk server uses modern server hardware, including high-performance CPU tech-
nologies and a high amount of memory, the number of simultaneous malicious request re-
quired to cause this very incident is very high. To have a more efficient attack of this kind,
the attacker can perform a DDoS attack. Although the attackers required effort is quite high
a successful attack can have great influence on the whole system. Furthermore, this threat is
estimated to increase over the next years with the anual number of DoS or DoS like attacks
being expected to rise. According to Gartner research Gartner research [41], 76 percent of
surveyed IT managers expect a little increase at least. Hence, the risk is classified as high
risk.

Risk of the Use of Insecure Transport Media:

Attacks mounted on insecure transport media whose usage is still necessary may have an
influence on a clients capability to communicate with the Asterisk server, affecting the asset
commercial value (importance: High). Usually, the termination point of the asset SIP
trunk (importance: High) is located within the network and may be affected as well. In case
an attacker is able to modify or introduce traffic, also the assets Asterisk system service and
environment (importance of both: High) may be affected.

Eavesdropping has become easier due to widely available packet sniffing tools and consti-
tutes quite a serious problem as a security threat for companies today [112]. In addition to
eavesdropping, the insertion of messages, which can be achieved quite easily, must also be
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taken into account. Due to the fact that such interventions will only affect one media com-
munication at a time, this risk has been estimated as a medium risk for the whole system.
In case the focus is put on a single subscriber, the risk for this subscriber is rated as a high
risk.

Risk of Attacks Mounted on a Faulty Database Configuration:

Assets involved in this kind of attack are the CDRs and the Asterisk system service (im-
portance for both: High). If an attacker is able to gain access to the database, the CDRs may
be stolen or corrupted as well as the database scheme may be modified in a way Asterisk
System Service is no longer able to store records.

Due to the architecture of the reference system, access to the database will be able from the
local host only, but not from a remote network host. A big portion of the risks caused by
faulty DBMS configuration are network based, which have been evaluated by Neto et al.
[76] using an untrustworthiness benchmark. Therefore, the risk of an exposed database has
been estimated as Medium Risk.

Risk of Attacks Mounted on a Faulty Asterisk Configuration:

Similar to a faulty configuration of OS software (Risk of Attacks Mounted on a Faulty Host
OS Configuration (see section 5.7, R2)), attacks mounted on a faulty Asterisk configuration
have several effects. On the one hand, it may allow an attacker to access the system the
same way a regular subscriber is able to or may allow subscribers to use the system in an
unintended manner. Such attacks may only impact the asset commercial value (importance:
High), akin to the risk of exposed authentication credentials.

On the other hand, a faulty Asterisk configuration may, amongst others, allow an attacker to
gain system access and may allow the attacker to modify the configuration. This means that
the attacker is able to change the behavior of Asterisk. Therefore, an unauthorized alteration
of Asterisk configuration files can result in major implications with possible consequences
for the assets Asterisk system service, configuration files, CDRs, SIP trunk, commercial
value (importance of all: High) and the event log (importance: Medium).

Although gaining access to the Asterisk configuration files is very complex, the high severity
of the possible impact leads to a rating of high risk.

Risk of Unauthorized use of Server Resources:

The vulnerabilities limited resources (see section 5.4, V6) and unauthorized use of server
resources (see section 5.4, V10) describe different weaknesses which can be used to harm a
system. The risk of both vulnerabilities may not be identical, but highly comparable due to
the fact that the common goal of both is the extinction of available system resources.

According to the risk rating of the risk of limited resources (see section 5.7, R6), this risk
has been rated as a high risk.

Risk of Exposed Authentication Credentials:

An attacker will be able to subscribe to and use the system the same way a valid subscriber
may use it.

Regular usage of the system will not affect any identified asset but the commercial value
(importance: High). Because the system is equipped with a SIP trunk uplink to another tele-
phony system operator or provider, the attacker is able to establish calls using this SIP trunk.
When using the SIP trunk to connect to the public telephony network, the SIP trunk provider
will demand charges for each call made depending on the selected tariff plan. Long distance
calls or overseas calls may be especially expensive, and if the incident is not discovered for a
long period of time, it may generate very high costs. Therefore, the attacker will incur costs

Secure Operation of Open Source Private Branch Exchange (PBX)
Servers to Provide reliable VoIP Services 72/98



Chapter 5. Risk and Vulnerability Evaluation of Asterisk 5.7. Risk Management

R12

R13

R14

R15

which will have to be paid by the system operator company instead of the cost originator,
reducing the companies financial gain. In addition, also the operator’s reputation may be
corrupted too.

A regular subscription may be used by the attacker to mount further attacks against the
system by exploiting vulnerabilities which are only susceptible to authenticated subscribers.

Such attacks happen and succeed quite often as shown by [48], whereas the success rate is
heavily influenced by the required password strength. As it is furthermore relatively easy to
perform a dictionary attack (for example with John the Ripper[34]) the risk is estimated as
high risk.

Risk of Registration Hijacking:

Attackers which are able to take over unexpired registrations may only have an influence
on asset commercial value (importance: High) as they will only be able to receive calls.
To be able to place calls, the attacker needs to know the authentication credentials. The
corresponding risk was already discussed in risk of exposed authentication credentials (see
section 5.7, R11).

The risk created by unexpired registrations is rated as low risk as an attacker is not able to
take any actions other than picking up an incoming media session from another subscriber
for a limited period of time. Nevertheless, the valid user from whom the session was stolen
might be temporarily prevented from placing calls until re-registering [104].

Risk Caused by the Dependency on the Security of External SIP Trunk Providers:

In case an attacker take influences on the Asterisk’s servers communications with the SIP
trunk termination point, the assets SIP trunk and Commercial Value (importance of both:
High) are concerned.

The attack can have multiple implications for the Asterisk system. To name only a few,
the attacker could disable Asterisk’s ability to place or receive calls via the SIP trunk by
affecting the network link or the attacker could use the SIP trunk for own purposes causing
additional phone charges for the system. In addition, manipulation of the media stream or
gaining access to the local Asterisk installation are possible.

Although a SIP trunk offers great benefits to a system, the untrustworthy nature of data
[10] received via the SIP trunk justifies a high risk rating. The dependency on a telephony
provider and its uncontrollable configuration adds weight to this rating decision.

Risk of DoS by Unexpected User Load:

Similar to the risk of unauthorized use of server resources (see section 5.7, R10), this very
risk will affect the assets Asterisk system service, environment and commercial value
(importance of all: High) if exposed.

A server running out of resources due to a high load of authorized requests requires not
as many simultaneous requests as if unauthorized request are used. Usually these requests
require more server-sided efforts like media re-coding. In case the initial sizing of the system
was done by a professional with regard to the expected number of clients and the expected
number of concurrent media sessions, the risk can be estimated as low risk.

Risk of Unwanted Communication:

The only harm which could be caused by this vulnerability is to annoy system subscribers,
having an impact on the user’s motivation, productivity and acceptance of the system [8].
This may influence the asset commercial value (importance: High).
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Rosenberg and Jennings [94] conclude that SPIT calls via VoIP produce only minor costs
compared to PSTN line SPIT calls. In combination with the current rise of VoIP systems
requires this risk to be rated as a medium risk.
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6 Security Measures for Asterisk

This chapter presents common terms of security of an Asterisk configuration which is followed
by the evaluation of detailed mitigation strategies for the previously identified risks (section
5.7).

6.1 Common Asterisk Security Measures

This section presents security considerations concerning Asterisk software and its security while
in operation.

6.1.1 Configuration Aspects

The configuration files of Asterisk are used to program expected behavior into Asterisk soft-
ware. Based thereon, the key to a secure operation of Asterisk software is a consistent and
well-thought-through configuration.

Know what the system does

For a designer and an administrator of an Asterisk based VoIP system it is therefore essential to
know every detail of the applications configuration. Though not only knowledge about the con-
figuration entries made is required, but also knowledge about the changes in Asterisk’s behavior
associated with each configuration entry is a necessity.

Before any configuration change is done, one must be aware of the goals to be achieved with
this exact change and one has to be certain that the planned configuration change will comply
with these goals. In case this is not given, the goals should be defined and/or research on how to
best implement these goals in Asterisk needs to be completed in order to avoid a try and error
approach. This would entail that uneducated configuration changes and the activation of those
is followed by the observation of the outcome. This behavior denotes that the person doing the
configuration change is not aware of the caused change in Asterisk behavior and may therefore
cause unexpected system behavior and eventually even security problems.

As a secure operation of Asterisk will rely on a secure IT infrastructure environment following
the directives presented in section 2.3.1, Asterisk’s configuration must be adjusted to fit into
the environment. Only detailed knowledge of both the Asterisk configuration as well as the IT
infrastructure enable a system designer and an administrator to create and maintain a securely
operating Asterisk within a secure environment.

Keep it Simple

One major concept which helps an administrator to understand the configured Asterisk behavior
more easily is the concept of keeping the configuration as simple as possible. This also decreases
the likelihood of troubles caused by security issues, which are caused by active but not used
modules or configuration entries.
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Due to the modularity of Asterisk it is very easy to keep track of the features the software is
able to offer. Each Asterisk module implements a certain set of functionality and is available in
form of a Shared Object (SO) library file, which can be loaded by an application while running.
During Asterisk’s startup process, the desired modules are identified using the configuration file
modules.conf, then their appropriate SO library files are loaded into Asterisk. Modules can also
be loaded from Asterisk CLI and are considered as a part of Asterisk once loaded. Preventing
Asterisk from loading undesirable modules is accomplished by on the one hand ensuring that
Asterisk configuration does not indicate to load those modules and on the other hand by remov-
ing the possibility of loading modules per CLI. By restricting access to CLI and by removing
SO library files associated with undesired modules, dynamic loading of modules at run time can
be prevented. The implemented functionality of the omitted modules will not be available in
Asterisk at all. Hence, these modules can not be used to mount an attack on the Asterisk system
under any circumstances.

The out of the box configuration of Asterisk has a lot of modules enabled by default. Depending
on the system requirements, some of them have to be disabled and removed. In addition to
unnecessary modules, also an extended amount of configuration files is included in Asterisk’s
out of the box configuration.

A sample Asterisk configuration [66] only requires a few configuration files. This example
shows the configuration files needed for an Asterisk setup which allows communication with
SIP-based subscribers and allows the use of voice mailboxes:

e asterisk.conf - Basic Asterisk settings: Configures basic Asterisk settings as for example
the user in whose context Asterisk is executed. If this file can not be found by the Asterisk
core, Asterisk uses default configuration parameters and is still able to work properly [66].

e logger.conf - Set up of Asterisk logging: Configures which types of messages are logged
to CLI, Syslog or to discreet files.

e modules.conf - Module configuration: Instructs Asterisk about the modules which have
to be loaded at startup.

e sip.conf - SIP set up: This configuration file is used to make basic SIP configuration as
well as configuration for SIP entities. An entity can be a simple phone or a SIP Trunk.

e extensions.conf - Dialplan configuration: Extensions are groups of actions that instruct
Asterisk exactly how to deal with telephone calls. Extensions typically consist of a number
of priorities containing multiple actions which are grouped into contexts. Each context
contains a logical grouping of actions (extensions) which make up the dialing plan.

e voicemail.conf - Voice mail configuration: This configuration file deals with the set up of
voicemail boxes available on Asterisk.

In case Asterisk is prevented from loading undesired modules, the configuration files setting
up the behavior of those modules are neither touched nor applied to Asterisk any longer. Al-
though they have no influence on Asterisk behavior, it is strongly suggested to remove those
files completely to create a transparent and simple configuration.

Access to Asterisk

Asterisk offers multiple ways for accessing and processing instructions at run time like TCP/IP
based AMI or its CLI. Also web interfaces may be used to access Asterisk. These methods can
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change the behavior of Asterisk and, if used by unauthorized people, can be used to mount an
attack on the system.

By following the keep it simple concept, only as few as possible of these functionalities should
be enabled and for those enabled, a restrictive access control has to be applied.

6.1.2 Logging Aspects

As logging is essential for monitoring the correct Asterisk behavior as well as required for de-
bugging purposes after incidents, a logging strategy needs to defined.

o The degree of details defines which data is about to be logged. This can range from logging
of error messages only up to logging on debug level. While logging of error messages only
may include too few information, logging on debug level is very comprehensive, may
make log files unmanageable and may fill up the hard disk storage. Hence, a compromise
inbetween these two options should be found.

e The logging target defines where to store the collected log entries.

o Log retention defines the maximum age of log entries which should remain available on
the system. An additional software like Linux software package 1ogrotate should be
used to keep track of the log files.

Only if these details have been figured out and have been defined as expected behavior, the log
files can create a benefit for the maintainer of the system.
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6.2 Mitigation Plan

As a last step to the security analysis (step VIII, section 3.4) the presentation of strategies and
procedures how the risk of exploiting vulnerabilities can be minimized is carried out. For every
risk identified in step VII (section 5.7), either a mitigation strategy is presented or the risk is
acknowledged and accepted. In general, risks rated as no risk or low risk will be accepted
without taking any risk mitigation measures. On the contrary risks rated as medium risk or high
risk will always have to have a mitigation strategy.

The result of this step will be a list of measures which will minimize an attacker’s ability to
cause harm to the Asterisk system.

6.2.1 Technical Measures

TM1 Environmental Monitoring Tools can help to identify troubles with the network and are
able to send notifications. Software packages like nagios can be used to monitor the
overall vital state of the network and all incorporated servers in it and allow to identify
environmental troubles quickly.

TM2 A Host Monitoring tool can help to identify issues before the Asterisk system is running
out of resources and may take precautions. Software package monit could be used for
this purpose.

TM3 By the use of VLANSs on the network, devices can be merged into a logical network
segment with the sole purpose of separating VoIP enabled devices from other network
devices [56]. The VLAN assignment in small network environments can be done manu-
ally. For bigger network environments techniques utilizing Link Layer Discovery Protocol
(LLDP), Remote Authentication Dial In User Service (RADIUS), or IEEE 802.1x NAC
can be used.

Hosts within this VLAN are only able to communicate with other hosts if there is an IP
routing device in between. It is highly recommended to implement ACLs on the VLAN’s
border router, permitting only necessary traffic.

TM4 By the use of a dedicated VLAN for the SIP trunk an attacker’s influence can be min-
imized as the traffic is separated from other traffic on the network [56]. Members of this
VLAN are only the provider’s SIP trunk termination point and an interface on the Asterisk
server. This interface on Asterisk server could be a virtual one which makes use of VLAN
tagging to specify the VLAN, but makes use of the same physical interface.

TMS5 Next to the use of VLANS, Dedicated DHCP or DNS servers should be used. Dedicated
network server applications, which could also be hosted on the Asterisk server, should
serve only the dedicated VoIP VLAN. An own DNS sub domain, whose only authoritative
server is located within the protected VoIP VLAN, helps to be independent from other
network infrastructure servers which might be vulnerable in one way or another.

TM6 The introduction of QoS Mechanisms allows a network device to prioritize and can lower
the impact of troubles on the network like fully utilized uplinks.

TM7 Access Control measures on network infrastructure devices, which are defined by IT
policies, help to disable unauthorized access and unauthorized changes to the network
environment.

TM8 Use Dedicated Disk Partitions for growing data. By separating the HDD areas into
partitions, the file system folders which are expected to grow can be split from executables
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or other files and folders required for an ordinary system operation. In case the partition
for growing data reaches its limits, the regular system operation may continue with only
features causing this data growth not being fully functional any longer. Data like event
logs or recorded mail box messages are considered as growing data.

Dedicated Administrative User Accounts will assign a unique name to each administra-
tive user and will allow each user to have a personal password. A common administrative
account with a password known to a group of people must not exist.

Install and operate as little Software as Possible on the server system. Every installed
software bears the risk of configuration error which could be a door opener for an attacker.

Application Containers allow to hide parts of the file system and have an application’s
ability to restrict the access to files and folders. This is achieved through creating a new
virtual file system root folder / on an existing physical file folder. Applications executed
within this changed environment are restricted to file system access within or underneath
their virtual file system root. Linux tool chroot is used for the creation of such a virtual
root folder.

The Configuration Files of every software package as part of the Linux system have to
describe a predictable system behavior. These software packages should be restricted to
provide their duties while having, for example, unused software modules unregistered or
uninstalled.

Following the concept of Confining an Application to have as few permissions as possi-
ble to do their Job will limit an attackers ability to do harm to the system after a weakness
has been exploited successfully.

Applying an Aligned Password Policy will help minimizing the attackers chance of re-
trieving passwords using a dictionary attack. This password policy can regulate the mini-
mum length, the maximum age after which the password needs to be changed and groups
of characters like small letters, capital letters or numbers which needs to be part of every
password. The policy must be enforced by the system.

A Temporary Blacklist can help to block undesired requests at an early stage of request
processing. Although Raghavan et al. [92] presents multiple ways for detecting and mit-
igating DoS attacks, an exact traffic pattern can not be defined [62]. This is the reason
for the shaping of incoming network traffic to be done based on its originating IP address
only. This helps to reduce the required load and minimizes the impact on the system. In
case multiple invalid registration request will be received from the same IP address within
a certain period of time, the sending IP address will be blocked completely for a defined
period of time. In case an Internet provider uses a NAT-based setup, multiple valid re-
quests may originate from a single IP address, which must be considered while defining
limits.

Asterisk software offers a possibility to blacklist subscribers based on their extension num-
ber, which requires a valid registration. As the temporary blacklist will require to block
clients based on their IP address and has to function without a valid registration, this As-
terisk function can not be used. Instead, iptables Linux firewall may be used for this

purpose.

A Database Configuration Files Change Check script helps to identify every configura-
tion change of the database, similar to the Asterisk configuration consistency check script
presented previously.
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Automated Data Consistency Checks based on triggers which will fire every time a
record is inserted into the CDR database can assure the integrity of the database content.
If unauthorized changes are detected, notifications can be sent automatically.

The Asterisk Configuration Files have to describe a safe and predictable behavior of
Asterisk software. Measures and Guidelines how to tighten Asterisk’s configuration can
be found in section 6.1.

Scripts performing an Automated Configuration Change Check help to identify any
changes of Asterisk’s configuration files. Such scripts will use checksum algorithms
(MDS5, SHA-1) to detect changes in configuration files, and should be executed at least
every few minutes. Linux scheduler software cron can be used to run the check fre-
quently.

An action taken in case a configuration change was detected may be a simple notification
sent to an administrator.

Asterisk’s configuration allows to define the Maxload Parameter which tells Asterisk to
accept new incoming calls only if the Linux system parameter load average is below a
defined value. This not only makes it impossible for the attacker to overload the system,
but will also result in Asterisk refusal to accept incoming session setup requests from non-
malicious subscribers. The exact numerical value to be configured needs to be evaluated
carefully as Asterisk may stop to process new request even though enough resources are
still available.

Define the Communication Channels of each software. Each software package has its
defined duties and may communicate with the network. An application’s ability to initiate
and receive network communication should be restricted to predefined ports or groups of
ports. This can be enforced using network firewall software, which helps protecting the
system by strictly controlling every data packet sent to or received from the network. A
popular firewall software for Linux systems is the iptables package.

Blacklists can be used to ban foreign system subscribers from being able to establish ses-
sions with local system subscribers registered on the Asterisk system. Adding a subscriber
number to the blacklist is usually a manual task. This blacklist is based on the identifica-
tion of a subscriber (e.g. subscriber number), whereas the mitigation measure Temporary
Blacklist (see section 6.2, TM15) uses IP addresses instead.

Grey Listing Mechanisms could also be used to introduce a sort of automatic black-
listing. In case a foreign system subscriber calls the first time, a voice announcement
requiring the caller to press a numbered key can help to determine if the caller is a real
person or an automated dialer. Turing test as described by Bradford et al. [21] can be used
to develop such a test. The session is only going to be established in case the caller passes
this test, additionally the caller will be white listed which allows to bypass this test during
the next call. Otherwise, the foreign system subscriber will automatically be blacklisted
for a limited period of time.

Encryption Mechanisms help to protect payload traffic in case an attacker is able to
perform eavesdropping. Calabrese [24] gives an overview of cryptographic principals
which can be applied to SIP systems.

The use of a Public-Key Infrastructure (PKI) to verify a subscriber’s identity makes
the use of authentication credential strings obsolete as they are replaced by certificates
[84]. This will significantly lower the number of possible attacks, although risk of theft of
certificates may not be ignored and has to be mitigated separately.
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By introducing additional measures on the encryption methods used, the chance of a suc-
cessful exploit can be lowered. Tangwongsan et al. [112] presented an experimental
approach how the usage of Diffie-Hellman Protocol[51] for exchanging shared keys be-
tween communicating hosts can be used to ensures that every media session will use a
Unique Encryption Key.

A daily Work Log, summing up Asterisk’s activities of the day could be sent by email to
the person responsible. This work log contains information like the number of established
connections or the number of failed registration attempts and will help to identify illegal
use of the system.

By the use of Log Rotation mechanisms, continuously growing event log files can be
avoided. Log rotation software is able to delete or archive older log files and makes sure
the current log file does not grow indefinitely.

6.2.2 Organizational Measures

OM1

OoM2

OM3

OoM4

OM5

OMo6

OoM7

An Environmental Security Procedure is required to govern environmental security.
This includes regulations regarding physical access to the server resources as well as
regulations about air-conditioning systems.

A System Monitoring Procedure is necessary to regulate how the system and its envi-
ronment are monitored. Such a procedure if implemented, allows to detect troubles early
and therefore can help to minimize down times. This procedure includes detailed infor-
mation about the metrics to be monitored, critical values for each metric and a procedure
how and whom to alert in the case of critical values being surpassed.

The System Access Procedure governs who is able to access the system for administra-
tive or log viewing purposes. This includes the regulation an assessment of technical staff
on trustworthiness and skills.

Human Resources (HR) Standards defines a profile of qualifications of a user before
administrative permissions are granted. The standard also has to include strategies as to
how this qualifications can be ensured over time.

Service Contracts negotiated between the telephony provider and the Asterisk system
operator (customer) regulate the mutual understanding of both sides duties and responsi-
bilities. Amongst other things, this may include regulations about the maximum recovery
time allowed in case of a service outage on the provider’s side, regulations about fees the
customer has to pay, regulations about used encryption types, if applicable, as well as
regulations about authentication mechanisms and authentication details concerned.

System Software Update and Installation Procedures govern general issues. For ex-
ample, the procedure how to apply and who is allowed to install updates on the system has
to be defined. A System Update Strategy which controls how system software updates
have to be applied is required. By assuring the latest patches are applied on a regular
basis, the risk of newly discovered flaws being exploited can be minimized.

Minimum Requirements for the use of Cryptographic Functions can lower the sys-
tem’s liability to threats in case encryption is implemented, as suggested previously.
HMAC algorithms in combination with cryptographic hash value functions which are
currently considered as safe form a risk which can be accepted. Hence, policies need to
assure that the security of the used Algorithms is reviewed and adopted accordingly on a
regular basis.
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6.3 Effectiveness Matrix: Vulnerabilities — Mitigation Measures

This section establishes the mapping between the previously identified vulnerabilities (section
5.4) and previously identified mitigation measures (section 6.2). The columns show the list of
vulnerabilities whereas the rows list the identified mitigation measures. An X indicates that the
according vulnerability can be mitigated through the respective mitigation measure, following
the same scheme as at Effectiveness Matrix: Threats — Vulnerabilities (see section 5.5)

Vulnerability

V13 Dependency on the Security of the External SIP Trunk Provider
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Mitigation Measure >z > > >l | > | > > | >
TM1 Environmental Monitoring X X X
TM2 Host Monitoring X X
TM3 use of VLANs X X X
TM4 Dedicated Trunk VLAN X
TMS5 Dedicated DHCP and DNS X
TM6 QoS Mechanisms X| X
TMT7 Access Control X X
TMS Dedicated Disk Partitions X
TMO Dedicated Admin Accounts X X
TM10 as few Software as Possible X X
TM11 Application Containers X X X
TM12 Software Configuration Files X X
TM13 Confine Application X X
TM14 Apply Password Policy X X
TM15 Temporary Blacklist X
TM16 DB Config Change Check X
TM17 DB Data Consistency Check X X
TM18 Asterisk Configuration Files X
TM19 Asterisk Conf Change Check X
TM20 Maxload Parameter X
TM21 Communication Channels X X
TM?22 Blacklists X
TM23 Grey Listing X
TM24 Encryption X
TM25 PKI X
TM26 Unique Encryption Keys X
TM27 Work Log X X| X
TM28 Log Rotation X
OM1 Environmental Security Proc. X X
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OM2 System Monitoring Proc.
OM3 System Access Proc.

OM4 HR Standards

OMS5 Service Contracts

OM6 Software Update Proc.

OM?7 Requirements (Crypto Functions)

Table 6.1: Vulnerability — Mitigation Measure Matrix
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7 Reflection on Open Source Effects

This chapter will give a short overview of advantages and drawbacks of open source software
solutions compared to closed source products. At first, some common issues like costs or ex-
pected maintenance effort are discussed, followed by a comparison of security concerns for open
as well as closed source products.

Open source software is described as software which is freely available and can be downloaded
from the Internet without incurring charges. The source code is available under any circum-
stances and may be accompanied by precompiled executables.

Software, for which it is required to pay is considered as closed source in this chapter although
the source code may be publicly available. In many cases, companies treat open source software
for which money is claimed the same way as closed software.

7.1 Comparison of Common Concerns

The following list will analyze common implications on the use of open source software.

e Cost:

As per definition in this thesis, open source software can be downloaded for free, the costs
for acquiring such a software are considerably low. Only charges from the provider for
the download may apply. On the other hand, closed software will most certainly require a
substantial financial effort.

In addition to the acquisition costs, the costs for the initial setup has to be taken into
account. When purchasing closed source software, setup support may be included in
the price which decreases the required setup time. Open source products will not come
with any installation support. This results in longer working time for installation and
configuration and therefore causes higher setup costs as compared to a similar closed
source software product.

e Required manpower:

The necessary time effort to apply upgrades and to do other maintenance work on software
products may be a little higher for open source software products. This is due to the fact
that closed software products often come with maintenance agreements which allow easier
and faster retrieval of updates.

e How to get Support:

Due to the freely available source code in open source software products, troubleshooting
and debugging on source code basis becomes possible. As the community supporting open
source products is quite big, a lot of information is available on the Internet. Depending
on the product, also the community for closed source products can be quite extensive.
Many companies of closed source software products also offer support services for their
products against a fee.

e Know How Management:
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As open source software usually does not come with setup assistance or the possibility to
use a support service, more know how is required compared to closed source products.

To sum it up, open source software products may be cheaper in direct costs, but do require more
know how for setup and operation of the software. This extensive know how has to come from
experience which entails that the IT staff may be more expensive, further increasing the TCO for
open source products. Therefore, a clear statement as to which approach is cheaper can not be
given. This highly depends on a company’s general IT approach and their IT staff’s know how.

7.2 Security Concerns

Within the open source and free software community it is argued that making source codes
available to everybody has a positive impact on security, as a large community of users and
experts can pore over the code and obliterate vulnerabilities [93]. In the crypto community it is
standard practice to know the design of a system, only hiding the key. On the contrary it can be
argued that if software code is publicly available, a malicious user also has the opportunity to
search the code for vulnerabilities. Based on this, Anderson [3] injected the question as to whom
does openness help more, attack or defense?

Anderson [3] argues, that in a perfect world, and for systems large and complex enough for
statistical methods to apply, the attack and the defense are helped equally. Whether systems are
open or closed makes no difference in the long run.

It is also argued that the interesting questions lie in the circumstances under which this symmetry
can be broken in practice. An interaction between openness of the system and its security is also
a matter of functionality and the question as to what should a secure system do? will have
different answers. While security might mean for the user the repulse of ‘evil hackers on the
Internet’, whoever they might be, security for the vendor means growing the market and crushing
the competition.

Therefore the real tensions between the open and closed system communities will be defined by
struggles for power and control over standards in the future.
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8 Conclusion

Despite the urge of the rapidly growing number of installed VoIP systems, implementing security
features should always be a matter of course. As practice shows, organizations are often dazzled
by the overwhelming advantages a VoIP system offers. As a matter of fact, security is a concern
which is often forgotten or is not considered well enough nowadays.

The reasons for these disregards towards security concerns range from unskilled responsible
staff, who is just not aware of or unable to identify security implications, or an responsible
persons attitude of I Don’t Care About Security, Such Things Won’t Happen To Us.

Nevertheless, recent events showed that security is an important factor of success. The initial
additional expenses on security measures will pay of quite fast as they will make the system
more resistant against attacks of any kind, although total security can not be achieved ever.

This thesis presents an approach to evaluate the security of an reference system. It is illustrated
as a process of eight steps in which the expected behavior of the system is analyzed. Based on a
detailed evaluation of all system activities, assets, threats and vulnerabilities are identified. The
system activities, which have been described by UCs and activity flow charts, show the expected
behavior of the system, which was used to identify all possible points of contact for attackers.

On the foundation of the detailed system description, the valueable system parts to be protected,
the assets, have been identified as well as threats and vulnerabilities have been derived.

As a next step, the risk of vulnerabilities getting exposed was calculated using the estimated
financial damage in case of exposure and the estimated probability of an exposure. With all
informations collected during the analysis so far, mitigation measures to reduce the identified
risks are shown.

The identified mitigation measures have been devided into the group of technical measures and
the group of organizational measures. Technical measures concern either the Asterisk configu-
ration, the Linux environment or both. The presented measures identify well known and well
established methods to reduce the risk of exploiting security issues and cover multiple areas,
including system monitoring or the prevention from troubles caused by missing resources. A
list of mitigation measures can be found in table 6.1.

This thesis identified a total of 7 system assets, 53 possible threats to which the system is ex-
posed, 15 vulnerabilities and risks as well as 35 mitigation measures have been proposed.

Although there may be a lot of ways to harden a system, this thesis presented one possible
approach which could be used to minimize the risk of security incidents. In the end it is important
to have precautions against security threats implemented, whereat the actual approach choosen
is of lesser significance.
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