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## Abstract

Non-destructive testing (NDT) is a vital part in today's industrial production and research processes. Such testing procedures often use Computed Tomography (CT) in order to get insights of the inner parts of an object. During the analysis of different objects, certain features can be automatically segmented and quantified in the CT dataset. However, due to various effects during the acquisition of the data, the original boundaries of two materials within the objects are not accurately represented in the dataset.

This thesis describes a method to reconstruct these boundaries for automatically segmented features on a subvoxel level of the dataset. They are searched along the gradient of the data, using an edge-detection approach commonly used in image processing. The result is then represented as a distance field and further quantified through over-sampling and measuring.

For a variety of datasets it is shown that these reconstructed boundaries are indeed providing a more accurate representation of the original segmented region. Further comparisons are made with a method that simply tries to improve the visual appearance through smoothing.

## Kurzfassung

In modernen industriellen Produktions- und Forschungsprozessen ist die zerstörungsfreie Werkstoffprüfung (ZfW) ein wichtiger Bestandteil. Dabei wird oft Computer Tomographie (CT) eingesetzt, um Einblicke in das Innere des Objektes zu bekommen. In solchen Datensätzen können bestimmte Merkmale automatisch erkannt und quantifiziert werden. Allerdings werden darin die ursprünglichen Grenzen zwischen zwei Materialien nicht mehr korrekt abgebildet.

In dieser Diplomarbeit wird ein Verfahren vorgestellt, womit diese Grenzen aus dem realen Objekt wieder hergestellt werden können. Diese Rekonstruktion basiert auf einem einfachen Prinzip zur Erkennung von Kanten, wie sie auch in der Bildverarbeitung eingesetzt wird. Diese Grenze wird entlang des Gradienten der Daten gesucht und das Ergebnis in einem sogenannten Distance Field abgebildet.

Aus diesen Ergebnissen wird anschließend das genaue Volumen einzelner Merkmale durch Over-Sampling berechnet. Für verschiedene Arten von Datensätzen wird gezeigt, dass die Rekonstruktion dieser Grenze auf Subvoxel-Ebene einer genaueren Darstellung entspricht, als die zuvor segmentierte Region selbst. Diese Ergebnisse werden außerdem mit einer Methode verglichen, die durch Glättung die Darstellung der ursprünglichen Region verbessert.
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## CHAPTER

## Introduction

To improve the quality of products and determine defects within them, many different fields in the industry use testing techniques as part of their research and manufacturing process. The automotive industry, heavy machinery industry and plant industry often deal with different metal casts for example. Depending on the type of metal or alloy and the casting process itself, various kinds of defects in a cast body can occur. Such properties have an influence on the stability and usefulness of the object. The analysis of these defects can be used to improve the production process and the overall quality of the product. Other industrial fields are also interested in the inner structures of their products. For instance the hard rubber core of golf balls are reinforced with more dense particles and the resulting distribution of these particles during the production process are an important property during the analysis. Another example is steel fibre reinforced sprayed concrete in the building industry. The overall load-bearing capacity, durability and impact resistance of this type of sprayed concrete is mainly defined by the choice of fibres and their distribution and alignment within the concrete.

Obtaining such a view of the inner structures of any object can be done by cutting it open. However, testing an object in such a destructive manner is costly and very time consuming, since it would need to be ablated layer by layer for a full analysis. Therefore Non-Destructive Testing (NDT) techniques are often the method of choice for the inspection of such objects. NDT describes a variety of analysis techniques that can be used to determine certain properties of materials without actually causing damage to them. These methods include liquid penetrant inspection, ultrasonic and radiographic scanning as well as Computed Tomography (CT).

This work mainly deals with industrial CT data provided by the Austrian Foundry Research Institute (ÖGI). The objects scanned by an industrial CT scanner at the ÖGI range from products or workparts of various industries which need material testing, to cast parts created in their own pilot foundry. In this pilot foundry test castings can be created with all cast-materials such as cast irons, steels, copper alloys, Al - and Mg-alloys [44]. These casts can then be tested in a mechanical testing laboratory. Through NDT the behavior, properties and possible defects of such test castings can be evaluated at different stages of the testing process. Figure 1.1(a) shows


Figure 1.1: Different industrial CT datasets. (a) A cast housing of an engine block part. (b) A scan of a golf ball with feature visualization. Image from Hadwiger et al. [20].
an example of a dataset of a cast housing, while Figure 1.1(b) shows the visualization of dense particles within a scanned golfball.

### 1.1 Problem Statement and Objectives

Exploration and quantification of three-dimensional industrial CT data is often the method of choice during NDT. The visualization of such volumes has become a large research field in the recent decades, making it possible to explore them in real-time. Apart from visualization, many different methods for automatically extracting important information for the domain expert have been devised as well. In the context of NDT, this feature extraction is mostly done through a preliminary segmentation step using region growing, water shedding, morphological filter operations or applying local thresholds for instance. These methods provide a binary classification of individual volume voxels into segmented regions, meaning that a whole voxel either belongs to the region of a specific feature or not.

However, in reality the boundary between two materials is almost never exactly between two adjacent voxels, nor does the actual form of the feature in the real object follow the form generated by the binary segmentation. Due to the inherently limited resolution and other side effects of a CT scan, the real object boundary cannot be represented accurately and without artifacts. The binary segmented region of such features then appears as a heavily aliased set of voxels, when used in direct volume rendering. In many cases this sort of segmentation and representation of the features is enough, in order to get a rough estimate of their volumes, their distribution and extents. In other fields a better visualization of such segmented regions is required, thus different smoothing techniques are often applied.

If more accurate quantifications of the data are required, such techniques are not suitable, since the smoothing process happens without any direct connection to the original, underlying data. To get more accurate results, it would be necessary to extract additional information of the available data, at a fractional level within a voxel, i.e. on a subvoxel level. By analyzing


Figure 1.2: The main objective of this work: reconstructing the original subvoxel boundary, that is lost during the data acquisition and using it for advanced quantification purposes.
the acquisition process of CT data and how the original object boundary between two materials might be mapped into the final volume data, the objective is to devise a method that actually reconstructs this boundary again (Figure 1.2). This includes determining the subvoxel boundary and representing it in a suitable data format. Using these results, additional objectives are to be able to take quantifications and measurements on a subvoxel level. It should be possible to calculate the fractional voxel volume of the segmented regions and take manual measurements between these subvoxel boundaries.

### 1.2 Pipeline Overview

The methods presented in this thesis are implemented in the High-Quality Hardware Volume Renderer framework (HVR), at the VRVis Research Center. This framework already features an extensive segmentation and exploration method, described in more detail in Hadwiger et al. [20]. This method will be applied, to automatically segment the volume into features. After this step, the results from the feature detection can be explored, to choose the optimum segmentation result and optionally select only specific features of interest for further processing. The next step tries to find the subvoxel boundary, based on these segmentations. This method combines different techniques and principles: the boundary is searched along a path defined by the gradient vector field of the data and a distance transform of these subvoxel locations is stored in a distance field volume. This search along the gradient direction is a principle also used by Šereda et al. [58], while the actual determination of the subvoxel boundary is basically an edge-detection principle as often used in 2D image processing.

This resulting distance field can then be used for quantifying the subvoxel volume of individual features, as well as for helping with manual measurements of the data. For the latter part, simple measurement tools will be integrated into the framework. Figure 1.3 illustrates the basic work flow.

### 1.3 Structure of the Work

This thesis is organized as follows: Chapter 2 will first provide some basic fundamentals of the main categories used in this thesis. Since this work is mainly concerned with the analysis of


Figure 1.3: The basic work flow pipeline presented in this thesis. Based upon a preliminary segmentation of the volume data, the subvoxel boundary for these segmented features is determined. A distance field will be generated, representing this boundary, which will be used for further quantifications and measurements.
industrial CT data, Computed Tomography in general, as well as specific differences of industrial CT data will be explained. The second part of this chapter covers the method used for visualizing these datasets: GPU-based direct volume rendering. A little more details on principles and used techniques for distance fields are provided in the following section. These distance fields are reconstructed with high-quality cubic filtering on the GPU. The technique used to achieve this reconstruction is also covered in this chapter. The last part covers a basic state of the art on some quantification and processing techniques on a subvoxel level.

Chapter 3 covers the methodology for finding and storing the subvoxel boundary. Assumptions as well as the involved mathematical properties of the data are discussed. The algorithm and actual implementation is then described in more detail. Finally a mesh smoothing technique and its implementation is also described, which is used as a point of comparison later on. Chapter 4 describes the second part of the aforementioned pipeline, the quantification and measurement process. A method for determining the subvoxel volume directly from the distance field is presented, as well as the integration of measurement tools in the framework and their possible uses.

Results from the subvoxel boundary detection and volume quantification are then presented in Chapter 5. A comparison between original binarily segmented regions and the detected boundary is provided for specific features of some industrial CT datasets. Issues and limitations of the work are also discussed in this chapter. The thesis then closes with a conclusion and some possible suggestions for future work in Chapter 6.

## CHAPTER

## State of the Art

This chapter covers the basic fundamentals and current state of the art of important topics and practices that are discussed in this thesis. Section 2.1 will talk about Computed Tomography (CT) in general, including differences between medical and industrial CT. Section 2.2 gives an overview of visualization techniques for volumetric data and goes into detail about the technique that is mainly used in the High-Quality Hardware Volume Renderer (HVR), the framework for this thesis. Distance Fields are used in the volume quantification process of this thesis and are discussed in Section 2.3. Furthermore, high quality cubic filtering for reconstruction of the distance field during rendering and volume sampling (see Section 4.1 and Chapter 5) is employed. Section 2.4 describes the technique that is used for filtering on the GPU in this thesis. Section 2.5 describes some approaches to determine boundaries or volumes on a subvoxel level.

### 2.1 Industrial CT

In classical tomography ${ }^{1}$ a 2 D image is obtained of a 3D object with X-rays or other penetrating radiation. In the resulting image interior parts of the object overlap with each other. In order to obtain actual 2D slices through these objects, Computed Tomography was developed in the early 1970s and has revolutionized the X-ray field ever since [55]. CT is now an important tool for visualizing interior features of objects in a non-destructive way in medical and industrial applications as well as in geosciences for instance. The key differences between medical and industrial CT are outlined in Ketcham and Carlson [27]:

- Objects of industrial CT have no limitations on acceptable radiation dose. Thus high energy X-rays can be used at longer exposure times.
- Higher energies and longer exposure times lead to smaller detectors, which increase the resolution of the scan.

[^0]

Figure 2.1: Different generations of CT system configurations. (a) first generation with moving pencil beam X-ray source and moving detector. (b) second generation with moving fan-beam X-ray source and moving detector. (c) third generation with fan beam X-ray source that covers the whole object and a single detector array. Images from Ketcham and Carlson [27].

- Inanimate objects of industrial CT can be positioned more precisely for the scan.

After sample preparation and machine calibration there are two main steps in CT imaging: data acquisition and data reconstruction.

### 2.1.1 Data Acquisition

X-ray images are obtained through the attenuation of the ray as it passes through an object. This attenuation is mainly caused by three different physical processes: photoelectric absorption, Compton scattering and pair production. These effects depend on the initial energy of the X-ray as well as the atomic number of the material, through which the ray passes.

Every configuration of X-ray radiography consists of at least these three elements: an X-ray source, an object to be scanned and a series of detectors that measure the intensity of the X-rays, which have been attenuated as they pass through the object. The basic principle of CT however is to acquire multiple views of an object over a range of angular orientations. The number of these views can range from 600 to 3600 or more.

There exist four generations of CT system, three of which are outlined in Figure 2.1. The rotational movement of these setups is relative: either the the X-ray source and detector rotate around the object or the object itself rotates within the setup.

Industrial CT scanners are mostly custom built and thus can differ in their exact implementation. However, typically a setup like in Figure 2.2 is used, where the object is rotated and the radiation source is either a fan beam or a cone beam. In the former case (Figure 2.2(a)), a fan beam is used that is wide enough to encompass the whole object. Either the object or the radiation source and detector are moved vertically, to obtain a 2 D image for each angle. In the latter case (Figure 2.2(b)) the cone beam encompasses the whole object and creates a full 2D image for one direction.


Figure 2.2: (a) Data acquisition with a fan beam by rotating the workpart $360^{\circ}$ and moving either the x-ray emitter and detector vertically or the object during one rotation step. This leads to a 2D image after one step. (b) Data acquisition with a cone beam by rotating the object $360^{\circ}$. A full 2D image is acquired during each rotational step. Images from [25, 60].


Figure 2.3: (a) Set of views acquired during CT (usually hundreds or thousands). Each data value in a view represents the sum of image values along the ray for that sample. (b) Reconstruction of a slice using backprojection. Each view is filtered in a pre-processing step and then each sample of each view is smeared along its original path. Images from Smith [55].

### 2.1.2 Data Reconstruction

Different methods exist in order to obtain the actual slice image of a given set of views. The most important one is filtered backprojection [55]. During backprojection, each sample of each view is smeared along the path of its acquisition angle. However, in order to avoid blurring of the final image, the values of each view are first filtered. This results in a mathematically correct reconstruction of the slice image (Figure 2.3).

The result of data reconstruction of CT images yields a series of 2 D slices through the


Figure 2.4: Illustration of a single view for a CT scan through an object with different materials. The limited resolution of the detector causes several x-rays that pass through the volume to be accumulated and averaged. Thus the material boundary inside the object is not accurately sampled in this case.
scanned object or a $3 D$ Volume with all slices stitched together.

### 2.1.3 Partial Volume Effects

CT data is often subject to certain artifacts like beam hardening, ring artifacts and a variety of other artifacts. An important artifact to note for this thesis is the so called Partial Volume Effect (PVE). Each pixel in a CT image represents the attenuation properties of material volume. If that volume consists of several different substances, the resulting CT value will actually be an average of these properties (see Figure 2.4).

The PVE describes an artifact that is common to all systems that attempt to represent a continuous signal with a finite number of samples [11]. Due to the inherent limitation in resolution of X-ray CT, all material boundaries are blurred to a certain degree. While it is undoubtedly desirable to have high resolution CT scans so that all structures within the object are accurately sampled, the PVE also provides an opportunity to extract information on a sub-pixel or subvoxel level.

However, correct interpretation of values containing more than one material is not trivial and is still an important subject of research today.

### 2.2 Volume Rendering

During recent decades, several techniques have been developed to create two-dimensional visualizations of three-dimensional scalar fields. Some methods require pre-processing of these volumes in order to extract geometric primitives, like marching cubes [37, 46] or isosurfaces [57], however a more widely used approach is Direct Volume Rendering (DVR). Considerable work has been made to implement GPU-based instead of CPU-based approaches, in order to exploit the characteristics of modern graphics hardware and thus generate visualizations at interactive frame rates.

Generally, volume rendering tries to simulate the interaction between light and the participating media. The basic emission-absorption model is described as the following integral:

$$
\begin{equation*}
I(D)=I_{0} e^{-\tau\left(s_{0}, D\right)}+\int_{s_{0}}^{D} q\left(s^{\prime}\right) e^{-\tau\left(s^{\prime}, D\right)} \mathrm{d} s^{\prime} \tag{2.1}
\end{equation*}
$$

where $s$ is the parameterized path of the light with $s_{0}$ being the starting point of the light flow and $D$ the endpoint. $I_{0}$ is the light intensity that enters the volume from the background, $I(D)$ the radiance that reaches the camera and $q$ the emission coefficient. $\tau$ represents the optical depth and is defined as $\tau\left(s_{1}, s_{2}\right)=\int_{s_{1}}^{s_{2}} \kappa(s) \mathrm{d} s$ where $\kappa$ is the light absorption coefficient [21]. Since this integral typically cannot be evaluated analytically, numerical methods are devised to approximate the result as close as possible. Further reading is provided by Max [38] on different optical models for volume rendering and by Hege et al. [21] for optical models and other algorithmic aspects.

## Overview of Rendering Methods

We can classify volume rendering techniques as either image-order or object-order methods. Image-order approaches use the 2D image plane of the result as a starting point for volume traversal, while object-order methods try to project individual data points of the volume onto the image plane. The most popular image-order method is ray casting, where for every pixel of the final image a ray is cast through the volume, compositing the volume rendering integral in an iterative fashion from sample points along this ray (Figure 2.5(a)). Since the rays are conceptually started at the camera, the traversal order of ray casting is front-to-back and uses the following equations to accumulate the colour and opacity at each sample point:

$$
\begin{align*}
& C_{\mathrm{dst}} \longleftarrow C_{\mathrm{dst}}+\left(1-\alpha_{\mathrm{dst}}\right) C_{\mathrm{src}} \alpha_{\mathrm{src}}  \tag{2.2}\\
& \alpha_{\mathrm{dst}} \longleftarrow \alpha_{\mathrm{dst}}+\left(1-\alpha_{\mathrm{dst}}\right) \alpha_{\mathrm{src}}
\end{align*}
$$

with $C_{\mathrm{dst}}$ and $\alpha_{\mathrm{dst}}$ being the accumulated colour and transparency values from the previous sample points of the current fragment and $C_{\text {src }}$ and $\alpha_{\text {src }}$ the colour and transparency of the currently evaluated sample point.

Ray casting is a classic CPU based approach, introduced by Levoy [36], over 20 years ago. However recent development in computer graphics hardware made it possible to create GPU based implementations, first used by Roettger et al. [49] and Krüger and Westermann [30] with multiple passes initiated by the CPU. Since the introduction of shader model 3.0 it was possible to implement single-pass approaches as these GPUs support loops as well as dynamic branching in the fragment shader.

Before that, the dominant form of GPU based volume rendering was texture slicing, an object-order approach where 2D slices in object space are used to sample the volume. These 2D slices can be rendered using regular texture mapping on the GPU and are blended together in either a front-to-back or back-to-front fashion. The proxy geometry for these slices is either aligned to the view port or along the object space axis (Figure 2.5(b)).

Similar to texture slicing is shear-warp volume rendering. Here, the volume is projected onto an intermediate image plane and the volume itself is sheared in order to transform the tilted


Figure 2.5: Short overview of modern direct volume rendering techniques. (a) DVR by casting a ray through the volume for each fragment of the 2D image and accumulating the value at regular sample positions. (b) DVR by blending 2D object- or view-aligned slices of the volume together for the final image. Images from Rezk-Salama et al. [47]. (c) DVR by shearing 2D slices of the volume and warping the projected final image. (d) DVR by projecting a 3D reconstruction kernel onto the image plane for each voxel (object-order approach).
projection direction into a perpendicular one. This allows a faster implementation of the projection. The image of the intermediate plane is then warped to the final image plane (Figure 2.5(c)). More details can be found in the original paper by Lacroute and Levoy [33], which covers the case for an orthogonal projection. An extension to a perspective projection is described by Schulze et al. [52].

Another object-order approach is splatting. The idea is to project 3D reconstruction kernels onto the image plane for each data point (Figure 2.5(d)). The resulting 2D image of such a kernel is called a footprint [59]. Splatting can be used in a wide variety of data layouts. It can be used for uniform grid volumes as well as for scattered data like point clouds for example.

### 2.2.1 GPU-Based Ray Casting

Object-order approaches like texture slicing are easy to implement, however they suffer from some significant disadvantages. With increasing complexity of the volume data set, their performance degrades greatly, since the number of slices are directly determined by it. Therefore it is desirable to use algorithms that are sensitive to the output instead, like an image-space approach which can account for the complexity of the generated image.

That being said, ray casting provides some significant advantages for direct volume rendering. Each fragment of the final image plane creates a ray that evaluates the volume, which means that no oversampling of the result takes place. Instead the number of samples taken along each ray directly relates to the quality of the end result. Each ray can also be computed independently, which means there is a potential for performance improvement, if the computation can be run in parallel. The basic algorithm for ray casting is outlined in Algorithm 2.1.

```
Determine volume entry position
Compute ray direction
while ray position in volume do
    Access data value at current position
    Compositing of color and opacity
    Advance position along ray
end
```

Algorithm 2.1: Pseudo code for ray casting [19].

GPU-based ray casting takes advantage of several characteristics of modern graphics hardware. Volumes with a uniform grid can be directly represented as 3D textures while the computations exploit the built-in parallelism for GPU fragment processing through multiple pixelor shader-pipelines. Sampling and traversal of the volume can be implemented through programmable shaders that are executed for each fragment.

## Basic setup

Each fragment needs to know its volume entry position and direction, which are computed in two preliminary rendering passes. First the front faces of a volume bounding box are rendered, with the correct view transformation and perspective according to the camera position. The texture coordinates of the vertices of the bounding box represent the texture coordinates of the 3D volume texture. The GPU will interpolate these values and generate the entry positions as texture coordinates in the final image (Figure 2.6(a)). The direction for each ray is computed in a second render pass with only the back faces of the volume bounding box drawn (Figure 2.6(b)). During this pass the volume coordinates of the front faces are subtracted from the back faces. The length of the resulting value (i.e. the length of the ray within the volume) is stored in the alpha channel of the output, while the normalized direction is stored in the colour (Figure 2.6(c)).


Figure 2.6: Results of preliminary rendering passes for ray casting. (a) Front faces of the volume bounding box, with texture coordinates as starting positions (rendered as colour). (b) Back faces of the volume bounding box, with texture coordinates of the exit position for each ray. (c) Direction containing the normalized difference between front and back faces and the length of the ray within the volume encoded in the alpha channel. Images from Scharsach et al. [51].

## Traversal loop

The main component of the basic ray casting algorithm (see Algorithm 2.1) is the traversal loop, which is implemented as a fragment shader. By drawing a screen-sized rectangle, ray casting for each fragment will be triggered. The fragment shader receives the results of the previous passes as texture input parameters, as well as a transfer function for classification and a step size for advancing the sample position within the main loop.

At each sample position, different properties of the volume are determined, like the density or the local gradient for example. This might involve a reconstruction filter and can be done either through the capabilities of the graphics hardware with nearest neighbour or trilinear interpolation, or by using cubic filtering for example. The latter is computationally intensive, but there are some techniques to achieve interactive frame rates on today's graphics hardware (see Section 2.4).

Through classification these volume properties are mapped to a colour and opacity for each sample point. This is done by applying a transfer function which can be simple, one-dimensional mappings of the density value or the gradient magnitude for example, to a colour and opacity. However, multi-dimensional transfer functions play an important role in complex visualization and exploring tasks today. Many different types of volume properties have been explored for their use in different types of transfer functions, as well as their implementation in user interfaces, especially for complex, higher dimensional transfer functions. Kniss et al. [29] give a basic overview and interaction techniques for multi-dimensional transfer functions. Šereda et al. [58] presented a novel method to visualize material boundaries within volumetric data sets by using a two-dimensional transfer function on a so called LH-Histogram [58].

The computed colour and opacity is accumulated according to the front-to-back composit-

(a)

(b)

Figure 2.7: A 2D distance field of an „Aum" glyph. (a) The complete distance field, with white being „outside" the glyph, black being „inside". (b) Detail of the distance field, with an isocontour rendered at the original object's boundary through reconstruction of the distance field (red line). Images from Rideout [48].
ing equation (Equation 2.2). In order to terminate a ray early, the main traversal loop is exited, once the opacity reaches $100 \%$ or is close to it. Otherwise the loop will be exited once the ray leaves the volume boundaries.

### 2.3 Distance Fields

In a distance field each value represents the known distance from that point to the closest point on the surface of any object within the domain of the field. Usually a signed distance field data set $D$ will be computed, representing a surface $S$ which is defined as:

$$
\begin{align*}
D(p) & =\operatorname{sgn}(p) \cdot \min \{|p-q|: q \in S\} \\
\operatorname{sgn}(p) & = \begin{cases}-1 & \text { if } p \text { inside } \\
+1 & \text { if } p \text { outside }\end{cases} \tag{2.3}
\end{align*}
$$

where $p$ is the current grid point in the distance field and $q$ is a point on the surface $S$ that is closest to $p \operatorname{sgn}(p)$ determines the sign of the distance from $p$ to $q$, depending on whether $p$ is inside the object described by the surface $S$ or outside.

A distance field could represent two-dimensional objects with $D: \mathbb{R}^{2} \rightarrow \mathbb{R}$ and $p \in \mathbb{R}^{2}$ or three-dimensional objects with $D: \mathbb{R}^{3} \rightarrow \mathbb{R}$ and $p \in \mathbb{R}^{3}$. Distance fields have appeared as early as 1966 in an image processing paper by Rosenfeld and Pfaltz [50]. Its possible applications have increased ever since, ranging from high quality text representation [18, 48], virtual
endoscopy or skeletal representation [63, 64], morphing [13] as well as collision detection or the processing and analyzing of meshes. Frisken and Perry [15] also propose distance fields for use in interactive design systems, due to their volumetric as well as high accuracy surface representation. Figure 2.7 shows an example of 2D distance field representing an „Aum" glyph, with the original contour of the glyph reconstructed in a close-up.

Generally, distance fields provide the most suitable anti-aliased representation of geometric objects for the purposes of volume graphics [26]. They can represent objects within the domain of the volume at a sub-voxel precision level, rather than just a binary classification of individual voxels for instance. The process of generating volumetric data from other three-dimensional object representations is commonly called voxelization.

Generating such a distance field is often not trivial, depending on the object and domain. A simple algorithm would be to compute all distances to all objects that comprises the surface from every voxel within the volume and only store the shortest distance. This approach can be impractical though when dealing with either large volumes or complex objects, or both, since it would lead to extremely long computation times. Therefore, different techniques are used to exploit spatial coherences and to approximate the distance values farther from the surfaces, if only the original surface region is of interest.

Triangle meshes are a common, wide spread representation for geometric objects. Within the context of volume graphics, it is often desired to convert these objects to volumetric data. In order to generate volume data from a triangle mesh, it is important that it divides its space into an interior and exterior, aside from the mesh surface itself. Bærentzen and Aanæs [6] list these requirements for such meshes:

- The mesh does not contain any self intersections: Triangles may share only edges and vertices and must be otherwise disjoint.
- Every edge must be adjacent to exactly two triangles.
- Triangles incident on a vertex must form a single cycle around that vertex.

These conditions are important in order to determine the signed distance, i.e. in order to classify the distance to the surface for a voxel as either outside or inside the object. Most of the time triangle meshes do not fulfill these requirements. Such meshes will generate errors in the result of the calculation, however in many cases they might not be noticeable.

When computing the signed distance field for a triangle mesh, the distance from a point $p$ (voxel) to a triangle needs to be computed. This is done by projecting $p$ onto the plane containing the triangle. This projected point $p^{\prime}$ will lie in one of the regions depicted in Figure 2.8. If $p^{\prime}$ lies within region R 1 , then the point is closest to the plane of the triangle. The distance is then simply calculated as $\left\|p-p^{\prime}\right\|$. If $p^{\prime}$ lies in $\mathrm{R} 2, \mathrm{R} 3$ or R 4 , the distance from $p$ to the closest point on the corresponding edge needs to be calculated. If $p^{\prime}$ lies within R5, R6 or R7, the distance from $p$ to the corresponding vertex needs to be calculated. As mentioned earlier, the bruteforce method would require a long computation time, when dealing with large datasets, since it requires $N \cdot M$ steps, with $N$ being the number of voxels and $M$ being the number of triangles. Therefore hierarchical organizations are often used during computation, or other optimizations


Figure 2.8: Calculating the distance to a triangle: A point $p$ is projected onto the plane of the triangle. If $p$ lies within region R 1 it is closest to the plane. If it is inside $\mathrm{R} 2, \mathrm{R} 3$ or R 4 it is closest to an edge. If it lies within R5, R6 or R7 it is closest to a vertex.
that depend on the desired output (e.g. when the distance field only needs to be exact near the surface of the original object). Jones et al. [26] provide an overview over many approaches that speed up the process.

When it comes to calculating the sign of the distance for triangle meshes, there are basically three approaches:

Scan Conversion When a ray is cast from the voxel's location, the voxel is inside if it crosses the mesh an uneven number of times. This can be expanded to cast several rays in different directions for meshes where holes are present.

Using Characteristics The notion of characteristics was introduced by December and Mauch [14]. Each feature in the triangle mesh is converted to a polyhedron which includes the closest point to that feature. These characteristics are essentially truncated Voronoi diagrams. Through these characteristics it can be easily determined whether the closest point is inside or outside the mesh. However, they have to overlap slightly to avoid missing grid points inside the volume. This can lead to wrong voxel classifications in areas where the numerical distance is the same, but the sign is not.

Using Normals The simplest approach for any surface would be to use the surface normal in order to determine if a point is inside or outside the surface. The sign can be found by calculating the dot product of the normal $n$ and a direction vector $d$ from the closest point on the surface to the point $p$.

The latter method would be an obvious choice for any surface, but poses a problem with triangles meshes. There the normal is not defined for vertices and edges, only for the triangle itself. Using the triangle normal for an edge or vertex regardless does not work, because in many cases the sign will be different, depending on which triangle normal that is adjacent to a vertex


Figure 2.9: Distance classification for triangle meshes. (a) The mesh feature that is closest to the point $p$ is a vertex. the dot products $d \cdot n_{1}$ and $d \cdot n_{2}$ do not produce the same sign. (b) The angle weighted normal $N=\frac{\sum_{i} n_{i} \alpha_{i}}{\left\|\sum_{i} n_{i} \alpha_{i}\right\|}$. Images from Jones et al. [26].
is chosen (see Figure 2.9(a)). Baerentzen and Aanaes [7] solve this problem by calculating normals for edges and vertices as well. They use angle weighted normals for vertices, which are calculated by the sum of the normals of the incident faces, weighted by the angle between two edges that are incident to the vertex (Figure 2.9(b)).

When computing the distance field only for voxels in close proximity or adjacent to the original surface, the distance for the remaining voxels can be generated through so called Distance Transforms. Some of the popular methods are the Chamfer Distance Transform, Vector Distance Transform and Eikonal Solvers. These algorithms largely follow the same principle where they compute an estimated distance according to the distances stored in neighbouring voxels in either a sweeping scheme or a wavefront scheme. A survey on these techniques can also be found in Jones et al. [26].

These discrete distance fields are usually stored in uniform grids due to the simplicity of representation. Such 3D distance fields can also be used in direct volume rendering for standard first hit ray-casting, where the iso value to be searched for is the zero distance value for the original object. The downside of this representation is the need for a high resolution grid, when very small details of an object should be captured as well. In order to keep the memory impact low for such cases, hierarchical or run-length encoded grids could be used. A more flexible solution is offered by Frisken et al. [16] with Adaptively Sampled Distance Fields.

### 2.4 High Quality Texture Filtering

An important task in computer science is reconstruction of images and volumes from sampled data. While in many cases only nearest neighbour or linear filtering is sufficient, higher-order filtering is often desired in computer graphics applications. In literature the sinc function is given as the ideal reconstruction filter. However, it is impractical to use, since it expands infinitely in


Figure 2.10: Cubic Filtering of a one-dimensional Texture. To reconstruct a colour texture of size $N$, a linear transformation for the reconstruction position $x$ is performed (denoted by $*$ in the figure). This gives the texture coordinates for reading the offsets $h_{i}(x)$ and weights $g_{i}(x)$ from a lookup texture. Two linear texture fetches of the input colour texture are carried out at the offset positions (denoted by $\bullet$ in the figure). Finally, the output colour is computed by a linear combination of the fetched colours using the weights $g_{i}(x)$ [54].
the spatial domain. Therefore it is necessary to use functions that approximate the ideal filter. One type of higher-order filters are Symmetric Cubic Filters. Mitchell and Netravali [39] derived a family of such filters dependent on two variables called $B C$-cubic splines. Some values for the variables $B$ and $C$ correspond to known filters like the cubic $B$-spline or the Catmull-Rom spline. Another possibility of approximating the sinc function is to simply truncate it. Many of these functions can be found in literature nowadays and are usually called windows. Some of these are evaluated by Theußl et al. [56].

Reconstruction filters of higher order are computationally expensive and thus their use in interactive environments is limited when calculated purely on the CPU. When dealing with twoor three-dimensional textures in computer graphics, data reconstruction with nearest neighbour or linear filtering can be done fast, since it is natively supported by computer graphics hardware. Programmable Shaders and increased processing power of modern graphics cards make it possible to implement even higher order filters on the GPU. Generally, GPU shading programs are slower at math operations, but faster in texturing.

Filtering operations are usually done by convolving the original data with a kernel. These convolution kernels are usually stored as look-up textures, rather than analytically calculated on the fly on the GPU. Bjorke [8] gives a basic approach for implementing convolution kernels on the GPU as well as high-quality filtering through a cubic filter kernel. In the case for twodimensional textures, this requires a total of 21 texture fetches.

An efficient single-pass approach for fast third-order texture filtering on the GPU has been presented by Sigg and Hadwiger [54]. By reformulating the general convolution sum as follows:

$$
\begin{equation*}
w_{0}(x) \cdot f_{i-1}+w_{1}(x) \cdot f_{i}+w_{2}(x) \cdot f_{i+1}+w_{3}(x) \cdot f_{i+2}=g_{0}(x) \cdot f_{x-h_{0}(x)}+g_{1}(x) \cdot f_{x+h_{1}(x)} \tag{2.4}
\end{equation*}
$$

it is possible to reduce the cubic filtering process to a series of linear texture fetches. $g_{0}(x)$
and $g_{1}(x)$ are the summed weights $w_{0}(x)+w_{1}(x)$ and $w_{2}(x)+w_{3}(x)$ respectively at sample position $x$, while $h_{0}(x)$ and $h_{1}(x)$ are offsets for the linear texture fetch between two input samples. These values are stored in a look-up texture and used in the shader program to compute the cubic filtered output colour (Figure 2.10).

This results in only 3 texture fetches for cubic filtering of one-dimensional textures, 6 for two dimensions, and 64 summands for tricubic filtering can be evaluated with only 9 linear texture fetches.

### 2.5 Subvoxel Quantification

Many algorithms for segmenting CT or MRI data only work well in regions where a voxel contains only a single material and do not take the boundaries of these regions into account. A common method for acquiring such binary segmented data is thresholding for example. Surveys for such techniques are provided by Sezgin and Sankur [53] and Nacereddine et al. [41]. Region growing [1] or water shedding may be another source for binary segmentations of volume data.

Typically the resolution of data which is analyzed in various sciences is limited. Thus it is often desired to extract fractional volumes or accurately determine surfaces of segmented features within the data of a structural grid. Various techniques have been developed to improve the segmentation process. In many cases these techniques are specially made for various types of data, e.g. results from „multi-fluid hydrodynamics simulations" [3] or medical as well as industrial CT images and volumes.

### 2.5.1 Material Interface Reconstruction

The goal of the Material Interface Reconstruction (MIR) problem for instance is to create smooth, continuous boundary interfaces between regions of homogeneous materials. Anderson et al. [3] provide a method to create smooth, volume-accurate material interfaces for data with cell-based volume fractions. In these types of data sets for an $n$-material problem, each cell has an associated $n$-tuple describing the fraction of each material within that cell. Their approach consists of several stages. First, vertices within the mesh of the data are labeled according to certain rules (Figure 2.11(b)). Through these labeled vertices an initial interface is created using a rule-based marching method (Figure 2.11(c)). For cells that remain without an interface model (due to ambiguous cases in the previous stages) a so called discretized boundary method is applied to determine the interface within these cells (Figure 2.11(d)). This method is described in Anderson et al. [2]. Based on the material fractions, each volume cell is divided into several subcells. The subcells are then labeled by a material so that the number of subcells for each material is proportional to the volume of the material in the current cell. Each subcell is attributed with a local energy, depending on the number of its neighbouring subcells with a different label. This is a metric known as the Potts model energy [62]. The energy in the cell is optimized iteratively by randomly swapping the labeling of two different subcells. The change of the label will be accepted based on the change in energy.

In a final step, the interface is smoothed through a volume-adaptive reconstruction (Figure $2.11(\mathrm{e})$ ). During the smoothing process, each vertex is subjected to several „forces". The


Figure 2.11: Method for Material Interface Reconstruction by Anderson et al. [3]. (a) Original data model. (b) Labeling of vertices within the data domain. (c) Rule-based marching to create initial interfaces. (d) Discretized boundary method to more accurately determine the interface on a subvoxel level for ambiguous cases (see Anderson et al. [2]). (e) Adjustment of the created interface to create a smooth, but still volume accurate mesh representation of the interface. Images from Anderson et al. [3].
smoothing force wants to drive the vertex to the average position of its surrounding vertices. Additionally several „outward" forces exist, based on the face normals incident to the vertex and the vertex normal itself. The outward force is weighted depending on the volume fractions of the cell, which will counteract the smoothing force, if the resulting volume is lower or higher than the given one in the cell.

### 2.5.2 Partial Volume Bayesian Algorithm

For CT and MRI data, Laidlaw [34] and Laidlaw et al. [35] devised an algorithm that uses probability estimates in order to classify voxels in these datasets. Rather than having a binary classification for each voxel, this method creates „material volume ratio densities" and thus quantifies the volume of a material on a subvoxel level. An overview of the algorithm is sketched in Figure 2.12.

First the histogram for the entire dataset is created onto which parameterized material „probability density functions" (PDF) are fitted, in order to get an estimate for parameters that are constant throughout the dataset. Then histograms for smaller regions of voxels are created, in order to find the combination of materials that fit the histogram most closely.

Bayesian probability theory is used in order to determine whether a given histogram was produced by a certain set of parameter values. This is used to find the material PDF parameters for the histogram of the entire dataset and later on to classify voxel regions.

From this Bayesian probability framework another classification method was devised that determines the distance from the center of the voxel to the boundary between two materials. In this variant, new histogram basis functions are used and the dataset parameters are estimated with a different algorithm. Figure 2.13 illustrates these new basis functions.

### 2.5.3 Mesh Smoothing

Instead of trying to extract the original material boundaries from a dataset directly, algorithms for smoothing binary segmented data are often applied, to improve the visual appearance of these regions. Most methods act on a polygonal mesh created from the segmentation.

Gibson [17] fits a mesh around the voxels belonging to a binary segmented region. This Constrained Elastic Surface Net consists of nodes connected to three or four neighbours. The surface net is then iteratively relaxed by moving the position of a node towards the average position of its connected neighbours, in order to reduce the overall energy of the surface net (Figure 2.14). This energy is defined by the squared distances between one node and its neighbours for instance, though other measures like the local curvature could be applied as well. This repositioning of such a surface net node is constrained by a bounding box around the original position of the node, in order to preserve features of the original shape and to prevent the surface net from contracting to a single point.

Based on these Constrained Elastic Surface Nets Holmstrom [23] created a modification specifically for marching cube meshes, though it could be applied to any mesh. Different constraint methods are evaluated that rely on the current structure of the mesh, with a constraint based on the Voronoi diagram of the original mesh being the best method. A similar work is done by Bade et al. [5], also comparing different constraint methods for meshes created by


Figure 2.12: Steps in the classification process of the Partial Volume Bayesian method. Image from Laidlaw [34].



Figure 2.13: Top: Illustration of the parameter $d$ (distance to boundary from voxel center) and $k_{w}$ (width of material mixture region). Bottom: shapes of the histogram basis functions for different values of $d$. Image from Laidlaw [34].


Figure 2.14: Constrained Elastic Surface Nets around binary segmented data. Pictures showing state of the Surface Net after 0,1 and 10 relaxations. Images from Gibson [17].
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Figure 2.15: (a) Voxelization of a binary segmented region as a distance field with $v_{1}=0$, $v_{2}=100$ and $v_{\text {iso }}=50$. (b) ISO-surface after smoothing the distance field. Voxels of the reference object are marked in gray. (c) Original inside-outside classifications of the voxels marked in gray are restored. Images from Neubauer [42].
marching cubes. A survey over general mesh smoothing techniques is also provided by Bade et al. [4], with result comparisons from medical volume datasets.

Since the original, binary segmented data was extracted from medical volumes, Gibson [17] converted the smoothed surface net back into a format suitable for direct volume rendering. Using the techniques described in Section 2.3, a distance transform of the mesh was created. Transforming this mesh to a distance field again further smoothes the object, especially when cubic reconstruction is used during rendering.

Distance fields were also used for smoothing binary segmented data in a PhD thesis by Neubauer [42]. The region is directly voxelized into a distance field by setting all outside voxels to $v_{1}$ and all inside voxels to $v_{2}$, which defines the ISO-surface $v_{\text {iso }}$ of the segmented region as $v_{\text {iso }}=\frac{v_{1}+v_{2}}{2}$ (Figure 2.15(a)). The resulting distance field is of course still heavily aliased, so a smoothing process is applied. Instead of directly applying a low-pass filter kernel to the distance field volume (e.g. a Gaussian), smoothing is achieved by creating a reference object first and assigning new distance values according to a voxel's distance to the surface of the reference object. The reference object is created through erosion of the region, however special measures are taken to prevent the erosion of important features of the region. Figure 2.15(b) shows the
reference object marked in gray and the resulting distance values after smoothing. The algorithm preserves the cone shaped feature of the region on the left. In a last step shown in Figure 2.15(c), the original classification of the voxels are restored. The voxels marked in gray are set to a value smaller than $v_{\text {iso }}$, because they were not part of the original object.

## Subvoxel Boundary Detection

Finding the original, subvoxel position of the boundary between two materials of a scanned object is the main part of this work. This chapter first describes some related work in Section 3.1, which provides the basis for the main algorithm that is described in Section 3.2. Some theories and assumptions regarding specific attributes of CT data are discussed, which will be exploited for finding the subvoxel boundary. Each step of the algorithm is described in more detail in the following sections. Section 3.3 explains the implementation of Constrained Elastic Surface Nets, a method for smoothing binary segmented data which was mentioned in Section 2.5.3. Actual quantification and measurement processes on these results are then described in Chapter 4.

### 3.1 Region Growing

In the HVR framework, inclusions in CT datasets can be automatically segmented into features through seeded region growing [1]. Starting from a specific seed voxel, the idea is to add surrounding voxels to the current region incrementally, if certain criteria allow it. In the original publication, voxels are added to a region if the difference between the density of the new voxel and the average density of the whole region is within a given threshold

$$
\begin{equation*}
\epsilon:\left|v-v_{r}\right|<\epsilon, \tag{3.1}
\end{equation*}
$$

with $v$ being the voxel's density and $v_{r}$ the region's average density. The implementation used for this thesis includes several alterations and additions to this concept which are briefly described in the following part.

### 3.1.1 Region Growing Criteria

In addition to the original method, it is possible to include a boundary growing pass after the region has finished growing. In this pass, voxels adjacent to the region are included according to either a gradient magnitude criterion or by checking the voxel's $L H$ value [58].


Figure 3.1: Basic steps in seeded region growing. Every voxel in the original data set (a) is considered a seed voxel initially. The result of three exemplary seed voxels (b) is shown in Figure (c). The feature resulting from the seed voxel in the lower right is discarded, because it became too big. It grew the region of the surrounding, dense material.

An alternative region growing criterion is described by Huang et al. [24], based on the standard deviations of density and gradient magnitude, with a scale factor $k$ as an input parameter:

$$
\begin{align*}
f_{c a} & =\frac{\left|v-v_{s}\right|}{k \sigma_{v}} \\
f_{c b} & =\frac{\left|g-g_{s}\right|}{k \sigma_{g}}  \tag{3.2}\\
f_{c c}(p) & =p f_{c a}+(1-p) f_{c b}
\end{align*}
$$

with $v$ being a voxel's density value, $v_{s}$ the density of the seed voxel, $g$ the gradient magnitude, $g_{s}$ the gradient magnitude of the seed, $\sigma_{v}$ and $\sigma_{g}$ the corresponding standard deviations of the seed neighborhood and $p$ being a constant value.

### 3.1.2 Seed Selection

Instead of requiring the user to select one or several specific seed voxels for regions in order to manually segment the data, the implementation in the HVR framework considers every voxel in the dataset as a seed voxel initially. Region growing is applied iteratively for each voxel, however a seed can only be a voxel which does not belong to a feature yet or was not part of a discarded feature. Features are discarded by either being too small or too large (see Figure 3.1). These thresholds are additional input parameters which are set by the user.

### 3.1.3 Multi-Pass Region Growing

Equations 3.1 and 3.2 rely on user specified input parameters $\epsilon$ and $k$ respectively. In order to easily explore the results for different values of these input parameters, multi-pass region


Figure 3.2: Measured boundaries (c) are step functions (a) blurred by a Gaussian (b). Images from Kindlmann and Durkin [28].
growing is applied. Here a number of time steps and a minimum and maximum variance value is defined. For the first pass, region growing is executed with the corresponding variance as the input parameter for either $\epsilon$ or $k$, depending on the method used. In the subsequent passes, existing regions are grown further from their boundary voxels with the new variance value. New seeds are created at yet unassigned voxels. During this process, features can also merge according to the region growing criteria.

The result of this region growing method can be explored interactively in GPU-based direct volume rendering. Through an intricate system that uses a feature volume and feature look-up tables in the fragment shader of the main volume rendering pass, this result can be interactively explored. Features can be selected by their size or other statistical properties and at specific time-steps through a 2.5 D transfer function. This system is explained in more detail in Hadwiger et al. [20].

The remainder of this thesis is only concerned with the resulting regions at a specific timestep. These automatically determined regions provide the basis for the main part of this work, which is described in Section 3.2.

### 3.2 Gradient Integration

The goal of this part of the thesis is to devise a method for extracting the possible subvoxel boundary of materials, or in this case specific regions of the original volume data. The process of region growing divides the volume into binary segmentations, where each voxel either fully belongs to a region or not. However due to the inherently limited resolution during the acquisition process of the data, individual voxels may contain a mixture of different materials due to the Partial Volume Effect (see also Section 2.1.3). This effect cannot be accounted for with region growing alone. Therefore it is desirable to formulate the properties of the PVE in the final data and devise a method to exploit these properties in order to closely reconstruct the original boundary on a subvoxel level.


Figure 3.3: A dataset (left) and its isocontours (middle) and gradient field (right). Images from Kindlmann and Durkin [28].

### 3.2.1 Boundary Model Assumptions

For the purpose of defining an ideal boundary model, the same assumptions as in Kindlmann and Durkin [28] are used. The first assumption is that the measurement process for acquiring CT or MRI data is band-limited with a Gaussian frequency response. This causes a measured boundary to be blurred by a Gaussian function. Thus the boundary between two materials will be spread over a range of data values after the sampling process (Figure 3.2). Chiverton and Chiverton [11] describe this as a concept known as the Point Spread Function (PFS) of the acquisition system. This spreading typically affects multiple voxels along a boundary and is determined by the action of the PSF. Furthermore it is assumed that this blurring occurs uniformly in all directions.

Based on the mathematical property that the gradient vector at some arbitrary position inside the data is always perpendicular to the ISO-surface through that position, the gradient vector can be used to find the direction perpendicular through the object boundary (see Figure 3.3). In order to find this boundary, the directional derivatives of the scalar field $f$ along the gradient vector $\mathbf{v}$ are evaluated. The derivatives are denoted as $f^{\prime}$ and $f^{\prime \prime}$ for the first and second derivative. Since these are actually directional derivatives along the gradient direction, a more accurate description would be $\mathbf{D}_{\widehat{\nabla f}}$ and $\mathbf{D}_{\widehat{\nabla f}}^{2}$ for the first and second directional derivative respectively, with $\widehat{\nabla f}$ being the normalized gradient direction.

Figure 3.4 shows the measurements of density values $f(x)$ and first and second derivatives $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ along a spatial extent defined by the gradient vector at each position $x$. The step function of the original boundary is lost during the acquisition, however an exact location for the said boundary can be found by taking the maximum of $f^{\prime}$ or the zero-crossing of $f^{\prime \prime}$, a concept that is also widely used in computer vision for edge detection for example. Thus we need to formalize, how the second derivative of the volume data can be obtained, along a specific direction.


Figure 3.4: Values for the measured boundary $f$, the first directional derivative $f^{\prime}$ and the second directional derivative $f^{\prime \prime}$ across a boundary.

## Calculating the first derivative

The first derivative of the data along its gradient direction can be formalized as follows:

$$
\begin{equation*}
\mathbf{D}_{\widehat{\nabla f}} f=\nabla f \cdot \widehat{\nabla f}=\nabla f \cdot \frac{\nabla f}{\|\nabla f\|}=\|\nabla f\| \tag{3.3}
\end{equation*}
$$

which is simply the gradient magnitude. The gradient of a scalar function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ from an Euclidean space $E^{n}$ is the first derivative of $f$ with respect to the $n$-dimensional vector components [31]. It is defined as

$$
\begin{equation*}
\nabla f=\left(\frac{\partial f}{\partial x_{1}}, \ldots, \frac{\partial f}{\partial x_{n}}\right) \tag{3.4}
\end{equation*}
$$

The simplest approach to calculate the gradient of a discrete function is through forward, backward or central differences. While this is the fastest method, it is also very inaccurate. Möller et al. [40] provide a comparison between various reconstruction methods while applying the central differences method. In computer vision, the Sobel operator is often used for calculating the gradient in images for edge detection. In $\mathbb{R}^{3}$ the operator uses three $3 \times 3 \times 3$ kernels which are convolved with the original data to calculate the approximate derivative. One operator for changes in values in the direction of each axis. The 3D Sobel kernel in $z$-direction
for instance is defined as

$$
h_{z}^{\prime}(:,:,-1)=\left[\begin{array}{lll}
+1 & +2 & +1  \tag{3.5}\\
+2 & +4 & +2 \\
+1 & +2 & +1
\end{array}\right] h_{z}^{\prime}(:,:, 0)=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] h_{z}^{\prime}(:,:, 1)=\left[\begin{array}{ccc}
-1 & -2 & -1 \\
-2 & -4 & -2 \\
-1 & -2 & -1
\end{array}\right]
$$

Depending on the application, sophisticated algorithms are required to replace the estimation of partial derivatives. Neumann et al. [43] propose a linear regression model. Chowdhury et al. [12] provide an evaluation of 3D gradient filters for volume rendering.

## Calculating the second derivative

Kindlmann and Durkin [28] propose three different methods for calculating the second derivative. Based on the first derivative along the gradient direction, the second derivative can be created by applying Equation 3.3 twice:

$$
\begin{align*}
\mathbf{D}_{\widehat{\nabla f}}^{2} f & =\mathbf{D}_{\widehat{\nabla f}}(\|\nabla f\|)=\nabla(\|\nabla f\|) \cdot \widehat{\nabla f} \\
& =\frac{1}{\|\nabla f\|} \nabla(\|\nabla f\|) \cdot \nabla f \tag{3.6}
\end{align*}
$$

This is basically the normalized product of the gradient with the gradient of the gradient magnitude. The involved calculations are relatively simple and the computation time can be improved, if the gradient magnitude has already been precomputed for the whole volume.

The most accurate method can be achieved by using the Taylor expansion of $f$ along the gradient:

$$
\begin{equation*}
\mathbf{D}_{\widehat{\nabla f}}^{2} f=\frac{1}{\|\nabla f\|^{2}}(\nabla f)^{\mathrm{T}} \mathbf{H} f \nabla f \tag{3.7}
\end{equation*}
$$

with $\mathbf{H} f$ being the Hessian of $f$, a matrix consisting of the second order partial derivatives:

$$
\mathbf{H} f=\left[\begin{array}{ccc}
\frac{\partial^{2} f}{\partial x^{2}} & \frac{\partial^{2} f}{\partial x^{2} \partial y^{2}} & \frac{\partial^{2} f}{\partial x^{2} \partial z^{2}}  \tag{3.8}\\
\frac{\partial^{2} f}{\partial y^{2} \partial x^{2}} & \frac{\partial^{2} f}{\partial y^{2}} & \frac{\partial^{2} f}{\partial y^{2} \partial z^{2}} \\
\frac{\partial^{2} f}{\partial z^{2} \partial x^{2}} & \frac{\partial^{2} f}{\partial z^{2} \partial y^{2}} & \frac{\partial^{2} f}{\partial z^{2}}
\end{array}\right]
$$

The complete calculation of the Hessian matrix would have a severe impact on the computation time. Another variant with the least computation cost would be the Laplacian operator to approximate $\mathbf{D}_{\widehat{\nabla f}}^{2} f$ :

$$
\begin{equation*}
\mathbf{D}_{\widehat{\nabla f}}^{2} f \approx \nabla^{2} f=\frac{\partial^{2} f}{\partial x^{2}}+\frac{\partial^{2} f}{\partial y^{2}}+\frac{\partial^{2} f}{\partial z^{2}} \tag{3.9}
\end{equation*}
$$



Figure 3.5: Comparison between Euler's method and second order Runge-Kutta (RK-2) integration over a vector field $\mathbf{v}$ defined by $\mathbf{v}_{x}=\frac{\mathrm{d} x}{\mathrm{~d} t}=-y, \mathbf{v}_{y}=\frac{\mathrm{d} y}{\mathrm{~d} t}=\frac{x}{2}$. Euler's method diverges from the correct solution by far, even with a much smaller step size $\Delta t$.

The Laplacian operator only requires a single convolution in order to approximate the second derivative. However, the response to single kernels with a small width of 3 or 5 voxels is very sensitive to noise. Thus the first variant, Equation 3.6 provides a good trade-off between computation time and accuracy.

### 3.2.2 Integration along the Gradient

Instead of evaluating the zero-crossing of the second derivative along the unit vector of the gradient $\widehat{\nabla f}$ from an arbitrary point in the volume, the derivative will be evaluated along a path defined by the gradient vector field. This path is defined by the line integral

$$
\begin{equation*}
\mathbf{s}(t)=\mathbf{s}_{0}+\int_{0 \leq u \leq t} \mathbf{v}(\mathbf{s}(u)) \mathrm{d} u \tag{3.10}
\end{equation*}
$$

where $\mathbf{v}$ is the gradient vector field of $f$ and $\mathbf{s}_{0}$ the starting point. This means

$$
\begin{equation*}
\mathbf{D}_{s}^{2} f=0 \tag{3.11}
\end{equation*}
$$

would need to be solved. Of course such an integral cannot be solved analytically. Thus numerical methods for solving the integral $\mathbf{s}(t)$ are employed. The simplest one is Euler's method [10]:

$$
\begin{equation*}
\mathbf{s}_{i+1}=\mathbf{s}_{i}+\Delta t \cdot \mathbf{v}\left(\mathbf{s}_{i}\right), \tag{3.12}
\end{equation*}
$$

with the complete path being defined as

$$
\begin{equation*}
\mathbf{s}_{n}=\mathbf{s}_{0}+\sum_{0 \leq u \leq n} \Delta t \cdot \mathbf{v}\left(\mathbf{s}_{u}\right) \tag{3.13}
\end{equation*}
$$

Starting from position $s_{0}$, the vector $\mathbf{v}$ at the current position $s_{u}$ is evaluated and the position is advanced using this vector multiplied by the step size $\Delta t$. The idea behind this is, that the solution to the integral is locally nearly linear. Thus with a small enough step size $\Delta t$, the integral can be approximated iteratively by going from the current point $\mathbf{s}_{i}$ forward or backward in the direction of $\mathbf{v}\left(\mathbf{s}_{i}\right)$. However, even with a small step size the error will increase significantly with each step. A better solution is the second order Runge-Kutta method:

$$
\begin{equation*}
\mathbf{s}_{i+1}=\mathbf{s}_{i}+\Delta t \cdot \mathbf{v}\left(\mathbf{s}_{i}+\frac{\Delta t}{2} \cdot \mathbf{v}\left(\mathbf{s}_{i}\right)\right) \tag{3.14}
\end{equation*}
$$

advancing at $\mathbf{s}_{i}$ with the vector from half an Euler-step forward. This leads to more accurate results, even with bigger step sizes (see Figure 3.5).

### 3.2.3 Distance Field Generation

The result of finding the subvoxel boundary using the techniques previously mentioned will be stored as a signed distance field (see also Section 2.3). Essentially a distance transform for the subvoxel boundary is created, i.e. where the second derivative of the data is zero. Positive values of the distance field represent the „outside" of a feature (the surrounding material) while negative values represent the „insides" of a feature. The zero-distance ISO-surface of this distance field represents the subvoxel boundary of a feature and can be reconstructed with high precision, using high quality cubic filtering for instance.

### 3.2.4 Algorithm

The main algorithm for finding the subvoxel boundary is outlined in Algorithm 3.1. Figure 3.6 provides an illustration of the process as well, with images produced from a real dataset. In the following section, each component of the algorithm is described in more detail.

## Region Growing

The presented method relies on the automatically segmented data provided by the region growing technique described in Section 3.1 (Figure 3.6(b)). The algorithm can then be applied on all features of the volume or on specific features, if the user wants to save time or is generally only interested in those. In the framework, a single feature can be selected for this purpose, or multiple features can be selected through a 2D transfer function for instance.

## Distance Field initialization

The first step is to initialize a distance field for the whole volume, with the same size as the underlying data. Since positive values in the distance field represent the surrounding area of


Figure 3.6: Steps during the main algorithm for finding the subvoxel boundaries of features.

```
input : Selected features from region growing
output: Distance field with feature id information
initialize distance field with positive infinity
forall the selected features do
    set distance to negative infinity on feature voxel positions
    calculate integration starting positions
    forall the starting positions do
        run gradient integration
        analyze result and update distance field
    end
end
10 prepare distance field for \(G P U\)
```

Algorithm 3.1: Main algorithm that creates the distance field representing the subvoxel boundary of the original material borders from the real object of the dataset.
the features, every voxel of the distance field is initialized with a positive infinity value (some arbitrary high number).

Then for each feature, every voxel belonging to that feature will be initialized with a negative infinity value (Figure 3.6(c)). This is important because the algorithm only calculates the distances to the subvoxel boundary near the supposed boundary of the feature. Nothing will be evaluated for voxels that are far from the boundary, so this is done to get a consistent inside/outside classification for the whole feature. Of course this happens under the assumption, that the provided segmented region does not contain any erroneous holes inside the feature.

## Calculate starting positions

The algorithm creates starting positions along the boundary of the binary segmented feature (Figure $3.6(\mathrm{~d})$ ). Starting positions are created at positions which are two voxels within the boundary and two voxels beyond the boundary. This is done through a dilation of the boundary voxel positions of the feature and then a second dilation on these new positions, this time only considering positions outside the feature (Figure 3.7).

## Gradient integration

For each of the starting positions from the previous section, the numerical integration along the gradient vector field of the dataset is initiated in the negative and positive direction of the gradient vector (Figure 3.6(e)). Algorithm 3.2 shows this gradient integration process in more detail. The basis for one integration process is the starting position $P_{0}$, the direction dir and the initial step size $\Delta t_{0}$. The state of the integration process consists of a current position $P_{\text {curr }}$, the gradient at the current position $G_{c u r r}$, the gradient of the gradient $G_{c u r r}^{2}$, the first and second


Figure 3.7: Creating starting positions for the gradient integration. (a) Boundary voxel positions (white) are dilated, resulting in (b) new starting positions (blue). (c) Starting positions outside of the feature (white) are dilated again.
derivative $f^{\prime}$ and $f^{\prime \prime}$, the current step size $\Delta t$ and a result state $s_{r}$, which describes whether a point at the zero-crossing of the second derivative was actually found. Most of these variables are initialized at first depending on the starting position (Line 1-8).

The main loop of the integration runs until either one of the breaking points within the algorithm or a maximum loop count is reached. At each iteration step, the first (Line 10) and second (Line 11) derivative $f^{\prime}$ and $f^{\prime \prime}$ are calculated at the current position $P_{\text {curr }}$, according to Equations 3.3 and 3.6. The gradient computation $\operatorname{grad}(x)$ and $\operatorname{grad}^{2}(x)$ is done through a Sobel Kernel (Equation 3.5) with tri-cubic filtering.

What follows is a series of breaking points for the integration:

- The zero-crossing of the second derivative is reached (Line 12), i.e. when $f^{\prime \prime}$ is very close to zero. But a valid point will only be found, if the first derivative (the gradient magnitude) is above some minimum threshold, since zero-crossings can occur outside of actual boundaries as well.
- The integration reached a homogeneous area, if the first derivative is below a certain homogeneity threshold (Line 15).
- The integration reached a point that is farther than a certain maximum distance from the initial starting position (Line 17).

In most cases the integration will never hit a position where $f^{\prime \prime}$ comes close enough to zero. Usually it will cross zero at some point, so in order to exactly find the position of the zerocrossing, the step size will be adaptively reduced in that case and the integration continues from the previous point (Line 19). For this purpose, the previous position $P_{\text {prev }}$ and gradient $G_{p r e v}$ will be stored as well (Line 25-27).

The last section of the algorithm (Line 28-31) actually executes the numerical integration along the gradient vector field, according to the second order Runge-Kutta method described in


Figure 3.8: (a) Ideally only one direction leads to a result. (b) Ambiguous case in a real dataset (red plot). The result with the higher gradient magnitude $f^{\prime}(x)$ will be the valid result position (negative direction in this case).

Equation 3.14, and evaluates the new gradient $G_{c u r r}$ and gradient of the gradient $G_{c u r r}^{2}$ at the new position.

Since the gradient integration process for each starting position (i.e. each voxel near the boundary) does not affect the computations of other voxels, current multi-core architectures can be easily exploited, in order to decrease the computation time considerably. Basically, the forward and backward gradient integration and the result analysis afterwards for one voxel run in independent threads for each starting position. Shared data between all threads include the volume of the original data set, which is just a read-only access, and the distance field volume, for which the write access is thread-safe, since one thread only writes to one particular voxel position.

## Result analysis and distance field update

When the integration along the negative and positive gradient direction is finished, i.e. when it reached either of the three conditions or the maximum iteration count, their results need to be analyzed. Ideally, only one direction leads to a result, while the other direction leads to the

```
input : \(P_{0}\), dir, \(\Delta t_{0}\) : start position, direction, initial step size
output: \(P_{r}, G_{r}, s_{r}\) : result position, result gradient, result state
\(P_{\text {curr }} \longleftarrow P_{0}\)
\(G_{\text {curr }} \longleftarrow \operatorname{grad}\left(P_{\text {curr }}\right)\)
\(G_{\text {curr }}^{2} \longleftarrow \operatorname{grad}^{2}\left(P_{\text {curr }}\right)\)
\({ }^{4}\) prev \(\longleftarrow P_{\text {curr }}\)
\(5 G_{\text {prev }} \longleftarrow G_{\text {curr }}\)
\(6 f_{\text {prev }}^{\prime \prime} \longleftarrow 0\)
\(\Delta t \longleftarrow \Delta t_{0}\)
\(s_{r} \longleftarrow \perp\)
9 while maximum iteration count is not reached do
    \(f^{\prime} \longleftarrow\left\|G_{\text {curr }}\right\|\)
    \(f^{\prime \prime} \longleftarrow \frac{G_{\text {curr }}^{2} \cdot G_{\text {curr }}}{f^{\prime}}\)
    if \(a b s\left(f^{\prime \prime}\right)<\) some epsilon \(\wedge f^{\prime}>\) some minimum threshold then
        \(s_{r} \longleftarrow \top\)
        break
    if \(f^{\prime}<\) some homogeneity threshold then
        break
    if \(\left\|P_{0}-P_{\text {curr }}\right\| \geq\) some maximum distance then
        break
        if crossedZero \(\left(f^{\prime \prime}, f_{\text {prev }}^{\prime \prime}\right) \wedge f^{\prime}>\) some minimum threshold then
        \(\Delta t \longleftarrow \frac{\Delta t}{2}\)
        \(P_{\text {curr }} \longleftarrow P_{\text {prev }}\)
        \(G_{\text {curr }} \longleftarrow G_{\text {prev }}\)
    else
        \(\Delta t \longleftarrow \Delta t_{0}\)
    \(P_{\text {prev }} \longleftarrow P_{\text {curr }}\)
    \(G_{\text {prev }} \longleftarrow G_{\text {curr }}\)
    \(f_{\text {prev }}^{\prime \prime} \longleftarrow f^{\prime \prime}\)
    \(P_{\text {preview }} \longleftarrow P_{\text {curr }}+G_{\text {curr }} \cdot \operatorname{dir} \cdot \frac{\Delta t}{2}\)
    \(P_{\text {curr }} \longleftarrow P_{\text {curr }}+\operatorname{grad}\left(P_{\text {preview }}\right) \cdot \operatorname{dir} \cdot \Delta t\)
    \(G_{\text {curr }} \longleftarrow \operatorname{grad}\left(P_{\text {curr }}\right)\)
    \(G_{\text {curr }}^{2} \longleftarrow \operatorname{grad}^{2}\left(P_{\text {curr }}\right)\)
\(P_{r} \longleftarrow P_{\text {curr }}\)
\(33 G_{r} \longleftarrow G_{\text {curr }}\)
```

Algorithm 3.2: Numerical integration loop for finding the subvoxel boundary, i.e. the zerocrossing of the second derivative.
homogeneous area of either the feature itself or the surrounding material (Figure 3.8(a)). In real datasets however, ambiguous cases can occur where the algorithm finds a result in both directions. In such a case the result with the higher gradient magnitude is chosen, since the boundary for which we search for with the zero-crossing of the second derivative is also where the first derivative, the gradient magnitude, reaches a maximum.

Figure 3.8(b) shows plots for $f(x), f^{\prime}(x)$ and $f^{\prime \prime}(x)$ along the gradient path for each starting position of a single feature. The data is taken from the gradient integration result of feature \#5 of the cast housing dataset (Section 5.3). The horizontal axis reflects the travel distance during the integration in the positive (right side) and negative (left side) gradient direction. The highlighted plot in red shows an ambiguous result. In this case the result in the negative direction is chosen as the correct result, since its gradient magnitude is much higher (marked in blue). This trace of the data values and its derivatives along the gradient path also shows a case where there are actually several zero-crossings of the second derivative. There are two crossings in the negative direction, however the first crossing was not identified as a valid result position during the gradient integration, since the gradient magnitude did not exceed the defined minimum threshold at this position.

The distance from the starting position to the result position is then calculated and stored within the voxel corresponding to the starting position (Figure 3.6(f)). However, storing only the distance in the distance field is not sufficient. As mentioned before, a signed distance field is needed. Thus the voxel for which we want to update the distance needs to be classified as either an inside or outside voxel, which in turn defines the sign for the distance. In this procedure, the classification simply depends on the direction in which the result was found and the material density of the feature. If the feature is surrounded by a more dense material, the gradient vector field points from the inside to the outside of the feature. Therefore if the result was found in the positive direction of the gradient, the voxel will be classified as inside and a negative sign is applied to the distance. If the result was found in the negative direction of the gradient, the voxel will be classified as outside and a positive sign is applied to the distance. The classification needs to be reversed, if the feature's density is higher than its surrounding density.

For voxels where neither direction leads to a definite result, nothing will be updated in the distance field. The voxel retains its initial value in this case.

## Prepare distance field for GPU usage

Rendering as well as quantification of the resulting signed distance field will be done on the GPU. After the previous steps have been applied to all features, the distance field needs to be prepared to be usable as a three-dimensional texture. The 32-bit signed float values need to be mapped into a compatible format that is usable by the GPU. In the distance field volume the featured ID to which the distance points is stored as well. At least 16-bit are need for that, since there can be more than 256 features in a dataset. In a 32 -bit volume dataset, this leaves us with another 16 -bit for the distance values.

Using the actual absolute maximum distance $d_{\max }$ of the result (without infinity) in order to get the maximum precision into a 16-bit value, the distance values will be mapped from their


Figure 3.9: Mapping of the original distance field values into a format usable for a three dimensional texture on the GPU.
original values as follows:

$$
\begin{equation*}
d_{i}=\operatorname{int}\left(\operatorname{clamp}\left(0.5-\frac{d_{i}}{2 \cdot d_{\max }}, 0,1\right) \cdot 65536\right) \tag{3.15}
\end{equation*}
$$

Figure 3.9 illustrates this process. All positive and negative infinity distances are clamped to 0 and 1 and all distance values in between are transformed into a [0..1] range, relative to the determined maximum distance $d_{\max }$. This value is then expanded to the 16 -bit integer format used for the texture. Instead of casting the resulting value directly to an integer, a rounding strategy could be applied here as well. The reversal of the values around the zero-distance is done, because in traditional ISO-surface rendering through ray-casting, the ISO-surface is detected when a sample point is greater or equal to the ISO-value (during front-to-back ray-casting). The distance field volume can now be uploaded as a three-dimensional texture to the GPU and used in direct volume visualization or for the hardware-accelerated quantification described in Section 4.1. Figure 3.10 (a) shows a slice through a resulting distance field volume created by the algorithm described in this section. White values represent the maximum negative distance from the boundary, while black values represent the maximum positive distance. Figure 3.10(b) shows the direct volume rendering of the zero-distance ISO-surface from the same dataset. The results from this dataset are discussed in more detail in Section 5.2.

### 3.3 Constrained Elastic Surface Nets

To compare the results from the subvoxel boundary detection with results from smoothing methods, Constrained Elastic Surface Nets [17] were implemented as well. Since the original paper also uses a distance field representation of the smoothed surface, the volume quantification results (described in Section 4.1) can be compared directly.

As already mentioned in Section 2.5.3, the general principle is to create a net over the surface of the binary segmented volume data. This surface net consists of nodes and each node is connected to its direct neighbours on the surface. The position of these nodes will then be relaxed, in order to minify the energy of the surface net. There can be different definitions for


Figure 3.10: Resulting distance field for the RPTS dataset described in Section 5.2. (a) A slice
through the distance field. (b) Direct volume rendering of the zero-distance ISO-surface.


Figure 3.11: (a) Process for creating surface net nodes. For each boundary voxel of the region, all corners are checked, whether they are adjacent to at least one voxel that does not belong to the region. (b) Linking the surface net nodes.
what constitutes the total energy of the surface net. A common approach would be to define the energy as the sum of the squared distances from one node to its neighbors:

$$
\begin{equation*}
e=\sum_{i} \sum_{j}\left(n_{i}-n_{j}\right) \cdot\left(n_{i}-n_{j}\right) \tag{3.16}
\end{equation*}
$$

with $n_{i} \in S$ being a node of surface $S$ and $n_{j}$ being the linked neighbours of $n_{i}$. The basic steps during the creation of a surface net are:

- Initialize the surface net with nodes and correct links between nodes.
- Create a triangle structure based on the surface net.
- Relax the position of each node iteratively and update triangle normals.
- Create a distance field from the geometry.

The triangle structure is generated before the relaxation of the surface net, in order to track the correct orientation of triangle normals. Correct normals are important for the distance field generation later on. The initial normals for each node are determined by their relative position to the underlying binary segmented region. Figure 3.11(a) shows these initial node normals based on their surrounding region voxels in 2D.

### 3.3.1 Surface Net Generation

The first step is to create the surface net around a region of voxels. Nodes are created in between voxel cells, but only on the surface of the region. Based on a 26 -neighbourhood, the boundary voxels of the region are determined. A voxel of the region is considered a boundary, if at least


Figure 3.12: (a) 12 possible cases for triangle generation in the surface net (red and blue triangles). (b) If triangle $A, B, D$ already exists, no triangle will be generated for $A, B, C$ and $A, C, D$. Only triangle $B, C, D$ can be generated. Images from Gibson [17].
one of its 26 neighbours does not belong to the region. For each of these boundary voxels, each of the eight corners of the voxel are checked for whether a node should be created. A Node will be created, if at least one of the eight voxels adjacent to the corner does not belong to the region. After the creation, an initial normal will be determined, based on the layout of the voxels adjacent to the node which belong to the feature. Figure 3.11(a) illustrates this in 2D.

When a node has been created, it will be linked to existing, neighbouring nodes. However, a link will only be established, if both nodes share at least one and less than four adjacent region voxels. Figure 3.11 (b) shows a case in 2D, where two directly neighbouring surface net nodes are not linked together.

### 3.3.2 Triangle Generation

After initialization of the surface net, triangles will be produced where the nodes of the surface net represent the vertices of a triangle. There are 12 possible cases for generating triangles with neighbouring surface net nodes, which are illustrated in Figure 3.12(a). For each node, 4 possibilities for generating a triangle with neighbouring nodes exist along each plane in threedimensional space. A triangle will only be generated if these conditions are fulfilled:

- The involved nodes required for one of the triangle cases actually exist.
- No triangle involving the current node and the diagonal node exists yet (Figure 3.12(b)).
- The diagonal node (if existent) shares at most one adjacent region voxel with the current node. This avoids triangles being generated inside the region.

The direction of the surface normal for each triangle is determined by the initial normals of its surface net nodes.

### 3.3.3 Surface Net Relaxation

The position of each of the surface net nodes will be relaxed one after another. During this process, the position of the node is moved towards an averaged position of its linked neighbours.


Figure 3.13: Constrained relaxation of the surface net nodes.

However, the position is constrained by a bounding box. The bounding box is centered around the initial position of the node and its size is the size of one voxel cell (Figure 3.13).

After each complete relaxation, the energy of the surface net is computed. Relaxation is then applied again, until the energy reaches a minimum (e.g. if the difference to the previous iteration falls below a certain threshold) or the maximum iteration count defined by the user was reached.

### 3.3.4 Distance Field Generation

After the relaxation is completed, the normals of the resulting triangles are updated, based on the new node positions. The normal of each node is then updated based on the normals of their adjacent triangles, using angle-weighted normals (see Figure 2.9(b)). Using the process described in Section 2.3, a distance transform of the triangle mesh from the surface net is generated.

Similar to the gradient integration method, the distance field is first initialized with positive infinity values outside of the region and negative infinity values inside of the binary segmented region. Then for each triangle of the surface net, the shortest distance to that triangle is evaluated for voxels in close proximity. It is determined whether a voxel is closest to an edge, a vertex or the surface of the triangle and then the distance to that feature of the triangle is taken. The sign is calculated by using the available normals of the triangle. If the voxel is closest to a vertex of the triangle, the dot product of the vertex normal and the direction vector from the vertex to the voxel is taken. If the voxel is closest to an edge, the average of the adjacent triangle normals is used for the calculation. If the voxel is closest to the surface of the triangle, the normal of the triangle is used. The value for each voxel is only updated, if the absolute value of the new distance is smaller than the absolute of the old distance. After updating the distances to each triangle, the distance field is then processed exactly the same as described on page 38.

## Measurement and Quantification

### 4.1 Volume Sampling

There are different approaches for calculating the actual subvoxel volume of the areas in a distance field that are classified as inside the surface. A common approach is to create a mesh from the volume data at the ISO-surface location, the zero-distance ISO-surface in the case of the distance field. This can be done through the Marching Cubes method as described in Lorensen and Cline [37]. A more advanced method is presented by Raman and Wenger [46], with an extend lookup table and an improved algorithm.

For this work, a different approach was chosen for calculating the subvoxel volume of each individual feature: approximating the volume by sampling the distance field with a high res-


Figure 4.1: (a) Resulting distance field describing the subvoxel boundary and the inside and outside of the features. (b) Subdividing a voxel cell into $n$ subvoxels. (c) Evaluating the distance field for each subvoxel and counting all the subvoxels that are „inside", i.e. where the evaluated distance value is $\geq d_{\text {zero }}$.
olution. Basically each voxel cell of the regular volume (Figure 4.1(a)) is subdivided into $n$ subvoxels (Figure 4.1(b)). For each of these subvoxels, the distance field is reconstructed using tri-cubic interpolation. Then simply all subvoxels are counted, which have a distance value $\geq$ the zero-distance value of the distance field (Figure 4.1(c)). Naturally, higher resolutions (higher values of $n$ ) lead to more accurate approximations of the volume. High quality filtering of the distance field at such high resolutions (e.g. 20 or 40 times higher than the original resolution of the dataset) would lead to long computation times on the CPU. Therefore it is helpful to accelerate this process by using the GPU for example.

## Implementation

A simple approach was taken, using only a regular fragment shader in order to achieve a hardware accelerated volume quantification. The volume is processed slice by slice along an arbitrary axis (e.g. the $z$-axis). Using an orthogonal projection, a viewport aligned rectangle in the dimensions of the volume along that axis is drawn to trigger the fragment computation for each voxel along the current slice. Additionally, the texture coordinates $t$ of the rectangle will range from $\left(0,0, \frac{z+0.5}{d_{i}}\right)$ to $\left(1,1, \frac{z+0.5}{\operatorname{dim}_{z}}\right)$, which provides the fragment shader with the correct voxel position information in the form of volume texture coordinates. The resulting texture from the fragment shader consists of two channels, one for the subvoxel volume count and one for the feature id. The results from each slice are accumulated for each feature accordingly, in order to get the final total subvoxel volume. Algorithm 4.1 outlines this process.

```
input : Distance field with feature id information
output: Subvoxel volume per feature
create framebuffer with size \(\left(\operatorname{dim}_{x}\right.\), dim \(\left._{y}\right)\)
set orthogonal projection and viewport with size \(\left(\operatorname{dim}_{x}, \operatorname{dim}_{y}\right)\)
bind framebuffer and fragment shader
pass parameters and volume to fragment shader
foreach slice along \(z\)-axis do
    clear framebuffer
    draw viewport aligned rectangle with size \(\left(\operatorname{dim}_{x}, \operatorname{dim}_{y}\right)\)
    read and process the framebuffer
end
```

Algorithm 4.1: Method for super sampling the volume in order to calculate the volume for each feature in the distance field.

Parameters for the fragment shader consist of the number of samples $n_{s}$ to be taken along each axis, the actual distance field volume texture $V$ and the ISO-value for the zero-distance ISO-surface $d_{\text {zero }}$. Using the mapping described on page 38 , this ISO-value will be 0.5 . Apart from further parameters for cubic filtering for instance, the shader also needs to know the voxeldistance $d i s t_{i}$ in each direction in texture space ([0..1]). Using this voxel-distance, the starting position $s_{0}$ is calculated as well as the step size step $_{i}$ in each direction for determining the


Figure 4.2: Illustration of parameters and variables during the sampling process. The start position $s_{0}$ and step size step $_{i}$ is calculated using the voxel-spacing parameter dist $_{i}$, the number of samples $n_{s}$ and the texture coordinate $t$ of the current voxel.
sample positions within the voxel (Figure 4.2). The step size is calculated by $s t e p_{i}=\frac{\text { dist }_{i}}{n_{s}}$ and the start position by $s_{0}=t-\frac{\text { dist }_{i}}{2}+\frac{\text { step }_{i}}{2}$. The sample positions in all three dimensions of the voxel are processed in nested loops as shown in Algorithm 4.2.

For each sample position, the distance field value is reconstructed with cubic filtering, using the method described in Section 2.4. If the resulting distance value is greater or equal (on the surface) than the zero-distance value, the subvoxel will be considered inside the feature and the subvoxel count $v$ is incremented. At the end, the shader stores the subvoxel count in the first channel of the output texture and the feature id of the processed voxel in the second channel. When the resulting texture is analyzed, the resulting subvoxel value is simply divided by $n_{s}^{3}$. This subvoxel volume is then simply accumulated for each feature while processing the volume slice by slice, using the feature ID information in the second channel of the output texture.

### 4.2 Measure Tools

Simple measure tools can be helpful during the quantitative analysis of spatial relations in visualizations of industrial or medical CT or MRI data. Such measuring tasks can include:

- Determining distances between features of the data or their extents.
- Measuring angles between elongated features.
- Estimating volumes of features.

```
input : \(n_{s}, V, d_{\text {zero }}\)
output: \(v\)
calculate starting position \(s_{0}\) and step sizes step \({ }_{i}\);
\(v \longleftarrow 0 ;\)
for \(x \longleftarrow 0\) to \(n_{s}\) do
    for \(y \longleftarrow 0\) to \(n_{s}\) do
        for \(z \longleftarrow-0\) to \(n_{s}\) do
            \(s \longleftarrow s_{0}+\left(\begin{array}{c}\text { step }_{x} \cdot x \\ \text { step }_{y} \cdot y \\ \text { step }_{z} \cdot z\end{array}\right) ;\)
            \(d \longleftarrow\) fetchCubic \((s, V)\);
            if \(d \geq d_{\text {zero }}\) then
                \(v \longleftarrow v+1 ;\)
```

Algorithm 4.2: Counting the subvoxel volume in a fragment shader.

In order to create such measurements, there must be the possibility to create and manipulate these tools within the visualization framework. When discussing the interaction with measurement tools, the term widget, a combination of window and gadget, is well established and characterizes the interaction facility with the measuring tool and its behaviour.

In the following sections three different measure widgets are presented that were implemented for this work. Section 4.2.1 explains how the distance field of the previous chapter can be used for subvoxel measurements and Section 4.2.2 describes a method for integrating arbitrary geometry into the volume visualization with GPU-based ray-casting. Preim et al. [45] provides further reading for measurement tools integration, in particular how 3D-interaction can be done and how some measurements could be automated.

Generally, these measure widgets should have a basic 2D representation and interaction within the slice viewer of the volume visualization, as well as a 3D representation within the volume rendering view. Simple estimates can be created on a per-slice basis, while more complex measurements across the 3D space of the volume are also possible.

Distance Measurements The most basic measuring tool would be a widget for determining the distance between two arbitrary points. Usually the distance between certain features of the volume data is of interest for the analyst. Such features could be tumors in medical data for example or air inclusions and certain other materials within an industrial work part. The distance line widget can also be used to quickly assess the extents of objects within the dataset along arbitrary axes (Figure 4.3).

Radius Measurements While the process of measuring the radius is the same as for measuring the distance, the dedicated radius widget visually helps to determine the approximate ra-


Figure 4.3: Distance Measurement Tool.


Figure 4.4: Radius and Volume Measurement Tool.


Figure 4.5: Angle Measurement Tool.

(a)

(b)

Figure 4.6: (a) Projection of a point in the distance field to its surface using Equation 4.1. (b) Visualization of a 3D measurement widget within the volume view, snapped to the subvoxel boundary of two features.
dius of spherical features as well as directly displays the volume of the sphere defined by the radius (Figure 4.4).

Angle Measurements Angle measurements are often used for medical data, for example between two bones or teeth. Within industrial CTs an angular measurement widget can be used to determine the angle between two elongated features of the data (Figure 4.5).

### 4.2.1 Snapping to the Subvoxel Surface

In order to improve the accuracy of the measurement process, it would be useful to guide the interaction using information from preliminary segmentation operations. For instance in order to measure distances between segmented features more easily, the endpoints of a measure widget could automatically snap to voxels belonging to a feature. Subvoxel accuracy can be introduced by snapping to the zero-distance ISO-surface of the distance field from the method described in Chapter 3. This can be done easily by projecting a point within the distance field to the surface of the distance field. In a distance field that is well defined throughout the whole volume, any arbitrary point $\mathbf{p}$ can be projected onto the surface $S$ of the distance field using the simple formula

$$
\begin{equation*}
\mathbf{p}_{f}=\mathbf{p}-\widehat{\nabla d_{S}}(\mathbf{p}) d_{S}(\mathbf{p}) \tag{4.1}
\end{equation*}
$$

where $\widehat{\nabla d_{S}}(\mathbf{p})$ is the normalized gradient of the distance field at position $\mathbf{p}$ and $d_{S}(\mathbf{p})$ is the distance to the surface at position $\mathbf{p}$ (Figure 4.6(a)). $\mathbf{p}_{f}$ is the projected point on the surface $S$ and sometimes called the foot point of $\mathbf{p}$ [26].

The resulting distance field from Chapter 3 only has actual distance values near the boundary itself. This is not a problem, since snapping should only occur near the boundary anyway. Figure 4.6 (b) shows the three-dimensional visualization of a distance measurement widget within the volume view. It is snapped to the subvoxel boundary of two features within the cast housing dataset of Section 5.3.

### 4.2.2 Integration in Volume Rendering

Volume visualization within the high-quality hardware volume renderer framework is done via GPU-based ray-casting. Since this is an image space method, arbitrary geometry (for rendering measurement widgets for instance) cannot be combined with the volume rendering, without making some modifications.

Basically, intersecting geometry should prevent rays from being created, where it occludes the volume behind it. And rays need to be stopped early, when they hit the intersecting geometry. One way to make these decisions is to compare the view depth of the intersection geometry with the depth of a sample along one ray [19, page 286]. This method was also used by Scharsach et al. [51]. Thus the process for integrating arbitrary intersection geometry into the volume visualization uses the following steps:

- Render the intersection geometry into a separate colour and depth buffer (Figure 4.7(a)).
- During rendering of the front faces, enable the depth test and use the same depth buffer as before. This way, no starting positions for the ray-casting process will be generated for fragments that are occluded by the intersection geometry.
- During rendering of the back faces, which creates the direction texture (see Section 2.2.1 and Figure 2.6), compare the depth of the intersection geometry (using the previously generated depth map) with the depth of the back face geometry. The smaller depth will be used in the direction texture, encoded in the alpha channel as the length of the ray during ray casting.
- Render the volume using the altered direction texture (Figure 4.7(b)) and blend the final image over the texture from the intersection geometry pass (Figure 4.7(c)).

In addition to the depth map texture, the fragment shader during the back faces pass (for generating the direction texture) needs to know the inverse model-view-projection matrix (including the transformation into the volume texture space). In order to compare the position of the intersection geometry with the position of the back-face volume geometry, the depth value is projected back into the homogeneous volume space. Algorithm 4.3 shows pseudo code for calculating the volume position from the depth map. $\mathrm{MVP}^{\prime}$ is the inverse model-view-projection matrix, depthMap the depth map texture and winCoord the normalized coordinates of the current fragment.

The final volume image after ray casting contains completely transparent fragments at positions where the intersection geometry is in front of the volume, and correct colour and transparency information at fragments where a ray hits the intersection geometry. This volume image can then simply be blended over the intersection geometry image.


Figure 4.7: Steps for integrating intersecting geometry with GPU-based ray-casting. (a) Creating a depth map of the intersection geometry. (b) Volume rendering with altered stop positions. (c) Blending of the final volume image over the intersection geometry scene.

```
input : \(\mathrm{MVP}^{\prime}\), depthMap, winCoord
output: volPos
// view space position for intersection geometry
1 view Pos \(_{x y} \longleftarrow\) winCoord;
2 viewPos \({ }_{z} \longleftarrow\) texture (depthMap, winCoord);
3 viewPos \(_{w} \longleftarrow 1\);
    // transform to clipspace
4 viewPos \(\longleftarrow\) viewPos \(\cdot 2-1\);
    // back project to homogeneous volume space and normalize
5 volPos \(\longleftarrow \mathrm{MVP}^{\prime} \cdot\) viewPos;
6 volPos \(\longleftarrow\) volPos \(/ \operatorname{volPos}_{w}\);
```

Algorithm 4.3: Calculating the volume position from a depth map value.

## Results and Conclusions

In this chapter some results and insights of the subvoxel boundary detection on artificial as well as on real, industrial datasets are provided. Section 5.1-5.4 show visual and measured results, in comparison with the binary segmentation and a smoothing technique. Section 5.5 outlines the general performance, problems and limitations of the subvoxel boundary detection method presented in this work.

### 5.1 Proof of Concept

The subvoxel boundary detection presented in this work basically provides the expert with an additional tool to measure and quantify the volume. However, aside from empirical analysis of


Figure 5.1: Artificial dataset for proof-of-concept. (a) Slice through original volume. (b) Downsampled volume. (c) Resulting subvoxel contour.


Figure 5.2: Volume quantification results. The original, theoretical volume (in voxels) is compared to results from region growing, the subvoxel boundary detection through gradient integration and smoothing through Constrained Elastic Surface Nets.
the result, it is impossible to know whether the results in a real dataset are actually accurate or more accurate than other quantification methods.

In this section a proof-of-concept is provided, to show that the subvoxel boundary detection method used in this thesis does indeed have the potential to lead to more accurate results. This proof-of-concept is provided by generating an artificial dataset which includes an object (feature) of which the original volume is known. By simulating the loss of resolution and boundary blurring that occurs during the acquisition of a real dataset, it can be determined if the presented method can reconstruct the original boundary.

This artificial dataset is created in the following way: first a large volume is created, with a high density value. Inside this volume, a sphere of lower density is placed in the center, with a certain radius. This dataset is then downsampled using a Gaussian filter, to a much smaller volume, to simulate the loss of resolution. Region growing is then applied to the dataset and the subvoxel boundary calculations afterwards.

Figure 5.1(a) shows a slice through the original dataset. Its size is $2048 \times 2048 \times 2048$, the radius of the sphere is 512 voxels. Figure 5.1 (b) shows the downsampled volume with size $64 \times$ $64 \times 64$ (the images show a magnified section of the dataset). After applying the segmentation and subvoxel boundary detection, the resulting contour can be seen in Figure 5.1(c).

By comparing the results from the volume quantification (Figure 5.2), we can see that the subvoxel boundary detection through gradient integration comes closest to the theoretical vol-


Figure 5.3: Reduced-Pressure-Test Sample. (a) Translucent direct volume rendering of the dataset. (b) Binary segmentation from region growing, with colour-coding depending on the size of each feature.
ume $V=\frac{4}{3} \pi 16^{3}$ inside the downsampled sphere, assuming the sphere inside the downsampled dataset would now have a radius of 16 voxels. The error based on the subvoxel volume is therefore $\approx 1.6 \%$. The volume quantification through super-sampling of the dataset was done with $40^{3}$ samples per voxel.

### 5.2 Reduced-Pressure-Test Sample

One important factor for the quality of aluminium or copper casts is „gas porosity" which is caused by concentrations of hydrogen within the melt. In order to gain optimum quality, the amount of hydrogen dissolved in the melts must be known prior to casting. One of the techniques to quantify hydrogen in liquid aluminium is the so called „reduced-pressure-test" [32]. During this process about $30 \mathrm{~cm}^{3}$ of the melt is solidified at a pressure of 8000 Pa . This causes the gas within the melt to form pores and the shrinkage of the metal during the solidification creates cavities.

Figure 5.3 shows such a reduced-pressure-test sample (RPTS). Figure 5.3 (a) shows a direct volume rendering of the data set, with a 1D transfer function for a translucent appearance.


Figure 5.4: Resulting distance field of the RPTS.


Figure 5.5: Detail of the RPTS data set. (a) The subvoxel surface of the features of a section of the dataset. (b) A slice through the data, with mainly pores being visible. It also shows a prominent feature of the dataset, the largest pore, which is also partially connected to some neighbouring pores. (c) The subvoxel boundary visualized in this slice. (d) Detail of the dataset and the subvoxel boundary.

Figure 5.3(b) shows the binary segmented features after the region growing process. Visible are the large spherical shapes of the pores as well as the smaller cavities in the lower part of the dataset. Figure 5.4 shows the zero-distance ISO-surface rendering of the distance field from the subvoxel boundary detection of all detected features.

Figure 5.5 gives a more detailed view on the subvoxel boundary detection result. The top left

|  |  | feature ID |  |
| :---: | :---: | ---: | ---: |
|  |  | \#135 (Fig. 5.6(a)) | \#309 (Fig. 5.6(b)) |
| segmented region | voxels | 715378.00 | 6181.00 |
|  | $\mathrm{~mm}^{3}$ | 876.27 | 7.57 |
| subvoxel boundary | voxels | 712596.38 | 4903.37 |
|  | $\mathrm{~mm}^{3}$ | 872.86 | 6.01 |
| surface net | voxels | 711950.56 | 4321.19 |
|  | $\mathrm{~mm}^{3}$ | 872.07 | 5.29 |

Table 5.1: Volume quantification comparison of two specific features from the RPTS dataset. Volume size: $373 \times 377 \times 512$. Voxel size: $0.107 \times 0.107 \times 0.107 \mathrm{~mm}$.
image again shows the direct volume rendering of the distance field ISO-surface in a particular section of the dataset. The top right image shows a slice through the data of this section. The bottom right image shows the same slice, but with the zero-distance ISO-surface visualized. The yellow contours represent the subvoxel boundary, while the transparent yellow areas within represent the insides of the features, as defined in the distance field. The bottom left image shows a detail within that slice where it can be seen more closely, how the contour follows the boundary between the pore and its surrounding material. The feature presented in this detail is the largest pore within the sample (also seen in Figure 5.6(a)). At some points on its surface, it is even very narrowly connected to neighbouring pores.

During the analysis, quantifications of these individual features are of importance to the expert. Basic statistical properties can be obtained from the region growing result, which includes the size in voxels, the position of each feature within the dataset, the surface area of the binary region as well as the feature's extents. The subvoxel boundary detection presented in this thesis provides additional results for quantification of the volume for each feature. These results are more accurate, since the original boundary of the feature is reconstructed and sampled more closely. Table 5.1 shows different volume quantification results for two specific features of the dataset.

Figure 5.6 shows the visual comparison between the different quantification methods for these features. Shown from left to right are: region growing result, gradient integration distance field and surface net distance field. The volume quantification through super-sampling of the dataset was done with $20^{3}$ samples per voxel.

Generally, the subvoxel boundary detection works really well for this dataset. The boundaries of the large, spherical pores can be reconstructed without significant problems. Cases during the gradient integration where no valid result can be found in either direction do not have a big impact on the overall result. The original voxelization of the binary segmented region covers these cases sufficiently. Even the boundary of the much smaller and more importantly thinner cavities can be reconstructed in most cases. However, there are definitely more ambiguities during the search for the subvoxel boundary. A wrongly chosen minimum gradient magnitude threshold can have a severe impact on the result for these features.


Figure 5.6: Visual comparison between the segmentation and quantification results. From left to right: region growing, gradient integration distance field, surface net distance field.

### 5.3 Cast Housing

Figure 5.7 shows a cast housing that is part of an engine block in the automobile industry. It consists of an Al-Si alloy which are generally used in a wide variety of fields in the industry. Such alloys usually have casting defects like porosity and inclusions. Apart from the chemical composition, such defects have a great influence on the structural and mechanical properties of the cast. During the analysis of these work parts, properties like the total volume of such voids are evaluated, as well as their distribution and individual size.

Table 5.2 shows the volume quantification results of three particular features in the dataset and Figure 5.8 shows a visual comparison of the segmentation results. The top row shows a direct volume rendering of these features with a manually defined 1D transfer function, the second row shows the binary segmentation through region growing, the third row shows the ISO-surface rendering of the resulting distance field from the subvoxel boundary detection and the bottom row shows a detail of this subvoxel boundary in a slice through the volume.

Each of the presented features provides a challenge to the implemented subvoxel boundary detection. Manual inspection of the data for feature \#5 (Figure 5.8(a)) suggests, that this void might actually continue on in an elongated way at the bottom of the feature. This appendix consists of higher densities than the homogeneous area of the feature itself, but it is unclear whether it represents a very narrow void that is connected to feature \#5, or another material


Figure 5.7: Volume visualization of a cast housing, including visualization of features. Image from Hadwiger et al. [20].

|  |  | feature ID |  |  |
| :---: | :---: | ---: | ---: | ---: |
|  |  | \#5 (Fig. 5.8(a)) | \#14 (Fig. 5.8(b)) | \#15 (Fig. 5.8(c)) |
| segmented region | voxels | 620.00 | 604.00 | 774.00 |
|  | $\mathrm{~mm}^{3}$ | 620.00 | 604.00 | 774.00 |
| subvoxel boundary | voxels | 455.33 | 463.73 | 626.01 |
|  | $\mathrm{~mm}^{3}$ | 455.33 | 463.72 | 626.01 |
| surface net | voxels | 465.97 | 289.35 | 507.39 |
|  | $\mathrm{~mm}^{3}$ | 465.97 | 289.35 | 507.39 |

Table 5.2: Volume quantification comparison of three specific features from the cast housing dataset. Volume size: $667 \times 465 \times 512$. Voxel size: $N / A$.


Figure 5.8: Visual comparison of three different features within the cast housing dataset.


Figure 5.9: (a) Steel Fibre Reinforced Sprayed Concrete (SFRSpC) dataset and (b) its visualized steel fibres.
in itself. During the segmentation, these voxels did not become part of the feature. Since the subvoxel boundary detection searches for the subvoxel boundary near the surface of the binary segmented region, this part of the feature is missing from the distance field as well.

Feature \#14 (Figure 5.8(b)) has a rather complex topology, much like the cavities in the RPTS dataset. It is very narrow, which could lead to erroneous result positions or inside-outside classifications for individual voxels. Feature \#15 (Figure 5.8(c)) has similar properties, but it additionally consists of some areas, that have a wide transition into the density of the surrounding material. In these parts of the feature, the subvoxel boundary is found far beyond the surface of the binary segmented region.

### 5.4 Reinforced Sprayed Concrete

Figure 5.9(a) shows a dataset of Steel Fibre Reinforced Sprayed Concrete (SFRSpC). Steel fibre reinforced concrete is a highly important material in the building industry. Its application as sprayed concrete has been developed in more recent years. The steel fibres provide an additional


Figure 5.10: The resulting subvoxel boundaries of the fibres within the SFRSpC dataset.


Figure 5.11: Steel fibre type TrefilArbed FE 65/35. Image from Wikipedia [61].


Figure 5.12: Feature \#71, a bent fibre.
reinforcement to the sprayed concrete and their purpose is to absorb tensile force once cracks in the concrete are formed. Distribution and alignment of these fibres are important quality criteria and need to be verified. Drill core samples are taken from the sprayed concrete and then scanned via CT. The steel fibres can be automatically identified within the sample, using segmentation. Figure 5.9(b) shows a visualization of these automatically segmented fibres and Figure 5.10 shows the result from the subvoxel boundary detection.

There are different types of steel fibres, with various lengths and shapes. The fibres used in the aforementioned dataset are of the type TrefilArbed FE 65/35. Fibres of this type have


Figure 5.13: Feature \#140, two adjacent fibres.
a diameter d1 of $>0.5 \mathrm{~mm}$ and $\mathbf{d} \mathbf{2}<0.9 \mathrm{~mm}$, as depicted in Figure 5.11, with an overall diameter of 0.65 mm . Their length is 35 mm [9]. Naturally, these appear as very thin structures within the dataset and provide a challenge for accurate quantification. Figure 5.12, 5.13 and 5.14 show results for different fibres. A visual comparison between the different methods presented in this thesis is provided as before. The top image in each case is the binary segmentation of the region growing step. The segmentation of the fibres suffers from heavy over-segmentation, meaning that the segmentation goes too far beyond the actual boundary of the material (see also Section 5.5.4). The second image is the resulting distance field from the constrained elastic surface net. Since the surface net always contracts the original region, the result appears smaller and smoother, but it is still too big. The third image shows the resulting distance field of the subvoxel boundary detection, which provides a more accurate representation of the fibres.

Figure 5.12 shows a fibre, that bent during the processing of the concrete. Its left end actually pokes out the surface of the sample, resulting in a few errors during segmentation and the subvoxel boundary detection. Figure 5.13 actually shows two fibres, that cross each other very closely at their ends. This results in a merged segmentation and also causes some problems during the subvoxel boundary detection. Figure 5.14 shows an almost straight fibre, with the shape of its ends being vaguely perceptible.

Table 5.3 shows quantification results for the aforementioned features within the SFRSpC dataset. Included in this result are diameter measurements for each fibre at a point in its center. These measurements were taken with the distance measure widget, with snapping to the feature


Figure 5.14: Feature \#538, an almost straight fibre.


Figure 5.15: Diameter measuring on feature \#538 (Figure 5.14), (a) based on the segmented region (b) and the subvoxel boundary.

|  |  | feature ID |  |  |
| :---: | :---: | ---: | ---: | ---: |
|  |  | \#71 (Fig. 5.12) | \#140 (Fig. 5.13) | \#538 (Fig. 5.14) |
| segmented region | voxels | 2188.00 | 5645.00 | 2335.00 |
|  | $\mathrm{~mm}^{3}$ | 26.57 | 68.57 | 28.36 |
| surface net | voxels | 1482.16 | 3863.61 | 1561.53 |
|  | $\mathrm{~mm}^{3}$ | 18.00 | 46.92 | 18.96 |
| subvoxel boundary | voxels | 647.50 | 1516.33 | 604.67 |
|  | $\mathrm{~mm}^{3}$ | 7.86 | 18.42 | 7.34 |
| diameter | region | 1.25 mm | 1.45 mm | 1.14 mm |
|  | subvoxel | 0.50 mm | 0.50 mm | 0.49 mm |

Table 5.3: Volume and diameter quantification comparison of three steel fibres in the SFRSpC dataset. Volume size: $440 \times 440 \times 705$. Voxel size: $0.23 \times 0.23 \times 0.23 \mathrm{~mm}$.
voxels (Figure 5.15(a)) or the subvoxel surface respectively (Figure 5.15(b)). This dataset offers an opportunity to quantify the margin of error for the different quantification methods, since the dimensions and volume of its features are actually known beforehand. The volume of a fibre should be $\approx 11.6 \mathrm{~mm}^{3}$. Due to the over-segmentation of the region growing process, its volume and diameter quantification introduces an error of over $100 \%$. The contracting surface net comes closer with an error of $\approx 55 \%$. The subvoxel boundary detection on the other hand under-estimates the volume and diameter of a fibre by $\approx 25 \%$. Even though this method was unable to reconstruct the boundary with $100 \%$ accuracy, its results are still closer to the real object, than the other methods.

### 5.5 Performance, Problems and Limitations

### 5.5.1 Computation Time

The total time required for processing the gradient integration in order to find the subvoxel boundary largely depends on the size of the features within the dataset. The RPTS dataset shown in Section 5.2 represents the worst case scenario: a high number of very large features that take up a majority of the volume. On a Core i7-930 CPU with 2.80 GHz , the whole gradient integration process takes $\approx 45$ minutes when using only tri-linear interpolation of the data. Using tri-cubic interpolation will have a significant increase in computation time of course. In case of the RPTS dataset, it would take about four times as long. The preliminary segmentation step through region growing already takes up a long time as well, depending on the input parameters. The total time for this step can range between 15 minutes up to an hour in a large dataset. The computation time for the last step, the volume quantification through super-sampling, increases linearly with the size of the data. Sampling the complete RPTS dataset with $20^{3}$ samples per voxel takes $\approx 40$ minutes on a GeForce 280 GTX.


Figure 5.16: $n$-Material problem: the distances to the boundary for material $B$ cannot be reliably classified using the gradient direction, without further adjustments to the algorithm.

### 5.5.2 Threshold Parameters and Classification

In the current implementation, the minimum gradient magnitude and homogeneity threshold used in the gradient integration process (see page 34) are defined by the user as a percentage from the maximum gradient magnitude in the dataset. However, the maximum gradient magnitude along the boundary of two different materials can vary. If a high minimum gradient threshold percentage is chosen, a subvoxel boundary might not be found between two regions that only have slightly different densities. A solution to this problem might be to do preliminary integrations along the gradient, starting from some boundary voxels, in order to analyze the density and gradient profile of the data locally. If an LH-Histogram was computed already, these LH values could be used for this purpose as well.

The inside-outside classification relies on the gradient direction, as described in the previously mentioned section. The actual assignment for inside and outside to the gradient direction is also done as an additional user input and is applied to all the gradient integration steps of the subvoxel boundary detection process. In reality, features can have lower or higher densities than the material surrounding them, within the same dataset. A solution in this case can also be preliminary integrations in order to find out which direction leads to the inside of a feature.

### 5.5.3 n-Material Problem

Features that are adjacent to two or more materials (which might also be other features) pose a problem with the subvoxel boundary detection presented in this work. It is generally assumed, that all the features of interest are surrounded by either a higher or lower density material. The two-channel distance field can only store one distance to one feature in one voxel. Therefore it cannot represent two different features, that are directly adjacent to each other, since that would require different distance values for each feature.

Another problem with adjacent, different materials is the classification of the distance value to the subvoxel boundary, which relies on the gradient direction. Figure 5.16 shows an example: Materials $A$ and $B$ are surrounded by material $C$. The distances to the boundary for material $A$ can be classified by the gradient direction, however for material $B$ it would lead to a false classification at the boundary between materials $A$ and $B$, if the classification is determined by the gradient direction from $B$ to $C$.

A solution for this problem, as well as the problems discussed in Section 5.5.2 before, could be to always perform a full integration until a homogeneous area is reached in both directions. The sign classification would then be determined by which integration direction reaches the homogeneous area inside the feature (defined by the binary segmentation).

### 5.5.4 Reliance on Region Growing

Since the subvoxel boundary detection uses the volume segmentation provided by the region growing process as a starting point, a good region growing result is necessary. Figure 5.5(c) shows a result from the subvoxel boundary detection, where some features are not present in the distance field. This is because no segmented region existed there in the first place.

There are also cases where single voxels or even groups of voxels inside a feature are not added to the surrounding binary segmented region, due to high noise for example. This poses a problem, since these voxels are also not initialized as an inside-voxel in the distance field then. Start positions for the gradient integration will be created there, since these voxels are technically boundary voxels now. However, these will likely lead to no result, because they are inside the homogeneous area of the feature and thus the initial value will be retained, which creates holes in the distance field within the feature.

Another problem is under-segmentation and over-segmentation. If the segmented region does not reach a point near the correct boundary or goes too far beyond, the subvoxel boundary cannot be accurately reconstructed anymore, using the method of this thesis. Additionally, in the latter case, voxels far outside the feature will be classified as inside initially. This can prevent a consistent boundary definition in the distance field, when no conclusive result is found for such voxels.

## CHAPTER
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## Summary

This thesis presents a method for improving quantification results of automatically segmented regions in industrial CT data. By combining different concepts of the visual computing field, additional information from volumes is extracted on a subvoxel level, essentially trying to reconstruct the boundaries between materials in the original, real object. There are some difficulties, which will impact the result of these quantifications. Due to the limited resolution and artifacts that occur during the acquisition process of the data, very small details will inadvertently get lost and cannot be reconstructed by this method. However, within certain limitations, this method provides a relatively robust and more importantly automatic method of determining the original subvoxel boundaries of detected features in a dataset. Also presented are methods for quantifying these results, by calculating the actual subvoxel volume for each segmented region of the data and by providing simple measurement tools, which are also guided by these results. Quantification results are compared with the original segmentations and a simple smoothing technique for these segmented regions.

## Future Work

There is still potential for improvement in the method used for finding subvoxel boundaries in this thesis, as well as some possibilities for alternative ways for representation and quantification of these boundaries. Some possible improvements were already mentioned in Section 5.5.

Boundary detection Alternative ways of determining the subvoxel boundary can still be explored. Three methods for calculating the second directional derivative were presented in Section 3.2.1, a fourth method would be to simply find the maximum of the first directional derivative, the gradient magnitude. These could be compared and analyzed further.

Local thresholds As mentioned before, the subvoxel boundary detection needs certain thresholds of the first directional derivative, in order to discard false results. This threshold is currently applied globally, though results can be improved by analyzing the gradient magnitude profile locally first.

Distance classification The inside-outside classification is a crucial part of the methodology, but could fail completely under certain circumstances, like the $n$-material problem described in Section 5.5.3. Prior analysis of a region could improve this.

Multi-distance field An inherent limitation of the method used in this thesis, is the inability to represent different features in the distance field, that might be very close together and thus more than one distance or at least more than one classification would be needed for one element of the distance field.

Mesh-based representation Another idea is to use a mesh based representation instead of the distance field, where vertices will be moved along the gradient direction to the subvoxel boundary of the region and additional vertices will be spawned adaptively, to sample the subvoxel boundary as accurately as possible. Such a technique was also used by Heinzl et al. [22].

While the distance field representation has the advantage of implicitly describing a surface in high detail when using advanced reconstruction techniques, its usage in this thesis also limits some possibilities of the subvoxel boundary detection. The definition and actual location of the boundary might be completely different from the result of the preliminary segmentation, but the detection process is limited by this segmentation result. Using the mesh based idea, the subvoxel boundary could be tracked and represented beyond that limitation.
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