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Abstract

Topography simulations allow for a visualization of semiconductor surfaces as well as
the interfaces between various material regions after a given processing step. Topogra-
phy modeling of well-established processing techniques, such as material etching and
deposition, has been studied for decades and very sophisticated models exist which
envision the semiconductor surfaces and interfaces using the Level Set method. How-
ever, as the technology node shrinks along the predicted path of Moore’s law, novel
processing techniques are constantly introduced in order to enable miniaturization and
to ease the financial burden of processing at these reduced nodes.

The ability to simulate semiconductor wafer topographies after the application of
newly-introduced process technologies can go a long way in understanding their po-
tential. The local anodic oxidation of silicon surfaces with an atomic force microscope
(AFM) is a method which produces nanosized patterns on a silicon wafer using a local-
ized charged needle. The technology has been developed in order to tackle the limited
miniaturization potential of current photolithographic techniques. In the scope of this
work, a technique which models the changing silicon topography as the silicon dioxide
pattern is applied to the wafer is introduced. The topography motion is simulated
using a Monte Carlo technique, whereby a particle distribution follows the surface
charge density distribution. The charge density arises from the application of a strong
electric field between the AFM needle tip and the silicon wafer surface.

Similarly, EEPROM memory cells can not be miniaturized further with the current
processing techniques. Therefore, three-dimensional structures are being introduced
in order to increase the number of available memory cells without increasing the area
required. In the scope of this work, a model for Bit Cost Scalable (BiCS) memory
hole etching is implemented in a Level Set framework as a combination of silicon and
silicon dioxide etching steps.

A spray pyrolysis deposition model is also developed and implemented within the
Level Set framework. This processing technique enables the deposition of thin films
for applications such as gas sensors and solar cells. Two models for the topography
modification due to spray pyrolysis deposition are presented, with an electric and a
pressure atomizing nozzle. The resulting film growth is modeled as a layer by layer
deposition of the individual droplets which reach the wafer surface or as a CVD-like
process, depending on whether the droplets form a vapor near the interface or if they
deposit a film only after surface collision.

ii



Kurzfassung

Topographiesimulationen ermöglichen eine Visualisierung der Waferoberfläche und der
Materialschichten eines Bauelements nachdem ein oder mehrere Prozesse durchlaufen
worden sind. Weit verbreitete Prozesstechniken, wie Ätzen oder Abscheiden neuer Ma-
terialschichten, wurden jahrzehntelang erforscht und hoch komplexe Modelle existieren
bereits. Durch die Level Set-Methode ist es möglich die Veränderung der Topographie
darzustellen. Um dem Mooreschen Gesetz gerecht zu werden, werden ständig neue
Prozesstechniken entwickelt, die eine Miniaturisierung möglich machen und gleichzeit-
ig die Produktionskosten niedrig halten.

Das Verständnis von neuen Prozesstechnologien wird durch die Anwendung von To-
pographiesimulationen verbessert. Die lokale anodische Oxidation von Siliziumober-
flächen mit Hilfe eines Rasterkraftmikroskops ist eine Methode zur Erzeugung nanome-
tergroßer Muster mit einer geladenen Nadel. Diese Technologie wurde entwickelt,
um die Grenzen der Fotolithographie bei der fortschreitenden Miniaturisierung zu
überwinden. Im Rahmen dieser Arbeit wurde ein Modell entwickelt, das die Simu-
lation von Topographieänderung bei der Anwendung der lokalen anodischen Oxida-
tion ermöglicht. Die Topographieänderung wurde unter Verwendung der Monte Carlo-
Methode modelliert, wobei die Partikelverteilung der Oberflächenladungsdichteverteilung
folgt. Die Ladungsverteilung entsteht durch ein starkes elektrisches Feld zwischen der
Rasterkraftmikroskopnadel und dem Siliziumwafer.

Eine ähnliche Situation findet man auch bei EEPROM Speicherzellen, die nach derzeit-
igem Stand der Prozesstechnik nicht weiter miniaturisiert werden können. Aus diesem
Grund werden dreidimensionale Strukturen eingeführt, die eine Erhöhung der Anzahl
der verfügbaren Speicherzellen ermöglicht ohne dabei mehr Oberfläche zu beanspruchen.
Für die Herstellung eines Ätzprofils hierzu wurde, im Rahmen dieser Arbeit, ein
Ätzmodell für Bit Cost Scalable (BiCS) Speicherzellen im Level Set-Framework en-
twickelt.

Weiters wurde ein Sprühpyrolyse-Abscheidungsmodell entwickelt und in das Level
Set-Framework integriert. Diese Prozessmethode ermöglicht eine Abscheidung dünner
Schichten, die unter anderem bei Solarzellen und Gassensoren Verwendung finden. Es
wurden zwei Modelle für die Topographieänderung infolge des Sprühpyrolyse-Prozesses
präsentiert, davon eines mit einem Elektro- und eines mit einem Druckzerstäuber. Das
erste Modell beschreibt eine schichtweise Abscheidung einzelner Tröpfchen beim Auf-
prall auf den Wafer. Beim zweiten Modell verdampfen die Tröpfchen kurz vor dem
Aufprall und ein CVD-ähnlicher Schichtzuwachs erfolgt.
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1. Introduction

1.1. Traditional Semiconductor Process Technologies

The fabrication of silicon-based integrated circuits (ICs) begins with a uniformly doped
silicon wafer. A set of sequential processing steps generates the required geometries
in order to obtain a desired device. The most commonly used processing steps for
IC fabrication are lithography, etching, deposition, chemical mechanical planariza-
tion (CMP) oxidation, ion implantation, and diffusion. Those processes are briefly
discussed in this section.

1.1.1. Lithography

Lithography is a general name given to a series of processing steps which transfer the
information from a mask to a desired surface. Essentially, these steps are used to
selectively remove material from the wafer surface. Initially, a photoresist is deposited
on the wafer surface and desired areas of the photoresist are exposed to ultraviolet (UV)
or other radiation using a photomask to allow the rays access to desired photoresist
areas. The wafer is then placed in a developer, where the portions of the photoresist
exposed to (for positive resists) or protected from (for negative resists) the UV rays are
removed. The surface below the photoresist can now be etched with the photoresist
serving as an etching mask for further processing steps.

1.1.2. Etching

Etching is a commonly used process in microelectronics. It is used to partly or fully
remove materials in order to generate desired patterns on a wafer surface during device
manufacturing. The two main properties of the etching process are its selectivity and
isotropy. Selectivity refers to the etchant’s ability to remove a certain material while
leaving another material in tact to serve as an etchant mask. Isotropy refers to the
etchant’s ability to remove materials in multiple directions. When a mask is used,
isotropy determines how much underetch occurs below the mask.

The common etching processes are wet, which use liquids which chemically react with
the materials in question and dry, which use a plasma process where ions and neu-
tral radicals are accelerated toward the surface required to be etched and the physical
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interaction between the accelerated ions and neutral radicals cause the removal of a
material. Wet chemical processes are frequently isotropic, etching in all directions
with the same rate. However, they can also be anisotropic by causing an etch rate
which varies with different material crystalline orientation. Underetch frequently oc-
curs during chemical etching processes. A plasma process is more anisotropic, where
the etch rate is mainly in the direction of the accelerating ions. However the neutral
radicals which are natively isotropic also play a role in the etching process causing
some isotropy in plasma etching as well.

1.1.3. Deposition

The ability to deposit films on a semiconductor wafers is an essential building block
of IC fabrication. A variety of processing methods are in use today and the most
important among them can be divided between physical vapor deposition (PVD) and
chemical vapor deposition (CVD). PVD refers to a variety of deposition processes
which are performed in a vacuum environment. No chemical reaction occurs at the
deposition site, but rather a material is released from a source and transferred to the
substrate. The most commonly used PVD processes are evaporation and sputtering.
CVD, on the other hand, relies on a chemical reaction at the deposition site in order
for a new material to be generated. A high deposition temperature is usually required
in order to drive the reaction and the resulting thin film has a very good step coverage
and better uniformity when compared to PVD.

1.1.4. Chemical Mechanical Planarization

CMP is a process which combines chemical and physical mechanisms in order to
smooth desired surfaces and flatten an irregular wafer surface. Imperfections in wafer
topology can lead to adverse affects in the lithographic process used to etch a desired
pattern on the wafer. Many modern devices contain multiple layers, which makes
it difficult for the photolithographic optical tools to maintain their focus. Applying
a CMP step after each material deposition improves material planarity and a high
manufacturing yield can still be maintained with coarse photolithographic steps.

1.1.5. Oxidation

A highly relevant reason why silicon has become such an important material in the
microelectronics industry and IC fabrication is the relative ease with which it can be
oxidized to form silicon dioxide (SiO2) with good material properties. This process
relies on providing an oxidant species (O2 or H2O), which reacts with the silicon atoms
to grow silicon dioxide at high temperatures. The thermal oxidation process can be
divided into two main mechanisms: dry oxidation, where the silicon wafer is placed in
an oxygen gas ambient and wet oxidation, where the silicon wafer is placed in a water
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ambient. However, silicon dioxide can also be deposited, which is the case, when it
must be grown on non-silicon surfaces. This type of deposition is usually performed
using tetraethyl orthosilicate (TEOS) or silane pyrolysis. The oxidation process is
discussed in more detail in Chapter 2.

1.1.6. Ion Implantation

The ion implantation process is a technique by which dopants are introduced into
the semiconductor. Ions of a desired material are accelerated via an electric field to
impact a solid surface, in our context the silicon wafer. Dopant ions such as boron,
phosphorus, or arsenic are generally created from a gas source, for purity reasons,
prior to their acceleration towards the silicon interface, where they penetrate into
the silicon crystalline lattice. After the penetration into the top layers of the lattice,
an annealing step is performed, resulting in the generation of a charge carrier in the
semiconductor for each dopant atom in the lattice. The generated charge carrier can
be a hole or an electron depending on whether the dopant used is of p-type or n-
type, respectively. An alternative doping method for semiconductors is the diffusion
of dopants into the material. Some advantages of ion implantation over diffusion, as
described next, are the short process times, good homogeneity and reproducibility,
relatively low temperatures required during processing, a range of materials being
available as masks (oxide, nitride, metals, resist, etc.), and the ability to implant thin
layers, resulting in surfaces with high dopant concentration gradients.

1.1.7. Diffusion

The diffusion of dopants from the wafer surface into the semiconductor is an alterna-
tive to ion implantation for the introduction of charge carriers. The dopants can be
introduced as a gas, a liquid, or from a previously deposited layer, which provides a
constant concentration at the semiconductor interface. The depth of diffusion within
the semiconductor is a function of temperature, so it must be carefully executed in or-
der for further processing steps which require high temperatures, such as oxidation, do
not damage the desired dopant concentration profile. The main advantages of diffusion
over ion implantation is that diffusion does not cause damage to the semiconductor
surface, since there is no ion bombardment of the surface, and it is able to create very
shallow and predictable charge concentration profiles.

1.2. Approaches to Semiconductor Modeling

There are two major approaches when considering semiconductor process simulations:
the atomistic approach, which deals with molecular-level problems, and the contin-
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uum approach which treats each material as one single entity with a single set of
properties.

1.2.1. Atomistic Approach

Since all materials are made up of atoms, a material’s atomic structure plays an essen-
tial role in determining material properties and deformations under various ambient
conditions. Atomistic methods are used to describe fundamental properties of materi-
als, material deformation during various processes, and material interfaces. Atomistic
(or molecular) modeling attempts to model or mimic the behavior of molecules by
implementing all available theoretical methods and computational techniques.

The goal of atomistic simulations is to understand and model the motion of each
atom in the material, resulting in an analysis of the collective behavior of atoms.
The collective behavior provides an understanding of material deformations, phase
changes, stress and other phenomena, linking atomic scale events to material meso-
scale phenomena. The information which is required on the molecular level in order
for a simulation to proceed is the position of atoms, atom vibrations, atom velocities,
forces acting on each atom, and the force exerted from an atom onto surrounding
atoms.

One simulation method relies on placing atoms in an unstable environment, such as an
oxide layer sharing a sharp interface with a crystalline silicon surface. The forces acting
on the individual atoms will result in the interface rearranging into an environment
where the interface is stable, meaning that the force exerted by each atom is equal to
the force acted upon the atom.

Another method refers to introducing new atoms, such as oxygen, into a crystalline
silicon environment. The forces exerted by the atom on the silicon structure can
generate a simulation showing how the oxygen atom bonds with the surface silicon
atoms.

The density functional theory (DFT) is a method in which atomic modeling is imple-
mented in order to investigate the electronic structure of a many-body system. The
properties of the system containing multiple electrons are determined with the use of
functionals (functions of the spatially dependent electron density).

Ab-initio quantum chemistry methods are another form of molecular simulations which
deal with quantum-level chemistry to calculate the ground state of individual atoms
and molecules, as well as their excited and transition states which occur during chemi-
cal reactions. Calculations of quantum chemistry use semi-empirical or iterative solvers
in order to deal with time dependent problems.

This leads to the main limitations of such methods - the computation time and cost
increases as a power of the number of atoms involved in the simulation.
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The main dilemmas which arise with simulations on the molecular level are based on
timescales. No matter how many processors and how powerful the computer in use,
often only nanosecond-long simulations can be performed. The time domain compu-
tation cannot be parallelized. In order to simulate the timely evolution of a large
number of particles, statistical mechanics and stochastic methods are implemented.
Therefore, in order to convert the microscopic information gathered through atomistic
modeling to macroscopic properties such as pressure, stress, strain, energy, heat capac-
ity, etc, statistical mechanic strategies are developed. Although atomistic simulations
are very powerful and complement experiment and theory, the limitations with time
simulations must be understood.

In order to deal with the large-scale problems introduced with atomistic simulations,
stochastic techniques utilizing Monte Carlo (MC) methods are developed. They over-
come some of the limitations of atomistic calculations, whereby the integration of all
energies associated with the movement of atoms and electrons is replaced by a ran-
dom walk of particles in order to measure desired properties. The geometry of the
molecular system is probed with a random distribution, which enables the diffusion
and other slower processes to be modeled. MC methods are very useful when systems
with multiple degrees of freedom must be simulated. Such systems usually involve
fluids, disordered materials, strongly coupled solids, and cell structures or extremely
scaled down systems where atomistic and quantum properties cannot be neglected.

1.2.2. Continuum Approach

A material, whether it be solid, liquid, or gas, is composed of molecules separated by
empty space. On a macroscopic scale, these materials have cracks, deformation and
discontinuities, while some properties can be viewed as uniformly affecting the entire
material as a continuum. Therein lies the basic concept of continuum mechanics.
These properties are modeled with the assumption that the matter which composes the
material fills the entire region of space which it occupies, with no cracks, deformation,
different molecular structures, atoms, electrons, or distributed densities, but rather
one single entity with a single set of parameters.

In semiconductor processing, various methods are implemented in order to modify
wafer surfaces. There is value in analyzing the different materials and their changing
interfaces on a molecular level using atomistic simulations. These simulations use cel-
lular automata or MC techniques to describe interface changes. However, atomistic
analysis are very computationally intensive and are limited to structures on the level
of several molecules and simulations of several nanoseconds. In order to generate a
simulation for a complete semiconductor process, a continuum model is the only viable
method with current computer capabilities. Continuum modeling methods for physi-
cal phenomena are traditionally formed in terms of differential equations. These can
describe an array of physical properties such as density, conductivity, diffusivity, etc.
in addition to inter-material properties such as stress, strain, and cracking caused by
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material deposition, growth, or interaction of highly charged ions with a material. The
finite difference method (FDM) and finite element method (FEM) are numerical tech-
niques which are widely used to study models based on partial differential equations
for continuum mechanical modeling.

If the typical structure size is much larger than the typical lattice constant, the solid
body under simulation should be represented as a continuum. When a simulation is
only performed in order to predict the final shape of a given structure after one or
several processing steps, then a continuum model involving a topography simulation is
the sole requirement. These types of simulations do not offer physical material prop-
erties, but can be performed very quickly for large structures and for long simulation
times. The Level Set (LS) method is one way in which topography simulations can be
performed with high efficiency and speed [50]. A particular downside of topography
processing is the assumption that material interfaces are abrupt and can be defined
by a single surface evolution, which is known not to be the case for some complex
processes such as oxidation. Another downside is that material properties relevant to
the simulated processing steps are homogeneous within the material region. Although
these downsides of topography processing exist, their efficiency and speed in the de-
termination of material interfaces after one or several processing steps make them a
valuable modeling tool. The scope of this work deals with modeling several processing
techniques using continuum topography models within the LS environment.

1.3. Motivation for Novel Processing Techniques

In any research and technology field, there is a constant drive for innovation. Micro-
electronics, and more precisely, processing tools for microelectronics, are no exception.
Since the initial introduction of the basic processing steps to generate transistors, there
has been a constant innovation for new materials, structures, devices, and even pro-
cessing steps. The first transistor has very few similarities to the common transistor
in use today. Figure 1.1 depicts how the semiconductor technology has scaled since
the early 1970’s and some projections into the near future. It can be observed that
Moore’s law is still expected to endure for the next several years [154].

The reduction in size, which for the most part follows Moore’s law, became only
possible because of innovations in processing and material technologies. In order to
continue this miniaturization trend, novel processing techniques have been introduced.
Some of those processes and their modeling techniques are discussed in this work.

The constant reduction in device sizes demands a reduction in thermal oxidation times,
since high temperature processes influence the distribution of impurities in the silicon
bulk at the Si-SiO2 interface. Therefore, a novel process is required which can grow
high quality oxide at low temperatures. Although oxide deposition processes exist,
which can deposit SiO2 at low-enough temperatures, the grown oxide is of low quality.
Recently, mitric acid oxidation of silicon (NAOS) has been suggested in order to solve
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Semiconductor Technology Scaling

Figure 1.1.: Comparison of sizes of semiconductor manufacturing process nodes since the
early 1970s.

this issue as it can grow high quality oxides at much lower temperatures than thermal
oxidation. NAOS is discussed in some detail in Section 3.3.

In addition to a reduction in the technology node, there is a constant drive in the
semiconductor industry to fit as much memory capacity as possible within the area of
the chip. There is a desire to provide memory capacities which have the capability to
store the complete amount of human activities. The drive to achieve this lofty goal has
lead researchers onto a path where memory was no longer laid out in two-dimensional
patterns along the area of the chip, but rather three-dimensional structures were intro-
duced. One such emerging technology is the three-dimensional bit cost scalable (BiCS)
memory recently introduced by Toshiba Corporation, but not yet in full production.
It is suggested that the BiCS flash memory has the potential of up to 10Tbit/chip.
This novel memory technology will be discussed in further detail in Section 4.2.

The atomic force microscope (AFM) is a tool which has been used for many decades
in order to read bumps and protuberances on a nanosized section of a desired surface.
However, it has been found that it can also be used to generate patterns on a silicon
surface using oxide growth. This processing technique is now capable of generating
patterns with sizes much smaller than those covered by traditional lithography tech-
niques. As scaling continues, as is suggested in Figure 1.1, such processes garner more
interest. As the capability and knowledge regarding the utilization of the AFM for
surface patterning grew, new devices were introduced and the full potential for this
processing technique were investigated. A method to use an AFM to generate nan-
odots for high density storage was introduced, as well as a suggestion that an AFM
can be used to generate nanowires, essential to the fabrication of the silicon nanowire
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transistor (SiNWT). Technologies using an AFM and local oxidation nanolithography
(LON) are covered in Section 2.4.

So far, it appears that the miniaturization of the technology node is the major cause for
the introduction of novel processing techniques. However, the true driving force behind
most innovations in the semiconductor industry has to do with economic potential of
a technology versus its financial burden. Some process technologies do not necessarily
introduce any technical solutions to existing problems, but are much more cost-effective
and easy to use when compared to their alternatives. Spray pyrolysis deposition is
an example of such a technology. Spray pyrolysis is used to deposit material on
the surface of a semiconductor wafer. The simplicity of the process means that a
laboratory or a start-up need not invest much in order to have its own deposition
tool. In addition it has been shown that materials deposited using spray pyrolysis
can be further annealed to grow, e.g., vertical nanowires with excellent gas-sensing
properties. More information regarding the spray pyrolysis deposition process can be
found in Section 4.1.

1.4. Simulator Implementation

In order to simulate topography modifications a method which is able to describe
geometric deformations over time is required. The initial topography surface S (t = 0)
is extracted from the desired geometry and is known to the simulator. After a specific
time for processing tprocess, the surface is modified under surface velocities V (~x) acting
in the surface normal direction for all points ~x ∈ S (t). With the initial surface,
surface velocities, and processing time known, the final surface S (t = tprocess) can be
found. It was shown by Sethian [165], [185] that this type of topography problem
for microelectronics simulations can be solved using the LS method. A LS simulator
for traditional semiconductor processes was subsequently created at the Institute for
Microelectronics, TU Wien, by Ertl [50]. This simulator serves as the basis for the
simulations and models presented in this document. All models are incorporated
within the original simulator, allowing for these techniques to be used together with
traditional processing techniques in subsequent steps in order to generate a desired
device structure.

In this section, a summary of the topography simulator which is based on the LS
framework from [50] will be described. For a more detailed description of the LS func-
tions, refer to [50]. This section serves to summarize the implemented simulator by
first introducing the LS framework, including the sparse field method for the surface
description and the hierarchical run length encoding (H-RLE) data structure. Subse-
quently, the calculations of the surface rate and velocity field required for topography
movement are explained.

8



1. Introduction

1.4.1. Fast Level Set Framework

The presented simulations and models function fully within the process simulator
presented in [50]. The LS method is utilized in order to describe the top surface
of a semiconductor wafer as well as the interfaces between different materials. The
LS method describes a movable surface S (t) as the zero LS of a continuous function
Φ (~x, t) defined on the entire simulation domain,

S (t) = {~x : Φ (~x, t) = 0} . (1.1)

The continuous function Φ (~x, t) is obtained using a signed distance transform

Φ (~x, t = 0) :=







− min
~x′∈S(t=0)

‖~x− ~x′‖ if ~x ∈ M (t = 0)

+ min
~x′∈S(t=0)

‖~x− ~x′‖ else
(1.2)

where M is the material described by the LS surface Φ (~x, t = 0). The implicitly
defined surface S (t) describes a surface evolution, driven by a scalar velocity V (~x),
using the LS equation

∂Φ

∂t
+ V (~x) ‖∇Φ‖ = 0. (1.3)

In order to find the location of the evolved surface, the velocity field V (~x) must be
found. When simulating various processes, both traditional [50] and those covered in
this work, the velocities can be a scalar value or a value calculated using the technique
described in Section 1.4.2.

The LS equation can be solved using numerical schemes developed for the solution of
Hamilton-Jacobi equations, since the LS equation belongs to the class of Hamilton-
Jacobi equations, given by

∂Φ

∂t
+H (~x,∇Φ, t) = 0 for H (~x,∇Φ, t) = V (~x) ‖∇Φ‖ , (1.4)

where H denotes the Hamiltonian. The LS equation can then be solved using finite
difference schemes such as the Euler method [176], the Upwind scheme, based on the
Engquist-Osher scheme [49], or the Lax-Friedrichs Scheme for non-convex Hamiltoni-
ans [185]. Another advantage of using the LS method is that calculations of geometric
variables such as the surface normal or the curvature are available directly from the
implicit surface representation. The normal at a point ~x on the surface is given by

~n (~x) =
∇Φ

‖∇Φ‖ (1.5)

and the curvature is

κ (~x) = ∇~n (~x) = ∇
∇Φ

‖∇Φ‖. (1.6)

9



1. Introduction

Sparse Field Method

The initially proposed LS method uses a LS function which is defined on the entire
simulation domain. However, memory requirements for the discretization of the LS
function scale with domain size. Therefore, alternatives were proposed in the form of
the narrow band method, where only a few layers around the LS surface are active
grid points, and sparse field method [226], where a single layer of active grid points are
considered for time integration. The steps required to implement the utilized process
simulator are described by [50]

1. Update the LS values of all active grid points ~p ∈ L(t)
0 in time using a finite

difference scheme. Lt
0 represents the most inner layer of grid points nearest to

the LS surface.

2. If there are two neighboring points ~p−, ~p+ ∈ L(t)
0 for which Φ (~p−) < −

1

2
and

Φ (~p+) > −
1

2
the absolute LS value for both points are reduced to −

1

2
and

1

2
respectively.

3. The LS values of all grid points ~p ∈ L(t)
i belonging to outside layers i, where

i = ±1,±2, ... are updated

Φ(t+△t) (~p) =







min
~p ′∈η(~p)∩L

{(t)}
i−1

Φ(t+△t) (~p ′) + 1 if i > 0,

min
~p ′∈η(~p)∩L

{(t)}
i+1

Φ(t+△t) (~p ′)− 1 if i < 0
(1.7)

4. Finally, the layers L{(t+△t)}
i which contain active grid points in the next time

step are determined.

H-RLE Data Structure

For the calculation of finite difference schemes, the LS framework needs only to store
the LS values of defined grid points, which is the union of all active grid points and their
neighbors. The H-RLE data structure [83] is used in order to store the discretized LS
function. This structure is a hybrid between the dynamic tubular grid (DTG) and the
run length encoding (RLE) data structures. It combines the linear scaling memory
requirements of the DTG with adaptation to all grid directions. The H-RLE data
structure is organized hierarchically, similar to the DTG, where in place of storing a
sequence of defined grid points, RLE is applied. Therefore, the structure is capable of
storing the sign of the LS function for undefined grid points, while having the memory
consumption of a DTG structure. The details of the implementation and examples
showing the differences between the different data structures are described in [50]
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1. Introduction

Multiple Material Regions

Another important aspect of the LS framework is the ability to describe multiple LS
surfaces for different material regions. The definition of different material regions in
the LS framework was designed with etching processes in mind. When simulating
traditional semiconductor processes, deposition is usually performed on the top layer,
making masking not necessary. However, etching is almost always a masked process.
Therefore the mask must be identifiable within the multi-LS framework. Figure 1.2
shows how material regions are labeled, resulting in an etch-friendly environment.
When material M2 needs to be etched, with M1 serving as a mask, the LS defined by
Φ2 needs to be moved in the negative direction, but only at the locations where it is
not touching the Φ1 surface. If material M2 is deposited or grown with M1 serving as

(a) Material regions labeling. (b) Materials LS representation.

Figure 1.2.: Numbering of material regions in (a) leads to the Level Set description in (b).

a mask, it is evident that the LS definitions from Figure 1.2b will result in the material
deposition on top of M1, which is undesired. Therefore, when Φ2 needs to be grown
with Φ1 serving as a mask, as is the case with the oxidation process, the LS definition
and numbering must be changed.

1.4.2. Surface Rate Calculation

When modeling topography evolution caused by traditional semiconductor processes
with particle transport, the velocity field for the LS equation must be found. This
section discusses the particle transport to the surface and the surface reactions, which
are treated using a combination of fluxes and MC distributions.
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1. Introduction

Transport Kinetics

The simulation domain is divided into the reactor-scale, feature-scale, and bulk regions,
as depicted in Figure 1.3. Particle transport must be treated differently when within
the reactor-scale or the feature-scale regions. The bulk region represents the silicon
wafer.

Figure 1.3.: The simulation of particle transport, which is divided into the reactor-scale and
feature-scale regions.

The feature-scale region is separated from the reactor scale region by a flat plane P
depicted in Figure 1.3. The particle transport is generally characterized by the mean
free path λ̄, which for an ideal gas is given by

λ̄ =
kB T√
2π d2 p

, (1.8)

where kB is the Boltzmann constant, T is the gas temperature, p is the ambient
pressure, and d is the collision diameter of a gas molecule. In the reactor-scale region,
the mean free path is much smaller than the physical scale, so the velocities of a
neutral species can be assumed to follow the Maxwell-Boltzmann distribution, leading
to a cosine dependence of the flux distribution at P, Γsrc

Γsrc,neu = Fsrc,neu
1

π
cos θ, (1.9)
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1. Introduction

where θ is the angle between the incident direction and the surface normal at the
impact location. Fsrc,neu is the flux of neutral particles on P.

When ions are also used in transport, and not only neutral particles, their transport
towards the wafer surface is modeled by a plasma sheath potential. A narrower angle
distribution is noted when compared to neutral particle transport, leading to a power
cosine distribution for charged particles

Γsrc,ion ∼ (cos θ)v . (1.10)

For large exponents v, this amounts to a normal distribution

(cos θ)v ≈ e−βθ2 with v = 2β ≫ 1. (1.11)

The arrival flux of ions can then be expressed as

Γsrc,ion = Fsrc,ion
1 + v

2π
(cos θ)v ǫion (E) , (1.12)

where ǫion (E) is the normalized energy distribution. Plasmas which are based on radio
frequency (RF) result in a more complex energy distribution which is solved using MC
techniques. Most processes generate a relatively even flux distribution Γsrc along P,
excluding processes which include local particle bombardments.

The feature scale is encompassed by the plane P, the surface S, and simulation domain
boundaries shown in Figure 1.3. The arriving flux Γsrc is known at P, while the re-
emitted flux distribution is given by Γre for all points along the surface S. The
summation of these two fluxes determines the surface rates. The frequency of particle-
particle interaction at the feature scale is neglected for most processes [27].

The average particle velocity for an ideal gas particle is given by

v̄ =

√

8 kB T

πm
, (1.13)

where m is the gas molecular weight. The typical particle velocities are much higher
than the surface rates, therefore the surface rate can be seen as a constant and the
time required for particles to reach the surface can be regarded as relatively infinite
with constant arrival at the substrate surface. The re-emitted arrival flux distribution
must be known in order to calculate the total flux at the surface S. The re-emitted flux
distribution requires that the reflected particle direction distribution also be known.
This distribution can be generated by different cosine distributions dependent on the
particle type (ion, diffusive, or high-energy ion), while neutral particles are neglected.
High energy ions can sputter away pieces of the impacted surface, which deposit else-
where. This is incorporated using a yield function, which depends on the particle’s
incident energy E, the threshold energy Eth, and the incident angle

Y (θ,E) = (cos θ)−C1 · e(C2(1−1/ cos θ)) ·max
(

0,
√
E −

√

Eth

)

, (1.14)
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where C1 and C2 are fitting parameters. Therefore, the particle transport at the
feature scale is described by

ΓdΩ =







− ~w · ~n(~x)
‖~x− ~x′‖2

Γsrc dA
′ if ~x′ ∈ P,

− ~w · ~n(~x)
‖~x− ~x′‖2

Γre dA
′ if ~x′ ∈ S

, (1.15)

where dA′ is an infinitesimal surface element of S or P around ~x′.

Surface Kinetics

This section summarizes the implementation of surface velocity calculations performed
in the LS framework used for topography modeling from [50]. Once the particles have
been transported to the surface, the deposition or etch rates can be found. These
rates are needed in order to find the velocity field V (~x) which can be applied to the
LS equation (1.3). The surface velocity can be written as a function of all local arriving
fluxes Γ (~x)

V (~x) = V (Γ (~x)) . (1.16)

In order to numerically represent the flux Γ, a discretization is performed. Introducing
a series of functions rl (~x) with 1 ≤ l ≤ NR, Γ (~x) can be mapped to a finite number
of scalar values

Rl (~x) :=

Q
∑

q=1

∞∫

0

∫

~w·~n(~x)<0

rl (~x) Γ (~x) dΩ dE, (1.17)

where Q is the number of process-relevant particle species, q refers to a single particle
species, NR is the number of surface rates, and Ω represents the solid angle between
the particle direction and the surface normal at the point of impact. The surface
velocity is then found as a combination of the scalar values from (1.17)

V (~x) = V (R1 (~x) , R2 (~x) , ...RNR−1 (~x) , RNR
(~x)) . (1.18)

When a particle of species q′ is accelerated to the surface its flux is determined by
Fq′ (~x), where

Rl (~x) = Fq′ (~x) . (1.19)

This simplifies (1.17), since the information needed from the flux distribution for a
certain particle type is mapped to a single value.

For high energy particles, the incident angle θ and energy E are the values which
are used to calculate the yield and the surface rate caused by the particles. For an
individual high energy particle of species q′, the total sputter rate determines its flux

Rl (~x) = Y tot
q′ (~x) . (1.20)
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The values of Rl represent the rates on the surface, whether they are referenced to
a particle flux or a total sputter rate. Therefore, they are interpreted as the surface
rates, because V (~x) is a function of these rates Rl (~x).

For systems with a linear surface reaction, the surface velocity is represented by the
rates directly V (~x) = R (~x). The surface velocity caused by a single species is modeled
by

V (~x) =
1

ρ
△msF (~x) , (1.21)

where F is the total incident flux, s is the sticking probability of the reacting particles,
△m is the mass deposited or removed from the surface per particle, and ρ is the bulk
density

(
ρSi ≈ 5× 1028m−3

)
.

For non-linear surface reactions, where the sticking probability depends on the parti-
cle flux, the surface velocity is described using the Langmuir adsorption model. The
presence of multiple etchants, such as is the case for ion-enhanced etching, results in
an etch rate which is higher than that obtained by summing the individual contribu-
tions of the physical and chemical components. The etch rate is composed of three
contributions

V (~x) = −αch ·Θ(~x)
︸ ︷︷ ︸

chemical etching

−αph · Y tot
ph (~x)

︸ ︷︷ ︸

physical sputtering

−αie ·Θ(~x) · Y tot
ie (~x)

︸ ︷︷ ︸
,

ion-enhanced etching
(1.22)

where Θ (~x) represents the coverage of the surface which is exposed to the adsorbed
byproducts and is expressed by

Θ (~x) =
βadF (~x)

βadF (~x) + βch + βieY
tot
ie (~x)

, (1.23)

where the constants βad, βch, and βie are model-dependent parameters.

1.5. Outline of the Thesis

This document deals primarily with a method of simulating topography modifications
caused by the application of novel processing techniques which are not found in com-
mercial simulators. However, before those are introduced the thermal oxidation of
silicon will be described in Chapter 2. A novel process for localized silicon oxidation,
LON, which has garnered much attention as of late is also introduced in this chap-
ter. The requirements for a topography simulation of thermal oxidation and LON will
be tackled in Chapter 3, where the state-of-the-art in thermal oxidation simulations
is presented. The required modifications to the LS framework in order to enable the
modeling of multiple topographies in an oxidation process are also described here. This
chapter also includes descriptions of MC methods and particle distributions generated
in order to enable the simulation of LON.
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Chapter 4 introduces deposition and etching processes which have garnered attention
recently and describes their functionality and the reasons for the increased interest
in these technologies. The technologies introduced are spray pyrolysis deposition and
BiCS memory hole etching. The models and techniques used in order to simulate these
technologies are described in Chapter 5.

The applications of the mentioned technologies and their simulations are presented
in Chapter 6. Here, several simulations of AFM lithography including some applica-
tions for device generation, are presented. Simulations of thermal oxidation are also
presented, which use linear-parabolic equations to describe the oxide growth, while
also incorporating some two-dimensional effects and silicon crystal orientation in the
material growth. The topography modification due to spray pyrolysis deposition is
also shown, along with an etched BiCS memory hole. Finally, Chapter 7 concludes
with a brief summary and gives suggestions for future work.
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2. Silicon Oxidation Techniques

Oxidation is a process by which a metal or semiconductor is converted to an oxide.
Although oxidation of many materials plays a role in technology, the main oxidation
reaction which will be addressed is the conversion of parts of a silicon semiconductor
wafer into silicon dioxide (SiO2). The chemical reaction between oxygen and silicon
to generate SiO2 is usually driven by a high-heat environment; however, even at room
temperature, a shallow layer of native oxide, approximately 1nm thick can form in an
air environment. In order to grow thicker oxides in a controled environment, several
methods can be implemented:

Plasma Enhanced Chemical Vapor Deposition (PECVD) using TEOS as a precursor
is one way by which silicon dioxide can be grown on a silicon wafer [22]. This
method is mainly used to grow a pad/buffer oxide layer during local oxidation of
silicon (LOCOS) [131]. The reaction which takes place during plasma enhanced
chemical vapor deposition (PECVD) using TEOS is

Si(OC2H5)4+2H2O → SiO2+4C2H5OH. (2.1)

Thermal oxidation of silicon surfaces is usually performed at high temperatures
(800oC – 1200oC), resulting in a High Temperature Oxide (HTO) layer. The
ambient environment can either be “wet” using water vapor or steam, or “dry”
using molecular oxygen as the main oxidant. The reactions which take place
during wet and dry thermal oxidation are

Si+2H2O → SiO2+2H2(g) and

Si+O2 → SiO2,
(2.2)

respectively.

Nitric Acid Oxidation of Silicon (NAOS) is performed at low temperatures (200oC
– 400oC) and is used in order to grow thin (1.3nm – 1.4nm) oxide structures.
Similar to thermal oxidation, NAOS can be performed in liquid or vapor envi-
ronments. The chemical reactions which take place during wet and vapor NAOS
are

2HNO3 → 2NO + H2O + 3O and
2HNO3 → NO2 + NO + H2O + 2O,

(2.3)

respectively.
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Figure 2.1.: Difference in uses of thermally grown versus deposited silicon dioxide in silicon
technology.

The different uses for thermally grown versus deposited oxides are laid out in Fig-
ure 2.1 [175]. Silicon dioxide layers are mainly used as high quality insulators or
masks for ion implantation and the ability to form high quality silicon dioxide is the
main reason why silicon is still the dominating material for IC fabrication [175].

This chapter also introduces a novel technique for localized silicon oxidation, which
allows nanosized oxide patterns to be grown on a silicon surface far smaller than
those available through traditional photolithography and electron beam lithography
techniques. The technique Local Oxidation Nanolithography (LON), also known as
AFM-induced oxidation or Local Anodic Oxidation (LAO), uses the charged needle
tip of an AFM in order to generate the desired patterns.

2.1. Silicon Dioxide Properties

The growth of silicon dioxide is one of the most important processes in the fabrication
of metal oxide semiconductor (MOS) transistors [175]. The attributes of SiO2 which
make it appealing for the semiconductor industry are [80, 175]:

- It is easily deposited on various materials and grown thermally on silicon wafers.

- It is resistant to many chemicals used during the etching of other materials, while
allowing itself to be selectively etched with certain chemicals or dry-etched with
plasmas.

- It can be used as a blocking material for ion implantation or diffusion of many
unwanted impurities.
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- The interface between silicon and silicon dioxide has relatively few mechanical and
electrical defects, although with newer technology nodes and reduced geometries,
even slight defects must be addressed.

- It has a high dielectric strength and a relatively wide band gap, making it an
excellent insulator.

- It has high a temperature stability of up to 1600oC, making it a useful material for
process and device integration.

Table 2.1 shows some important properties of silicon dioxide [47]. It can be noted that
oxides grown in a dry atmosphere have a higher density, which implies less impurities
and a better quality oxide than when grown in a wet atmosphere. Thermal expan-
sion refers to the oxide’s volume expansion or shrinkage, when exposed to a range of
temperatures. For oxides, the thermal expansion coefficient is very low, meaning it
does not exert much stress and strain on other materials which are in contact with
it. Young’s modulus and Poisson’s ratio measure the oxide’s stiffness and its negative
ratio of transverse to axial strain, respectively, which are important measures of a ma-
terial’s mechanical stability. The thermal conductivity, which varies for thin sputtered
(1.1W/m-K), thin thermally grown (1.3W/m-K), and bulk (1.4W/m-K) oxides is an
important parameter which affects power during operation [25]. It is also found that
the thermal conductivity of oxides changes depending on the oxide thickness [25]. The
high dielectric strength shows the stability of SiO2 under high electric fields, suggesting
that the oxide film is very suitable for dielectric isolation.

Crystal structure Amorphous
Atomic weight 60.08g/mole
Density (thermal, dry/wet) 2.27/2.18g/cm3

Molecules 2.3·1022/cm3

Specific heat 1.0J/g-K
Melting point 1700oC
Thermal expansion coefficient 5.6·10−7/K
Young’s modulus 6.6·1010N/m2

Poisson’s ratio 0.17
Thermal conductivity 1.1W/m-K – 1.4W/m-K
Relative dielectric constant 3.7 - 3.9
Dielectric strength 107V/cm
Energy bandgap 8.9eV
DC resistivity ≃1017Ωcm

Table 2.1.: Important properties of silicon dioxide (SiO2).

The silicon dioxide molecule can be described as a three-dimensional network of tetra-
hedra cells, with four oxygen atoms surrounding each silicon ion, shown in Figure 2.2a.
The length of a Si-O bond is 0.162nm, while the normal distance between two oxide
bonds is 0.262nm. The Si-Si bond distance depends on the SiO2 arrangement, but is
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approximately 0.31nm and the bond angle O-Si-O is approximately 109o. The bond
angle Si-O-Si is ideally approximately 145o, but it can vary between 100o and 170o

with minimal change in bond energy. The tetrahedral form is the basic unit from
which a SiO2 structure is formed, even though SiO2 can exist in a crystalline struc-
ture. The reason for the amorphous oxide structure is the absence of any crystalline
form of SiO2 whose lattice size closely matches the silicon lattice [175]. The tetrahe-
dra bond together by sharing oxygen atoms as illustrated in Figure 2.2b in a sample
six-membered ring.

(a) Si-O bond structure (b) Six-membered ring

Figure 2.2.: (a) Structure of fused silica glass along with (b) a six-membered ring structure
of SiO2.

From the above analysis, it can be concluded that, as the oxide grows, it consumes
the silicon atoms at the surface of the wafer. This causes the silicon-silicon dioxide
interface to move into the wafer while the oxide grows. The equation which governs
the amount of consumed silicon is

XSi = XSiO2 ·
NSiO2

NSi
, (2.4)

where NSiO2 is the molecular density of the oxide, NSi is the atomic density of the
silicon wafer, and XSiO2 and XSi are represented in Figure 2.3. These values are
known, resulting in the amount of silicon consumed with respect to the oxide thickness

XSi = XSiO2 ·
2.3× 1022molecules/cm3

5× 1022atoms/cm3
= 0.46XSiO2 , (2.5)

Therefore approximately 46% of the silicon dioxide which is grown on a silicon wafer
is found within the bounds of the original silicon, while approximately 54% is new
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volume, which grows into the ambient. Figure 2.3 shows the location of the origi-
nal silicon surface followed by the oxide-silicon and oxide-ambient interfaces after an
oxidation step.

(a) (b)

Figure 2.3.: Moving interfaces and volume expansion after silicon oxidation.

2.1.1. Molecular Structure of the Silicon-Silicon Dioxide Interface

An in-depth analysis of the interface between silicon and silicon dioxide and how the
molecular structure changes during the oxidation process is outside the scope here
as this work mainly concerns itself with changing topographies and interfaces rather
than atomistic-level simulations. However, it is worth mentioning that the interface
between silicon and the grown oxide is not a perfect transition between a crystalline
silicon and an amorphous SiO2. There are many suggestions regarding the molecular
make-up of the interface and how the interface is built during the initial stages of
oxidation [47], [87], [160], [186], [199], [208].

The initial proposed model for the atomic configuration of the Si(100)-SiO2 interface
is shown in Figure 2.4a [47]. However, as noted a small amount of surface silicon
atoms remain unbonded, resulting in unpaired electrons to localize on the defect silicon
atom, forming a “dangling bond” [47]. Figure 2.4b and Figure 2.4c illustrate the
modified interface, when a “dangling bond” is introduced to a (100) and a (111)
oriented silicon, respectively. More recently, it has been proposed, and widely accepted,
that the oxide layer, although amorphous, contains a crystalline structure close to the
Si interface [186]. It has also been suggested that the bulk oxide itself is not a simple
amorphous structure, but rather that, throughout the bulk of the oxide, an ordered
bond structure exists, having an epitaxial relation with the silicon substrate [208].

Much effort has also been spent in order to investigate the initial steps of silicon oxida-
tion at the molecular level [20], [37], [75], [169], [214], [219]. Watanabe et al. [219] sug-
gest a layer-by-layer oxidation, whereby nucleation of nanometer-scale two-dimensional
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(a) Atomic configuration model for the Si-SiO2 interface.

(b) Dangling bond formation on a (100) Silicon. (c) Dangling bond formation on a (111) Silicon.

Figure 2.4.: Atomistic configurations of the Si-SiO2 interface.

oxide islands at the interface explains the initial stages of oxidation. It is suggested
that atomically flat terraces, separated by single atomic steps, approximately 0.13nm
in height, are formed as oxidation is initiated. Pasquarello et al. [169] suggest that the
interface between Si and SiO2 can only be explained with the introduction of transi-
tion regions, which do not follow the properties of SiO2 or bulk Si, at the interface.
Their suggested model gives a disordered Si layer (0.5nm – 1nm) containing a dense
Si arrangement, which links the bulk silicon to the oxide layer. However, the oxide
layer is also represented using an interface region (∼1nm) which acts as a sub-oxide
transition region and contains silicon atoms in intermediate stages of oxidation. More
recently, Hemeryck et al.[75] indicated that the penetration of oxygen atoms into the
top layers of crystalline silicon depends on the starting and final surrounding environ-
ment, with activation energies ranging from 0.11eV to 2.59eV, and is not a simple case
of the atom hopping from one Si-Si bond to another. The exact mechanism by which
the oxidation process progresses is not yet fully understood at the atomistic level.

2.2. Thermal Oxidation of Silicon

Thick thermally grown oxide is mainly used for isolation in semiconductor devices. The
two types of processes which are used in order to isolate neighboring MOS transistors
are LOCOS and shallow trench isolation (STI). The general steps required for LOCOS
and STI are shown in Figure 2.5 and Figure 2.6, respectively. One aspect of LOCOS
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1. 2.

3. 4.

5. 6.

Figure 2.5.: LOCOS processing steps

which can be noted from Figure 2.5 is that, as the oxide grows, the nitride mask bends
to generate a “bird’s beak” effect as the oxide is pinched under the nitride mask at the
edges. For a deeper understanding of these methods, refer to [177]. It is important
to note that, although CVD of oxide is possible, as explained above, the quality of
deposited oxide is below that of thermally grown oxides. Quality, in this case, refers to
the electrical properties of the silicon-oxide interface and the oxide density. Thermal
oxidation is also a highly refined process which can be finely controled for oxides below
10nm, unlike deposited oxides [34].

Thermal oxidation of silicon is a chemical process, whereby oxygen from the ambient
interacts with a silicon surface at high temperatures in order to grow silicon dioxide
(SiO2). Some oxidation also takes place at room temperature, resulting in a thin oxide
growth of approximately 1nm in height. The oxidation cannot proceed further at room
temperature, because the oxygen molecules (O2), which are the main contributors of
oxygen in the oxidation process, do not have enough energy to diffuse through the
∼1nm thick oxide.

When attempting to understand thermal oxidation of silicon, it is important to note
that it is a complex process, which includes the diffusion of oxidants through exist-
ing oxide, a chemical reaction at the silicon-oxide interface, and a volume expansion
simultaneously. These three events must be viewed as one system where:

1. Oxidants from the ambient reach the oxide-ambient interface. When they gather
enough energy, they penetrate the surface and begin to diffuse through the ex-
isting oxide until reaching the oxide-silicon interface.
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1. 2.

3. 4.

5. 6.

Figure 2.6.: STI processing steps

2. The oxidant species which reach the oxide-silicon interface can now interact with
the surface silicon atoms in order to form more SiO2 using chemical reaction
(2.2).

3. Since the oxidant, together with a silicon atom, forms a molecule which has a larger
volume than the oxidant plus the silicon atom in a crystalline arrangement, a vol-
ume expansion occurs. This volume expansion causes the entire oxide to expand,
leading to the increased height of the oxide at the ambient-oxide interface.

2.2.1. Kinetics and Growth of Silicon Dioxide

The main ambient parameter used to control oxide growth during silicon oxidation
is temperature. However, it is also possible to vary the hydrostatic pressure in the
reaction chamber. Whether the oxidation environment is wet (H2O) or dry (O2) also
plays a role in determining the growth rate, in addition to the role played by the
crystal orientation of the silicon wafer.
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Dry Oxidation

During dry oxidation, the wafer is placed in a pure oxygen gas (O2) environment
and the chemical reaction which ensues is between the solid silicon atoms (Si) on the
surface of the wafer and the approaching oxide gas

Si+O2 → SiO2. (2.6)

Figure 2.7 shows the oxide thickness as a function of oxidation time for dry oxidation.

Figure 2.7.: Oxide thickness versus oxidation time for dry (O2) oxidation of a (100) oriented
silicon wafer under various temperatures.

It can be noted that the oxidation rate does not exceed ∼150nm/h, making it a
relatively slow process which can be accurately controled in order to achieve a desired
thickness. The oxide films resulting from a dry oxidation process have a better quality
than those grown in a wet environment, which makes them more desirable when high
quality oxides are needed. Dry oxidation is generally used to grow films not thicker
than 100nm or as a second step in the growth of thicker films, after wet oxidation has
already been used to obtain a desired thickness. The application of a second step is
only meant to improve the quality of the thick oxide.

Wet Oxidation

During wet oxidation, the silicon wafer is placed into an atmosphere of water vapor
(H2O) and the ensuing chemical reaction is between the water vapor molecules and the
solid silicon atoms (Si) on the surface of the wafer, with hydrogen gas (H2) released
as a byproduct

Si+ 2H2O → SiO2 + 2H2(g). (2.7)
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Figure 2.8 shows the oxide thickness as a function of oxidation time for wet oxidation
processing. It is evident that wet oxidation operates with much higher oxidation

Figure 2.8.: Oxide thickness versus oxidation time for wet (H2O) oxidation of a (100) oriented
silicon wafer under various temperatures.

rates than dry oxidation, up to approximately 600nm/h. The reason is the ability of
hydroxide (OH−) to diffuse through the already-grown oxide much quicker than O2,
effectively widening the oxidation rate bottleneck when growing thick oxides, which is
the diffusion of species. Due to the fast growth rate, wet oxidation is generally used
where thick oxides are required, such as insulation and passivation layers, masking
layers, and for blanket field oxides.

Temperature Effects

As the temperature in the oxidation environment is increased, the oxidation rate can
increase significantly, both in wet and dry processes. The temperature dependence
on the oxidation rate can be observed in Figure 2.7 and Figure 2.8 for dry and wet
oxidation, respectively. In Figure 2.9, the ratio between oxide thickness and tempera-
ture is visualized, suggesting the existence of an exponential relationship between the
thickness (xo) and inverse negative temperature

xo ∝ e−1/T . (2.8)

The dramatic increase in oxide thickness with increasing temperature is not surprising,
since the diffusivity (D) of oxygen and water through the oxide depends greatly on
temperature,

D ∝ e−c/T , (2.9)
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Figure 2.9.: Oxide thickness versus process temperature for wet (H2O) and dry (O2) oxida-
tion of a (100) oriented silicon wafer at 1000oC.

where c is a parameter independent of temperature T . Since the oxidant diffusivity
increases exponentially with increasing temperature, so should the oxidation rates, be-
cause the diffusivity of oxidants is the rate-limiting step when thicker oxides (∼30nm)
are grown. A higher diffusivity rate means that more oxidants will be allowed to
penetrate through the already grown oxide to reach the silicon surface.

Pressure Effects

The effect of hydrostatic pressure on thermally grown oxides in dry and wet envi-
ronments is shown in Figure 2.10a and Figure 2.10b, respectively, while Figure 2.10c
shows the direct relationship between the oxide thickness and the applied pressure. It
is evident that increasing the pressure results in thicker oxides and a faster oxidation
rate. A logarithmic relationship appears to exist between the thickness of oxide grown
and the applied pressure. The main advantage of increasing the pressure during oxi-
dation is to achieve relatively fast oxidation rates at reduced temperatures [124], [179].
Reducing the processing temperature results in less impurities and minimal movement
of the junction during multiple subsequent oxidation steps required for complex IC
device manufacturing [125]. Oxides grown in a high pressure ambient have also been
found to have significantly reduced stacking faults, leading to an improved device
performance [98].
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Figure 2.10.: Effects of hydrostatic pressure on thermally grown oxide thickness for a (100)
oriented silicon wafer in a) dry (O2) and b) wet (H2O) ambients.

Crystal Orientation Effects

Multiple studies have shown that silicon is not oxidized at the same rate in each
crystalline direction [122]. Therefore, the crystal orientation of the wafer plays a role
in determining the oxide thickness, as can be seen in Figure 2.11. Oxide growth
appears to be faster on (111) oriented silicon when compared to (100) oriented silicon.
In fact, in [122] it is shown that the (111) and (100) orientations represent the upper
and lower bound for oxidation rates, respectively. All other silicon orientations lie
between these extrema. Ligenza [126] argued that the crystal orientation effect on the
oxidation rate is due to the differences in the densities of silicon atoms on the various
crystal faces. Since silicon atoms are required in order to generate the oxide, having a
larger number of bondable Si atoms available on the (111) face meant that the oxide
would grow faster in the (111) direction, as is observed experimentally.
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Figure 2.11.: Oxide thickness versus oxidation time for (100) and (111) oriented silicon by
wet oxidation at various temperatures.

2.3. Linear Parabolic Description of Thermal Oxidation

Growth

Even though experimental results have been able to show, with reproducibility, the
ability to control oxide thickness and quality using various parameters such as tem-
perature, pressure, crystal orientation, and oxidation environment, a complete under-
standing for how the oxide grows is not yet given. The initial first-order model for
oxide growth kinetics was suggested by Bruce Deal and Andrew Grove at Fairchild
Semiconductor in 1965 [42]. This linear parabolic model, more commonly referred
to as the Deal-Grove model, is used as a starting point for many more recent works
attempting to model oxidation kinetics [175]. Although the Deal-Grove model can,
within an acceptable accuracy, predict oxide growth beyond 30nm, its main drawbacks
are the inability to explain oxide features, when two- and three-dimensional geometries
are required and its inability to accurately describe the initial oxidation for very thin
layers (< 30nm). This lead to the introduction of a model by Massoud et al. [143],
[144], which is meant to deal with thinner oxides. Many other models have been pro-
posed after Massoud in order to deal with the thin oxide regime, which is suggested
to have a growth rate limited by the chemical reaction and not by the diffusion of
oxidants, as Deal-Grove and Massoud suggest.
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2.3.1. Deal-Grove Model

The main idea behind the Deal-Grove model is illustrated in Figure 2.12 [42]. The
figure represents the materials and interfaces involved during oxidation in a one-
dimensional form. The transport and interaction of oxidants is viewed as going through
the following stages:

1. Oxidant is transported from the bulk, gas ambient to the outer surface of the
oxide, where it is adsorbed with a flux F1.

2. Oxidant diffuses through the oxide film with a flux F2.

3. Oxidant reaches the surface with a flux F3 and reacts with silicon atoms to form
new SiO2.

Figure 2.12.: One-dimensional Deal-Grove model for the oxidation of silicon.

The first step in the model is characterized by the surface reaction of free oxidants in
the gas phase interacting with the oxide surface. The adsorption of oxidants through
the top surface of the oxides is written as

F1 = h (C∗ − C0) , (2.10)

where h is the gas-phase transport coefficient, C∗ is the equilibrium concentration of
the oxidants in the gas ambient, and C0 is the concentration of oxidants at the oxide
surface at any time during oxidation. Experiments have shown that variations in gas
flow rates in the furnace, changes in spacing between wafers, and changes in wafer
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orientation (vertical or horizontal) have very little influence on the oxidation rate.
This suggests that a large value for h or that a small (C∗ − C0) is required to provide
the necessary F1.

Assuming an over-saturation of oxidant in the gas, C∗ is effectively the solubility limit
in the oxide. This value is related to the partial pressure in the atmosphere using
Henry’s law

C∗ = H · p, (2.11)

where p is the partial pressure and H is the inverse Henry’s law constant, which de-
pends on the solute, solvent, and temperature. At an atmospheric pressure of 1atm
and a temperature of 1000oC, the solubility limits C∗ for dry and wet oxidation are
5.2×1016cm−3 and 3.0×1019cm−3, respectively. During the oxidation process, the dif-
fusivity of oxidants from the ambient to the SiO2 surface is much faster than the other
two processes (diffusion through the oxide and chemical reaction at the Si surface).
Therefore, F1 is largely unimportant in determining the overall growth kinetics.

The second flux F2 from Figure 2.12 represents the diffusion of the oxidant from the
oxide surface to the oxide-silicon interface. Using Fick’s law, the diffusion can be
expressed as

F2 = D
∂C

∂x
= D

C0 − CS

xo
, (2.12)

where D is the oxidant diffusivity in the oxide, CS is the concentration of oxidant
at the Si-SiO2 interface, and xo is the thickness of the oxide film. Since Fick’s law
assumes steady state conditions, the environment must not change significantly with
time in order for this relationship to be valid. This means that there must be no loss
of oxidants as they diffuse through the oxide, but rather it is direct movement from
regions of high oxidant concentration to regions of low oxidant concentration. The
diffusion of oxygen (O2) is quite straightforward, as it maintains its molecular form
throughout the process; however, a water molecule diffuses in a more complex manner,
interacting with the SiO2 matrix.

The final flux F3 presented in Figure 2.12 is the flux of oxidants consumed during the
chemical reaction with silicon atoms at the substrate surface, given by

F3 = ks · CS , (2.13)

where ks is the surface rate constant. The parameter ks is a simplified value which
represents many ongoing reactions at the interface, such as Si-Si bond breaking, Si-
O bond formation, and possibly O2 and H2O bond dissociation into 2O and H/OH,
respectively.

Since steady-state conditions are assumed, the three fluxes representing the different
stages of the oxidation process must be equal. The processes occur in series with each
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other and the rate of the overall process will be determined by the rate of the slowest
process. Equating all fluxes results in

F1 = Fs = F3 = F =
C∗

1

ks
+

1

h
+

xo

D

. (2.14)

Physically, the system can be viewed as one involving two interfaces (ks and h), with
a diffusion process. Since h is very large, it can be neglected and the physical idea of
oxidation reduces itself to a diffusion of oxidant followed by a chemical reaction. For
thin oxides (ks · xo/D ≪ 1), the chemical rate of reaction occurs much slower than
it takes the oxidant to fall through the oxide, making it the limiting step. For thick
oxides (ks · xo/D ≫ 1), it is the diffusion which is much slower than the chemical
reaction rate, making it the limiting step for the overall oxidation process.

The overall oxidation rate is proportional to the flux of oxidant molecules,

dx

dt
=

F

N
=

C∗

N
1

ks
+

1

h
+

xo

D

, (2.15)

where N is the number of oxidant molecules per unit volume of oxide grown. N =
2.2 × 1022cm−3 for dry oxidation and is approximately double that value for wet
oxidation.

The differential equation (2.15) can be simplified to

dx

dt
=

B

A+ 2xo
, (2.16)

where A and B are the physically based parameters

A = 2D

(

1

ks
+

1

h

)

, (2.17)

B = 2D
C∗

N
. (2.18)

By integrating (2.15), from an initial oxide thickness xi to a final oxide thickness xo,
a final result regarding oxide kinetics can be written as

N

xo∫

xi

[

1 +
ks

h
+

ksx

D

]

dx = ksC
∗

t∫

0

dt. (2.19)
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Introducing the simplified form from (2.16), (2.19) can be re-written to

xo∫

xi

(A+ 2x) dx = B

t∫

o

dt, (2.20)

yielding the quadratic equation

x2o +Axo = B (t+ τ) , (2.21)

where the parameter τ is introduced in order to account for the initial oxide xi, given
by

τ =
x2i +Axi

B
. (2.22)

Although the parameters τ and xi are meant to account for any oxide present at the
start of oxidation, they can also be useful fitting parameters when a better fit to data
in the thin oxide regime is required.

Sometimes, it is useful to view (2.21) in the following form

t+ τ =
x2o + x2i

B
+

xo + xi

B/A
, (2.23)

enabling a direct calculation for the time required to grow a desired thickness of oxide.
However, solving (2.21) in order to directly enable the calculation of the oxide thickness
after a specific oxidation time t results in

xo =
A

2





√

1 +
4B

A2
(t+ τ)− 1



 . (2.24)

Observing (2.23) and (2.24), it is clear why the Deal-Grove model survives after so
many decades. Being able to directly calculate the oxide thickness, when the oxidation
time is known and vice-versa, is the main strength of this model.

A closer look at (2.23) suggests that there are two limiting forms of the linear parabolic

growth law. The parabolic or linear limiting form occur when
x2o
B

or
xo

B/A
are the

dominant terms in (2.23), respectively. From (2.24), a limiting case can be identified
when the oxidation time is given by t ≫ τ and t ≫ A2/4B

xo ∼=
√
B · t, (2.25)

where B is known as the parabolic rate constant given by (2.18). The second limiting
case can be identified when the oxidation time is given by t ≪ A2/4B

xo ∼=
B

A
(t+ τ) , (2.26)
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where B/A is defined as the linear rate constant:

B

A
=

C∗

N

(

1

ks
+

1

h

) ∼=
C∗ · ks
N

, (2.27)

The parabolic term (2.25) dominates for large x values, while the linear term (2.26)
dominates for small x values.

The rate constants B and B/A which are the main idea behind the linear-parabolic
oxide growth model are sometimes referred to as the Deal-Grove parameters. These
parameters have been extracted from experimental data and evaluated under a wide
range of experimental conditions [175].

Temperature

The effects of temperature on the overall oxidation process have been examined in
Section 2.2.1 where it was shown that increasing the processing temperature resulted
in an increased oxide thickness and a faster oxidation rate. Therefore, in order to model
oxidation using the linear-parabolic approach, both the linear (B/A) and parabolic
(B) parameters must be adjustable for temperature effects. From experimental data,
it was found that Arrhenius expressions well describe the temperature effects on B
and B/A

B = C1 e

(

−
E1

kB T

)

, (2.28)

B

A
= C2 e

(

−
E2

kB T

)

, (2.29)

where E1 and E2 are the activation energies associated with the physical processes
that B and B/A represent, respectively and C1 and C2 are pre-exponential constants.
Table 2.2 lists the experimentally determined parameters required to solve (2.28) and
(2.29) for a (111) oriented silicon surface. For a (100) oriented silicon surface, only the
parameter C2 must be modified by dividing the (111) value by a factor of 1.68 [175].
The remaining parameters remain the same for both crystal orientations.

An analysis of the parabolic rate constant B from Table 2.2 shows that the activation
energy E1 for O2 and H2O ambients are quite different. This suggests that the physical
mechanism characterized by E1 might be the oxidant diffusion through SiO2, since the
diffusivity of O2 and H2O in oxide are different, N is a constant value, and C∗ is not
expected to exponentially increase with temperature. This suggests that the parameter
B from the linear parabolic model represents the oxidant diffusion process.

The activation energy E2 for B/A in the table seems to be close to 2eV for a O2

system as well as a H2O system. This suggests that the physical origin of E2 might
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Ambient: B B/A

Dry (O2) C1 = 7.72 × 102µm2/hr C2 = 6.23 × 106µm2/hr

E1 = 1.23eV E1 = 2.00eV

Wet (H2O) C1 = 3.86 × 102µm2/hr C2 = 1.63 × 108µm2/hr

E1 = 0.78eV E1 = 2.05eV

Table 2.2.: Rate constants describing (111) oriented silicon oxidation kinetics at 1atm pres-
sure. For the corresponding values for (100) oriented silicon, C2 values should be
divided by 1.68.

be the chemical reaction at the silicon-silicon dioxide interface ks. The 2eV activation
energy has been associated with the Si-Si bond breaking process as confirmed by
measurements performed by Pauling, which suggested the correlation between the B/
A values and the activation energies of Si-Si bond breaking [170].

Hydrostatic Pressure

The effects of pressure on the oxide growth kinetics have been examined in Sec-
tion 2.2.1, where it was shown that increasing pressure causes an increased oxide film
thickness when temperature is kept constant. Henry’s law, relating to oxide growth
shown in (2.11) suggests a linear relationship between pressure and the oxidation rate.
Since C∗ is proportional to p, from (2.11) and both B and B/A are proportional to
C∗ from (2.18) and (2.27), respectively, then the growth rate should be proportional
to p. Experimental measurements of H2O oxidation have shown this prediction to be
correct for pressures ranging from below to well above atmospheric [175]:

Bwet(p) = Bwet(1atm) · p, (2.30)

B

A
wet(p) =

B

A
wet(1atm) · p, (2.31)

where p is the hydrostatic pressure in atm.

However, in the case of dry oxidation with O2, the situation is somewhat unclear.
Experimental results have consistently shown that a linear relationship does not exist
between the linear and parabolic rate constants and the applied pressure. In fact,
the linear rate constant is proportional to the pressure B ∝ p, but the parabolic rate
constant varies with B/A ∝ pn, where 0.5 < n < 1. Since the linear rate constant is
proportional to pressure, it can be concluded that (2.11) is correct and C∗ ∝ p, but
that the rate of reaction at the silicon surface ks depends on p in a nonlinear fashion.
In order to adjust the Deal-Grove model to satisfy the pressure effects in dry oxidation,
the values of B and B/A should be modified by:

Bdry(p) = Bdry(1atm) · p, (2.32)
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B

A
dry(p) =

B

A
dry(1atm) · p0.7−0.8, (2.33)

where p is the hydrostatic pressure in atm and the value of ∼ 0.7 − 0.8 is an experi-
mentally observed parameter.

Crystal Orientation

The crystal orientation of the oxidized silicon surface affects the oxide growth kinetics,
as examined in Section 2.2.1. This effect has been observed even before the Deal-Grove
model was suggested [126]. In order to associate the differences in oxidation kinetics
with varying silicon crystal orientation, an analysis regarding the linear and parabolic
rate constants in needed.

When observing the linear rate constant, except at the initial stage of oxidation, the
oxide grows on silicon in an amorphous way. Therefore, no information regarding the
crystal structure of the underlying silicon is known as the oxide volume increases. The
linear rate constant B should not change with a changing crystal orientation of the
underlying silicon. This is also observed in experiments by extracting growth data for
various crystal orientations [122].

B〈111〉 = B〈100〉 (2.34)

However, the parabolic rate constant B/A should depend on the silicon crystal ori-
entation. The reason is that it involves the chemical reaction which occurs directly
on the Si/SiO2 interface. The speed of this reaction should depend on the amount
of silicon atoms available for the reaction. It was found experimentally that surfaces
which provide more available reaction sites to silicon have a higher oxidation rate [122].
The ratio for the parabolic rate constant in silicon crystal orientations (111):(100) was
found to be 1.68:1. This can be adjusted in the Deal-Grove model by

B

A〈111〉 = 1.68 ·
B

A〈100〉. (2.35)

Similarly, it has been suggested that the ratio for the parabolic rate constant in crystal
orientations (110):(100) is approximately 1.45:1, noticeable on thicker oxide along
sidewall surfaces. However, this value is not readily accepted as there is not a sufficient
amount of data to be certain of this value [175]

B

A〈110〉 = 1.45
B

A〈100〉. (2.36)
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2.3.2. Limitations of the Deal-Grove Model

It should be noted that the Deal-Grove model, although good in many aspects when
attempting to model the thermal oxidation of silicon, has several limitations. Mainly,
the model does not describe several observed phenomena:

- The surface reaction, which converts Si and O2 or H2O into SiO2, is influenced
by pressure and the silicon surface doping concentration. This is dealt with in
ways which go beyond the Deal-Grove model, such as introducing an additional
expression for the effects of the atmospheric pressure on the linear and parabolic
rate constants. This is implementable as an additional feature to the Deal-Grove
model.

- The Deal-Grove model does not include the influence of treatment prior to oxida-
tion, which is standard for any silicon processing, such as wafer cleaning or UV
treatment, which was found to cause an oxide growth of up to 1.5 nm, reduce
the carbon content in the subsequent thermal oxide growth, and improve the
dielectric strength in gate oxides [181].

- In a dry ambient, ultra-thin oxides (10 - 30nm) experience accelerated growth. The
Deal-Grove model does not deal with this phenomenon, but it will be addressed
within Section 2.3.3.

- Two-dimensional effects are also not a part of the Deal-Grove model. These effects
cause oxide thinning at trench corners and steps. Although not covered by Deal-
Grove, some effects can be added to a Deal-Grove model.

- The growth of a thin later (∼1nm) of native oxide even at room temperature is not
described or explained by the model.

2.3.3. Massoud Model

As previously described in Section 2.3.1, the Deal-Grove model can only describe
oxidation growth for oxides with thicknesses above 30nm. At the time when the Deal-
Grove model was introduced (1965), the semiconductor industry did not require such
thin films. However, as the device sizes and geometries began to shrink, the limita-
tions of the Deal-Grove model became evident. It has been observed experimentally
that the oxidation rate is much faster than predicted by the Deal-Grove model at the
initial stages of oxidation and for thin oxide growths [34]. Several researchers have
suggested that the cause of the increased oxidation rate are electrochemical effects
such as field-enhanced oxidation, structural effects such as microchannels, stress ef-
fects modifying oxidant diffusivity, and changes in oxygen solubility in the oxide with
little success. Those that had more success suggested the increased rate is due to par-
allel oxidation mechanisms such as silicon interstitials injected into the oxide, oxygen
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vacancies, diffusion of atomic oxygen, surface oxygen exchange, and the effects of a
finite non-stoichiometric transition region between amorphous SiO2 and Si [34].

Massoud et al., in 1985 [143], [144] suggested an update to the Deal-Grove model for
dry oxidation, which was to address the thin oxide growth regime. They provided
an analytical model based on parallel oxidation mechanisms to fit experimental data
with good success. The price for the improved model for thin oxides is an increased
complexity of the model.

Massoud introduced additional terms to the oxidation rate equation (2.16) and changed
the values of the linear and parabolic constants. The oxidation rate is given by

dxo

dt
=

B

A+ 2xo
+ C1 e

(

− xo
L1

)

+ C2 e

(

− xo
L2

)

, (2.37)

where the first term on the right hand side is identical to the Deal-Grove model, but
the values for the Massoud model are different, as shown in Table 2.3. The Arrhenius
expressions for B and B/A can be written as

B = CB e

(

−
EB
kb T

)

, (2.38)

B

A
= CB/A e

(

−
EB/A
kb T

)

. (2.39)

The values for the pre-exponential constants CB , CB/A and the activation energies
EB , EB/A for different crystal orientations and temperatures are listed in Table 2.3.
It should also be noted that the values for CB , CB/A, EB , and EB/A change with
temperature, which was not the case with the original Deal-Grove model.

Temperature: T < 1000oC T > 1000oC

Orientation: (100) (111) (110) (100) (111)

CB

(
nm2/min

)
1.70×1011 1.34×109 3.73×108 1.31×105 2.56×105

EB (eV ) 2.22 1.71 1.63 0.68 0.76

CB/A (nm/min) 7.35×106 1.32×1071 4.73×1081 3.53×1012 6.50×1011

EB/A (eV ) 1.76 1.74 2.10 3.20 2.95

Table 2.3.: Rate constants describing oxidation kinetics at 1atm pressure using the Massoud
model for various silicon orientations and temperatures from [143].

In (2.37), the second and third term on the right hand side are additional terms
which represent the rate enhancement in the thin regime. They are defined by pre-
exponential constants C1 and C2 and characteristic lengths L1 and L2. The first char-
acteristic length L1 is in the order of 1nm and is meant to deal with the rate increase
in the first 5nm of oxide growth, after which it vanishes. The second characteristic
length L2, with a value in the order of 7nm, is meant to decay until approximately
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25nm, after which it no longer influences the oxidation rate and the rate becomes
linear-parabolic once again.

Another way to express (2.37) in terms which are easier to manipulate and mathemat-
ically solve is presented in [142]

dxo

dt
=

B +K1e

(

− t
τ1

)

+K2e

(

− t
τ2

)

2xo +A
, (2.40)

where all additional parameters, other than A and B are fitted to an Arrhenius ex-
pression

K1 = K0
1 e

(

−
EK1
kb T

)

, (2.41)

K2 = K0
2 e

(

−
EK2
kb T

)

, (2.42)

τ1 = τ01 e

(

−
Eτ1
kb T

)

, (2.43)

τ2 = τ02 e

(

−
Eτ2
kb T

)

. (2.44)

The pre-exponential constants and activation energies of the above expressions (2.41)-
(2.44) are given in Table 2.4 for dry oxidation in a temperature range from 800–
1000oC.

Crystal orientation: (100) (111) (110)

K0
1

(
nm2/min

)
2.49 × 1011 2.70 × 109 4.07× 108

EK1 2.18 1.74 1.53

K0
2

(
nm2/min

)
3.72 × 1011 1.33 × 109 1.20× 108

EK2 2.28 1.76 1.56

τ01 (min) 4.14 × 10−6 1.72 × 10−6 5.38 × 10−9

Eτ1 1.38 1.45 2.02

τ01 (min) 2.71 × 10−7 1.56 × 10−7 1.63 × 10−8

Eτ2 1.88 1.90 2.12

Table 2.4.: Arrhenius expressions for pre-exponential constants K0

1
and K0

2
, time constants

τ0
1
and τ0

2
, and activation energies EK1

, EK2
, Eτ1 , and Eτ2 from the Massoud

model presented in [143] and given in (2.40)-(2.44).

As already performed for the Deal-Grove expression in Section 2.3.1, inverting (2.40)
gives a convenient expression for the oxide thickness as a function of oxidation time
and vice-versa. Therefore, (2.40) is re-written as

(2xo +A) dxo =

[

B +K1 e

(

− t
τ1

)

+K2 e

(

− t
τ2

)]

dt (2.45)
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and integrated with time varying from 0 to t and oxide thickness from xi to xo

x2o +Axo = B · t+M1

[

1− e

(

− t
τ1

)]

+M2

[

1− e

(

− t
τ2

)]

+M0, (2.46)

where M0, M1, and M2 are given by

M0 =
(
x2i +Axi

)
, M1 = K1 · τ1, M2 = K2 · τ2. (2.47)

Equation (2.46) can be solved in order to obtain an analytic expression for the oxide
thickness as a function of oxidation time

xo =

√
√
√
√

(

A

2

)2

+B · t+M1

[

1− e

(

− t
τ1

)]

+M2

[

1− e

(

− t
τ2

)]

+M0 −
A

2
. (2.48)

The relationship (2.48) is meant to give a valid expression for the oxide thickness
after an oxidation time t in a dry ambient from the native oxide thickness conditions.
Figure 2.13 shows the difference between the Deal-Grove model and the Massoud
model for the initial stages of oxidation. It is evident that the Massoud model depicts
a faster initial oxidation rate.

Figure 2.13.: Comparison between the Deal Grove and Massoud models for the oxide thick-
ness during the first hour of oxidation in a dry ambient on (100) oriented
silicon.

2.3.4. Other One-Dimensional Oxide Growth Models

Massoud’s model attempted to correct what was lacking from the Deal-Grove model,
mainly the inability of the model to accurately represent thin oxide growth. Since
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Massoud, many other attempts to model the thin oxide have been suggested in lit-
erature. Some have a very similar approach to that presented by Massoud, where
additional terms are added to the linear parabolic model in order to introduce addi-
tional fitting parameters [37], [218], [220], [221]. However, in most of the presented
models, extracting an explicit expression for the oxide thickness as a function of ox-
idation time is not possible. The model described in [218] suggests the addition of
a term with a logarithmic dependence on the oxide thickness, while the model from
[220], [221] inserts an error function in the parabolic rate constant B/A.

Another direction in which researchers have attempted to improve on the initial idea
is by neglecting the effect of diffusion altogether and only concentrating on modeling
the extra thin film oxide growth [132]. This lead to the idea that there might be silicon
atoms penetrating into the oxide and even being pushed to the oxide surface, where
they can react to grow more oxide.

More recently researchers have looked at a reaction rate approach to oxide growth,
which is gaining some traction [41], [110]. The idea behind this model is that the
main assumption made by the Deal-Grove model of a steady state regime is incorrect.
It is also suggested that it is wrong to assume a sharp Si-SiO2 interface where all
reactions take place. It is quite well known today that the interface between silicon
and silicon dioxide is not a smooth one and many researchers are studying the interface
at a molecular level, which is the most promising way to understand ultra-thin oxides
needed for modern IC devices. Section 2.1.1 gives a further discussion regarding the
atomistic view of the Si-SiO2 interface.

It should also be noted that, even with the introduction of the Massoud model, and
other linear-parabolic models some limitations discussed regarding the Deal-Grove
model are still present. Mainly, two- and three-dimensional effects are not described
by these models, nor is the growth of a thin native oxide even at room temperature.

2.4. Local Oxidation Nanolithography

In Section 1.1, an overview of Complementary Metal Oxide Semiconductor CMOS
processing technologies is given. However, the semiconductor industry is continuing
to attempt to follow Moore’s law [154] using the recently coined “More Moore” and
“More-than-Moore” [2] approaches. “More Moore” is the scientific community’s at-
tempt to continue doubling the number of transistors every ∼two years, while “More-
than-Moore” relates to solving challenges for application driven components. It is
essential that these approaches work together in order to continue current scaling
trends into the near and distant future [2].

In order to continue with “More Moore”, it is evident that standard lithographic tech-
niques are not sufficient in providing the necessary steps for the generation of modern
nanosized devices. The drive to generate smaller and smaller devices leads to various
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attempts to replace conventional optical and electron beam lithographies with other
lithographic technologies [61], [198]. The 248nm and 193nm ultraviolet lithography
is approaching the limit of its potential and in order to continue with “More Moore”
various alternatives have been examined [69]. Although 157nm lithography has been
introduced in order to enable the production of sub-50nm features, the scientific com-
munity opted to mainly employ high-index immersion lithography [182] to the 193nm
technology instead of dealing with numerous technical and economic issues which arise
with the introduction of a new 157nm technology [24]. With high-index immersion
lithography, the 193nm node was used to generate sub-40nm features [182]. Beyond
this node, the global semiconductor manufacturer consortium International Sematech,
suggested that extreme ultraviolet (EUV), or X-ray lithography [18], is likely to be-
come the community standard [198]. More recently, EUV has been studied in order
to generate sub-10nm patterns [166]. However, many issues still remain unsolved and
the lithographic performance for patterns generated by IBM and AMD showed much
to be desired with regard to uniformity, overlay, and defect generation [70]. AMD
suggested that it is attempting to include EUV in its high-volume processing chain
for the 16nm node by 2014 [70]. Although a promising technology Extreme Ultra
Violet (EUV) is a very expensive and complex technique which must be performed in
a vacuum. Additional sources of contention with EUV is equivalent to issues which
arise with electron beam lithography; the mirror responsible for collecting the light is
directly exposed to the plasma, making it vulnerable to damage from the high-energy
ions [194]. Due to these combined issues for optical, electrical, and X-ray lithographies,
a possible low cost route for lithography was sought out, which uses a direct localized
printing technique [30].

Some nanoprinting techniques that were experimented with through the 1990’s in order
to advance lithography techniques for nanosized devices are magnetolithography [48],
soft lithography [230], and Scanning Probe Microscopy (SPM), which include nanoim-
print lithography [31], dip-pen nanolithography [174], and Local Oxidation Nanolithog-
raphy (LON) [38].

Magnetolithography is based on applying a magnetic field on the substrate using mag-
netic masks in order to define a spatial distribution of magnetic nanoparticles. The
nanoparticles react chemically with the substrate, acting as a mask for desired sub-
strate regions. Magnetolithography is a bottom-up technique, which has the drawback
of a relatively low throughput, which can be overcome with expensive and defect-prone
parallelism [1], [8], [129], [212].

In soft lithography, an elastometric stamp with patterned relief structures on its surface
is applied to generate structures with feature sizes ranging from 30nm to 100µm.
This lithographic method results in stamp deformations, with the stamp shrinking or
swelling during the curing process, as well as substrate contamination, resulting in a
reduced quality printed image [230].

Nanoimprint lithography deals with printing a template pattern on a mask using a UV
photoresist or a spin coated polymer on the substrate. The simplicity of the method
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makes it attractive for manufacturing; however problems persist with overlay, defects,
and template wear [79].

Dip-pen nanolithography is used to directly imprint chemical patterns on surfaces with
nanoscale precision using an AFM [23].

Similarly, LON uses an AFM in order to deposit a new layer on a wafer surface, such
as the deposition of silicon dioxide on a silicon wafer [38]. The main advantage which
LON has over other attempts to generate nanosized patterns on a wafer surface is its
ability to be performed at room temperature in an air ambient and across a large range
of materials [198]. This section deals with the development of the LON technique and
how the interactions between a scanning tunneling microscope (STM) or AFM with
the silicon surface results in oxide growth.

2.4.1. Technology Background

In the early 1980’s the STM was developed at IBM Zürich as an instrument to image
surfaces at the atomic level [13]. A schematic of the basic operations of a STM is
shown in Figure 2.14. After the initial patent, the scientists involved won a Nobel
Prize in Physics for their design in 1986 [15]. Countless publications followed, as
the STM was perfected as a tool to utilize tunneling current between a conductive
metal tip and a sample surface in order to detect depressions and protuberances on
a nanometer sized section of the test surface. The test surfaces initially considered
include CaIrSn4(110) [16], Au(110) [16], Si(111) [17], and GaAs(111) [14]. The STM
allows for a 0.1nm lateral resolution and a 0.01nm depth resolution [7]. Shortly after,
the discoverer of the STM, Binnig was involved in the discovery of the AFM [12], which
has a much higher resolution and is today one of the foremost tools for imaging surfaces
at the atomistic level [74], [114], [116], [184], some even suggesting that different bond
orders of individual carbon-carbon bonds can be visualized using an AFM [67], [173],
[223]. The AFM monitors the surface by sensing the van der Waals force between the
tip and the surface, in order to achieve a much finer resolution than the STM. A basic
schematic of AFM operation is shown in Figure 2.15, where a cantilever is brought
close to a test surface, while the movements of the cantilever needle are recorded by
the photodiode. The AFM has been used extensively, not only in the semiconductor
industry, but also in physics, chemistry, biology, biochemistry, and other disciplines
where the chemical or physical properties of a surface are required [136], [207]. An
additional advantage of AFM over STM is that AFM offers the advantage of realizing
local oxidation and reading the topography of the generated pattern [197].

LON of semiconductor surfaces was first suggested by Dagata et al. at the National
Institute of Standards and Technology, where a STM was used in order to chemically
modify a hydrogen-passivated Si(111) surface in an air ambient with 100nm preci-
sion [38]. By 1993, Day and Alle used an AFM in order to generate sub-100nm SiO2

lines on a silicon wafer, thereby introducing the AFM as a lithographic tool and solving
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Figure 2.14.: Typical STM schematic for surface imaging.

the issues that were persistent with STM lithography [40]. The main disadvantage of
STM is that the tip sample spacing cannot be chosen independently from the tunneling
current and tip voltage. Therefore, the tip can often crash into the insulating struc-
ture, because it is frequently not possible to keep the tip above the highest insulating
feature while simultaneously having the optimum bias voltage and tunneling current
for ultrathin resolution [40]. Both methods worked in such a way that a potential
difference was applied between the tip (STM or AFM) and the sample substrate. A
positive bias voltage is applied to the STM tip, while a negative was applied to the
AFM tip, with respect to the silicon substrate. The negative voltage results in the
ability to produce thicker insulating oxides [4], [40], [73], [191], [231].

2.4.2. Scanning Tunneling Microscope Lithography

The initial LON was performed on a hydrogen-passivated silicon surface using a STM
in an air ambient with a positive tip bias voltage [38]. However, due to the poor
reliability of the STM tip during the nano-oxidation process, very few LON studies
have been performed with this technique in the mid 1990s [54], [55], [108], [134], [201],
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Figure 2.15.: Typical AFM schematic for surface imaging.

[227]. Since the STM tip cannot identify the grown oxide from the air ambient, it
views a generated nanopattern as a depression on the surface. Therefore, in order for
the STM to maintain its current constant, the feedback loop pushes the tip towards
the surface, risking contact with the oxide [198], [200]. Many systems which use a
STM in order to generate oxide nanopatterns use a subsequent AFM imaging step in
order to be able to visualize the pattern which has been generated [55]. With pure
STM systems, the apparent depth is considered as a measure of oxide height. It has
been shown that increasing the tunneling current results in an increase in apparent
depth [68]. In order for the STM to function at heights required not to contact the
oxide surface, it must have an apparent depth of several nanometers [198], meaning
that a nanometer-sized water meniscus forms in the area between the tip and the
surface. The presence of water suggests that an electrochemistry process is responsible
for the nanooxidation process and not current tunneling [52]. As the tunneling current
increases, the distance between the tip and the surface decreases causing an increased
electric field in the area, thus causing the oxide depth to increase. A logarithmic decay
of the oxide depth is also noted when the tip speed is increased [198]. Due to the close
interactions between the STM tip and the surface, tip damaging is often observed,
leading to poor reliability for nanooxidation. AFM has much finer control of the tip-
surface distance and is therefore seen as an improved tool for nanooxidation; AFM is
explored further in the section to follow.
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2.4.3. Atomic Force Microscope Lithography

Applying a negative potential to the AFM needle tip, while the silicon substrate is
held grounded causes a negative electric field to be generated in the region. When the
ambient is highly humid, a water meniscus forms between the AFM needle tip and
the silicon substrate, shown in Figure 2.16. The water meniscus, together with the

Figure 2.16.: Generation of a water meniscus between the AFM tip and silicon substrate
after a negative voltage is applied.

high electric field, causes the water molecules to break up into oxyanions (H+, OH−,
O−) [198], [212]. The negatively charged oxyanions (mainly OH−) are accelerated
along the electric field lines towards the substrate, where they interact with the silicon
to form silicon dioxide and byproducts. Since the introduction of the AFM as a litho-
graphic tool by Day [40], countless other researchers have helped grow the technology
into one of the most promising methods for localized oxidation of silicon [4], [57], [60],
[63], [202]. The generated oxide can act as a mask for subsequent etching steps or as
an insulating barrier for thin semiconductor film on insulator processes [55]. LON of
graphene using AFM has also shown promise in growing oxide layers [224]. Graphene
has recently been demonstrated to provide remarkable electronic properties and large
effort is placed towards implementing graphene based fast electronic and optoelec-
tronic devices [5]. A distinct advantage of AFM over STM is its ability to read back
the actual topography of the generated pattern, while STM is unable to give the real
height [198]. Over the years, empirical and analytical models have been suggested in
order to predict how the semiconductor topography changes, when different voltages,
pulse times, and tip velocities are applied to the AFM system [4], [6], [28], [38], [39],
[84], [95], [192], [198]. LON with an AFM can be used in several operation modes:
contact mode (CM), non-contact mode (NCM), and intermittent contact mode (ICM),
also known as tapping mode (TM).
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Contact Mode Lithography

When LON is performed using AFM in contact mode, a small tip load is required, with
a bias voltage variation of approximately 5 to 20V, and a typical tip speed from 0.1 to
10µm/s [212]. The applied force is an additional variable required for CM operation,
and it ranges from 10 to 100mN [198]. The tip separation is zero, since the AFM
needle is brought in contact with the sample surface. The electric field, generated due
to the tip/sample interaction is in the order of 107V/cm.

The dependence of the applied force on the oxide height is independent of the applied
voltage and is of the order of 0.01nm/nN [198]. The height is shown to vary linearly
with voltage [73], with a limit of 0.4nm/V for low speeds, while having a logarithmic
variation with respect to the probe speed [55]. The width of the generated oxide has
a similar dependence on the experimental factors as those stated for the oxide height.
The widths are relatively large due to the large size of the AFM needle tip used in
CM [198].

In CM, the surface experiences both compressive forces due to the contact between
the tip and sample, as well as shear forces, due to the lateral scanning motion of the
needle tip across the sample surface [234]. Due to this direct interaction of the needle
with the silicon surface, the needle tip tends to degrade and lose its hemispherical
shape relatively quickly [197].

Intermittent Contact Mode Lithography

ICM lithography using an AFM, which is also known as TM and AC mode, is a
dynamical mode, where the AFM needle tip is driven to oscillate at a frequency close to
the resonant frequency of the cantilever (approximately 300kHz) [198]. The amplitude
of this oscillation typically varies between 20 and 100nm [234] and the surface is struck
by the needle tip at each oscillation. The main motivation behind ICM oxidation is to
minimize the contact and lateral forces between the needle tip and the silicon surface,
thereby increasing the process’ reliability and needle lifetime [234].

The influence of bias voltage and tip speed on the heights of ICM-generated oxides is
identical to the previously mentioned CM-generated oxides. Mainly, bias voltage has
a linear influence, while pulse time has a logarithmic influence on the oxide height.
However, using ICM over CM, the resolution is improved and the growth limit at low
speeds is also improved to 0.25nm/V [55]. The oxide width is mainly governed by the
shape of the needle tip, and for a hemispherical shape, the width-to-height ratio is
approximately half of the needle tip diameter [198]. This can be understood by noting
that the water meniscus which forms during the intermittent contact of the needle
tip with the silicon surface limits the spread of the electric field. The water bridge
provides the oxidizing ions and the spacial confinement required to pattern the silicon
surface [198]. Since the meniscus shape is driven by the shape of the needle tip, it can
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be concluded that the tip shape is the main factor which determines the oxide width
dimensions [55]. Several ICM versus CM comparative studies have observed that ICM
lithography enjoys a higher aspect ratio, allowing for the generation of smaller oxide
widths, and produces higher oxidation rates [53], [55], [209].

It was reported in [192] that, for oxides with heights of a few nm and pulse times below
10ms, the main driving agent for the growth rate is the generation of OH− ions. Only
when the oxide is thick and the pulse time is in the 100ms range does ion diffusion and
stress begin to play a role in the oxide growth rate [192], [198]. Thick oxides generated
using an AFM, whose growth is driven by ion diffusion and stress, are beyond the
scope of this work and will not be addressed in the LON modeling Section 3.4.

Non-Contact Mode Lithography

In 1998, Garcia et al. demonstrated that a process similar to ICM lithography can be
used to generate oxide dots on a silicon surface [60]. The use of milliseconds pulsed
voltages generates a water meniscus bridge even if the AFM needle tip does not directly
strike the surface [133]. This is possible, when the bias voltage, applied between the
AFM needle tip and the silicon surface is sufficiently large. The presence of the water
meniscus and the high electric field is enough to cause localized oxidation to occur,
therefore no direct contact between the needle tip and surface is required [133], [140].
Since no contact occurs, surface nanooxidation is easily reproducible and no degra-
dation of the needle tip occurs, allowing for enhanced tip lifetimes and significantly
reducing surface defects.

For NCM lithography, the needle tip is brought close to the silicon surface. An ex-
ternal voltage pulse is applied between the needle tip and the silicon substrate such
that the needle tip is negatively charged with respect to the silicon substrate. The
cantilever is then excited at its resonance frequency (∼300kHz), similar to ICM op-
eration. However, the cantilever is controled to oscillate with an amplitude of only a
few nm and not 20 to 100nm, which is the case for ICM lithography. This allows for
the cantilever to oscillate, but always remain above the silicon surface, thereby never
striking it [28]. When the ambient humidity and bias voltage are sufficiently large,
a water meniscus, such as the one described in the ICM section above and shown in
Figure 2.16, is generated. The liquid bridge provides oxyanions (OH−,O−) needed
to interact with the silicon in order to form SiO2. In addition, it confines the lateral
expansion of the patterned oxide, allowing for widths below those associated with CM-
and ICM minima [28].

The procedure required in order to generate a single oxide nanodot using an AFM in
NCM is laid out in [141]:

1- The AFM needle tip is oscillated above the sample surface, followed by the appli-
cation of the bias voltage pulse.
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2- The oscillator amplitude is reduced by the electrostatic interaction, which de-
flects the AFM needle tip position and modifies the AFM cantilever’s resonant
frequency.

3- The bias voltage is turned off; however, the AFM cantilever oscillation remain
reduced due to the capillary force of the water meniscus.

4- Finally, the tip is lifted away from the water meniscus, allowing for its oscillations
to return to their initial amplitude.

A well known drawback of NCM lithography is that the applied voltage in the feedback
loop is off during silicon oxidation, resulting in the inability for the AFM needle
to move during oxidation. Therefore, nanowires and continuous patterns cannot be
generated with a single needle motion [198]. However, when pulses of the order of a few
microseconds are introduced [120] and the lateral distance between pulses is smaller
than the size of the individual nanodots [141], a SiO2 nanowire can be generated.
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3.1. Thermal Oxidation Simulators

Current numerical models for oxidation cover a wide variety of techniques. Each
technique is not without its limitations which vary depending on the numerical analysis
used or the underlying theory. Some approaches to oxidation modeling are described
in this section, but some of them go beyond the scope of this work and of the presented
LS simulator.

3.1.1. History of Oxidation Simulators

Several numerical techniques for the visualization and modeling of silicon oxidation
have been published and implemented in commercial and educational simulation tools.
The Institute of Microelectronics at TU Wien is no exception, with several works on
silicon oxidation being published [80], [178]. Both works implement simulations using
the FEM and follow the Deal-Grove concept, with [80] using the FEDOS simulation
tool, developed at the Institute of Microelectronics. The advantage of using the Deal-
Grove concept, with two rate constants and two moving boundaries is the existence of
the calibrated rate constant for a variety of oxidation conditions.

A tool developed at Stanford University’s Department of Electrical Engineering for
process simulations is SUPREM-IV [195]. This tool is a pioneer in technology com-
puter aided design (TCAD) simulations, with its roots as a one-dimensional processing
tool. SUPREM-IV now has a compress and a viscous mechanical model for the oxi-
dation of silicon and gallium arsenide (GaAs) [196]. The compress model treats the
oxide as a compressible liquid, while the viscous model treats it as an incompressible
viscous liquid. Its predecessor SUPREM-III is the basis for two commercial tools,
TSUPREM-IV and ATHENA.

TSUPREM-IV is an enhanced version of SUPREM-IV, which was commercialized by
Technology Modeling Associates Inc. (TMA), a company which was founded at Stan-
ford University and introduced the commercial TCAD business. TMA was acquired by
Avant! Corp. in 1998 and by 2002, TSUPREM-IV grew to offer oxidation simulations
for compress, viscous, and visco-elastic modeling. In 2002, Avant! was purchased by
Synopsys and is still offering TSUPREM-IV.
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The Integrated Systems Laboratories at ETH Zurich developed a two-dimensional
process simulator DIOS and a one-dimensional simulator TESIM in 1992. Later, the
company Integrated Systems Engineering AG (ISE) was formed, distributing DIOS
as a commercial simulation tool. By 2004, DIOS had viscous, elastic, or visco-elastic
models for the mechanical oxidation problem, at which time it was purchased by
Synopsys.

At approximately the same time, TMA developed a three-dimensional process and
device simulator Taurus, which was only released after acquisition by Avant!. The
mechanics of oxidation were described with a visco-elastic model, but many problems
with the moving boundary in three dimensions existed and Taurus was not able to
become a complete process simulator until Avant!’s acquisition by Synopsis. Currently,
Synopsis has combined the TSUPREM-IV tool with the Taurus tool and it is being
offered commercially as Taurus TSUPREM-IV [205].

Around 1994, the first version of the Florida Object Oriented Process Simulator
(FLOOPS) was released. Already in 1996, the FLOOPS interface was extended to
include three-dimensional models. FLOOPS was commercialized by ISE in 2002 and
with additional development from ISE, a new tool FLOOPS-ISE became a stable
three-dimensional oxidation simulator. FLOOPS-ISE contained the same mechanical
models as ISE’s other software, DIOS, but extended to three-dimensional structures.
As mentioned previously, ISE along with its software package was sold to Synopsys in
2004. The combination of DIOS and Taurus TSUPREM-IV, released in the FLOOPS-
ISE platform was released as a three-dimensional tool, Sentaurus Process [204] by
Synopsys.

The company Synopsys, Inc was founded in 1986. After it acquired Avant! and ISE,
it became the largest company in the TCAD industry. It now has nearly an 80% share
in the TCAD market with Silvaco its sole competitor.

ATHENA is the commercial version of SUPREM-IV from Silvaco Inc., which still
distributes ATHENA [188]. While ATHENA has not modified much and is still
a two-dimensional simulation tool, Silvaco offers VICTORY Process [189], a three-
dimensional process simulator which has empirical models based on the Deal-Grove
and Massoud models in addition to physical models which include the reaction at the
Si-SiO2 interface, viscous flow, material deformation, and stress formation. A more
detailed look into the oxidation tool offered by Silvaco, which uses a LS environment
is described in Section 3.1.3.

Other non-commercialized tools still exist. One process simulator PROPHET was
created around 1994 at Bell labs which later became Agere and then, after merging
with LSI Logic Corporation, LSI Corporation. Besides these simulators, there are
numerous other university and commercial simulators such as PROMIS [91], a two-
dimensional process simulator developed at the Institute for Microelectronics, TU
Wien.
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3.1.2. Visco-Elastic model using FEM

A visco-elastic oxide growth model has been developed at our institute using FEM as
the simulation environment [80]. The model is three-dimensional and does not rely
on a simple expression for the interface motion, but rather relies on calculations of
oxidant diffusion and oxide volume expansion in three dimensions to move the FEM
mesh appropriately. A major limitation of FEM analysis is related to the mesh used
for simulations. As either the time or space increments are decreased, or the mesh is
made finer, the number of calculations necessary to simulate oxide growth can increase
by a factor dependent on the model itself [34], [159]. Some models also do not account
for orientation dependence adequately or the error can be a non-linear function which
can amplify significantly with further iterations [229].

The model presented in [80] is based on a few main equations. The first equation is
meant to describe oxidant diffusion

D (T )∆C (~x, t) = k (η)C (~x, t) , (3.1)

where ∆ =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
is the Laplace operator, C (~x, t) is the oxidant concen-

tration in the material, and D (T ) is the temperature dependent low stress diffusion
coefficient. k (η) is the strength of a spatial sink and not a simple reaction coefficient
at a sharp interface

k (η) = η (~x, t) · kmax, (3.2)

where kmax is the maximal possible strength of the sink.

The next equation is meant to deal with the dynamics of η

∂η
(
~x, t
)

∂t
= −

1

λ
·
k (η)C (~x, t)

N
, (3.3)

where λ is the volume expansion factor (=2.25) for the reaction from Si to SiO2, and
N is the number of oxidant molecules incorporated into a unit of SiO2 volume.

The volume increase of the generating oxide occurs successively and not abruptly
because of the diffuse interface concept. A volume increase of the oxidized material is
calculated using the η and C values. After a given time ∆t, the normalized additional
volume is given by

V add
rel =

λ− 1

λ
·
∆t k (η)C (~x, t)

N
. (3.4)

An important aspect of (3.4) is that the sum of V add
rel over all time steps must not exceed

125%, which is the maximum volume expansion of the material during oxidation.

Since the principal axis components of the residual strain tensor ǫ̃0 are linearly pro-
portional to V add

rel in the form

ǫ0,xx = ǫ0,yy = ǫ0,zz =
1

3
V add
rel , (3.5)
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the normalized additional volume directly loads the mechanical problem. Using Hook’s
law, the stress tensor σ̃ is given by

σ̃ = D (ǫ̃− ǫ̃0) + σ̃0, (3.6)

where D is the so-called material matrix, constructed in Lame’s form [80], ǫ̃ is the
strain tensor, ǫ̃0 is the residual strain tensor, and σ̃0 is the residual stress tensor. The
material matrix is rebuilt and (3.6) becomes
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(3.7)
where E is the Young’s modulus, ν is the Poisson ratio, and γ are the shear strain
components.

The effective shear modulus Geff can be added to D to handle elastic and visco-elastic
materials. For elastic materials

Geff = G =
E

2 (1 + ν)
, (3.8)

while for visco-elastic materials

Geff = G
τ

∆T

(

1− e(−∆T/τ)
)

, (3.9)

where τ is the Maxwellian relaxation time constant and G is the effective shear mod-
ulus.

3.1.3. Simulating Oxide Growth using Volume Expansion

Silvaco, Inc., as mentioned in Section 3.1.1, offers a three-dimensional process sim-
ulation tool which includes empirical and mechanical oxidation simulations. Their
approach to simulating the mechanics of silicon oxidation includes the use of the LS
method [203]. Instead of using unstructured meshes, their approach makes use of a
fixed Cartesian mesh in a LS environment, solving the problem of moving boundaries
which arise when unstructured meshes are used.

The model includes four major steps which work together to generate a moving oxide
interface:
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1. Oxidant diffusion through the oxide is modeled using the well-known diffusion
equation

∂

∂xi

(

D
∂C

∂xi

)

= 0, (3.10)

−D
∂C

∂~n
|Si/SiO2

= ksC, −D
∂C

∂~n
|SiO2/O2

= h (C∗ − C) , (3.11)

where D is the diffusion coefficient, ks is the reaction rate, h is the gas-phase
mass-transfer coefficient, C∗ is the equilibrium bulk concentration in the oxide,
and ~n is the normal to the corresponding interface. The diffusion equation is
obviously identical to the one presented in Section 2.3.1.

2. Propagation of the oxide-silicon interface is solved after the diffusion equation
for a time step δt. To find the new position of the SiO2-Si interface, the LS is
solved for the distance function

∂Φ

∂t
+ Vreact ·

∣
∣
∣~∇φ

∣
∣
∣ = 0, Vreact =

kC

Nγ
|Si/SiO2

, (3.12)

where N is the number of oxidant molecules incorporated into a unit of oxide
and γ is the Si→SiO2 expansion coefficient. An up to third order Total Variation
Diminishing (TVD) Runge-Katta scheme is used for discretization [66].

3. The volume expansion resulting from the chemical reaction is calculated using
the creep equation

∂Sij

∂si
= 0, (3.13)

where Sij is a Cauchy stress tensor. Assuming a Maxwell visco-elastic fluid, the
Cauchy stress tensor becomes

Sij = −p · δij + σij , σij +
µ

G

∂σij

∂t
= u

(

∂ui

∂xj
+

∂uj

∂xi

)

, (3.14)

where ui is a velocity component.

The system of equations (3.13) and (3.14) make up the Stoke’s equations with
the boundary conditions

~u|Si/SiO2
=

γ − 1

γ
·
kC

N
· ~n, [p]− [µ · niσijnj] = β · κ, (3.15)

where [·] denotes the jump across a liquid-liquid interface, β is the surface tension
coefficient, and κ is the surface curvature.
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4. Propagation of the interfaces in the deformation velocity field is the step during
which all interfaces above the Si-SiO2 interface are updated. This includes the
SiO2-Nitride interface, SiO2-ambient interface, and Nitride-ambient interface.
The interfaces are updated using the LS representation

∂Φ

∂t
+ ~u · ~∇φ. (3.16)

The main advantage of the LS method when compared to the FEM for solving visco-
elastic problems is that all potential errors which arise due to unstructured mesh
irregularities are removed. The LS also makes it very easy to follow shape topologies
which change with time. The LS method natively handles complex surfaces, which
can split or recombine during a simulation process.

3.2. Oxidation Modeling using Linear Parabolic Equations

When modeling the topography motion during oxidation within a LS environment,
there are a few aspects to be considered, which are not covered in the LS interface
presented in Section 1.4.1.The first consideration which must be taken into account is
that oxidation requires the movement of two different interfaces in opposite directions.
LS from Section 1.4.1 allows for multiple LS interfaces being etched at different rates,
but when the interfaces move in different directions, an extra consideration must be
made. In addition, material interfaces must be labeled differently. In order to correctly
identify the movement of LS interfaces during oxidation, material and LS labeling
shown in Figure 1.2 was implemented. However, for processes such as oxidation, this is
insufficient. In some instances, when a mask is used for deposition, material interfaces
must be identified as being separate from each other in order for the deposition, or
material growth, to be appropriately modeled.

3.2.1. Multiple moving interfaces

In order to model multiple moving interfaces in the LS method from Section 1.4.1, two
separate LS systems are analyzed. One system is used for the Si-SiO2 interface, which
is an etch-like process, proceeding with a relative negative velocity, while a separate
system is used for the SiO2-ambient interface, which is a deposition-like process, pro-
ceeding with a relative positive velocity. Three different scenarios can lead to different
methods by which the LS system should be described: An initial LS description of
one interface, which will grow to two interfaces at the onset of oxidation, pre-grown
material such as a native oxide layer which will grow further during the oxidation
process, and the existence of a mask layer, which should affect the movement of both
interfaces.
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One initial LS description

When the initial geometry is described by a single material interface, which must split
and simultaneously move in opposite directions, the LS systems are straightforwardly
implemented. If we label the initial interface Φ, then the split is performed by simply
introducing a new LS interface Φup = Φ. We now have a system with LS Φup which
should move in the positive deposition-like direction and Φ which should move in
the negative etching-like direction. Figure 3.1 depicts such a scenario for a 500×500
geometry where the top surface moves at a rate of 0.25grid/time and the bottom
surface moves at a rate of -0.75grid/time for 10 time units. Therefore, Vup = 0.25 and
Vdown = −0.75 is set and the LS equations

∂Φ

∂t
+ Vdown ·

∣
∣
∣~∇φ

∣
∣
∣ = 0,

∂Φup

∂t
+ Vup ·

∣
∣
∣~∇φup

∣
∣
∣ = 0

(3.17)

are solved. When processing is complete, Φup is added to the top of the stack in the
Φ LS system.

(a) Initial interface Φ. (b) Second interface Φup. (c) After processing.

Figure 3.1.: Modeling approach when a single LS interface is split into two interfaces, which
move in opposite directions for a 500×500 geometry moving at velocities 0.25
and -0.75 for the top and bottom surfaces, respectively.

LS describes pre-existing native material

When the initial geometry involves two level set interface systems Φdown and Φup

and the goal of the simulation is to move them downward and upward, respectively,
no interface splitting is required. Only the separation of the two interfaces into two
different LS systems is required. Therefore, assuming the initial interface system Φ,
then we introduce a second LS system Φup = Φ. The top LS interface from Φ is
removed, while the bottom interface from Φup is also removed. The two systems are
now separated as shown in Figure 3.2a and Figure 3.2b, respectively. Figure 3.2c
depicts the scenario after the following LS equations were processed for the individual
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surfaces on a 500×500 geometry:

∂Φ

∂t
+ Vdown ·

∣
∣
∣~∇φ

∣
∣
∣ = 0,

∂Φup

∂t
+ Vup ·

∣
∣
∣~∇φup

∣
∣
∣ = 0,

(3.18)

where the top surface moves at a rate of 0.25grid/time and the bottom surface moves
at a rate of -0.75grid/time for 10 time units: Vup = 0.25 and Vdown = −0.75. When
processing is complete, Φup is added to the top of the stack in the Φ LS system resulting
once again in the LS system Φ which contains two LS interfaces.

(a) Initial interface Φdown. (b) Second interface Φup. (c) Φ after processing.

Figure 3.2.: Modeling approach when the initial LS geometry contains two interfaces which
need to be moved in opposite directions, for a 500×500 geometry at velocities
0.25 and -0.75 for the top and bottom surfaces, respectively.

LS describes existence of a mask layer

When a mask layer is introduced into a system where a material is grown in such a
way that two LS interfaces need to be simultaneously moved in opposite directions, the
mask layer influences the movement of both level sets. Therefore, when the LS system
is split, such as those from Figure 3.1 and Figure 3.2, the mask layer must remain in
both LS systems. Another aspect which must be considered is the manner in which the
different LS interfaces are labeled. This will be addressed in Section 3.2.2, while here
only the initial separation of materials to form the two LS systems will be described.
Assuming we start with a LS description LSdown which includes two surfaces. One
describes the location of the mask and the second the location of the material which
will be grown and is located below the mask. A second LS description can now be
initiated LSup, which only holds the mask LS from LSdown. LSdown contains Φmask

and Φdown and it is a simple matter of moving the desired interface by

∂Φdown

∂t
+ Vdown ·

∣
∣
∣~∇φ

∣
∣
∣ = 0, (3.19)

which is analogous to an etching process with a mask, described in [50]. An additional
LS interface, Φup is added to the LSup stack at the interface between the mask and the
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bottom-most material. Therefore, when a positive velocity is applied to Φup according
to

∂Φup

∂t
+ Vup ·

∣
∣
∣~∇φup

∣
∣
∣ = 0, (3.20)

the mask will act as a block, similar to the way it blocks an etching process. Figure 3.3
shows this event for a geometry 15×15×5 where the lower surface is prepared to be
“etched” while the top surface is prepared to undergo mask-blocking “deposition”.

(a) Initial mask surface. (b) Initial Φdown. (c) Initial Φup.

Figure 3.3.: Modeling approach when the initial LS geometry contains two interfaces, one a
mask and one a surface to be grown. A 15×15×5 geometry is used.

3.2.2. Separating Material Interfaces

Some interactions between different materials during the oxidation process may not
be described using the suggested LS labeling from Figure 1.2. An example is the
movement of the Φup surface with a mask present. Instead, materials must be labeled
separately and fully enclosed within their own volume, as shown in Figure 3.4.

This allows for interactions between different surfaces which do not necessarily result
in those surfaces joining, but rather being completely separate entities. Such an event
is shown in Figure 3.5, where the system from Figure 3.3 undergoes simultaneous
growth at a velocity of 0.75 at the top surface and -0.25 at the bottom surface.

3.2.3. LS Surface Vector Motion

The level set is used to describe the motion of a surface when its rate of growth is
given in the surface normal direction. However, when a LS surface fully encompases
a material in all directions, a rate of growth in the normal direction would result in a
volume expansion of the material. When the entire material must be moved in a single
direction, independent of the surface normals, while preserving the material’s surface
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(a) Material regions and their (b) Level Set representation.

Figure 3.4.: Geometry of a mask and its LS labeling when the mask is used for a material
growth or deposition process.

normals, curature, and volume, the LS surface must be advanced using the velocity
equation

V (~x) = S × (r̂ · n̂) , (3.21)

where S is the speed of the surface motion, r̂ (x, y, z) is the unit vector in the direction
of the desired motion, and n̂ (x, y, z) is the unit normal vector to the surface. Equation
(3.21) is applied to a sphere moving towards a flat disk in Figure 3.6. The simulation
depicts a sphere with a diameter of 100 grid units moving downward at a speed of
1 grid unit per second, towards a stationary surface used as a reference point. The
total translation is 200 grid units (50 grid units per image) prior to contact with the
bottom surface. The sphere does not appear to experience any deformation.

The type of simulation depicted in Figure 3.6 is quite sensitive to errors because any
error in the surface definition after a single time step will multiply with subsequent
steps. The grid also plays a role in the accuracy of the generated result. A finer grid will
result in a more accurate representation of the initial surface after it has transposed.
Therefore, depending on the accuracy required, the simulation can require extensive
amounts of memory, processing power, and time.

The grid density will determine how well the surface curvature will be transfered as
it moves through the grid. It is not recommended to perform simulations where the
surface will transpose a significant distance away from its original location as it is
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(a) Initial interfaces (b) Final interfaces.

Figure 3.5.: The initial and final geometry after surface evolution of Φdown downward and
Φup upward at rates of -0.25 and 0.75, respectively.

Figure 3.6.: Simulation of the translation of a sphere under vector motion. The sphere has
a radius of 50 grid points and is moving downward at a rate of 1 grid point per
time unit for 250 time units.

inevitable that many surface edges will be lost. However, for slight movements of a
surface, such as the bending that a nitride mask experiences during oxidation, this
type of LS motion can be implemented.
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3.3. Nitric Acid Oxidation

The continuous decrease in semiconductor device sizes demands a reduction in oxida-
tion times for high-temperature oxidation because high temperatures influence the dis-
tribution of impurities in the silicon bulk and at the Si-SiO2 interface. The movement
of impurities affects device size and its electrical properties. Therefore, alternatives
to high temperature oxidation have been sought out to grow thin oxides which have
good electrical properties found in thermally grown oxides [78]. Similarly, the fabrica-
tion of Thin Film Transistors (TFTs) for flat-panel displays requires low temperatures
because of the presence of glass substrates [78]. The use of Rapid Thermal Annealing
(RTA) and high pressure thermal oxidation can reduce the amount of time during
which a high temperature is applied. However, processes which perform oxidation at
low temperature (< 600oC) are preferred. Plasma oxidation of silicon [155] started to
gain at traction, because it can be performed at low temperatures. In plasma oxida-
tion, oxygen ions O− are the responsible species and the reaction which takes place is

Si+O− → SiO2 + 2e−, (3.22)

where e− represents a single electron [21].

Plasma-assisted oxidation of silicon has been performed in microwave, RF, and DC
plasmas. It has been shown that, compared to thermal oxidation, film growth rates are
accelerated by plasma-enhanced generation of the reactive species (O−). The primary
limitation in the use of plasma-grown oxides in ultra large scale integration is the
inability to control oxide properties such as the oxide charge density [21]. Although
some researchers achieved good dielectric properties for plasma-grown oxides, this
was only possible with post-oxidation high-temperature treatment. Even after such
treatments, low field leakage currents were found, thought to be due to oxide damage
caused by the plasma radiation [78]. A proposed alternative involves the growth of
a thin oxide using low-power discharge followed by a CVD deposition of additional
oxide, which adds complexity to the growth process and an additional interface in
the oxide [78]. Metal-enhanced oxidation and UV ozone oxidation have also been
used to generate thin oxide layers, but uniformity, controllability, and good electrical
characteristics of SiO2 layers have not been achieved with these methods [103].

More recently, Nitric Acid Oxidation (NAOS) was suggested by Asuha et al. [88], [3],
[89], [103], [104]. NAOS is developed as a process to grow gate oxide layers for TFTs,
which require good chemical properties on very thin films. These films require the
electrical properties of thermally grown films, but because they are grown on a glass
substrate cannot be exposed to a high temperature environment. However, when the
films are deposited using CVD or high pressure chemical vapor deposition (HPCVD),
the electrical properties of the film are not sufficient for thin film transistor (TFT)
applications. Several experimental results regarding the growth of oxide on silicon
using NAOS in azeotropic [3] and vapor [90] environments have been published [103],
[105]. In addition, a two-step process [152] involving a combination of NAOS processes
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is suggested to enable the growth of SiO2 layers with thicknesses larger than 10nm
with good electrical properties.

3.3.1. NAOS Modeling

In order to model NAOS, experimental results from several publications from the
group of Asuha et al. at the Institute of Scientific and Industrial Research at Osaka
University and from Imai at al. at the Display Technology Development Group at
Sharp Corporation are analyzed [88], [89], [103]. The phase diagram of the HNO3/H2O

Figure 3.7.: Phase diagram of the Nitric acid (HNO3/H2O) system.

system is shown in Figure 3.7.

Azeotropic NAOS Method

For the azeotropic NAOS method the silicon substrate is submerged in a nitric acid
(HNO3) liquid at its boiling temperature. The method is usually performed with a
61wt% concentration of HNO3 at the boiling temperature of 112oC. An alternative is
a 68wt% concentration (location C in Figure Figure 3.7), at the boiling temperature
of 120.7oC. The chemical reaction which takes place in order to generate the oxygen
required for the oxidation process is

2HNO3 → 2NO +H2O + 3O (3.23)
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The maximum thicknesses of SiO2 reached are 1.2nm and 1.4nm by oxidation with
61wt% and 68wt% HNO3, respectively within 10 minutes, while prolonged oxidation
does not increase the SiO2 thickness. However, until the final thickness is reached,
there is still a time dependence on the immersed oxide thickness. This is shown in
Figure 3.8a where the thickness of the NAOS oxide is plotted with respect to the im-
mersion time at an ambient temperature of 25oC immersed in a 61wt% HNO3 solution.
Similarly, the temperature dependence on oxide thickness is shown in Figure 3.8b. The
thicknesses obtained are after immersion for 10 minutes in a 61wt% HNO3 solution. At
the final experimental dot, at a temperature of 112oC, the oxide reaches its maximum
thickness of 1.3nm within the 10 minutes provided.

(a) Time dependence (T=25oC). (b) Temperature dependence (t=10 min).

Figure 3.8.: The dependence of immersion time and temperature on the growth of NAOS
oxide submersed in a 61wt% HNO3 solution.

The model must take into account both the influence of immersion time and tem-
perature. From observing Figure 3.8, a linear-parabolic type of relationship seems
to dominate the NAOS type of oxidation. The presented model proceeds to fit the
experimental data into the linear-parabolic model for the oxide rate

dxo

dt
=

B

A+ 2xo
µm, (3.24)

where xo is the oxide thickness in m, B and A are rate constants analogous to those
suggested for the Deal-Grove model with different values. As with the Deal-Grove
model, the rate constants have an Arrhenius-type relationship with regard to temper-
ature

A = −19 e
−0.66eV
kB T µm, (3.25)
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B = 1.32 e
−0.132eV

kB T µm2/hr, (3.26)

where kB is the Boltzmann constant in eV/K and T is the temperature in Kelvin.
Integrating (3.24), an explicit expression for the oxide thickness xo can be found

xo =
A

2



−

√

1 +
4B

A2
(t− τ)− 1



 , (3.27)

where τ is an adjustment coefficient which accounts for the initial oxide observed in
Figure 3.8a. In Figure 3.8, the model is shown to have a good fit to the measured
results from [103].

Vapor NAOS Method

The vapor NAOS oxidation method should be performed at temperatures above 200oC
when the Nitric acid HNO3 is in a vapor phase. The chemical reaction which takes
place in order to generate the oxygen required for the oxidation reaction is

2HNO3 → NO2 +NO +H2O + 2O. (3.28)

In Figure 3.9 the thickness of the SiO2 layer is plotted as a function of oxidation time
for various temperatures (300oC, 400oC, 450oC, and 500oC). At these temperatures,
thermal oxidation would not be able to grow layers larger than the native oxide due
to the oxidants not having enough energy to diffuse through the oxide network. The
oxide thickness appears to increase with increased time; however the oxidation rate
tends to decrease. This parabolic relationship suggests that the diffusion of oxygen
atoms through the growing oxide is the rate-determining step.

An empirical model which is to follow the oxide growth due to vapor NAOS oxidation
must take into account the temperature and time dependence on the oxide thickness.
At first the relationship between the oxide thickness and oxidation time is shown to
be logarithmic

xo = A ln(t) +B, (3.29)

where t is the oxidation time and A and B are temperature dependent parameters

A = 8.2× 104 e
−0.672eV

kB T µm, (3.30)

B =
1060µmK

T
− 2.95× 105 e

−0.673eV
kB T µm2/hr, (3.31)

where kB is the Boltzmann constant in eV/K and T is the temperature in Kelvin. The
fit of the empirical model to the measured data from [103] is shown in Figure 3.9.
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Figure 3.9.: Plots of the SiO2 thickness with respect to the oxidation time at different tem-
peratures when the vapor NAOS method is used. Dots are experimental results
from [103] and lines are the results of the presented empirical model.

3.4. Local Oxidation Nanolithography

Section 2.4 describes the evolution of the LON technology from the discovery of the
scanning probe microscope to the development of AFM lithography for local anodic
oxidation of silicon surfaces. Due to the significant advantages which ICM and NCM
lithography possess over STM and CM lithographies, the modeling of those two meth-
ods for nano-oxidation of silicon surfaces have been implemented in the simulator.
However, models for all scanning probe microscopy (SPM) methods will be analyzed
in this section. The mechanism and kinetics of AFM oxidation will be described in
order to determine the best modeling technique for AFM LON. Empirical models for
nanodot and nanowire sizes will be presented, along with the MC approach, imple-
mented in order to generate the required nanodot and nanowire shapes within the LS
simulator.

3.4.1. AFM Oxidation Mechanism and Kinetics

In order to be able to predict and control the fabrication of nanostructures with LON,
the mechanisms and kinetics behind the oxidation process must be understood. The
first attempt to understand the mechanisms behind AFM oxidation was proposed
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by Gordon et al. [65] in 1995. There, it is suggested that the rate is limited by the
initial density of surface OH− ions and that the oxide growth follows the Mott-Cabrera
model [26], where the growth is consistent with electric field limited diffusion. Gordon
et al. were also the first to identify that oxyion species (OH− or O−) recombine with
holes (h+) present on the surface of the silicon sample. It is now understood that

Figure 3.10.: Oxidation driven by oxyions, which are generated due to the presence of the
strong electric field, interacting with the silicon surface.

when a negatively charged AFM tip is brought near a grounded silicon surface, as is
shown in Figure 3.10, an electric field is generated in the formed water meniscus. The
presence of the strong field breaks up the water into ions (O−, OH−, and H+) and
causes the downward acceleration of the negatively charged ions towards the surface.
The combination of these ions with holes (h+) present at the surface results in the
localized growth of SiO2, which grows into the silicon wafer as well as into the water
meniscus. In the case of a silicon surface, the oxidation at the anode end (Si) follows
the chemical reaction

Si+ 2h+ + 2
(
OH−

)
−→ Si (OH)2 −→ SiO2 + 2H+ + 2e−, (3.32)

where h+ is a free hole in the Si sample and e− is a free electron [62], [213]. Similarly,
the chemical reaction taking place at the AFM needle tip (cathode) follows

2H+ (aq) + 2e− −→ H2, (3.33)

where e− is a free electron.

The goal of LON models is to give a predictable shape for a nanodot or nanowire under
various ambient conditions, while it is within the scope of this work to incorporate
these models into the LS simulator described in Section 1.4.1.
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3.4.2. Empirical Models for LON

Empirical Models for LON started with the initial attempt to understand the physical
mechanisms by Gordon et al. [65]. Teuschler et al. [123], [210] in the same year sug-
gested that the height of the generated nanodot is proportional to the 4th root of the
pulse time, (h ∝ t1/4). Although this empirical power law was a good fit to the experi-
mental data, there was no relation to the traditional idea of oxide growth models, such
as those mentioned in Chapter 2. The first model based on the physical interactions
during LON was introduced in 1997 by Stievenard et al. [197]. After analyses were
done with thick oxides [4], it was found that a logarithmic time dependence of h versus
t is a good fit to the available experimental data with t ranging from 0.01 to 1000s and
h up to 50nm. More refined models for ICM-AFM and NCM-AFM lithographies were
later suggested by Snow et al. [192] and Calleja et al. [28], respectively. The models
are for relatively thin oxides and pulse voltages below 30V, while for oxides grown
under very high voltage (30 to 50V), the Faradic current, which is present in the water
meniscus, turns to ohmic current, and an additional ring of oxide is grown along the
outside of the nanodot [135]. These structures, grown under very high voltage, are
beyond the scope of the models presented in this work, but similar methods may be
used in the future in order to include such features in LON simulations.

(a) Dot charge. (b) Ring of charges.

Figure 3.11.: Modeling approach for a hemispherical AFM needle tip versus a rough AFM
needle tip. (a) Dot charge used to model AFM with a hemispherical needle tip
and (b) Ring of charges used to model AFM with a rough needle tip.

Three types of AFM tip shapes have been analyzed in the literature [45]. The differ-
ent shapes are for a rough, hemispherical, and blunt tip configuration, which can be
modeled using a ring charge, point charge, and ring charge, respectively. We present
two models: one for a hemispherical tip shape, which involves only one charged dot
and one for all other tip shapes, where multiple charged dots are required in order
to model the needle tip. The schematics of this approach are shown in Figure 3.11a
and Figure 3.11b, valid for a hemispherical and blunt needle tip, respectively. For the
implemented model, it is assumed that all oxyanions are generated at the effective
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point source of the AFM needle tip. This simplifies the model, while not having a sig-
nificant consequence on the model’s accuracy [164]. The oxyanions traverse through
the water meniscus along electric field lines, finally colliding with the sample surface,
whose evolution is visualized using the LS method [50], [51].

Using the method of image charges, the voltage and electric field strength in the water
meniscus region has been calculated [149], [164]. The effects of surrounding ions on the
electric field strength and recombination reactions between ions to form water were
neglected [45]. Mesa et al. [149] suggest that each AFM needle can be represented as a
series of charged particles distributed along the structure of the needle. The presented
model implements this idea with the use of point charges, which is valid for all types
of AFM needles.

Surface Charge Density Distribution for a Hemispherical Needle Tip

As discussed in the previous section, the model representing the shape of a hemispher-
ical AFM generated nanodot follows the Surface Charge Density (SCD) distribution,
which is derived by replacing the AFM needle tip with an effective point source Q and
the silicon substrate surface by an infinitely long conducting plane. The image charge
method is then applied to find the voltage at every location in the water meniscus
region ~p (x, y, z):

V (~p) = kQ






1
(

x2 + y2 + (z −D)2
)1/2

−
1

(

x2 + y2 + (z +D)2
)1/2




, (3.34)

where k = 1
4π ǫr ǫ0

, Q is the effective point charge at a distance D from the surface,

and ǫr is the relative permittivity of water. Given ~E = −~∇V , the electric field in each
direction can be found:

Ex = kQ






x
(

x2 + y2 + (z −D)2
)3/2

−
x

(

x2 + y2 + (z +D)2
)3/2






Ey = kQ






y
(

x2 + y2 + (z −D)2
)3/2

−
y

(

x2 + y2 + (z +D)2
)3/2






Ez = kQ






z −D
(

x2 + y2 + (z −D)2
)3/2

−
z +D

(

x2 + y2 + (z +D)2
)3/2






(3.35)
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The induced surface charge density (SCD) on the surface is represented as

σ (x, y, 0) = ǫr ǫ0 Ez (x, y, 0) , (3.36)

leading to the expression

σ (x, y, 0) =
−DQ

2π (x2 + y2 +D2)3/2
. (3.37)

A model has been developed which utilizes (3.37) in order to generate a topographical
representation of an AFM generated nanodot. This model implements a MC rejection
technique, or accept-reject algorithm, to build the nanodot, which is very time and
memory expensive, when large aspect ratio problems are required. Having an explicit
particle distribution is preferred.

Surface Charge Density Distribution for a Rough Needle Tip

As mentioned in Section 3.4, in order to simulate the nanodot growth, initiated using
a rough AFM tip, the needle may be modeled as a ring of charges at a given height
above the silicon surface. The ring of charges is modeled by a desired number of dot
charges surrounding the AFM tip circumference. When multiple dot charges are used
to represent the AFM needle, the equation for the surface charge density becomes

σ (x, y, 0) = −
D

2π

N∑

i=1

Qi
[

(x− xi)
2 + (y − yi)

2 +D2
]3/2

, (3.38)

where N is the total number of charged dots, Qi and (xi, yi,D) are the effective charge
and the location of the ith dot, respectively. The maximum possible SCD distribution
occurs, when all the charges are concentrated at a single point, making the charged
circle’s radius zero:

|σmax| = N
Qtot

2πD2
. (3.39)

With (3.38), simulations of AFM needle tips are not limited to those represented with
a ring of charges. Rather, they can include charges which are located at any position,
allowing it to properly mimic the behavior of the applied needle. The equation may
also be used to study the effects of placing a second needle nearby. Performing multiple
AFM oxidations in parallel with an array of needles is a popular way by which LON
can have higher throughput and faster processing times.

Model for scanning tunneling microscope lithography

There are not many models for LON with a scanning tunneling microscope. The
reason for this is that, quickly after the discovery of STM nano-oxidation, the AFM
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was introduced and shown to be a better tool for LON. The limitations of STM
lithography when compared to AFM lithography are higher tip degradation due to
reduced conductivity, difficulty in evaluating the exact lithography after printing due
to the STM’s inability to distinguish SiO2 from the ambient, slow dip velocity required
for stable operation, and the requirement for STM to be operated in ultra high vacuum
(UHV) [46]. An analysis of STM-induced oxidation was performed by Kramer et
al. [108], [109], which indicated that oxidation is induced by the electrical field between
the tip and silicon sample and not by the energetic electrons from the tip directly. With
decreasing Relative Air Humidity (RAH), the generated oxide also decreases in size,
down to a threshold humidity of 10%, beyond which, no oxidation takes place [109].
Increasing the applied reverse bias voltage also increases the oxide size, in both height
and width. However, it is shown that the inverse oxide line width has a logarithmic
influence from the applied bias, as seen in Figure 3.12, which is a reproduction of
Figure 3 from [109].

−6 −5 −4 −3 −2 −1 0

Tip-sample voltage (V)

0

20

40

60

80

100

L
in

e
 w

id
th

 (
n

m
)

Figure 3.12.: The width of the oxide lines on a silicon substrate as a function of the applied
bias, from [109].

Model for contact mode lithography

The first physical-based model for CM nano-oxidation with an AFM was suggested
by Stievenard et al. [197]. The model is based on the Cabrera and Mott model and
it suggests a linear relation between the oxide height (h) and bias voltage (Vb) and
a logarithmic relationship between 1/h and t, [1/h ∝ Log(t)]. Another model, which
shows the same patterns as those presented in [197] is shown in [46]. Both models
assumed a static RAH, with Stievenard’s model setting it to 70%. This is ignored as
a parameter; however, it is well known that the amount of water which is available
during oxidation influences the growth rate and size of the oxide pattern [53].
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From the initial assumption that the oxidation reaction is similar to the Cabrera and
Mott model, but adapted for very thin oxide films, a model is developed in [197]:

If W is the energy which an ion must overcome to diffuse, the kinetics of growth can
then be given by:

dh

dt
= u · eh1/h, (3.40)

where

h1 =
q a

′
V

kB T
, (3.41)

with V = Vo + Vbias, q is the electronic charge of an electron, kB is the Boltzmann
constant, T is the temperature, 2a

′
is the barrier width between two interstitial sites,

and u is given by
u = uo e

−W/kB T , (3.42)

with uo in the order of 104cm/s [197]. The kinetics of the oxide width are not included
in the model, because they depend strongly on the AFM needle tip and, therefore, on
the generated water meniscus.

Model for intermittent contact mode lithography

In order to simulate oxidation patterns using an AFM operating in ICM, the model
presented in [192] is implemented. The equation which governs the height of the grown
oxide is given by

h (t, Vb) =
Vb

E0
ln

(

RE0 t

Vb
+ 1

)

, (3.43)

where t is the pulse time, Vb is the bias voltage, and E0 and R are fitting parameters,
with E0=45V/nm and R=1.5×103nm/s. At high voltages and long pulse times, the
height deviates significantly due to the formation of a water bridge between the tip
and the wafer [192]. The simulator is adjusted to handle this behavior by increasing
R to 2.3× 107nm/s and introducing a series voltage drop [192]. Figure 3.13 shows the
measured and modeled heights for this process.

The simulator also requires a dependence relationship for the Full Width at Half Max-
imum (FWHM) of the grown oxide, which is required in order to be able to generate
a complete oxide nanodot. The work presented in [192] provides some measured re-
sults, shown in Figure 3.14. An empirical equation for the full width at half maximum
(FWHM) developed to fit the measured results is

w (t, Vb) = w0 (Vb) + w1 (Vb) ln

(

C1 t

Vb

)

nm, (3.44)
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where

w0 (Vb) =
R

E0
(C2 + C3 Vb) nm

w1 (Vb) = C4 Vb nm,
(3.45)

where t is given in seconds, Vb in volts, and C1, C2, C3, and C4 are fitted values,
C1 = 7V s−1, C2 = 1 s−1, C3 = 0.5V −1 s−1, and C4 = 2.9nmV −1 The developed
model suggests that the width of the profile has a logarithmic dependence on the
pulse time and inverse logarithmic dependence on the applied voltage, similar to the
dependence observed from the oxide height model. Once again, the model had to be
adjusted for the case, when high voltages and long pulse times are applied.
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Figure 3.13.: Height of the oxide as a function of the applied voltage, as presented in [192]
and implemented in the presented simulator.

Model for nanodots generated in NCM

When operating the AFM in NCM mode, the formation of a field-induced liquid bridge
is required in order to provide oxyanions (OH−, O−), used to form the oxide. The
liquid bridge also limits the lateral extensions of the region to be oxidized. The model,
implemented in the process simulator, is described in [28], where it is suggested that
the width and height of a produced pattern have a linear dependence on the applied
bias voltage, while a logarithmic dependence exists for the pulse duration.

The empirical equation which governs the height of the oxide dot, produced using
NCM, and presented in [28] is

h (t, Vb) = h0 (Vb) + h1 (Vb) ln (t) nm, (3.46)
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Figure 3.14.: FWHM of the oxide as a function of the applied voltage. Measurements are
from [192], while the simulations are from (3.44).

where

h0 (Vb) = −2.1nm+ 0.5
nm

V
Vb − 0.006

nm

V 2
V 2
b

h1 (Vb) = 0.1nm+ 0.03
nm

V
Vb − 0.0005

nm

V 2
V 2
b .

(3.47)

Similarly, the equation which governs the width of the oxide dot, represented as the
FWHM is [28]

w (t, Vb) = w0 (Vb) + w1 (Vb) ln (t) nm, (3.48)

where

w0 (Vb) = 11.6nm + 9
nm

V
Vb

w1 (Vb) = 2.7nm+ 0.9
nm

V
Vb,

(3.49)

and size, voltage, and time are expressed in nanometers, volts, and seconds, respec-
tively. The dependence behavior of the oxide height and width with respect to the bias
voltage and pulse time is evident from Figure 3.15, where (3.46) and (3.48) are repre-
sented graphically. The linear relationship between voltage and nanodot size (height
or width) at a single pulse time value is evident, while the logarithmic relationship
between the pulse time and nanodot size (height or width) at a single voltage level is
also visualized.

In [53] the effect of humidity on the nanodot size is presented and the relationship is
shown in Figure 3.16. A nearly linear relationship between humidity and the nanodot
height is seen, while the width increases more rapidly, when the humidity is increased
to 90%. This can be explained by the increase in water meniscus size with increased
humidity, which provides more oxyanions to take part in the oxidation reaction.
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Figure 3.15.: Height and width of the oxide nanodot as a function of the applied voltage and
pulse time.
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Figure 3.16.: Effects of humidity on the nanodot height and width, as presented in [53].

The derived empirical equation which describes the effect of all three parameters (time,
voltage, and humidity) on the height and width of the oxide dot in nanometers, pro-
duced using the AFM in NCM is given by:

H(t, Vb, h) = [h0 (Vb) + h1 (Vb) ln (t)] ·
[
0.00037h2 − 0.019h + 0.928

]
,

W (t, Vb, h) = [w0 (Vb) + w1 (Vb) ln(t)] · [0.019h − 0.051],
(3.50)

where t is the pulse time in seconds, Vb is the applied voltage in volts, and h is the
RAH in percent.

74



3. Simulating Silicon Oxidation

Model for nanowires generated in NCM

In addition to using experimental observations in order to implement an empirical
model for nanodots in the LS simulator, the simulator has also been extended to include
the generation of nanowires using an AFM in NCM. Although a nanowire can be
generated using a sequence of nanodots placed such that the lateral distance between
each dot is smaller than a dot’s width, having a separate model for nanowires can
help to speed up simulation times. Simulating a nanowire as a sequence of nanodots
means that each nanodot needs its own simulation step, while having a single empirical
equation which governs nanowire generation requires only one simulation step. From
the experimental results found in [53], relevant information is extracted in order to
include the effects on the nanowire shape due to variations in applied voltage, oxidation
time, relative air humidity (RAH), and wire orientation, shown in Figure 3.17. The
wire orientation is represented as an angle, where the (010) direction is 0o while (100)
is 90o for a Si (100) sample, shown in Figure 3.18 and Table 3.1.

Orientation w.r.t. (010) Height (nm) FWHM (nm)

0o 1.07 38.3

30o 1.93 65.1

60o 1.30 83.4

90o 1.19 62.8

Table 3.1.: Effects of wire orientation on the nanowire height and width, with t=0.1ms,
Vb=7V, and h=55%.

It is evident that increasing the oxidation time, the applied voltage, or the RAH
results in an increased nanowire height and width. However, the effect of the wire
orientation is less predictable. The smallest nanowire is noted at an orientation of 0o,
while the largest nanowire height is noted at 30o and the largest FWHM is noted at
60o. The effect of the wire orientation on the height and width of the nanowire is not
identical. The empirical equation, derived using the experimental results from [53]
and implemented in the LS simulator is given by

H(t, Vb, h, θ) =[−0.527 − 0.45 ln (0.029 − t)] · (0.56Vb − 2.92) ·
(−0.019h − 0.051) ·

(
2.2 θ3 − 6.02 θ2 + 4.1 θ + 1

)
,

W (t, Vb, h, θ) =[530 + 107 ln (t+ 0.01)] ·
(
0.0157V 2

b − 0.156Vb + 1.32
)
·

(
0.00037h2 − 0.019h + 0.928

)
·
(
−0.92 θ3 + 1.04 θ2 + 1.044 θ + 1

)
,

(3.51)
where t is the oxidation time in seconds, Vb is the applied voltage in volts, h is the
RAH in percent, and θ is the wire orientation in radians, represented as the angle
between the nanowire and the (010) direction.
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Figure 3.17.: Effects of time, voltage, humidity, and orientation on the nanowire height and
width. Experimental (dots) and model (lines) values are shown.

In Figure 3.17 the results of the empirical equation (3.51) generated for this work are
compared to the experimental data from [53].

3.4.3. Nanodot Modeling Using the MC Method

The simulator is implemented by first calculating the shape of the nanodot or nanowire
with the previously mentioned empirical equations which depend on the oxidation
time, applied voltage, ambient humidity, and nanowire orientation. Afterwards, a
given number of particles is distributed above the silicon surface, their position follow-
ing the pattern of the desired surface deformation. Finally, each particle is accelerated
towards the surface, causing it to collide with the wafer. Upon impact, the silicon
dioxide is advanced deeper into the silicon, while it simultaneously grows into the
ambient. The result is an oxide nanodot or nanowire having the desired height and
width, depending on the processing variables of voltage, time, humidity, and orienta-
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Figure 3.18.: Effects of wire orientation on the nanowire height and width, with t=0.1ms,
Vb=7V, and h=55%. The vertical axis is scaled by 100 for better visualization.
The top surface represents the oxide-ambient interface, while the lower surface
represents the oxide-silicon interface.

tion. The method of imprinting a desired particle distribution onto a wafer surface is
represented graphically in Figure 3.19.

A flow chart summarizing the simulation steps is given in Figure 3.20, which describes
how the desired particle distribution is effectively imprinted onto the LS surface using
the MC method.

Gaussian Particle Distribution

As seen from the previous discussion regarding the MC model for AFM oxidation
from Figure 3.20, a method to distribute particles according to a desired distribution is
required. Some literature approximate the final oxide dot topography with a Gaussian
curvature [162], while some suggest a Lorentzian profile [84]. The quantile function
of the one-dimensional Gaussian distribution, required for the generation of a random
particle position xr, is

xr ≡
√
2 erf−1 (2 ξ − 1) , ξ ∈ (0, 1) . (3.52)

Because of the error function, the quantile Gaussian function is not easily imple-
mentable with a random distribution in the MC environment and hence another model
is desired. The model implemented in the simulator is based on the well known

77



3. Simulating Silicon Oxidation

Figure 3.19.: Image representation of the MC method of “imprinting” a desired particle
distribution onto the silicon surface in order to generate an oxide growth. The
particles are accelerated using ray tracing techniques within the LS simulator
environment.

Marsaglia polar method [139]. This method suggests a way to generate two indepen-
dent standard normal random variables. The first step is the generation of an evenly
distributed random location (rx, ry) within a circle of unity radius s = r2x + r2y, where
rx and ry are evenly distributed random numbers ∈ (-1, 1). The Gaussian distributed
coordinates (xr, yr) can then be calculated using the Marsaglia equations

xr = rx

√

− 2 ln (s)

s
, yr = ry

√

− 2 ln (s)

s
. (3.53)

A sample Gaussian distributed nanodot is shown in Figure 3.21.

The Gaussian distribution is well known; however from Figure 3.22, it is suggested
that a Lorentzian distribution is a better fit to the final shape of the desired nanos-
tructure [84].

The implementation of the Gaussian distribution was performed successfully, while a
similar approach to the Lorentzian distribution was attempted without much success.
Therefore, in order to generate particles according to a Lorentzian distribution, a
novel technique for a particle distribution which follows the Lorentzian equation is
developed. The technique results in equations similar to the Marsaglia-Polar equations
from (3.53).
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START

Read model
and initialize

Model file:
m=Method (Dot, Wire)
p=Process type (ICM-AFM, NCM-AFM)
d=Distribution (Gaussian, Lorentzian, SCD)
n=Needle shape (Hemispherical, Rough)
v=Bias voltage (double)
t=Pulse time (double)
h=Humidity (double)
N=No. of particles (int)
s=Start position (x,y,z)

if m=Wire:
e=End position (x,y,z) in model
if n=Rough:
S=s(array for all Q positions)

Calculate:
H(m,p,v,t,h),
W(m,p,v,t,h),
flux(H,W,t,N)

Generate particle:
P (flux, position)

position (H,W,d,n,S,e)

Accelerate P
towards surface
using ray tracing
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surface?

Advance P to
next grid square

At contact location C(x,y,z):
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N=N-1

N=0?

END

no
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Figure 3.20.: Flow chart of the simulation process implementing the Monte Carlo method
with ray tracing in a LS environment.
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(a) NCM Gaussian nanodot.
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Figure 3.21.: Nanodot generated using Gaussian particle distribution. The vertical dimen-
sion has been scaled by 20 for better visualization. (a) NCM nanodot generated
using a Gaussian distribution of particles and (b) Diagonal cross-section of the
nanodot from Figure 6.13a
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(a) Gaussian distribution.
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(b) Lorentzian distribution.

Figure 3.22.: (a) Comparison between the Gaussian distribution and the surface charge den-
sity and (b) comparison between the Lorentzian distribution and the surface
charge density.

Lorentzian Particle Distribution

One-Dimensional Distribution The normalized Probability Density Function (PDF)
of the Lorentzian distribution is given by:

f (x) =
1

π
·

1

1 + x2
. (3.54)

The Cumulative Probability Density (CPD) is found by integrating the PDF to
obtain Φ (x) =

∫ xr

−∞ f (x) dx

Φ (xr) =
1

π
arctan (xr) +

1

2
. (3.55)
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The quantile function of the Lorentzian distribution, required for particle gener-
ation, is the inverse CPD

xr = Φ−1 (ξ) ≡ tan

[

π

(

ξ −
1

2

)]

, (3.56)

where ξ ∈ (0, 1) is a uniformly distributed random number. Therefore, using
(3.56), a random particle can be generated to follow the Lorenzian distribution
by first generating an evenly distributed value for ξ.

Two-Dimensional Distribution The same analysis shown for the one-dimensional Lorentzian
distribution must be performed in order to generate a two-dimensional Lorentzian
quantile function. The two-dimensional Lorenzian distribution is required when
a three-dimensional nanodot needs to be simulated.

The PDF of the two-dimensional Lorentzian distribution can be represented as

f (xr, yr) =
C

1 + x2r + y2r
, (3.57)

where C is the normalization constant. Using polar coordinates, where x2r +
y2r = r2 and dxr dyr = r dr dθ, it can easily be shown that the PDF cannot be
normalized in the entire real space ℜ2. We therefore must normalize the equation
to a desired maximum radius rmax.

1 = 2π C

rmax∫

0

1

1 + r2
r dr = C π ln

(
1 + r2max

)
. (3.58)

The normalization constant follows from the CPD, normalized to rmax

C =
1

π ln (1 + r2max)
. (3.59)

The CPD for the two-dimensional distribution, normalized to rmax can then be
written as

Φ (r) =
ln
(
1 + r2

)

ln (1 + r2max)
, (3.60)

where ln
(
1 + r2max

)
is treated as a rmax-dependent constant M . By inverting

the CPD and solving for r the two-dimensional Lorentzian quantile function is
found, which is required for particle generation

r =
√

eξM − 1, (3.61)

where ξ ∈ (0, 1) is a uniformly distributed random number. Using (3.61), a
random particle location can be generated in two-dimensional space to follow
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the Lorenzian distribution. The generated location is a radial distance from the
center of the distribution.

An evenly distributed angle θ between 0 and 2π is generated and the final par-
ticle position is given by (xr, yr) = (r cos θ, r sin θ). It can be observed that
the choice of rmax affects the height of the Lorentzian distribution, thereby af-
fecting the height of the desired nanodot. Therefore, an additional contribution,
dependent on rmax, is needed in the equation for the height generated by each
particle. This contribution is

ln
(
1 + r2max

)
. (3.62)

The resulting nanodot cross section, shown in Figure 3.23 matches the ideal
one-dimensional Lorentzian distribution. This method allows the generation
of nanodots, such as the one shown in Figure 3.24, which follow a Lorentzian
distribution, as desired for the AFM oxidation simulator.

Figure 3.23.: Cross-sectional nanodot height generated using a Lorentzian distribution.

The expression for the quantile function in (3.61) suggests a potential connection
to the Marsaglia polar method. A Lorentzian distribution can be generated using
a similar procedure. The first step is, once again, the generation of an evenly
distributed random location in two dimensions (rx, ry) within a circle with radius
s = r2x+r2y. The Lorentzian distributed coordinates (xr, yr) can then be expressed
as:

xr = rx

√

esM − 1

s
, yr = ry

√

esM − 1

s
, (3.63)

where M = ln
(
1 + r2max

)
.
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(a) NCM Lorentzian nanodot.
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(b) Cross-section.

Figure 3.24.: The vertical dimension has been scaled by 20 for better visualization. (a) NCM
nanodot generated using a Lorentzian distribution of particles and (b) Diagonal
cross-section of the nanodot
from Figure 3.24a.

One-Dimensional Surface Charge Density Particle Distribution

SCD charge density on the silicon wafer is advantageous since a nanodot can then be
generated which directly follows the applied electric field, a function of the applied
voltage at the AFM needle. When performing nanodot oxidation simulations using an
AFM for a two-dimensional model, a one-dimensional particle distribution is required.
The equation (3.37), for a SCD distribution of a hemispherical needle tip can be re-
written in a one-dimensional form:

σ (x, 0) =
−DQ

2π (x2 +D2)3/2
. (3.64)

(3.64) can then be used to generate a one-dimensional PDF

f (x) = −C
DQ

2π (x2 +D2)3/2
, (3.65)

where C is the normalization constant. C is found by integrating f (x) over the entire
simulation domain and equating it to unity:

∞∫

−∞

f (x) dx = −C

∞∫

−∞

DQ

2π (x2 +D2)3/2
dx = 1. (3.66)

By solving (3.66), the normalization constant C is found

C = −
πD

Q
, (3.67)

which is then substituted into (3.65) to form the normalized PDF for a one-dimensional
SCD distribution

f (x) =
D2

2 (x2 +D2)3/2
. (3.68)
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The next step is finding the CPD function, derived by integrating the normalized PDF,

Φ(r) =

r∫

−∞

f(x)dx, (3.69)

where r is the SCD distributed radius. Because of the symmetry of the SCD distri-
bution on either side of the charged particle Q, generating a CPD distributed radius
becomes easier, when −0.5 ≤ Φ ≤ 0.5. Therefore, we set

Φ(r) =

r∫

0

f (x) dx, (3.70)

leading to

Φ (r) = ξ =

(

r

2
√
r2 +D2

)

. (3.71)

Setting Φ(r) equal to an evenly distributed random number ξ ∈ (−0.5, 0.5) and in-
verting (3.71) allows us to obtain the SCD quantile function required for particle
generation:

r = 2D
ξ

√

1− 4ξ2
. (3.72)

Therefore, in order to generate particles obeying the SCD distribution along the silicon
wafer surface, each particle must be generated using (3.72), where ξ is an evenly
distributed random number, ξ ∈ (−0.5, 0.5).

Two-Dimensional Surface Charge Density Particle Distribution

When working with a three-dimensional model for AFM oxidation of nanodots, a
two-dimensional particle distribution is required. The analysis is similar to the one-
dimensional model presented in the previous section. The derivation of the quantile
function is performed using polar coordinates for simplicity and for easier generation
of a final radial distribution of particles. For polar coordinates (rn, θ) it is important
to note that x2r + y2r = r2n, and dxr dyr = rndrndθ. This was also discussed when
deriving the Lorentzian distribution. The two-dimensional PDF, in polar coordinates,
derived from (3.37) is

f (rn, θ) = −C
DQ

2π (r2n +D2)3/2
. (3.73)

The normalization constant C is once again found by integrating the PDF over the
entire simulation range and equating it to one:

C = −
1

Q
, (3.74)
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then the normalized two-dimensional PDF in polar coordinates becomes

f (rn, θ) =
D

2π (r2n +D2)3/2
. (3.75)

The CPD is found by integrating the normalized PDF over the simulation area. The
angular component results in a value of 2π, while the radial component is found by
first finding the radius-dependent CPD

Φ (r) =

2π∫

0

r∫

0

f (rn, θ) rndrndθ, (3.76)

which equates to

Φ (r) = ξ = 1−
D√

D2 + r2
. (3.77)

The quantile function for the two-dimensional SCD distribution is found by inverting
the CPD function to obtain

r = D

√

1

(1− ξ)2
− 1, (3.78)

where ξ is an evenly distributed random number, ξ ∈ [0, 1). The angular component
of the distribution is obtained in the same manner as the radial component for the
Lorentzian distribution. An evenly distributed angle θr between 0 and 2π is found and
the final Cartesian location for each particle is given by (xr, yr) = (r cos θr, r sin θr).
The normalized cross-section of a nanodot generated using this distribution is com-
pared to the normalized SCD from (3.64) in Figure 3.25.

Modeling Nanodots with Additional Point Charges

As previously mentioned, a rough needle tip must be modeled using a ring of charges
at a given height above the silicon surface. The SCD distribution is found using the
method of image charges and summing the effects of each individual charge which
makes up the charged ring, resulting in the SCD distribution shown in (3.38).

The SCD in (3.38) does not allow for a straight-forward derivation of a random dis-
tribution, such as the one shown in (3.72) and (3.78). Therefore, the MC rejection
technique, or the accept-reject algorithm must be applied, whereby a test point is
generated on the entire simulation domain using an even distribution, ξ (xt, yt). An
additional evenly distributed number between zero and σmax from (3.39) is generated
and, if this number is below σ (xt, yt, 0), a particle is generated at (xt, yt,D). Oth-
erwise, the location (xt, yt,D) is ignored and a new test point is generated. This
procedure is repeated until a sufficient number of particles is kept in order to generate
a nanodot topography.
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Figure 3.25.: Normalized effective nanodot cross section height and the normalized SCD
function.
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Nanodot cross-section using a rough AFM needle tip
Nanodot cross-section using a hemispherical AFM needle tip

Figure 3.26.: The effective diagonal cross-section height of a nanodot when using a rough
AFM needle tip versus a hemispherical AFM needle tip.

It is evident that a blunt needle tip will result in a blunt nanodot formation with a
slight increase in lateral spreading. The effective height of a nanodot when using a
rough AFM needle tip versus a hemispherical AFM needle tip is shown in Figure 3.26.
It is visible that the height at the middle of the nanodot is lower for a rough needle
tip, as the electric field is spread laterally.
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In this section, some processing techniques which are not included in current state-
of-the-art process simulators, but which are gaining more traction in the scientific
community, are introduced. Spray pyrolysis deposition is an inexpensive tool for the
deposition of crystalline powders [150], which can then be further annealed in order to
grow nanowires for sensor and other applications. BiCS flash memory is an emerging
technology, proposed by Toshiba as a low-cost memory solution, involving the etching
of stacked Silicon and SiO2 films [206].

4.1. Spray Pyrolysis Deposition

During the last several decades, coating technologies have garnered considerable at-
tention, mainly due to their functional advantages over bulk materials, processing
flexibility, and cost considerations [157]. Thin film coatings may be deposited using
physical methods or chemical methods. The chemical methods can be split according
to a gas phase deposition or a liquid phase deposition. These processes are summarized
in Figure 4.1, where CVD and Atomic Layer Epitaxy (ALE) are the gas processes.
Spray pyrolysis, as can be seen in Figure 4.1, is a technique which uses a liquid source
for thin film coating.

CHEMICAL DEPOSITION PROCESSES

Gas Phase Liquid Phase

CVD ALE Evaporation

Sol-Gel

Dip Coating

Anodic Oxidation

Spin Coating

Spray Pyrolysis

Figure 4.1.: Summary of chemical thin film deposition technologies.
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4.1.1. Technology Background

The first introduction of the spray pyrolysis technique by Chamberlin and Skarman [29]
in 1966 was for the growth of CdS thin films for solar cell applications. Since then, the
process has been investigated with various materials, such as SnOx [107], In2O3 [180],
Indium Tim Oxide (ITO) [138], PbO [106], ZnO [168], ZrO2 [150], yttria-stabilized
zirconia (YSZ) [172] and others [153].

The main advantages of spray pyrolysis over other similar techniques are:

- Spray pyrolysis is cost effective and can be easily performed.

- Substrates with complex geometries can be coated.

- Spray pyrolysis deposition leads to relatively uniform and high quality coatings.

- No high temperatures are required during processing (up to ∼500oC).

- Films deposited by spray pyrolysis are reproducible, giving it potential for mass
production.

The major interest in spray pyrolysis is due to its low cost, while it is increasingly
being used for some commercial processes, such as the deposition of a transparent
layer on glass [137], the deposition of a SnO2 layer for gas sensor applications [107],
the deposition of a YSZ layer for solar cell applications [172], anodes for lithium-ion
batteries [161], and optoelectronic devices [19].

The general simplified scheme for spray pyrolysis deposition is shown in Figure 4.2,
where three processing steps can be viewed and analyzed.

Figure 4.2.: General schematic of a spray pyrolysis deposition process.

The three processing steps for spray pyrolysis deposition are
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1. Atomization of the precursor solution.

2. Aerosol transport of the droplet.

3. Droplet evaporation, spreading on the substrate, and drying and decomposition
of the precursor salt to initiate film growth.

These three steps are individually addressed in the sections to follow.

4.1.2. Atomization Procedure

The atomization procedure is the first step in the spray pyrolysis deposition system.
The idea is to generate droplets from a spray solution and send them, with some
initial velocity, towards the substrate surface. Spray pyrolysis normally uses air blast,
ultrasonic, or electrostatic techniques [171]. The atomizers differ in resulting droplet
size, rate of atomization, and the initial velocity of the droplets. It has been shown that
the size of the generated droplet is not related to any fluid property of the precursor
solution and depends solely on the fluid charge density level ρe as shown in [99]

r2 =

(

− α
′

β′

)

3ǫ0

qρe
, (4.1)

where ǫ0 is the permittivity, q is the elementary charge, and
− α

′

β′ is a constant value

equal to ∼ 1.0 × 10−17J. The mass of a droplet, assuming a spherical shape depends
on its density

m =
4π

3
ρq r

3, (4.2)

where r is the droplet radius and ρq is the droplet density. The initial leaving veloc-
ity of the droplet is an important parameter as it determines the rate at which the
droplets reach the substrate surface, the heating rate of the droplet, and the amount
of time the droplet remains in the spray pyrolysis environment. Table 4.1 summarizes
the properties of droplets for different atomizers commonly used for spray pyrolysis
deposition.

Atomizer Droplet diameter (µm) Droplet velocity (m/s)

Pressure 5 - 50 5 - 20

Ultrasonic 1 - 100 0.2 - 0.4

Electrostatic 5 - 70 1 - 4

Table 4.1.: Characteristics of atomizers commonly used for spray pyrolysis.

The ultrasonic nozzles apply a relatively small amount of energy and can produce
droplets with a radius down to approximately 2µm, but at the cost of a low atomization
rate (<∼2cm3/min) [150]. Due to ease of production, many companies chose to
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use pressure atomizers instead of the ultrasonic atomizers. Therefore, this section
will mainly concern itself with the pressure and electrostatic atomizers, characterized
in [107], [171], respectively.

An air blast atomizer uses high speed air in order to generate an aerosol from a precur-
sor solution. Increasing the air pressure causes a direct decrease in the generated mean
droplet diameter. Inversely, increasing the liquid pressure causes a direct increase in
the mean droplet diameter [193]. Increasing the distance between the spray nozzle and
the surface to be coated reduces the heating effect, resulting in a reduced deposition
rate, but an increased coating area. Another way to achieve the same effect is to
increase the spray angle of the nozzle in use. Perednis [171] showed that all droplets
sprayed from an air blast atomizer are contained within a 70o spray cone angle, while
half are within a narrower 12o angle. It was also determined that the flow rate has
a very small influence on the spray characteristics, which can be mostly ignored for
modeling.

For Electrostatic Spray Deposition (ESD), the cone-jet mode is suitable for thin film
deposition. There are two types of ESD nozzles: the cone-jet mode and the multi-jet
mode. Their differences are shown in Figure 4.3.

(a) Single jet mode. (b) multi jet mode.

Figure 4.3.: Single jet and multi jet modes of electrostatic spray deposition.

For the cone jet mode nozzle, the convex shape of the liquid surface is distorted by an
electric field to form a Taylor cone, which is extended at its apex by a permanent jet
with a small diameter. In multi jet mode, the liquid is distorted at the tip of the tube
nozzle into many different jets of small diameter. The flow rates which were achieved
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with the two methods are 2.8ml/h and 5.7ml/h for the multi-jet and single-jet modes,
respectively [171].

4.1.3. Aerosol Transport of Droplets

After the droplet leaves the atomizer, it travels through the ambient with an initial
velocity determined by the atomizer. In the aerosol form, the droplets are transported
with the aim of as many droplets as possible reaching the surface. As the droplets
move through the ambient, they experience physical and chemical changes depicted in
Figure 4.4.

(a) Constant initial droplet size. (b) Constant temperature.

Figure 4.4.: Spray pyrolysis droplets modifying as they are transported from the atomizing
nozzle to the substrate. Whether the temperature [216] or the initial droplet
size [187] are varied, there are four potential paths which the droplet can take
as it moves towards the substrate (A-D).

As the droplet traverses the ambient, there are four forces simultaneously acting on
it, describing its path. Those forces are gravitational, electrical, thermophoretic, and
the Stokes force. As shown in Figure 4.4, the droplets experience evaporation during
their flight, which affects the influence of the forces on their trajectory. Some exper-
imental results from [121] indicate that solid particles could form, when the reactor
temperature is low, when the precursor solution concentration is high, and when the
flow rate of the carrier gas (N2) is low.

91



4. Novel Deposition and Etch Techniques

Gravitational force

The gravitational force is the force pulling the droplet downward. The size of the force
depends on the mass of the traveling droplet, which is a function of its volume and its
density. The force is given by

Fg =
4π

3
ρd r

3 g, (4.3)

where ρd is the density of the droplet and g is the acceleration due to gravity (9.81m/s2).
For small droplets the force of gravity is too small to allow it to arrive at the surface
before it is fully evaporated. For larger particles, the force of gravity is the driving
force behind the droplet transport.

Electrical force

The electrical force is applicable to spray pyrolysis systems which include an additional
electrical source governing the droplet’s trajectory. When an air blast atomizer is used,
high speed air is the cause of atomization and aerosol production. Ultrasonic atomizers
are electrically driven, whereby an electric generator is vibrated at ultrasonic frequen-
cies through a titanium nozzle. Increasing the frequency can result in smaller droplet
sizes. ESD atomizers use a strong electric force at the liquid-gas interface to generate
charged droplets. Therefore, air blast atomizers do not have additional contributions
from an electrical force and the droplet transport is driven by the gravitational force
and the initial velocity, while for spray pyrolysis deposition using ultrasonic and ESD
atomizers, the electrical force is the main component which drives the droplets down-
wards. The electrical force acting on a droplet is usually several orders of magnitude
larger than the gravitational force and is given by

Fe = qdE, (4.4)

where E is the generated electric field strength and qd is the droplet charge. qd depends
on the temporal change of the droplet and is given by

qd = qmax
t

t+ t0
(r ≫ 1µm) , (4.5)

with

qmax = 8π
√

γ ǫ0 r3 and t0 =
4

bdivE
, (4.6)

where γ is the liquid-gas surface tension, ǫ0 is the electrical permittivity, and b is the
ionic mobility [187].
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Stokes force

The stokes force is the drag experienced by the droplet due to the air resistance in the
ambient. Because of the spherical shape and small size of the droplet, the Stokes force
is not equivalent to the force experienced by an irregularly shaped body. The force is
caused by the friction between the droplet and air molecules. The Stokes force is a
factor of the particle’s velocity and size. Therefore, large droplets which move with a
high velocity will experience the largest retarding force according to

FS = 6π ηa r (vd − va)

(

1 +
3

8
Re

)

, (4.7)

where ηa is the viscosity of air, r is the droplet diameter, vd is the droplet velocity,
va is the air velocity, and Re is the Reynolds number. For spherical particles, the
Reynolds number is given by

Re =
2r (vd − va) ρa

ηa
, (4.8)

where ρa is the density of air. Because the
3

8
Re term in (4.7) is very small (

3

8
Re ≪ 1),

it is often excluded from Stokes force calculations.

Thermophoretic force

The thermophoretic force is a retarding force, causing droplets to significantly decrease
their velocity as they approach the heated substrate. Figure 4.5 shows the temperature
distribution near a heated substrate. The results for the 210oC, 250oC, and 310oC are
taken from [171], while the results for the 400oC are from [64]. It is evident that the
air temperature increases steeply due to the forced convection cooling effect of the air
flow when close to the heated substrate. Because the thermophoretic force depends
on the thermal gradient in the transport environment, it can be concluded that it
will have no effect on the droplet movement, when it is several (∼5-7) mm away from
the substrate. However, in this high thermal gradient region, the thermophoretic force
begins to dominate. This is true for pressurized spray deposition (PSD) systems where
the main driving force is gravity; however, for ESD systems, the electrical force is often
stronger than the thermophoretic force. Therefore, the motion of the droplet within
the “thermal zone” would not change significantly, but the increased temperature
would have other effects on the droplet, such as a reduction in size due to droplet
evaporation in the region.

The equation governing the strength of the thermophoretic force is given by

Ft =
3π η2a r

ρa
·
∇ (Td)

Ta
, (4.9)

93



4. Novel Deposition and Etch Techniques

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80

Distance from substrate (mm)

0

100

200

300

400

500

A
ir

 t
e
m

p
e
r
a
tu

r
e
 (

°
C

)
210 (°C)
250 (°C)
310 (°C)
400 (°C)

Figure 4.5.: Air temperature above a heated plate for substrate temperatures 210oC, 250oC,
310oC, and 400oC during a pressurized spray process.

where ηa is the viscosity of air, r is the droplet radius, Td is the droplet temperature,
Ta is the air temperature, ρa is the density of the air, and ∇ (Td) is

∇ (Td) =
3κa

2κ2a + κd
· ∇ (Ta) , (4.10)

where κa and κd are the thermal conductivities of the air and the droplet, respectively.
It should be mentioned that (4.9) is only valid for droplets whose radius is much larger
than the mean free path of the air molecules.

4.1.4. Precursor Decomposition

The precursor, as it moves through the heated ambient undergoes various changes,
which are characterized in Figure 4.4. Evaporation, precipitate formation, and vapor-
ization all occur depending on the droplet size and ambient temperature.

The four processes (A–D) from Figure 4.4 represent the four potential cases which
the droplet can undergo during spray pyrolysis deposition as it is traveling towards
the substrate. All processes occur during a spray pyrolysis process, however, it is
Process C, the CVD-like deposition which is desired to yield a dense high quality
film.
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Process A: low temperature - large initial droplet

When the large droplets approach a heated substrate and the temperature is not
sufficiently high to fully evaporate the solution, they will impact with the substrate and
decompose. Upon contact, the droplet is entirely vaporized and a dry precipitate is left
behind. Because droplet vaporization requires some heat, the substrate temperature is
slightly decreased at the impact point, adversely affecting the reaction kinetics [187].
This process has a weak sticking probability.

Process B: lower/intermediate temperature - larger/medium droplet size

When medium-sized droplets are initially formed, some evaporation occurs. Just as
the droplet reaches the surface, however, it forms a precipitate as an amorphous salt
and a dry precipitate hits the surface, where decomposition occurs. Some particles
evaporate and condense into gaps between particles, where surface reaction occurs.
However, this process has a medium sticking probability.

Process C: intermediate/higher temperature - medium/smaller droplet size

When the processing environment causes droplets to evaporate prior to reaching the
substrate vicinity, a precipitate will form early. As the precipitate reaches the imme-
diate vicinity of the substrate, it is converted into a vapor state and it undergoes a
heterogeneous reaction through the following steps [187]:

1. Reactant molecules diffuse to the surface.

2. Adsorption of some molecules at the surface.

3. Surface diffusion and a chemical reaction, incorporating the reactant into the
lattice.

4. Desorption and diffusion of the product molecules from the surface.

This is a classical CVD reaction, which results in a high quality film deposition and a
high sticking probability.

Process D: high temperature - small droplet size

When small initial droplets are formed, or the temperature is high enough the droplet
quickly forms a precipitate. As the precipitate approaches the substrate, it is vaporized
and a chemical reaction subsequently occurs in the vapor phase. This homogeneous
reaction leads to the condensation of molecules into crystallites in the form of a pow-
der precipitate. The powder falls to the substrate surface, but without a deposition
reaction.
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4.2. Bit Cost Scalable Memory Holes

There is a constant drive in the semiconductor industry to fit as many components as
possible onto a single chip, which is consistently decreasing in size. Memory structures
are also prone to such attempts at miniaturization since memory requirements and
needs are constantly increasing, while chip area is decreasing. Current flash memory
technologies are based on NAND or NOR gates. The NAND gate based memory
cells are primarily used for memory cards, Universal Serial Bus (USB) flash drives,
and solid state drives, mainly to obtain high density storage. The NOR gate based
memory cells are used in mobile phones, printers, controllers and devices which require
fast read access. There are signs which suggest a significant increase in the memory
market in the coming years because of the extreme amounts of information which
are becoming available. The amount of information produced by human activities is
growing exponentially and the current storage mechanisms are unable to keep up [163].
This section will describe a novel technology for a three-dimensional stacked Bit Cost
Scalable (BiCS) memory and the major concerns regarding its potential, which are
due to processing complexities and limitations. A model for etching memory holes
through a multi-layered silicon and silicon dioxide structure is presented.

4.2.1. Technology Background

During the previous two decades, the memory demand increased significantly. The
response from the scientific community was to produce memory technology scaling by
19 generations in the last 24 years and in the process out-pacing even Moore’s Law [72].
The technology node scaling over the past several years is depicted in Figure 4.6.

Masouka [145] proposed the first FLASH EEPROM, which reduced the cost of the
memory array compared to that of previously-used EEPROM memories and was based
on a NOR cell. A few years later, Masouka also proposed a NAND gate based FLASH
EEPROM [146] which is a floating gate cell whose efficiency was far superior to that
of a NOR cell. However, because of the serial architecture of the NAND cell, its read
access was slow. Over the years the NAND cell has been shown as down-scalable far
more than the NOR cell, down to the 15nm node. However, due to concerns regarding
lithographic limitations, coupling ratio, and crosstalk interference, it is suggested that
the NAND cell will not be scalable far below the 15nm node [232]. Others propose
charge trapping devices which are capable of scaling the Floating Gate NAND cell
beyond 15nm, but below ∼10nm, both charge trapping and Floating Gate devices
have too few electrons for robust storage [130]. In order to find alternatives to the
standard two-dimensional cell flash, research was directed towards three-dimensional
structures [101], [115]. These structures do not rely on charge storage and are thereby
naturally not limited by the available number of electrons.

Some three-dimensional memory structures proposed in the past 5 years include the
Terabit Cell Array Transistor (TCAT) structure from Jang et al. [94], the 3D Dual
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Figure 4.6.: Technology scaling for FLASH memory.

Control-gate with Surrounding Floating-gate (DC-SF) from Whang et al. [225], the
Vertical Stacked Array Transistor (VSAT) [100] from Kim et al., the Vertical-gate
NAND [102] from Kim et al., and the BiCS [206] structure proposed by Tanaka. One
similarity between all three-dimensional structures is the use of a polysilicon active
layer and deposited tunnel oxide.

The latest BiCS structure proposed by Katsumata et al. [97] is the Pipe-shaped BiCS
(P-BiCS) and is meant to achieve a highly reliable memory film, whose read and
write operations are governed by Fowler-Nordheim (FN) tunneling. Figure 4.7 shows
a typical P-BiCS structure with only four Si-SiO2 layers depicted. In order for the
cost reduction to be significant, a 16-layer Si-SiO2 structure is the minimum require-
ment [148]. The fabrication steps of such a complex structure are surprisingly simple
and are described in [97]:

1. Formation of the bottom pipe connection.

2. Deposition of a sacrificial film and subsequent memory hole formation.

3. Deposition of a sacrificial film and subsequent select-gate electrode deposition.

4. Formation of the select-gate hole.

5. Removal of the sacrificial film.

6. Deposition of the memory film,

7. Deposition of the body silicon film.
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Figure 4.7.: Image of a typical BiCS structure with memory holes.

For etching of the memory hole (Step 2), the entire 16-layered structure consisting
of interchanging silicon and silicon dioxide layers must be etched through for a hole
approximately 50nm wide. The silicon layers must be etched using an etchant to which
silicon dioxide is etch-resistant and vice versa. This way, the silicon layer serves as a
mask and etch block during silicon dioxide etching and silicon dioxide serves as a mask
and etch block during silicon etching. For the etching of both materials, an anisotropic
etch process is preferred with flat, vertical sidewalls. Therefore, wet chemical etching
is undesirable since it produces angled sidewalls which are bulk silicon orientation-
dependent. Highly selective reactive ion etching could be possible, but the hole depth
required and potential damage to the highly-sensitive material surfaces rules out this
possibility. The best method appears to be a highly selective and anisotropic ion
enhanced plasma etching process.

4.2.2. Etching of Silicon Dioxide

Similar to silicon etching, in order to etch Silicon dioxide, an etchant with high
anisotropy is required. A very good wet chemical etchant for silicon dioxide with
a high selectivity over silicon is HF (49% in water) [175], however, because the etching
is due to a wet chemical process, the memory hole sidewalls would be lost due to the
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etchant penetrating laterally into the SiO2 layer. Some plasma etching processes for
SiO2 involve at least one of fluorine or carbon atom. SF6, NF3, CF4/O2, and CF4 are
generally isotropic, but can be made more anisotropic with a higher involvement of
ion species. Plasma etching of SiO2 is most commonly performed with the injection of
a fluorocarbon gas into the processing chamber, where it is ionized and accelerated to
the surface for etching [77]. There are many etchants which are selective over Si and
are anisotropic, such as CHF3/O2, C2F6, C3F8, and C5F8/CO/O2/Ar. High ratios
of fluorine atoms versus carbon atoms are important in achieving a high selectivity
of SiO2 over Si. An etchant such as CF4 gas is a viable option, but the main issue
regarding SiO2 etching with fluorocarbons is the deposition of precursors during the
etching process. With CF4 gas, the main deposition precursor is suggested in [86] to
be CF2 gas and its deposition onto the SiO2 surface must be considered when model-
ing the etching process. This deposition effect affects the sidewall angles of the silicon
dioxide.

4.2.3. Etching of Silicon

In order to etch the silicon layer, an etchant with high anisotropy is needed. Since
the etching holes need to be vertical, the hole sidewalls should be as vertically flat
as possible. The majority of silicon etching processes rely on a halogen gas such as
fluorine or bromine to be involved in the reaction [77]. SF6 and CF4 etchant gases are
isotropic or near isotropic, but can be made anisotropic with a selective combination
of the amounts of gases used in the etch reaction. A gas with some selectivity over
SiO2 would be preferred, but a high selectivity is not essential, as silicon dioxide must
also be etched anisotropically. Very anisotropic etchants of silicon which are non-
selective over SiO2 are CF4/H2 and CHF3. CF4/O2 is more selective over SiO2 than
the previous suggestions, but it is an isotropic process. A process which can be made
selective with respect to SiO2 is a combination of chemical etching with a high ion
involvement, such as SF6/O2 or SF6/O2/HBr plasmas. Since silicon dioxide serves as
the top layer or an effective mask when silicon is etched, the tapered sidewalls created
during SiO2 etching must be incorporated into the silicon etching component of the
BiCS memory hole etch process.
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5.1. Spray Pyrolysis Deposition Modeling

Although much of the spray pyrolysis process is understood, many details regarding
the deposition process are still not perfectly clear [222]. Many studies have claimed
that the deposition process which occurs is much like a CVD deposition. This means
that droplets released from the atomizer would vaporize in the vicinity of the substrate
and the chemical would deposit on the substrate as a vapor [32], [157], [216]. Others,
however, suggest a thin spreading of the liquid as it contacts the substrate as a more
likely deposition method to generate the high quality dense films [172]. The spray
pyrolysis mechanism analogous to CVD was suggested by Sears et al. [183]. However,
the spreading of the droplets on the substrate was not considered until Perednis [171].
Beckel et al. [9] based their model on the precipitation of the precursor from the
droplet before impact, followed by the impact and spreading of the droplet on the
heated substrate and subsequent stacking of precipitates. They failed to mention,
however, a description of the precursor solution decomposition and the subsequent film
evolution. Perednis [171] and Gallage et al. [56] investigated the deposition mechanism
as a combination of several processes occurring simultaneously. The full model in [56]
includes the precursor atomization, droplet transport towards the heated substrate,
the evaporation of the residual solvent, droplet hitting the substrate and spreading, the
salt decomposition, and finally the nucleation and growth of oxide particles [222].

However, the [171] model was developed for the growth of YSZ thin films and [56]
for the oxidation of Ce3+ and Ce4+ and both cannot be generalized to the formation
of other oxide coatings. Recently, it has been shown that without an electrical force
push, the droplets cannot reach the substrate before they vaporize. Therefore, it is
suggested that for many pressure atomizers, the droplet will evaporate before reaching
the substrate and a CVD-like reaction will occur. However, with an atomizer which
provides an additional electrical driving force for the droplets, they are more likely to
hit the substrate and deposit a thin film as the droplet spreads on the surface. The
attempts to model the electrostatic spray deposition (ESD) spray pyrolysis process by
Perednis [171] and the air blast atomization spray pyrolysis process from AIT [64] are
described in this section.
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In order to model the spray pyrolysis process in the LS environment, the MC method
is employed to distribute particles which accelerate to the surface.

5.1.1. Modeling Droplet Atomization

The atomizing nozzle from a spray pyrolysis process can be simulated using random
number distributions for the generated size of the droplet, the initial droplet velocity,
and the droplet direction as it leaves the atomizer. The radius of a droplet, formed
from a liquid which is forced through a thin circular outlet is given by [119]

r =

(

3 rn γ

2 ρd g

)1/3

, (5.1)

where rn is the outlet radius, ρd is the liquid density, and g is the gravitational constant.
The variable which can be modified in order to decrease the radius of the droplet
is the circular outlet radius. This radius, however, has fabrication limitations so a
better method to decrease the droplet radius is to increase the force acting on the
liquid as it is passing through the outlet. Equation (5.1) assumes that only gravity is
acting towards this goal, but providing an additional “push” can lead to a significant
reduction in the size of the droplet. The influence of an additional aerodynamic drag
force is summarized with the critical Weber number:

Wcrit =
2 ρa v

2
rel r

γ
, (5.2)

where ρa is the air gas density, vrel is the relative velocity. The critical Weber number
has a value of 22 for a free falling droplet and 13 for a droplet which is suddenly
exposed to a high velocity. Therefore, a sudden increase in a droplet’s velocity vrel is
counter-acted with a decrease in the droplet radius r. The large droplets are broken
up into much smaller components, useful for spray pyrolysis. This additional force is
provided using air pressure in the case of a PSD system, and an electric field in the
case of an ESD system. The generation of droplets can easily be modeled using the
given equations; however, most atomizer manufacturers directly provide the droplet
diameter distributions under various pressure conditions. If all information required
for (5.1) and (5.2) is known, a model can be implemented to use this information;
however, if the atomizer manufacturer’s data is available instead, then the provided
information should be used in the atomization model.

The next requirement from the atomizer is the charging of the droplet. Each droplet
contains charged particles from the precursor solution which will form the thin film,
deposited on the wafer surface. The maximum charge for a droplet is given by the
Rayleigh limit (4.6). The average charge over volume for droplets calculated by
Larriba-Andaluz and Fernandez de la Mora [118] is shown to be approximately 58% of
the Rayleigh limit, regardless of the liquid flow rate. This value is used in the model
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to calculate the effects of the electrical force on each droplet as well as the amount of
solvent available for the deposition process.

Hendricks [76] measured the droplet diameter d’s relationship with its charge and
showed that a relation between q ∝ d1.5 and q ∝ d 2.3 exists using an electrospray
which produces a polydisperse droplet size distribution between 0.1µm and 10µm.
More recently, Wilhelm [228] showed that the relationship for a cone-jet ESD spray
is q ∝ d1.5, while for a multi-jet electrospray system a q ∝ d1.82 is more appropriate.
The presence of charges in a droplet assumes the presence of a solvent ion, which is
to deposit on the wafer surface. Therefore, the amount of charge will be the deciding
factor in the amount of deposited material each droplet will contribute to the film
growth.

5.1.2. Modeling Droplet Transport

Forces acting on the droplet can be used in order to calculate the location where the
droplet should reach the surface. This is a challenge because the simulation environ-
ment must now be divided into several segments. For an in-depth explanation of the
forces involved during the droplet transport, refer to Section 4.1.3. In this section,
the modeling of those forces and the droplet movements will be described. The first
segment we must treat separately is the thermal zone which is within 10mm of the
wafer surface. In this area, the temperature gradient shown in Figure 4.5 is high and
the thermal forces play a significant role in the droplet speed as well as size, due to
evaporation. In addition, when the electrical force is included, the complexity of the
problem is significantly increased.

This section will first examine the droplet’s motion with no influence from the electrical
force outside of the thermal zone. Subsequently, the electrical force is introduced and
its influence on the droplet motion is described. Finally, the thermal zone is covered
by the introduction of the thermophoretic force and the idea of droplet evaporation.
Figure 5.1 shows how the simulation space is divided in order to accommodate the
thermal zone for droplets.

For a more detailed explanation regarding the derivation of the motion equations used
in this section, refer to Appendix A.

Droplet transport using gravity and Stokes forces

In order to follow the trajectory of a droplet after leaving the atomizer and under the
influence of gravity and the Stokes force, the distance required to reach the thermal
zone (H − tth), the initial velocity v0 are the droplet radius rd are known. The equa-
tions for the gravitational force and the Stokes force can be reformulated to equations
for acceleration a (t) which govern droplet movement. It is important to note that the
vertical motion must be calculated first in order to know how much time t is required

102



5. Simulating Deposition and Etch Processes

Figure 5.1.: The droplet transport in the space above the substrate surface and the accel-
erations which are considered in the transport model. Tth is the height of the
thermal zone (∼10mm for ESD, ∼5mm for PSD), and H is the distance between
the substrate and atomizer.

to reach the thermal zone. The time t is then used in order to calculate how much
radial distance the droplet underwent during its vertical “fall”. For the sake of sim-
plicity, the vertical acceleration, velocity, and distance will be marked with a subscript
v, while radial acceleration, velocity, and distance will be marked with a subscript r
in the equations that follow.

Vertical trajectory:
Given the droplet mass (4.2), the force of gravity (4.3) and the Stokes force (4.7), the
vertical acceleration experienced by the particle is given by:

av (t) = g −
9 ηa

2 ρd r
2
d

vv (t) , (5.3)

where the drag component of the acceleration depends only on velocity and is direction-
independent. It is defined as

s =
9 ηa

2 ρd r
2
d

. (5.4)

(5.3) resembles a first order differential equation which can be solved for the vertical
velocity vv (t) using characteristic equations

vv (t) =
g

s

(
1− e−s t

)
+ vv0e

−s t, (5.5)

where vv0 represents the initial vertical velocity. The velocity can now be integrated in
order to find an explicit equation for the distance which is the known value (H − tth).
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dv (t) =
1

s

(

g

s
− vv0

)

(
1− e−s t

)
+

g

s
t, (5.6)

where it is assumed that dv0 = 0 and dv (t) = (H − tth), although it is also possible to
set up the problem such that dv0 = H and dv (tfinal) = tth. In order to know how far
the droplet moved in the radial direction, (5.6) must be inverted, giving the time t

t =

gW









(g − s vv0) · e
1−

s (vv0 + s (H − tth))

g

g









− g + s vv0 + s2 (H − tth)

g s
, (5.7)

where W [·] is the Lambert-W function defined by

z = W (z) eW (z). (5.8)

The Lambert-W function is solved iteratively, as described in [215]. Now that the time
required to reach the heat zone is known, the radial trajectory can be calculated.

Radial trajectory:
In order to calculate the radial trajectory, the time t, radius rd, and initial velocity vr0
must be known. Those parameters are derived using the vertical trajectory discussion.
The force of gravity does not influence the radial movement of the droplet; therefore,
only the Stokes force must be considered. The acceleration of the droplet is defined
as

ar (t) = −
9 ηa

2 ρd r
2
d

vr (t) or ar (t) = −s vr (t) . (5.9)

Similar methods used for the vertical trajectory can be used to solve the radial velocity

vr (t) = vr0e
−s t, (5.10)

and the radial distance

dr (t) =
vr0
(
1− e−s t

)

s
. (5.11)

The vertical and radial location as well as the velocity of the droplet is now known as
it contacts the thermal zone. The radius remains unchanged, as it was experimentally
shown that the droplet radius is largely unaffected outside of the heat zone [171]. The
droplet carries information regarding its position, velocity, and radius as it passes to
the next step in the model.
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Droplet transport inside the heat zone

As the droplet enters the heat zone, it experiences a large temperature gradient result-
ing from a rapid increase in temperature. This causes the droplet to be exposed to an
additional retardant force component, which pushes it away from the hot surface (4.9).
This force is assumed to have a uniform behavior throughout the heat zone, making
it straightforwardly implemented in the previously-discussed trajectory calculations.
The thermophoretic force is independent of the droplet velocity, therefore it causes a
reduction of the gravitational force effect. This is performed by replacing g in (5.3) to
(5.7) with a value (g − l), where l is the addition of the negative acceleration caused
by the thermal gradient

(g − l) = g −
27 η2a κa∇T

4 ρa ρd T (2κa + κd) r
2
d

, (5.12)

where the temperature T is defined in Kelvin and ∇T in Kelvin/m.

An additional effect which occurs in the heat zone is the significant increase in the
mean droplet radius noticed in measurements [171]. The reason behind the increased
mean radius is that droplets with a small radius evaporate before reaching the surface,
while larger droplets, although also evaporating slightly, stay relatively complete until
fully in contact with the surface [171]. Tracking of the detailed changing droplet size
during its travel through the heat zone does not modify the model enough to merit
the additional computational expense. Therefore, the model automatically excludes
droplets which bounce away from the surface due to the thermophoretic force, while
other droplets which reach the surface have their radius reduced as they enter the heat
zone. The approximate relationship which governs the small droplet’s lifetime is given
by [81]

tlife =
4 r2init
q0△T

, (5.13)

where rinit is the initial droplet radius, q0 is an evaporation rate constant, and △T is
the temperature difference within the droplet. After calculating the time required for
a droplet of initial radius rinit to traverse through the heat zone, if this time is larger
than tlife, then the droplet is removed from the simulation, since it will not contribute
to the film growth.

The exact solution for the decrease of the radius of a droplet requires the solution of
a diffusion equation, since the evaporation of a droplet is given by [81]

drd

dt
=

−MWDv,f

rd ρdRTf
△p
(

1 + 0.276Re1/2Sc1/3
)

, (5.14)

where MW is the molecular weight of the evaporating liquid, Dv,f is the average
diffusion coefficient for vapor molecules in the saturated film around the droplet at
the final temperature Tf , R is the gas constant, △ρ is the pressure difference between
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the vapor pressure near the drop and the ambient pressure, and Re and Sc are the
dimensionless Reynold’s and Schmidt’s numbers, respectively, given by

Re =
2ρav (t) rd

ηa
, and Sc =

ηa

ρaDv,f
. (5.15)

The average diffusion coefficient Dv,f is estimated using the Stokes-Einstein relation-
ship

Dv,f =
RTf

NA

1

6π ηd rd
, (5.16)

where NA is Avogadro’s number. The droplet radius rd and velocity v (t) are time
dependent; therefore, the change in radius through the heat zone can only be solved
numerically using a time discretization technique. However, large droplets do not
experience significant size reduction through a zone with a non-zero temperature gra-
dient ∇T . Also, it can be assumed that a sedimentation velocity is reached relatively
quickly and does not change with time, the diffusion of the droplet can be approxi-
mated linearly by

K = q0△T (1 + 2q1rd) , (5.17)

where K represents the surface evaporation rate in
(
m2/s

)
with K = −

dr2d
dt

, while q0

and q1 are given by

q0 =
2a

△T
(1 + b s0) , q1 =

b r0

1 + bs0
, (5.18)

where r0 and s0 are constants given by r0 = 64.65s−0.5 and s0 = −1.117× 10−3ms−0.5

and the variables a and b are given by

a =
4γMWDv,f

ρdR

△T

Tf
, b = 0.276

(

ρa

ηaD
2
v,f

)1/6

, (5.19)

where γ is a constant [81]. With the goal of a topographical simulation in mind, a full
detailed analysis for the droplet size, as it changes in the heat zone is not merited.
Therefore, in order for (5.13)-(5.19) to be included in the model, some assumptions
are made:

1. Droplets with a radius which is too small, giving a small tlife will not be taken
into account since those droplets will never reach the surface.

2. The droplet radius does not change during its transport through the heat zone
for the calculations of the forces acting on the droplet. Rather, it is represented
by a single drop in radius, which is calculated following the above discussion.

3. The velocity of the droplet through the heat zone is assumed to be constant in
order for the above analysis to be valid and to calculate the size reduction due
to thermal effects. The change in velocity from the time when the droplet enters
the heat zone until it reaches the surface will, nevertheless, be calculated using
the forces at play and the modified droplet size from (5.13)-(5.19).
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Droplet transport including the electrical force

When an ESD system is used for spray pyrolysis deposition, an electric field is in-
troduced between the atomizing needle and the metal plate on which the substrate is
placed. This electric field provides additional acceleration for the droplets so that they
do not need to rely only on the gravitational force, as is the case for PSD systems.
The addition of the electrical force to the equations which govern droplet motion is
not as straight-forward as was the case with the thermophoretic force, because the
electric field which is generated in the experimental region is not uniform [228]. The
external electric field is calculated by representing the atomizer as a semi-infinite line
of charge and the substrate as an infinite conducting plane, separated by a distance
H. The equation governing the external electric field is given by [96]

~Eext =
Φ0

H
∇Φ∗, (5.20)

where Φ0 is the applied electrical potential between the nozzle and the substrate and
Φ∗ is a normalized potential (Φ/Φ0), given by

Φ∗ (r∗, z∗) =
KV

log (4H/R)
log





√

r∗2 + (1− z∗)2 + (1− z∗)
√

r∗2 + (1 + z∗)2 + (1 + z∗)



 , (5.21)

where R is the outer radius of the nozzle, KV is a value which ranges from 0 to 1
depending on the H/R ratio [58], and r∗ and z∗ are normalized radial and vertical
distances, respectively, given by

r∗ =
dr (t)

H
and z∗ =

dv (t)

H
. (5.22)

For the purposes of spray deposition, it is often assumed that the value of KV is 1,
because the ratio of H/R is on the order of several hundreds, which gives a value close
to 1 for KV . This value is adjusted in the model using the relationship

KV = 1− e−0.021H
R . (5.23)

In fact, assuming that KV = 1 can cause erroneous results for the electric field. The
negative exponential dependence on R from (5.23) is in the numerator of (5.21), which
shows an additional inverse logarithmic dependence in the denominator. A plot of
the fraction KV / [log (4H/R)] for various R values is shown in Figure 5.2, when the
variation in KV is taken into account and when it is assumed that KV = 1. It is clear
that the effects of KV should be included in the droplet transport model.

The individual vertical and radial components of the electric field when taking the
gradient of Φ∗ from (5.21) can be found

δΦ∗

δz∗
= −

KV

log (4H/R)




1

√

r∗2 + (1 + z∗)2
+

1
√

r∗2 + (1− z∗)2



 (5.24)
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Figure 5.2.: The effects of varying the atomizing nozzle’s outer radius on the strength of the
electric field with and without the inclusion of the KV effects.

and

δΦ∗

δr∗
=

KV

r∗ log (4H/R)




1 + z∗

√

r∗2 + (1 + z∗)2
−

1− z∗
√

r∗2 + (1− z∗)2



 . (5.25)

Figure 5.3 shows the value for the normalized potential Φ∗ = Φ/Φ0 and its distribution
in an ESD deposition setup. The atomizing nozzle is located at (r∗, z∗) = (0, 1). The
inset shows the electric field distribution in the same simulation space. It is evident
that the strength of the electric field is not uniform or linear, but that the field causes
charged droplets to spread radially.

Given the electric field distribution shown in Figure 5.3 (inset), which is dependent
on the droplet position, the electrical force (4.4) cannot be implemented to find the
vertical displacement using an explicit function in the form (5.6) from the analysis
where the droplet is affected only by the gravitational and Stokes forces. The vertical
acceleration, when the electric field is considered is no longer (5.3), but it changes to

av (t) = (g − l)−
9 ηa

2 ρd r
2
d

vv (t) +
6

ρd

√

γ ǫ0

r3d
E (dv (t)) . (5.26)

In addition, the radial acceleration changes from (5.9) to

ar (t) = −
9 ηa

2 ρd r
2
d

vr (t) +
6

ρd

√

γ ǫ0

r3d
E (dr (t)) . (5.27)

Simplifying (5.26)-(5.27) with the assumption of a linear dependence of the electri-
cal force on displacement d (t) and dividing by the droplet mass gives the electrical
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Figure 5.3.: Magnitude of the normalized electric potential Φ/Φ0 during ESD processing.
The distance between needle and deposition plate as well as the radial distance
from the center are normalized to the distance between the atomizer and the
substrate. The inset is the normalized electric field distribution.

component of the displacement-dependent acceleration

cv =
6

ρd

√

γ ǫ0

r3d
·
Φ0

H
·

KV

log (4H/R)
cev, (5.28)

where cev is a vertical linearization constant which is meant to estimate the [·] term
in (5.24) with

cev · z∗ ≈
[

1

r∗2 + (1 + z∗2)
+

1

r∗2 + (1− z∗2)

]

. (5.29)

A similar estimate is made to find the radial linearization constant to estimate the
electrical force effect on the droplet’s acceleration for (5.25). Realizing that the location
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of the droplet depends on the time it travels, the z∗ from (5.29) can be viewed as the
time-dependent displacement. With this linearization assumption, a system for the
vertical acceleration from (5.26) can be re-stated as a combination of the displacement-
dependent electrical acceleration term cv, velocity-dependent Stokes acceleration term
s, and the independent gravitational g and thermal l acceleration terms

av (t) = (g − l)− s vv (t) + cv dv (t) . (5.30)

Similarly, for the radial acceleration, (5.27) is re-stated as

ar (t) = −s vr (t) + cr dr (t) . (5.31)

The derivation of a displacement equation, stemming from the acceleration (5.30) is
discussed in Section A.2, and the resulting displacement is given by

dv (t) = C1e
−r1 t + C2e

−r2 t + C3, (5.32)

where

r1 =
− s+

√
s2 − 4 cv

2
, r2 =

− s−
√
s2 − 4 cv

2
, (5.33)

and

C1 = r1vv0 −
r21 r2

r1 − r2

[

(g − l)− vv0

(

1

r1
+ s

)]

C2 =
r1 r

2
2

r1 − r2

[

(g − l)− vv0

(

1

r1
+ s

)]

C3 =
cv

1 + (g − l) + s

, (5.34)

where a similar expression can be found for the radial displacement using vr0 and cr
as parameters in (5.33) and (5.34). The electric field is strongest at the nozzle tip, as
shown in Figure 5.3. Therefore, the field will be calculated using the given equations
once the droplets are generated in order to find the droplet’s initial direction and to
give it its vertical and radial acceleration. However, a linear approximation for the
vertical and radial electrical force will be used afterwards.

An explicit equation for the time required to achieve the displacement (5.32) cannot
be found. Therefore, the droplet motion must be solved by time discretization, MC
methods, or iteratively in order to obtain the droplet trajectory through the electric
field. For the presented topography simulator, an iterative method is used to solve for
t with the initial guess tinit given by (5.7). Since the introduction of the electric field
causes the required time for a droplet to reach the surface t to decrease, the time t
with the electrical force included must be 0 < t < tinit. For the purposes of a topogra-
phy simulation, an assumption for a constant electric field is sufficient [171]. It is also
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important to note that the full extent of the radial distance r∗ need not be incorpo-
rated in the linearization process. When considering the deposition on a chip which
extends 1mm radially from a spray source located at a vertical distance of 100mm,
this means the radial distance r∗ ≤ 0.01 is of importance. Additional complexity may
be introduced unnecessarily into the model leading to increased computational costs.
The equations governing the electric field are used in the simplified model in order to
determine the initial direction of the droplet. The main effect from the electrical force
is seen directly as the droplet exits the nozzle. At this location, the droplet’s initial
speed and direction is decided.

5.1.3. Modeling Interaction between Droplet and Wafer Surface

There are two main types of depositions which have been examined in the literature and
in Section 4.1. One type relies on the droplets being transported very near the surface,
where they undergo evaporation and the resulting vapor causes a CVD-like deposition
process on the silicon surface. The other type relies on the droplet reaching the surface
before it is fully evaporated and sticking on the silicon wafer while simultaneously
spreading. The former is commonly the result of a PSD deposition process, while
the latter is common for ESD processes, where the droplets are accelerated at much
higher speeds and therefore have enough force to overcome the retardant Stokes and
thermophoretic forces to reach the substrate as a liquid.

Deposition Model

The model for the deposition of a thin film using a PSD process, which acts as a CVD
process is performed by following the flux from the nozzle and its expected trajectory
as it reaches the wafer area. At this moment, at the substrate surface a CVD process is
modeled, where the flux direction and sticking probability are the model parameters.
The thickness of the deposited film depends on the amount of droplets reaching the
surface, the deposition time, and the temperature used.

Figure 5.4.: Droplet impact onto a heated surface, resulting in the spreading of a thin film
in a disc-like shape.
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In order to model the deposition for a porous film, which is deposited as a result of an
ESD spray pyrolysis system, each droplet’s trajectory is tracked until it reaches the
LS surface. At this point, at the location of the droplet’s contact, a disc whose size is
relative to the droplet’s radius is deposited on the surface, shown in Figure 5.4 [171].
The disc is generated using evenly distributed particles which accelerate towards the
LS surface and stick to generate the desired pattern.

5.2. Modeling BiCS Memory Hole Etching

In order to etch BiCS memory holes, a sequence of SiO2 and Si etching is required, as
is depicted in the two-dimensional cross section of the memory hole in Figure 5.5. It

Figure 5.5.: Two-dimensional image of the hole which needs to be etched through layers of
Si and SiO2 in order to generate a BiCS structure.

is important to note that etching deformations in one layer will lead to deformation in
the layer below and so on, limiting the total number of layers through which etching is
possible. This limits the cost effectiveness of the BiCS memory scheme, as is explained
in Section 4.2.1. This section serves to generate etch models in the LS environment
for silicon and silicon dioxide, which then must be joined in order to etch the complete
memory hole.

5.2.1. Carbon Fluorides for Silicon Dioxide Etching

When modeling the plasma etching of silicon dioxide, it is important to include mi-
croloading phenomena which cause tapered vertical walls on the etched SiO2 pro-
file [151]. The tapering is caused by a polymer depositing on the well walls during
the etching process. For example, when SiO2 is etched using CF4 gas, the CF4 gas
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undergoes a gas phase reaction, where it breaks into CF2 gas and F atoms. The CF2

gas then undergoes a surface deposition reaction with the SiO2. In order to simulate
this phenomenon in the presented LS framework, a model from [113] is implemented.
It deals with an etching process with a simple chemistry such as a pure CF2 etch of
SiO2 under Ar+ bombardment and polymer inhibition. The model parameters and
constants which are implemented here can be found in [113].

The model suggests three surface coverages, one for the etchant Θe(~x), one for the
polymer Θp(~x), and one for the active sites on the polymer coverage Θe/p(~x). The
coverages are found using

dΘe(~x)

dt
= seFe(~x) [1−Θe(~x)−Θp(~x)]− keeiFi(~x)Y

e
ei(~x)Θe − kevFev(~x)Θe(~x),

dΘp(~x)

dt
= spFp(~x)− Fi(~x)Y

p
ei(~x)Θp(~x)Θe/p(~x) = 0,

dΘe/p(~x)

dt
= se/pFe(~x)

(
1−Θe/p(~x)

)
− Fi(~x)Y

p
ei(~x)Θe/p(~x),

(5.35)
where Fi(~x), Fe(~x), and Fp(~x) are the total fluxes of the ion, etchant, and polymer,
respectively and Fev(~x) is an evaporation flux which is proportional to Fe (~x) and
temperature dependent. The constants se, sp, and se/p are the sticking coefficients
of the etchant on SiO2, polymer on SiO2, and etchant on the deposited polymer,
respectively. Y e

ei(~x) and Y p
ei(~x) are etching yield functions.

Assuming steady state conditions, (5.35) can be used to find the surface coverages for
each particle species

Θe/p(~x) =
se/pFe(~x)

se/pFe(~x) + Fi(~x)Y
p
ei(~x)

,

Θp(~x) =
spFp(~x)

Fi(~x)Y
p
ei(~x)Θe/p

,

Θe(~x) =
seFe(~x) (1−Θp(~x))

seFe + keiFi(~x)Y e
ei(~x) + kevFev

.

(5.36)

The deposition rate of the polymer gas onto the wafer surface is given by the polymer
flux and the sticking coefficient

DRp(~x) =
1

ρp
spFp(~x), (5.37)
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where ρp is the polymer bulk density. The polymer can also be etched and this rate
is given by the chemical sputtering rate

ERp(~x) =
1

ρp
Fi(~x)Y

p
ei(~x)Θe/p(~x). (5.38)

If the polymer deposition rate is higher than its etch rate, then no etching on the
surface occurs, but rather a deposition whose rate is given by

VSiO2(~x) = DRp(~x)− ERp(~x). (5.39)

However, if the polymer deposition rate is lower than its etch rate, the film etching
rate is given by

VSiO2(~x) = −
1

ρSiO2

[Fi(~x)Y
e
ie(~x)Θe(~x) + Fi(~x)Ys(~x) (1−Θe(~x)) + FevΘe(~x)] , (5.40)

where ρSiO2 is the SiO2 bulk density and Ys(~x) accounts for the sputter yield of the
silicon dioxide which is not covered by the etchant.

The threshold yield functions depend on the ion energies and the impact direction of
the ions onto the surface. In the case of physical sputtering, the yield is given by

Ys(~x) = Ae
sp

(√
E −

√

Eth,sp

) (
1 +Bsp sin2(θ)

)
cos (θ) , (5.41)

where θ is the impact angle, Eth,sp is the sputtering threshold energy, E is the ion
impact energy, and Asp is a sputtering yield factor. For ion enhanced chemical etching,
the yield function is given by

Yi(~x) = A
e/p
ei

(√
E −

√

E
e/p
th

)

cos (θ) , (5.42)

where E
e/p
th is the threshold energy and A

e/p
ei the etchant yield factor for ion enhanced

chemical etching.

Figure 5.6 shows a simulation of the silicon dioxide etching process when various ion,
etchant, and polymer fluxes are used. It is clear that the ratio of etchant to polymer
flux will decide how much polymer will be present on the sidewalls. Therefore, as the
amount of polymer is decreased with respect to the amount of etchant, shown from
Figure 5.6a to 5.6c, the sidewalls show an increasing vertical profile and higher etch
rates. The simulation is performed through a 300nm diameter hole with an ideal mask
for 80s. The profile is shown at 2s intervals. This means that when etching the silicon
dioxide layers for BiCS memory holes, an etchant should be used which produces less
deposition-inducing byproducts. When using C4F8, which was the etching process
described in [113], the ratio of etchant to polymer inhibitor flux is shown to be 2.5:1.
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Fi = 5.6 × 1016s−1cm−1 Fi = 5.6× 1016s−1cm−1 Fi = 5.6× 1016s−1cm−1

Fe = 1.0× 1017s−1cm−1 Fe = 3.0× 1017s−1cm−1 Fe = 3.0 × 1017s−1cm−1

Fp = 1.0× 1017s−1cm−1 Fp = 1.0 × 1017s−1cm−1 Fp = 3.0× 1016s−1cm−1

(a) (b) (c)

Figure 5.6.: Images showing the etched SiO2 topography when using a fluorocarbon gas as
the etchant, implemented using the described model.

The ratio of etchant to polymer flux is not the only process parameter governing the
final etched profile. Another important factor is the sticking coefficient of the inhibitor
species. The process described by the model in [113] suggests a sticking probability
of 0.26. However, it would be beneficial for a process with a lower sticking probability
to be used when sharp vertical etch profiles are required. In [86] a process using
CF4 is suggested for SiO2 etching for BiCS memory holes, which has the deposition
precursor CF2 with a 0.0292 sticking probability. Figure 5.7 shows how varying the
sticking probability influences the etched profile when the flux of ion, etchant, and
polymer species are Fi = 5.6 × 1016s−1cm−1, Fe = 2.5 × 1017s−1cm−1, and Fp =
1.0 × 1017s−1cm−1, respectively. The simulations were performed through a 50nm
opening, which is the approximate width required for etching BiCS memory holes, for
5s which should be sufficient for the required depth (∼33nm).

5.2.2. Halogen Gas for Silicon Etching

When etching silicon, HBr plasma is chosen due to its high selectability against SiO2,
when compared to fluorocarbon based plasmas. When analyzing silicon etching under
HBr plasma, the etch rate is assumed to only have the ion enhanced component,
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(a) Coefficient sp = 0.0292 (b) Coefficient sp = 0.145 (c) Coefficient sp = 0.26

Figure 5.7.: Images showing the etched SiO2 topography when using fluorocarbon gas as the
etchant for various polymer sticking coefficients sp.

because the neutral component is negligible. Several experiments noted that under
neutral-flux-only conditions no etching of silicon is observed with an HBr plasma [11],
[33], [217]. However, the LS framework can handle a model similar to the SF6 silicon
etching model suggested in [10] and implemented in the LS in [50] to be created for
HBr/O2 silicon etching. The corresponding balance equations can be written as

σSi
ΘBr

dt
(~x) = sBrFBr(~x) [1−ΘBr(~x)−ΘO(~x)]− kBrσSiΘBr(~x)− 2ΘBr(~x)Y

tot
ie (~x)

σSi
ΘO

dt
(~x) = sOFO(~x) [1−ΘBr(~x)−ΘO(~x)]− βσSiΘO(~x)− 2ΘO(~x)Y

tot
O (~x),

(5.43)
where σSi is the surface density of silicon, sBr/O is the sticking probability of bromine or
oxygen on silicon, (1−ΘBr (~x)−ΘO (~x)) is the fraction of free surface sites, FBr/O (~x)
are the total bromine or oxygen fluxes, k is the bromine chemical etch rate constant, β
is the oxygen chemical etch rate constant, Y tot

ie (~x) is the total ion-enhanced etch rate,
Y tot
O (~x) is the total oxygen sputter rate, and ΘBr and ΘO refer to the total surface

kinetic coverage of bromine and oxygen, respectively. The surface velocity is given by
the total etch rate, as

V (~x) = −
1

ρSi

(

kBrΘBr (~x)

3
+ Y tot

ph (~x) + ΘBr (~x)Y
tot
ie (~x)

)

, (5.44)

where ρSi is the silicon bulk density.

This model uses bromine properties from [11] in order to generate the topography
of the etched silicon profile shown in Figure 5.8. The simulations use the following
fluxes during the etching process: FBr=1 × 1018s-1cm-1, FO=3 × 1017s-1cm-1, and
Fion=1× 1016s-1cm-1.

The SiO2 mask opening is set to 70nm while etching continued for 410s, as was per-
formed in [86]. The simulation was performed in order to analyze the effects on the
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Figure 5.8.: The effects of SiO2 tapered angles during silicon etching using a HBr/O2 plasma.

etching process, when the silicon dioxide layer has tapered walls. As can be seen,
when the SiO2 is angled at 89o, a relatively flat vertical sidewall is seen in the silicon.
However, even a slight tapering, shown at 86o, results in a silicon etched sidewall topog-
raphy with an additional erosion width. These simulations confirm the experimental
and simulated results from [86].
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In this chapter the previously described processing techniques are simulated in the LS
environment. The models implemented are described in Chapter 5. This chapter also
addresses how the various processing techniques can be utilized in order to fabricate
modern devices. The main technologies which will be considered are silicon oxidation,
AFM nanolithography, spray pyrolysis deposition, and the etching of BiCS memory
holes.

6.1. Silicon Oxidation

The oxidation of silicon has been described in detail in Chapter 2. Some interesting
examples for the oxidation of silicon using Deal-Grove and Massoud models based on
linear parabolic equations are shown here.

6.1.1. Oxide Growth without Native Oxide

When no native oxide is present, a flat interface representing a Si-ambient interface
is grown into SiO2 with a thickness dependent on the oxidation time, temperature,
ambient (wet-H2O or dry-O2), pressure, and the crystal orientation of the underlying
silicon. The modifications and requirements of the LS method to include oxidation
are presented in Section 3.2.1.

When no native oxide is present, the oxidation process begins with xo = 0, as shown
in Figure 6.1a, where the surfaces representing the Si-SiO2 interface and SiO2-ambient
interface are overlapping. As the oxidation process begins, the Si-SiO2 interface goes
deeper into the initial Si wafer, while the SiO2-ambient interface moves towards the
ambient.

Using the Massoud model, after 100 minutes of oxidation of a (100) oriented silicon
wafer in a dry ambient at 1atm pressure and 1000oC temperature, an oxide with a
thickness of 66.5nm is grown, depicted in Figure 6.1.
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(a) Initial state of the processing environment before oxidation.

(b) State of the processing environment after oxidation.

Figure 6.1.: Results of the oxidation of (100) oriented silicon in a dry ambient at 1atm
pressure and 1000oC temperature for 100 minutes. The top surface (red) depicts
the SiO2-ambient interface, while the lower surface (blue) depicts the location
of the Si-SiO2 interface. The volume shown is the original location of the silicon
substrate.

6.1.2. Oxide Growth with Native Oxide Present

When some native oxide is present, both interfaces, Si-SiO2 and SiO2-ambient already
exist and the oxide does not need to grow from scratch. How much additional ox-
ide will grow depends on the oxidation time, temperature, ambient, pressure, crystal
orientation of the silicon, as well as the thickness of native oxide already present on
the surface. The implementation of such velocity fields within the LS is described in
Section 3.2.1, while the Massoud model is used to determine the oxidation rate.

When 10nm of native oxide is present, the oxidation process begins with xo = 10nm,
as shown in Figure 6.2a, where the surface representing the Si-SiO2 is the bottom
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(blue) surface, the SiO2-ambient interface is the top (red) surface and the volumes
depicted are of the silicon substrate (yellow-bottom) and the native oxide (blue-top).
As the process begins, the Si-SiO2 interface moves deeper into the Si wafer, while the
SiO2-ambient interface grows towards the ambient.

(a) Initial state of the processing environment before oxidation.

(b) State of the processing environment after oxidation.

Figure 6.2.: Results of the oxidation of (100) oriented silicon in a dry ambient at 1atm
pressure and 1000oC temperature for 100 minutes with 10nm of native oxide
present. The top surface (red) depicts the SiO2-ambient interface, while the
lower surface (blue) depicts the location of the Si-SiO2 interface. The volumes
shown are the original location of the silicon substrate and the native oxide.

Using the Massoud model, after 100 minutes of oxidation of a (100) oriented silicon
wafer in a dry ambient at 1atm pressure and 1000oC temperature, a total oxide thick-
ness of 73.8nm is found, meaning that 63.8nm of new oxide has been grown, depicted in
Figure 6.2b. Even though the oxidation conditions were identical to the process shown
in Figure 6.1, less oxide is grown, when there is already some initial oxide present. This
is expected since oxidation is fastest during the initial stages of oxidation.
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6.1.3. Oxidation with Orientation effects

The rate of silicon oxidation depends in part to the orientation of the silicon crystals,
as previously discussed in Section 2.2.1 and Section 2.3. Orientation effects can be
observed, when oxidizing a trench in a (100) silicon surface. A thicker oxide is expected
on the sidewalls since their orientation is (110). This effect is implemented in the
presented LS model framework.

The effects of silicon orientation are visible in Figure 6.3 where the (110) sidewalls are
seen as having a thickness greater than that of the (100) surfaces. The corners also
experience pinching due to the amorphous nature of the oxidant diffusion through the
oxide.

6.1.4. Oxidation with LOCOS

When performing LOCOS steps for thermal oxidation growth, a bird’s beak effect is
commonplace. As the oxide grows, the nitride mask, which is meant to block the oxide
from growing everywhere, is slightly bent due to stress caused by the oxide pushing
the nitride as it grows.

The geometry of the bird’s beak, depicted in Figure 6.4 depends on several physical
factors [190]:

The thickness of the nitride mask plays an important role in determining the size of
the LOCOS bird’s beak. From a simple physical point of view, the force required
to lift up a beam by a certain distance is proportional to the third power of the
beam thickness. Even though the oxidation mechanism is more complex, the
basic concept can still be applied. It is evident that thicker nitride layers are less
prone to bending due to their increased stiffness, which leads to a shorter bird’s
beak.

The thickness of the pad oxide also has an influence on the length of the bird’s beak,
but does not seem to affect the height in a meaningful way. The effects of the
nitride and pad oxide thicknesses on the bird’s beak geometry, when 600nm
of oxide is grown thermally at 1000oC in a vapor environment, is shown in
Figure 6.5. Based on this data, a topographical simulation can be performed, as
shown in Figure 6.6.

The length of the birds beak depends on the silicon crystal orientation, mainly due to
the difference in the amount of silicon available for bonding at the (111) surface
compared to the (100) surface. The ratio of Lbb to the oxide thickness decreases
as the field oxide thickness increases until Lbb reaches a saturation length.

When thermal oxidation is performed at high temperatures, less nitride lifting, and
therefore a shorter and lower bird’s beak is seen. This is due to the increased
oxidation rate compared to the diffusion rate. Since the diffusion of oxidant
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(a) Initial Si(100) trench. (b) Trench after oxidation.

(c) Slice of the trench after oxidation. Some two-dimensional features of oxide growth are
visible.

Figure 6.3.: Results of the oxidation of a trench etched into (100) oriented silicon with (110)
oriented sidewalls. in a dry ambient at 1atm pressure and 1000oC tempera-
ture for 100 minutes. The top surface (red) depicts the SiO2-ambient interface,
while the lower surface (blue) depicts the location of the Si-SiO2 interface. The
volumes shown is the original location of the silicon trench.

under the nitride layer is the main reason for the bird’s beak phenomenon, less
diffusion exposure results in decreased bird’s beak effects.

Figure 6.6 depicts a topographical simulation of a nitride mask lifting as thermal
oxidation progresses. The geometry of the lifting nitride is taken from the results in
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Figure 6.4.: Geometry of the bird’s beak occurrence during LOCOS processing. Hbb and Lbb

describe the maximum height and length of the nitride after oxidation, respec-
tively.
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Figure 6.5.: Bird’s beak length and height dependences on nitride and pad oxide thicknesses
from [190]. The field oxide is simulated to grow at 1000oC for a thickness of
approximately 600nm.

Figure 6.5 for a 200nm nitride mask layer and a 15nm of pad oxide. The topography
moves as a results of silicon oxidation at 1000oC for 2 hours, resulting in an expected
oxide thickness of approximately 600nm.
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(a) Initial geometry (tSi3N4
= 200nm). (b) Final geometry (tSi3N4

= 200nm).

(c) Initial geometry (tSi3N4
= 100nm). (d) Final geometry (tSi3N4

= 100nm).

Figure 6.6.: Thermal oxidation with the bird’s beak effect. The field oxide is simulated to
grow on (100) silicon at 1000oC in a wet environment for 2 hours, resulting in a
field oxide thickness of approximately 600nm. The oxide thickness is 15nm and
the nitride thickness is (a)-(b) 200nm and (c)-(d) 100nm.

6.2. Nitric Acid Oxidation

Section 3.3.1 explains the NAOS model and suggests that the main use for this pro-
cessing technology is for the manufacture of TFTs for liquid crystal displays (LCDs).
For this technology, the oxide must grow evenly across polycrystalline or doped silicon,
which is possible with NAOS and is the main reason for the continuing interest in this
technology [111], [112], [147]. Using the azeotropic NAOS model, after four hours of
immersion in a 61wt% HNO3 concentration of a (100) oriented silicon wafer at 60oC
temperature, an oxide with a thickness of 1.18nm is grown, depicted in Figure 6.7.

6.3. Atomic Force Microscope Lithography

AFM nanolithography is an emerging processing technique which can be utilized for
many different applications. As mentioned in Chapter 5, a MC technique is combined
with the LS method in order to simulate nanodots and nanowires with a topography
which follows nanodots and nanowires generated with an AFM on a silicon surface. In
this section, the AFM lithography technique will be utilized to generate nanodots and
nanowires under various ambient conditions. The application of nanodots to generate
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(a) Silicon wafer before NAOS. (b) Topographies after NAOS.

Figure 6.7.: Results of the oxidation of (100) oriented silicon during immersion in a 61wt%
HNO3 concentration at a temperature of 60oC. The top surface (red) depicts
the SiO2-ambient interface, while the lower surface (blue) depicts the location
of the Si-SiO2 interface. The volume shown is the original location of the silicon
substrate.

read only memory (ROM) dots will also be shown, in addition to the generation of
nanowires in order to design a junctionless transistor.

6.3.1. AFM Nanodot Generation

As described in Chapter 4, LON with an AFM is becoming an increasingly applicable
tool for manufacturing nanosized devices. At the core of the nanolithographic poten-
tial of AFM is the generation of a SiO2 nanodot on a silicon surface. AFM allows for a
nanodot to be applied on a silicon surface with nanosized precision of the location and
size. As discussed in Chapter 5, the ambient factors which influence the nanodot size
are the pulse time, ambient humidity, and the potential difference between the AFM
needle tip and the silicon substrate. The AFM nanodots shown in Figure 6.8, Fig-
ure 6.9, and Figure 6.10 are generated using the described model from [28] with added
humidity effects and the two-dimensional SCD distribution described in Chapter 5. In
the figures, the top topography represents the surface between the silicon dioxide and
the air/water ambient, while the bottom topography represents the interface between
silicon dioxide and silicon. The heights of all nanodots have been scaled by 20 with
respect to the widths for improved visualization. The results confirm the experimental
results gathered from [28] and [53], on which the models are based.

Figure 6.8 shows the distribution of nanodot sizes caused by a variation of pulse times.
The voltage and humidity were kept constant at 20V and 55%, respectively, while the
time was set to 0.2ms, 0.3ms, 0.5ms, and 1ms. With increasing pulse times, the
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nanodot height and width also increase, as expected. The height varied from 1.24nm
to 2.05nm, while the FWHM varied from 15nm to approximately 50nm with pulse
times set to 0.2ms and 1ms, respectively.

Figure 6.8.: Effects of pulse time on the AFM nanodot height and width. The vertical axis
is scaled by 20 for better visualization.

Figure 6.9 shows the distribution of nanodot sizes caused by a variation of the ambi-
ent humidity. The pulse time and applied voltage were kept constant at 0.2ms and
20V respectively, while the humidity was set to 30%, 50%, 70%, and 90%. With an
increasing ambient humidity, the nanodot height and width also increase, as expected.
The height varied from 0.65nm to 2.07nm, while FWHM varied from 10.6nm to ap-
proximately 34nm with the ambient humidity set to 30% and 90%, respectively. In
addition, a cross-section of the nanodots is shown, where the nanodot heights are more
evident.

Figure 6.9.: Effects of ambient humidity on the AFM nanodot height and width. The vertical
axis is scaled by 20 for better visualization.

Figure 6.10 shows the distribution of nanodot sizes caused by a variation of the applied
voltage. The pulse time and humidity were kept constant at 0.2ms and 55%, respec-
tively, while the voltage was varied at 16V, 18V, 20V, and 22V. With an increasing
applied voltage, the nanodot height and width also increase, as expected. The height
varied from 0.51nm to 1.58nm, while FWHM varied from 10nm to approximately 18nm
with the applied voltage set to 16V and 22V, respectively.

6.3.2. AFM Nanowire Generation

In [28] it is suggested that a nanowire, which is patterned using a combination of AFM
nanodots, separated at 0.5nm intervals will have an increased half-width due to the
increased time for the lateral diffusion of anions. This phenomenon was added to the
simulator and a nanodot was generated in the LS simulator to mimic the one presented
in [28], as is shown in Figure 6.11. As in [28], generating nanodots with 20V pulses for
1ms, while displacing the tip laterally by 0.5nm resulted in a nanowire with a height
of approximately 1nm and a half-width of 13nm.
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Figure 6.10.: Effects of bias voltage on the AFM nanodot height and width. The vertical
axis is scaled by 20 for better visualization.

Instead of generating nanowires as a series of nanodots, an approach using empiri-
cal equations which govern nanodot height and half-width under various conditions,
from [53] was implemented in the simulator, as described in Chapter 5. This type
of simulation is much quicker as it allows for a nanowire to be treated in a single
simulation step as opposed to thousands of single nanodot generation steps. The
nanowires also exhibit a shape based on the SCD distribution. Figure 6.12b shows
simulated nanowires alongside the experimental sample from [53] in Figure 6.12a, at
bias voltages ranging from 6V to 10V, with a 5ms pulse time and 72% humidity.

6.3.3. High Density Data Storage using AFM

Already in 1999, Cooper et al. [36] showed that by anodically oxidizing titanium with
the AFM, an aerial density of 1.6Tbits/in2 can be reached. In the same year, Namin
et al. [158] used the atomic force microscope in order to manufacture high density data
storage. The main idea behind the technique is generating nanodots in a pattern such
that the presence of a nanostructure (nanodot) is read as a bitwise 1 while the lack of a
nanostructure is read as a bitwise 0. The increase in the sharpness of the AFM needle
tip down do approximately 10nm allowed for very high densities to be imprinted on
silicon surfaces. Namin [158] achieved an areal density of 65Gbit/in2 with readback
rates larger than 10Mbit/s. More recently, storage densities of up to 3.3Tbits/in2 have
been reported [71]. For several years, the efficiency of this method was questioned due
to the speed with which nanodots can be written with a single cantilever. However,
many research groups are working on AFM nanopatterning using arrays of AFM nee-
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Figure 6.11.: Nanowire topography simulated using a sequence of AFM nanodots (top) and
the nanowire’s cross-section (bottom).

dles, which could simultaneously generate multiple nanodots for a desired memory dot
pattern [82], [207], [233], [235]. IBM has also developed a nanopatterning array, which
spans 32×32 AFM cantilevers per pattern application [44], [167]. In 2004, Garcia [59]
presented an imprinted image of π, with 20-decimal place precision, written in binary
code with oxide (SiOx) nanodots on a silicon surface, as shown in Figure 6.13a. Us-
ing the models presented in Chapter 5, the pattern depicted is reproduced using a
non-contact AFM needle with a bias voltage of 24V, ambient humidity of 80%, and a
pulse time of 0.16ms. Each oxide dot has a width and a height of approximately 25nm
and 2.5nm, respectively, as in the original experiment from Garcia, depicted in Figure
6.13b.

Using the models from Chapter 5 and assuming that the minimum readable height for
the nanodots is 1nm, a higher aerial resolution can be achieved, when a pulse time of
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(a) Effects on nanowire topography with varying bias voltages, ranging from 6V to 10, with
a 5ms pulse time and 72% humidity: Experimental results from [53].

(b) Effects on nanowire topography with varying bias voltages, ranging from 6V to
10, with a 5ms pulse time and 72% humidity: Simulated results.

(c) Cross-section of the nanowires from Figure 6.12b.

Figure 6.12.: Simulations of AFM-generated nanowires.
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(a) Image of π in binary code. (b) Simulated image of π in binary code.

(c) π with improved aerial density.

Figure 6.13.: Simulations of AFM-generated nanodots for ROM applications. (a) Image of
π in binary code, written with oxide nanodots on a silicon surface from [59].
(b) Simulated image of π in binary code, repeating the experiment from [59],
with inset of a proportional Figure 6.13c. (c) Simulated image of π in binary
code. with improved aerial density.
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0.1ms is used with an ambient humidity of 50% and an AFM needle bias voltage of 22V.
This simulation results in nanodots which have an approximate height and width of
1nm and 2.1nm, respectively. The simulation results are shown in Figure 6.13c, where
the improved nanodot density is evident.

6.3.4. Silicon Nanowire Transistor

All modern transistors have a gate electrode, which controls the flow of holes and elec-
trons between the source and drain contacts. In CMOS transistors, this modulation
relies on the presence of a junction between the channel and the source and drain
contacts. With the decreasing dimensions of modern transistors, generating these
junctions is becoming increasingly difficult [92]. The first patented field effect transis-
tor, suggested by Julius Edgar Lilienfeld [127], [128] in the 1920’s was a junction-free
device. The device was designed such that charge carriers could be depleted by the
actions of the gate. However, in order to be able to fully turn off the device, a very
thin nanoscale channel (nanowire) is required. The technology for generating such thin
structures did not exist until recently [92]. In fact, the first junctionless transistor was
manufactured in 2010 by Colinge et al. [35]. Using standard Silicon on Insulator (SOI)
technology and electron-beam lithography, they were able to produce the first junc-
tionless transistor. Since then, it has been shown that AFM nanolithography processes
could also be used in order to generate the nanowire required to connect the source
and drain sides of the transistor [43], [117]. This process can be performed at room
temperature and with minimal damage to the crystalline structure of silicon, which
is commonly introduced due to the highly energetic electrons which are an integral
part of electron beam lithography [93], [117]. A type of junctionless transistor, the
Silicon Nanowire Transistor (SiNWT), fabricated by Hutagalung using non-contact
AFM nanolithography is described in [85]. The generated SiNWT, after AFM nano-
lithography and selective wet etching, is shown in Figure 6.14.

The simulation process, which follows the fabrication process from [85] is shown in
Figure 6.15. The yellow (top) surface represents the silicon dioxide (SiO2) mask layer,
the red (second) surface represents the top of the silicon surface, while the green (third)
and dark blue (fourth) surfaces represent the top and bottom of the buried oxide
(SiO2) within the silicon on insulator (SOI) wafer. The light blue (bottom) surface
depicts the bottom of the wafer, such that the volume between the two blue surfaces
is the silicon wafer. The first step is the generation of the oxide mask layer, shown in
Figure 6.15a, followed by the application of the silicon nanowire using an AFM in NCM
in Figure 6.15b. Subsequently, TetraMethylAmmonium Hydroxide (TMAH) is used
in order to selectively and anisotropically etch away the silicon, shown in Figure 6.15c.
TMAH is a wet etching process which has an approximate 1:1000 etch ratio for SiO2

with respect to silicon. The final step is the removal of the silicon dioxide, which is done
once again using wet etching, but with hydrofluoric acid (HF). This acid selectively
etches silicon dioxide, leaving behind the desired nanowire pattern on the SOI wafer
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Figure 6.14.: SiNWT generated using AFM nanolithography and wet etching [85].

as shown in Figure 6.15d. The AFM lithography simulation for the nanowire assumed
a pulse time of 0.25ms and a bias voltage of 16V in a 55% humidity ambient. The
final nanowire has an approximate width of 100nm, such as suggested in [85].

6.4. Spray Pyrolysis Deposition

The exact deposition process for spray pyrolysis is not yet known. As explained in
Chapter 5, there are suggestions that the process follows a CVD-like deposition as
liquid droplets approach the surface and fully convert to their vapor form due to
heating. However, others suggest that the process is more a liquid layer-by-layer
thin film deposition. Two different topography simulations are performed. The first
simulation uses ethanol-based droplets with a YSZ precursor which is atomized using
an ESD system and appears to deposit on the silicon substrate as a liquid film. The
second simulation uses a water solution with a SnO2 precursor, atomized with an air
blast atomizer which appears to deposit on the silicon substrate in the form of a CVD
process.

It is likely that the deposition of the liquid film using an ESD system [171] is due to
relatively large particles being atomized and transported with two push forces, gravity
and the electric force, towards the silicon surface. Many droplets still have most of
their volume in tact as they reach the thermal zone, allowing them to come in contact
with the heated silicon in order to deposit a thin disk-shaped film. The velocity of
particles which reach the thermal zone in an ESD system is also shown to be higher
than those using a PSD system, due to the additional electric force. Therefore, the
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(a) Initial lithography.

(b) Nanowire generated using AFM.

Figure 6.15.: (a)-(b) Topography simulation steps for the fabrication process for a silicon
nanowire transistor. (a) Initial lithography to place oxide as a mask for source,
drain, and gate contacts. (b) Nanowire generated using AFM to connect the
source and drain contacts.
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(c) TMAH etching of silicon.

(d) HF etching of SiO2.

Figure 6.15.: (c)-(d) Topography simulation steps for the fabrication process for a silicon
nanowire transistor. (c) TMAH etching of silicon, with SiO2 serving as a mask.
(d) HF etching of SiO2, leaving the desired pattern on the silicon surface.
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introduction of the retardant thermophoredic force is not enough to significantly slow
down and evaporate the large particles present.

However, the PSD process appears to deposit in the form of a CVD-like system [64].
There are two explanations why this setup does not appear to generate a liquid thin
film deposition. The first is the lack of additional pushing force to deliver unevaporated
droplets to the silicon surface, meaning they rely solely on the force of gravity and
the initial velocity to bring them to the surface. As will be shown, the retardant
Stokes force is much stronger than the force of gravity, making the droplet quickly
reach a relatively slow terminal velocity. As the droplet reaches the thermal zone, an
additional retardant force causes it to slow down even further, making it spend a long
time in a hot environment and subsequently evaporate. An additional explanation
for the CVD-like deposition is the atomizer setup used. The atomized droplets have a
relatively low size, a mean radius of 2.5µm, which is much smaller than the ESD system
from [171]. Table 6.1 shows the relative parameters for the solutions and droplet used
in the simulations for both the ESD system (ethanol and YSZ) and the PSD system
(water and SnO2).

6.4.1. YSZ Deposition using ESD Pyrolysis

The YSZ deposition using an ESD process from [171] is simulated using the model
discussed in Section 5.1. The parameters of the solution used and therefore, the
properties of the droplets which are simulated are listed in Table 6.1. The first step is
finding the droplet size as they exit the atomizer. The distribution of droplet sizes does
not follow any standard distribution, but it is suggested that the volume fraction varies
relatively evenly near the approximate value 0.05 for droplets between with a radius
between 2.5µm and 55µm [171], [228]. Therefore, the distribution for the droplet radii
is simulated by generating an even distribution for the volume fraction ξvol followed
by finding the radius distribution for the droplet rd. Droplets with a radius below
2.5µm are ignored, because they do not take part in the deposition reaction [171].
The distribution of the droplet’s radius is derived in Appendix B and given by

rd =
{

ξ ·
[

(rmax)
−1/3 − (rmin)

−1/3
]

+ (rmin)
−1/3

}−3
, (6.1)

where rmin = 2.5µm and rmax = 55µm are the minimum and maximum radii for the
generated droplets and ξ ∈ [0, 1] is an evenly distributed random value.

As soon as a droplet is generated and exits the atomizer, it experiences a strong
electric force, much stronger than the gravitational force. This initial push from the
atomizer determines the droplet’s speed and direction as it enters the electric field.
Because there is a very quick drop in the electric field magnitude Eext from (5.20), the
initial calculation is done within a very small radius of the atomizing nozzle (0.005H).
The distribution of the initial starting position of particles will take into account the
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Droplet properties

Ethanol Water

Droplet conductivity(κd) 0.19 W/m ·K 0.609W/m ·K
Droplet density (ρd) 789 kg/m3 998kg/m3

Absolute viscosity (ηd) 0.00116 N · s/m2 0.01 N · s/m2

Surface tension (γ) 0.022 N/m 0.072 N/m

Permittivity (ǫ) 25 ǫ0 80.1 ǫ0
Molar weight (MW ) 46.1 g/mole 18.0 g/mole

Average diffusion coefficient (Dv,f ) 6.314×10−22 × T/r 7.325×10−23 × T/r

Saturation vapor pressure (SVP) 5380 Pa 2340 Pa

Boiling point (1atm) 351.5 K 373 K

Maximum droplet charge (qmax) 1.11×10−5 × r3/2 2.01×10−5 × r3/2

Air/ambient properties

Air viscosity (ηa) 2.2×10−5N · s/m2

Air density (ρa) 1.29 kg/m3

Air thermal conductivity (κa) 0.025 W/m ·K
Gas constant (R) 8.3144621 m ·N/K ·mol

Simulation properties

ESD PSD

Minimum droplet radius (rmin) 2.5µm 1.5µm

Maximum droplet radius (rmax) 55µm 5µm

Atomizer height (H) 270mm Hx=200mm, Hy=100mm

Droplet distribution angle (θd) 45o 12o

Flow rate 2.8ml/h < 3.1ml/h

Electric potential (Φ0) 10kV -

KV ∼ 1 -

Evaporation parameter (q0) ∼373µm2/s ·K ∼88µm2/s ·K
Evaporation parameter (q1) ∼8.91×10−5/µm ∼4.3×10−3/µm

Temperature (T ) 523K 673K

Temperature gradient (∇T ) 100,000K/m 30,000K/m

Table 6.1.: Characteristics of the precursor solutions used for the simulations.
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droplet distribution angle of the nozzle θd and will be found using spherical coordinates
(r, θ, ϕ).

The given equation for the electric field provides the magnitude at each location; how-
ever, in order to follow the droplet trajectory, the individual components of the electric
field in each direction are required such that ~Eext = (Ex, Ey, Ez). The individual com-
ponents of the electric field in each Cartesian direction can be found by equating a
unit vector in the form similar to (3.35). However, since the effects of the forces in the
horizontal directions x and y are equal, calculations are easier using cylindrical coor-
dinates, where ~Eext = (Eρ, ϕ,Ez). The droplet angle ϕ is unaffected by the applied
forces since they act only in the radial ρ and vertical z directions. Therefore, the initial
starting position’s spherical coordinates will be converted to cylindrical coordinates,
which will remain until the trajectory is complete.

Figure 6.16 shows a silicon surface geometry which extends 50mm by 50mm after 1,
10, 20, 50, and 100 spray cycles with 100,000 droplets per cycle and the spray nozzle
located 270mm above the surface.

(a) Initial geometry (b) After 1 spray cycle (c) After 10 spray cycles

(d) After 20 spray cycles (e) After 50 spray cycles (f) After 100 spray cycles

Figure 6.16.: Macroscopic spray pyrolysis simulation on a 50mm by 50mm geometry. Each
spray cycle contains 100,000 droplets.

The images in Figure 6.16 show little in the way the thin film is deposited when the
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deposition process is modeled as a sequence of droplets landing onto the surface and
depositing a disk shaped film. Figure 6.17 shows an area which expands 250µm by
250µm. Several droplets are shown including overlapping of the disk shapes on the
surface as they are being deposited. The yellow surface is silicon while the orange disks
are the deposited YSZ films. Each depositing droplet is modeled using 109 particles
which accelerate to the surface and add a slight component of the overall deposited
film thickness.

(a) 15 droplets (b) 100 droplets

Figure 6.17.: Microscopic spray pyrolysis simulation on a 250µm by 250µm geometry.

6.4.2. Tin Oxide Deposition using PSD Pyrolysis

The deposition of tin oxide (SnO2) on silicon dioxide using the spray pyrolysis depo-
sition process was performed by one of our industrial partners using an air atomizer
which is not located directly above the wafer, but rather on the side, as depicted in
Figure 6.18. The nitrogen pressure of the atomizer was set to 2bar in air and 0.7bar in
the liquid. These values are outside of the data sheet for the nozzle used [193], which
is done in order to obtain smaller droplet sizes and slower deposition rates [211]. How-
ever, the data sheet information was extracted and the provided graph extended in
order to find an approximate radial distribution of particles. The simulated radius
of particles is set between 1.5µm and 5.5µm. The spray direction is also mentioned
in the data sheet; however, once again, the implemented pressure combination is not
found in the available documentation and an extrapolated estimate must be used. The
spray nozzle in use is one which produces a flat spray pattern with droplet dispersal
proceeding mainly in the lateral axial direction. The vertical direction experiences
much less particle dispersal; however, some dispersal does occur and the ratio between
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Figure 6.18.: Schematic for the PSD spray pyrolysis process used at AIT, serving as a basis
for the presented topography simulations.

the lateral and vertical dispersal is approximated to 10:1. The nozzle is approximately
20cm laterally and 10cm vertically distanced from the substrate and the spray is di-
rected such that much of it is found above the heated surface, where it can deposit
onto the wafer. The parameters related to water droplets and the PSD simulation
environment can be found in Table 6.1. The initial velocity of the droplets, as they
are pushed out of the atomizer is not provided by the manufacturer [193]. Therefore,
an approximation is made based on values found in literature which, as previously
shown in Section 4.1 suggest an initial particle velocity between 5m/s and 20m/s.

As an example, a particle with a 5µm radius is analyzed. Its initial velocity is assumed
to be 20m/s, fully in the horizontal direction. Therefore, the only forces which the
particle experiences are the gravitational force and the Stokes force during its vertical
flight and the Stokes force during its lateral flight towards the wafer sample. The
droplet’s vertical downward acceleration due to gravity is given by 9.81m/s2. The
Stokes force is given by (4.7) and for the sample droplet is valued at 2.07×10−9 ·v (t)N.
The mass of the droplet is given by (4.2) and is calculated to 523×10−15kg. Therefore,
the negative acceleration due to the stokes force is approximately 3960·v (t)m/s2, which
is a very large negative force. When a particle is accelerated with an initial velocity
of 20m/s, it will instantaneously experience a negative acceleration of 79.2×103m/s2.
This means that it is not possible for the droplet to travel the required distance when
starting with the stated initial velocity. In fact, the initial velocity must follow

0 ≤
dx · as
v0

< 1, (6.2)

where dx is the required distance, as is the velocity-dependent factor of the Stokes
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negative acceleration, and v0 is the initial velocity. Therefore

v0 > dx · as. (6.3)

In order for the sample droplet to reach the required distance to the wafer, a minimal
initial velocity of 1.11×103m/s is required. An alternative is the introduction of an
additional force, such as is the case, when ESD deposition is performed as described in
the previous section. It is evident that the initial velocity suggested in the literature
is one which assumes no introduction of an additional air pressure. The additional
pressure serves to break up the droplets due to an instantaneous increase in velocity
and to introduce an additional “push” which gives the droplets the appropriate initial
velocity in order for them to reach a range beyond several millimeters.

It may be noted that after leaving the atomizer, the droplets do not travel in the same
manner together as they would individually. The interaction between droplets for the
ESD system was ignored since, in literature [171], [228], it was suggested that they do
not affect the droplet motion significantly. In the ESD system, the electric field is the
main factor to the droplet’s movement. However, for the pressure system described
here, it appears that interaction between droplets plays a larger role. Droplets move
through air as a flux and calculating individual droplet’s movements in order to find
their final location on the wafer surface does not produce a match to the experimental
results, shown in Figure 6.19a from [156].

(a) SEM image (b) Simulation

Figure 6.19.: Images showing the deposited SnO2 film as a results of a PSD deposition step.
The good step coverage confirms a chemical and not physical reaction takes
place during deposition.

There are also several factors which influence the final thickness of the deposited film.
Those include the spraying time, volume of the sprayed solution, air pressure, distance
of the atomizer from the substrate, temperature of the pyrolysis reaction, and time
of the solution (SnCl4) aging. It was found in [107] that thicknesses of the deposited
SnO2 film decrease, when the time interval between its preparation and its use in
the pyrolysis reaction increases. A suggestion is made to use either a freshly made

140



6. Applications

solution or a completely aged solution during spray pyrolysis. During the presented
topography simulations, it is assumed that the nozzle distance to the substrate, air
pressure, and solution aging remains constant, while the spray is constantly applied.
The nozzle’s distance to the substrate is set to 20cm laterally and 10cm vertically, the
air pressure to 1atm, and the solution is freshly prepared. In correspondence, the time
and temperature dependences are investigated in the model.

Experimental data [156], [211] suggest a linear dependence on spray time and a loga-
rithmic dependence on wafer temperature for the growth rate of the deposited SnO2

layer. A good agreement is given by the Arrhenius expression

dSnO2 (t, T ) = C1 t e
(−E/kBT ), (6.4)

where C1 = 3.1µms−1, the thickness is given in µm, t is the time in seconds, and E
is 0.427eV . Figure 6.19 depicts the (a) experimental and (b) simulated topography
of a deposited SnO2 film on a step structure after applying a PSD process for 45
seconds at 400oC. The incoming flux is set to flow in the (1, -3) = (lateral, vertical)
direction and a CVD-like process is simulated with a reaction order of 1 and a sticking
probability of 0.2, as these values produced the best fit to the experimental data. The
average direction of the initial flow is (1,0), but due to the effects of gravity in the
vertical direction, the droplet flux experiences a downward acceleration. However, in
the lateral motion, it only experiences the retardant Stokes force. Therefore, it is
obvious that the direction of the flux will change from mainly horizontal to mainly
vertical as it reaches the wafer.

6.5. BiCS Memory Hole Etching

The etching of the BiCS memory hole is a combination of the SiO2 and Si etching
processes presented in Section 5.2. The initial structure which is to be etched is shown
in Figure 6.20a. The width of the mask opening is 58nm, while the heights of the
interchanging silicon and silicon dioxide layers are 50nm and 33nm, respectively. The
silicon dioxide layer is etched using the model described in Section 5.2.1 and the silicon
layer is etched with the model from Section 5.2.2 with the parameters listed in [113]
and [11], respectively. Figure 6.20b shows the final topography after the sequence
of processing steps are applied. The fluxes used for silicon etching are FBr=2.5 ×
1018s-1cm-1, FO=1.0×1017s-1cm-1, and Fion=1.0×1016s-1cm-1. The fluxes used in the
simulation of silicon dioxide etching are are Fe=2.5×1017s-1cm-1, Fp=1.0×1017s-1cm-1,
and Fi=5.6× 1016s-1cm-1. The silicon and silicon dioxide were etched for 60s and 6s,
respectively.
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(a) Initial topography (b) Topography after etching

Figure 6.20.: The initial and final topographies after applying Si and SiO2 etching models
for the fabrication of BiCS memory holes.
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This work aims to utilize a LS framework in order to broaden the spectrum of avail-
able process topography simulations to include processes which have recently garnered
attention due to numerous advantages they possess over traditional processing tech-
niques. The framework has previously been implemented in order to simulate a to-
pography changing due to the application of CVD, plasma etching, anisotropic wet
etching, CMP, and focused ion beam processes. In this work, the framework is ex-
panded to accommodate models for silicon oxidation, NAOS, AFM lithography, spray
deposition, and BiCS memory hole etching.

Thermal oxidation of silicon is a process by which a silicon bulk is converted into silicon
dioxide in an oxygen-rich environment under a high temperature. The models used in
order to enable these simulations rely on a parabolic linear description of oxide growth
along with some additional two-dimensional effects. The “bird’s beak” effect during
LOCOS oxidation can be reproduced, when the geometrical movements of the nitride
mask are known with respect to the oxide thickness. The simultaneous movement
of multiple surfaces is performed, because oxide growth experiences motion on both
interfaces (Si-SiO2 and SiO2-ambient). The implemented oxidation growth models are
based on one-dimensional descriptions of the oxidant diffusion. However, expanding
the LS framework to include the diffusion of species through a volume results in a
much more accurate post-oxidation surface description. This process is quite complex;
when the sparse field LS is implemented, since the explicit location of the surface or
distribution of oxidant concentrations is not available. Others have solved this problem
by simultaneously simulating diffusion in a separate FEM-based simulation space and
feeding this information into the LS framework. This is an interesting approach but
a future implementation of diffusion within the LS environment would be a valuable
expansion to the present model. Through thermal oxidation, a high quality oxide
can be grown on a silicon wafer. However, high temperatures (∼1000o) are required
to perform these processes. This is sometimes undesirable, since high temperatures
influence the distribution of impurities in the silicon bulk and some devices require a
high quality oxide to be grown in the presence of glass substrates, limiting the allowed
ambient temperatures. An alternative to thermal oxidation for the growth of thin
films is presented in the form of NAOS. An empirical model for NAOS is presented
and included in the LS framework.

Silicon dioxide is a very useful masking tool during etching and ion implantation
steps for surfaces below it. Through the introduction of LON the ability to grow
nanosized patterns on a silicon wafer enabled the generation of nanosized devices, such
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as junctionless transistors. A model for the surface deformation after the application
of a negatively-charged AFM needle in intermittent contact and non-contact modes
has been presented. The AFM needle is modeled as one or more charged dots. A
MC technique is utilized in order to generate a particle distribution which reflects the
surface charge density resulting from the introduced electric field. The ray tracing
technique is then used to accelerate these particles to the LS surface, where a pattern
is generated and the expected resulting topography is produced. Models for nanodots
and nanowires are introduced to the LS framework. The model is able to handle a
hemispherical needle tip by modeling it using a single dot charge or a rough needle tip,
using multiple dot charges which are placed such that they mimic the applied electric
field. An interesting extension of this model would be the introduction of AFM needle
arrays, which are commonly used in order to increase the process throughput. The
effects of the neighboring AFM needles could be analyzed along with a suggestion
regarding the minimum distance between AFM needles placed in an array so that the
desired pattern is unaffected.

Two other processes, which have garnered some attention recently have also been
implemented within the LS framework. Spray pyrolysis deposition, which is a cost ef-
fective method for the deposition of thin material films on a silicon substrate has been
introduced. The model examines the changing topography, when multiple droplets un-
dergo trajectories dictated by the applied forces, finally striking the surface for depo-
sition. In addition, a model similar to CVD deposition is suggested, when the droplets
can be seen as a flux and not as individual particles and when they evaporate near
the surface but prior to fully contacting the wafer in liquid form. Three-dimensional
BiCS based memories are speculated to be the next step towards increasing mem-
ory capacity without technology node reduction, since the currently used NAND gate
cannot be miniaturized below the 10nm node. The BiCS concept is the utilization
of vertical storage so that area can be preserved and increasing memory capacity can
be made much more cost effective. The main issue concerning BiCS is the difficulty
in fabricating such complex structures, mainly the etching of multiple Si and SiO2

layers. Sixteen interchanging layers of Si and SiO2 must be etched through a hole
with a diameter of approximately 50nm, if the technology is to be cost effective. A
model for the etching of silicon and silicon dioxide has been implemented, taking into
account the effects of the stacked structure.

Many implemented processes require long simulation times, especially those using a
MC particle distribution and ray tracing techniques. Some simulations, such as AFM
lithography with a rough needle tip, cannot be performed with an explicit particle
distribution but rather rejection sampling must be used. With increasing aspect ratios
and modeling requirements, parallelization becomes essential. The LS code implements
an OpenMP framework for parallelization on shared memory machines. Introducing
the message passing interface (MPI) to the simulator could allow for smaller simulation
times and a greater precision, both with a finer mesh and with a larger number of MC
particles in the simulation domain.
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Droplet Transport Equations for Spray
Pyrolysis Modeling

A.1. Transport under a Velocity-Dependent Acceleration

This section is devoted to describe the derivation of the equations of motion (5.3)-
(5.12) for a droplet experiencing a force in the direction of its motion such as gravity
as well as forces working against its motion such as the thermophoretic force and the
velocity-dependent Stokes force. For now, it is assumed that there is no influence from
the electric force on the droplet motion. The first step is to equate all forces acting on
the droplet

Ftot = Fg + (Fth) + FS , (A.1)

where Fg is the force due to gravity, FS is the Stokes force, and the thermophoretic
force Fth is in brackets, because it is only included, when the droplet reaches the heat
zone, and at that point, the radius must be modified according to its evaporation.
However, for the following derivations, a constant radius will be assumed. Therefore,
when the thermophoretic force is to be included, a smaller radius rd is carried through
the equations. The forces can be converted to droplet acceleration using

a (t)tot = a (t)g + (a (t)th) + a (t)S , (A.2)

where a (t)g, a (t)th, and a (t)S are the droplet accelerations due to gravity, the ther-
mophoretic force, and the Stokes force, respectively. Since F = m · a, then

a (t) = g +

(

Fth

m

)

+
FS

m
(A.3)

and the droplet mass m is given by

m =
4π

3
ρd r

3
d. (A.4)

The explicit equation for the droplet acceleration can be derived by substituting the
relevant forces and the droplet mass m into (A.3)

a (t) =

[

g +

(

− 27 η2a κa∇T

4 ρa ρd T (2κa + κd) r2

)]

−
9 ηa

2 ρd r2
v (t) , (A.5)
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where the meaning and values for the droplet and ambient parameters in (A.5) can
be found in Table 6.1. In order to simplify the derivation, all constant values will be
grouped together and only two constants will remain in the form of the independent
constant a and constant b, which relates the velocity dependence of the acceleration

a = g +

(

− 27 η2a κa∇T

4 ρa ρd T (2κa + κd) r2

)

, b =
9 ηa

2 ρd r2
v (t) , (A.6)

allowing for (A.5) to be rewritten as

a (t) = a− b v (t) , (A.7)

The solution to (A.7) is found by first noting that it is a differential equation

dv (t)

dt
= a− b v (t) , (A.8)

which can be re-written in the form

dv (t)

dt
+ b v (t)− a = 0 (A.9)

and converted into Euler’s characteristic equation

r + b = 0. (A.10)

This characteristic equation only has one root, r = −b, meaning the velocity can be
solved by writing

v (t) = Ae−b t +B, (A.11)

where A and B are constants. In order to find A and B, two assumptions must be
made: the initial velocity v (0) = v0 is known and at some time t, the velocity will reach
a terminal velocity due to the equivalent and opposite forces acting on the droplet,

meaning
dv (t)

dt
t=∞ = 0. Therefore, when t approaches infinity, v (t) from (A.11)

approaches B, meaning that B is the terminal velocity v∞. This can be substituted
into (A.7) to obtain

0 = a− bB, then B =
a

b
. (A.12)

Now that B and v (0) are known, they can be substituted into (A.11) to find A

v0 = A+
a

b
, then A = v0 −

a

b
, (A.13)

giving the final description for the velocity of the droplet at any time t

v (t) = v0 e
−bt −

a

b
e−b t +

a

b
. (A.14)
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In order to find the displacement of the droplet under the given forces, (A.14) can be
integrated from t = 0, when the initial displacement d0 is set to 0

d (t) =

t∫

0

v (t) dt =

t∫

0

(

v0 e
−b t −

a

b
e−b t +

a

b

)

dt. (A.15)

resulting in

d (t) =

[

−
v0

b
e−b t +

a

b2
e−b t +

a

b
t

]t

0

. (A.16)

The displacement is then given by

d (t) =
a

b
t+

a

b2
e−b t −

v0

b
e−b t −

(

−
v0

b
+

a

b2

)

(A.17)

or

d (t) =
1

b

(

v0 −
a

b

)
(

1− e−b t
)

+
a

b
t. (A.18)

The time t is needed in order to calculate the droplet displacement. As the droplet
travels through the ambient, it is much easier to calculate the time required for the
droplet to reach the wafer followed by the calculation of the radial direction displace-
ment. This would make simulations much quicker than a discretization of the time t
in order to follow the droplet trajectory. The time is found by inverting (A.18)

t =

aW




(a− b v0) · e1−

b(v0+b d(t))
a

a



− a+ b v0 + b2 d (t)

a b
, (A.19)

where W [·] is the Lambert-W function which is solved iteratively and is defined by

z = W (z) eW (z). (A.20)

A.2. Transport under a Velocity- and
Displacement-Dependent Acceleration

When the acceleration of a droplet also depends on the droplet’s position in a sim-
ulation environment, or the displacement from its original position, such as is the
case with the application of an electric force to a droplet’s transport, the total force
experienced by a droplet becomes

Ftot = Fg + (Fth) + FS + Fe, (A.21)
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where Fe is the electric force and the acceleration becomes

a (t)tot = a (t)g + (a (t)th) + a (t)S + a (t)e . (A.22)

Acceleration due to the applied electric field is modeled as a linear displacement-
dependent acceleration from (5.28)

c =
6

ρd

√

γ ǫ0

r3d
·
Φ0

H
·

KV

log (4H/R)
ce, (A.23)

while acceleration due to gravity and the Stokes component of the acceleration remain
the same from Section A.1. Therefore, the following equation must be solved to find
the droplet displacement after time t

a (t) = a− b v (t) + c d (t) . (A.24)

The equation can be re-written into a standard quadratic form, which is easier to solve

a (t) + b v (t)− c d (t)− a = 0. (A.25)

Noting that a (t) =
d2 d (t)

dt2
, v (t) =

d d (t)

dt
, and d (t) is the displacement.

d d2 (t)

dt2
+ b

d v (t)

dt
− c d (t)− a = 0. (A.26)

Using the Laplace method for solving differential equations, the characteristic equa-
tion, (A.26) can be re-written using s to depict a derivation step and ri to depict the
roots of equations. Assuming the initial velocity v0 and initial displacement d0, (A.26)
becomes

(
s2 d (t)− s d0 − v0

)
+ b (s d (t)− d0)− c d (t)−

a

s
= 0. (A.27)

Multiplying by s gives

s3 d (t)− s2 d0 − s v0 + s2 b d (t)− s b d0 − s c d (t)− a = 0. (A.28)

Isolating for d (t) gives

d (t) =
s2 d0 + s (v0 + b d0) + a

s (s2 + s b− c)
, (A.29)

which is then split according to the numerator’s power of s using partial fractional
decomposition

d (t) =
s d0

(s2 + s b− c)
︸ ︷︷ ︸

+
v0 + b d0

(s2 + s b− c)
︸ ︷︷ ︸

+
a

s (s2 + s b− c)
︸ ︷︷ ︸

.

System 1 System 2 System 3

(A.30)
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The roots of the equation can be found by finding s values for which (A.30) is invalid,
or infinity. These roots are

r1 =
− b+

√
b2 + 4c

2
, r2 =

− b−
√
b2 + 4c

2
, r3 = 0. (A.31)

In order to find the final equation for the displacement d (t), a solution to each system
in (A.30) must be found and added together

• System 1
System 1 is set up such that the two roots are separated

s d0

(s2 + s b− c)
=

A1

(s− r1)
+

B1

(s− r2)
, (A.32)

where A1 and B1 are parameters to solve the displacement due to System 1

d (t)1 = A1 e
(−r1 t) +B1 e

(−r2 t). (A.33)

A1 and B1 are found using (A.32)

A1 = d0

(

1−
r2

r2 − r1

)

, and B1 = d0
r2

r2 − r1
. (A.34)

• System 2
Similar to System 1, System 2 is set up, separating the effects from the two roots

v0 + b d0

(s2 + s b− c)
=

A2

(s− r1)
+

B2

(s− r2)
, (A.35)

where A2 and B2 are parameters to solve the displacement due to System 2

d (t)2 = A2 e
(−r1 t) +B2 e

(−r2 t). (A.36)

A2 and B2 are found using (A.35)

A2 = −
v0 + b d0

r2 − r1
, and B2 =

v0 + b d0

r2 − r1
. (A.37)

• System 3
System 3 has an additional root involvement from the presence of s in the de-
nominator, so the system is set up as

a

s (s2 + s b− c)
=

A3

(s− r1)
+

B3

(s− r2)
+

C3

s
, (A.38)
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where A3, B3, and C3 are parameters to solve the displacement due to System 3

d (t)3 = A3 e
(−r1 t) +B3 e

(−r2 t) + C3. (A.39)

A3, B3, and C3 are found using (A.38)

A3 =
a

r1 (r1 − r2)
, B3 =

a

r2 (r2 − r1)
, and C3 =

a

r1 r2
. (A.40)

After combining all three systems, the equation which governs the displacement at
time t due to velocity and displacement-dependent acceleration is given by

d (t) = (A1 +A2 +A3) e
−r1 t + (B1 +B2 +B3) e

−r2 t + C3. (A.41)

It should be noted that, if the initial displacement is set to 0, then A1 = B1 = 0.
Similarly, if the initial velocity is also set to 0, then A2 = B2 = 0, significantly
reducing the complexity of the problem.
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Generating a Distribution for the Droplet
Radius

The random distribution for the droplet radius for the ESD spray pyrolysis model in
(6.1) is derived in this section. The volume fraction is evenly distributed along the
droplets whose radii range from rmin = 2.5µm to rmax = 55µm. Therefore, the first
step is to relate the radius distribution linearly to a value x ∈ [0, 1] so that as x goes
from 0 to 1, rd goes from rmin to rmax:

rd (x) = (rmax − rmin)x+ rmin, where x ∈ [0, 1] . (B.1)

Next, the assertion is made that x represents the evenly distributed volume number
fraction, or normalized volume ξ = x. Using the equation for the volume of a sphere,
the relationship between volume and radius is established as

Vsphere =
4π

3
r3d. (B.2)

Therefore, when the volume is evenly distributed, the effect on the radius will be

ξV ∝
1

r3d
. Initially, it might be counter-intuitive to note the inverse relationship since

V ∝ r3. However, when a volume of V = 100m3 is distributed for a radius r1 = 10m,
then

100 = N(r = 10) ·
4π

3
(10)3, (B.3)

where N is the number fraction, resulting in N = 0.0238. When the same volume is
distributed for droplets of a radius r2 = 20m, then the calculation above leads to the

number fraction N(r = 20) = 0.00298, which is 8 times less, or

(

r1

r2

)3

times less.

Now we know that the radius distribution should follow the equation

rξ =
C

r3d
, (B.4)
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where C is a normalization constant which must be found, rξ is the randomly dis-
tributed radius, and rd is the radius relating rmin and rmax to an even volume distri-
bution ξV ∈ [0, 1] from (B.1)

rξ =
C

[(rmax − rmin) ξV + rmin]
3. (B.5)

Inverting (B.5) to solve for ξV allows to find the CPD function Φ (rξ)

Φ (rξ) = ξV =
1

rmax − rmin





(

C

rξ

)1/3

− rmin



 . (B.6)

The derivative of (B.6) gives the PDF

f (rξ) =
dΦ (rξ)

drξ
= −

C1/3

3
·

1

rmax − rmin
· r−4/3

ξ , (B.7)

where it can be noted that the last rmin term from (B.6) has disappeared. The only

non-constant term in (B.7) is r
−4/3
ξ , therefore a replacement constant, which will be

the new normalization constant is introduced for simplicity

A ≡ −
C1/3

3
·

1

rmax − rmin
(B.8)

and (B.7) can be rewritten to

f (rξ) = A · r−4/3
ξ . (B.9)

Using the PDF from (B.9), we can now proceed to find the normalized distribution
rξ, but first the normalization constant A must be found by integrating (B.9) with
respect to rξ from rmin to rmax and equating the integral to 1

rmax∫

rmin

f (rξ) drξ =

rmax∫

rmin

A · r−4/3
ξ drξ = 1, (B.10)

which can be solved to

−3A





(

1

rmax

)1/3

−
(

1

rmin

)1/3


 = 1, (B.11)

giving the normalization constant A

A = −
1

3
[

r
−1/3
max − r

−1/3
min

] (B.12)
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and the normalized PDF

f (rd) = −
1

3
[

r
−1/3
max − r

−1/3
min

] · r−4/3
d . (B.13)

Now one can integrate the normalized PDF from rmin to rξ to find the CPD

rξ∫

rmin

f (r) dr =
r
−1/3
ξ − r

−1/3
min

r
−1/3
max − r

−1/3
min

= ξV (B.14)

and invert the CPD to find the quantile function and solve for rξ

rξ =
{

ξV ·
[

(rmax)
−1/3 − (rmin)

−1/3
]

+ (rmin)
−1/3

}−3
, (B.15)

which gives the equation for the radius distribution rξ between rmin and rmax when
the volume number fraction ξV is evenly distributed and ξV ∈ [0, 1].
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