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Kurzfassung

Beim Lösen der Wellengleichung mit klassischen Finiten Elementen wächst für hohe
Frequenzen ω die Anzahl der für eine vorgegebene Genauigkeit benötigten Unbekannten
aufgrund des sogenannten „pollution effects“ stärker als O(ωd) mit d als Raumdimension
an. Als eine Möglichkeit dieses Problem in den Griff zu bekommen, werden in der vor-
liegenden Dissertation hybride Discontinuous Galerkin Methoden für die skalare und die
vektorwertige Wellengleichung vorgestellt.

Üblicherweise beruhen klassische Finite Element Methoden (FEM) auf stetigen Ansatz-
funktionen, während Discontinuous Galerkin Verfahren Basisfunktionen verwenden, die
über Elementgrenzen hinweg unstetig sind. Erst zusätzliche Strafterme führen hier zu
einer stetigen Lösung. Hybride FEMen basieren auf den selben Ansatzräumen, nur wird
jetzt die Stetigkeit über zusätzliche Lagrangevariablen, die nur auf den Elementgrenzen
leben, erzwungen. Im Falle der Wellengleichung ermöglicht die Einführung eines zweiten
Satzes von Lagrangevariablen eine vollständige Elimination der ursprünglichen Freiheits-
grade. Dadurch kann das Problem auf ein viel kleineres, nur für die Lagrangevariablen
reduziert werden.

Werden Finite Elemente zum Lösen eines auf einem unendlichen Gebiet gestellten
Problems verwendet, wird in der Regel das Rechengebiet eingeschränkt, was transpar-
ente Randbedingungen am neu entstandenen künstlichen Rand nötig macht. Als Real-
isierungsmöglichkeiten für solche Randbedingungen werden sowohl die Hardy-Raum Meth-
ode als auch eine Zerlegung des Fernfeldes in ebene Wellen diskutiert. Letztere ist gerade
für die Simulation von Beugungsgittern besonders geeignet.

Für die zweidimensionale Helmholtzgleichung lässt sich die hybride FEM mittels einer
diskreten Eigenfunktionenbasis besonders effizient umsetzen. Auf einem Rechtecksgitter
ermöglichen eindimensionale Eigenwertprobleme, die nur von der Seitenlänge und der Poly-
nomordnung abhängen, die Konstruktion einer solchen Basis. Durch die Eigenfunktionen-
basis vereinfacht sich die Assemblierung, und die Elimination der Volumenfreiheitsgrade
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kann billig durchgeführt werden. Zusammen mit der Tatsache, dass sich das Eigenwert-
problem auch für Polynomordnungen größer tausend noch schnell lösen lässt, wird die
Verwendung von Elementen sehr hoher Ordnung möglich. Durch das Zulassen von Netzen
mit hängenden Knoten kann die exponentielle Konvergenz von hp-Methoden augenutzt
werden.

Eine besondere Herausforderung ist meist die Lösung des resultierenden linearen Glei-
chungssystems. Hier bietet die hybride FEM auf natürliche Weise die Möglichkeit, dieses
über Krylovraummethoden zusammen mit Gebietszerlegungsmethoden effizient zu lösen.
Neben additiven und multiplikativen Schwarz Vorkonditionierern mit lokalen Glättern,
sowie einem elementweisen BDDC-Vorkonditionierer wird ein neuer Gebietszerlegungsvor-
konditionierer vorgestellt, der in jedem Iterationsschritt Teigebietsprobleme mit Robin
Randbedingungen direkt löst und sich folglich bestens zur Parallelisierung eignet. Nu-
merische Experimente verdeutlichen schließlich die guten Konvergenzeigenschaften dieser
Löser.



Abstract

When the wave equation is solved for high frequencies ω with a classical Finite Element
Method (FEM), the number of unknowns required to resolve the strongly oscillating solu-
tion grows due to the so called "pollution effect" faster than O(ωd), where d is the space
dimension. At the same time the iterative properties of the linear system of equations
worsen. One way to cope with this difficulty are hybrid FEMs. In this thesis, we investi-
gate hybrid FEMs for the scalar and vector valued wave equation, which are equivalent to
a discontinuous Galerkin method, based on the ultra weak variational formulation.

In Discontinuous Galerkin and hybrid Discontinuous Galerkin methods the continuity
of basis functions is broken across element facets, i.e., the interfaces between them. This is
contrary to classical FEMs, which are based on continuous function spaces. While a con-
tinuous solution is obtained in Discontinuous Galerkin schemes by additional "penalty"
terms, hybrid FEMs reinforce continuity via Lagrange multipliers supported only on ele-
ment facets. For the wave equation a second set of multipliers is necessary to eliminate the
original degrees of freedom cheaply element by element. This approach allows to reduce
the system of equations to a much smaller system just for the Lagrange multipliers.

If wave type problems posed on an infinite domain are solved by FEMs, generally,
the computational domain is restricted, and appropriate transparent boundary conditions
are needed. As a realization of such a boundary condition, we discuss the Hardy space
infinite element method, and we adjust it to the introduced hybrid FEMs. Additionally,
transparent boundary conditions, based on a plane wave expansion for the far field, are
provided. It is shown that they are well suited for the simulation of diffraction gratings.

Apart from this, the work presents an optimized implementation technique of the hybrid
FEM for the two dimensional Helmholtz equation. There, a discrete eigenfunction basis,
which makes the assembly of the system matrix and the elimination of the interior degrees
of freedom computationally inexpensive, is used. For rectangular meshes the construction
of such a basis requires the solution of a one dimensional eigenvalue problem for each pair
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of edge length and polynomial order. The eigenvalue problem can be solved for polynomial
orders up to thousands. Combining this with the cheap assembly and the reduction in
problem size, we are able to use very high order basis functions efficiently. By allowing for
hanging nodes, we can benefit from exponential convergence of hp-methods.

A very challenging point is solving the resulting system of equations. Since the hybrid
formulation provides appropriate interface conditions, an efficient iterative solution with
Krylov space methods combined with domain decomposition preconditioners is possible.
Apart from multiplicative and additive Schwarz block preconditioners with local smoothers
or an element wise BDDC preconditioner, a new Robin type domain decomposition pre-
conditioner is constructed. This preconditioner solves in each iteration step local problems
on subdomains by directly inverting the system matrix. Thus, it is well suited for parallel
computations. Good convergence properties of these iterative solvers are demonstrated by
numerical experiments.
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Chapter 1

Introduction

Our daily life is influenced by a big variety of different wave type phenomena. Talking to
each other or listening to music is possible only because of sound waves, and the ability to
see is based on light waves. If we go surfing on the ocean during the holidays, we can directly
experience water waves. But not all types of wave phenomena are useful for humanity.
Just imagine the pictures from cities destroyed by earthquakes or a Tsunami. Such seismic
waves, acoustic waves or water waves, also known as mechanical waves need a material
to propagate. Another large class of waves, not restricted to media, are electromagnetic
waves. Devices like a radio or a television set as well as the communication via mobile
phones are unthinkable without such waves. Apart from light, ultraviolet radiation, x-rays
and gamma rays are other famous examples of electromagnetic waves.

Due to the fact that wave phenomena are present in almost all branches of biological
and physical sciences, problems related to waves have a big impact on the design and
optimization of devices. Typical questions could be for example how to construct a mobile
phone, such that for a strong output signal the field strength in the human head is minimal,
or how to design a laser with an optimal output. For industry it is in general much cheaper
to solve such problems on a computer instead of carrying out costly experiments or building
expensive prototypes. Thus, there is a big demand for simulations of wave problems.

These problems can be best modeled by the Helmholtz equation or, in the case of
electromagnetic waves, by Maxwell’s equations, leading to a vector valued wave equation.
Because the equations can be solved analytically just for very simple settings, numerical
methods are needed. Mostly the numerical step is realized by discretizing the underlying
partial differential equation, and a possibly linear system of equations is obtained. Nonlin-
ear problems are generally reduced by iterative methods to a sequence of linear problems.
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CHAPTER 1. INTRODUCTION 2

Among finite differences [HT95], finite volumes [PM94] or the boundary element method
[N0́1] the finite element method (FEM), which is based on a discretization of the partial
differential equation via a variational formulation, is a very powerful tool for solving the
Helmholtz equation. The biggest advantage of the finite element method is that it is
applicable to a big class of different problems, which can be even nonlinear. Furthermore,
it benefits from its flexibility with respect to complex domains, varying coefficients as well as
different types of boundary conditions. A profound analysis of the method exists already for
various problem settings with important contributions from mechanics, electromagnetics
or fluid mechanics. For a detailed introduction to finite elements we recommend the books
of [Bra03, BS08].

When the finite element method is applied to a wave type problem posed on an infinite
domain, the domain is generally restricted, and on the new artificial boundary appropriate
transparent boundary conditions are necessary. Such conditions should let an outgoing
wave cross the boundary without or with only little reflections. Easy to implement, but
not very effective is a Robin type boundary condition, also known as first order absorbing
boundary condition. Much more efficient are the widely used perfectly matched layers
[Sim79, Ber94] or Hardy space infinite elements [Nan08, HN09, NS11]. We are going to
discuss the latter ones in detail in our work. Additionally, we introduce a method, which
realizes transparent boundary conditions by replacing the field outside the computational
domain by a plane wave expansion. This technique is well suited for periodic structures.

However, when discretizing the wave equation with a standard numerical method, one
faces several difficulties. One is caused by a multiscale character of problems with high
frequency waves. For example, when calculating the scattered field of a radar wave at an
airplane, the scatterer is several magnitudes bigger than the radar wavelength, which is
typically in the centimeter region. The fact that at least a fixed number of unknowns per
wavelength has to be used to resolve the highly oscillating solution results in a large system
of equations. Thus, the total number of degrees of freedom is at least N = O(ωd) for the
angular frequency ω and the space dimension d. The situation gets even worse because
of the so called pollution effect [Ihl98]. Especially for low polynomial orders the number
of unknowns per wavelength needed to achieve a given accuracy increases with increasing
frequency. Although this effect is not so strong for higher polynomial orders, the total
number of unknowns grows faster than O(ωd).

These difficulties concerning standard methods have led to the development of a variety
of different approaches for solving the wave equation within the finite element framework.
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Well known are hp methods [IB97] or discontinuous Galerkin methods [FW09], which still
use the polynomial approximation for a modified variational formulation. Other methods
are based on a set of problem-adapted functions. Most popular among them are the parti-
tion of unity method [Mel95, MB96], least square methods [MW99], discontinuous enrich-
ment methods [FHH03, TF06] or the ultra weak variational formulation [CD98, Mon03].
Our work is based on a hybrid discontinuous Galerkin method from [MSS10] which is
motivated by hybrid finite elements for the Laplace equation[BF91, CG04].

In an hybrid discontinuous Galerkin method the normal and tangential continuity, re-
spectively, of the unknown field is broken across element interfaces and afterwards enforced
again by introducing a set of Lagrangian multipliers, supported only on the element facets.
When hybridizing the wave equation, a second set of Lagrangian multipliers representing
the normal and tangential component, respectively, of the flux field on the element facets
is required additionally. This set allows us, due to local Robin boundary conditions, to
eliminate the volume degrees of freedom element by element and to reduce the system of
equations to the considerably smaller system just for the Lagrangian multipliers. We will
present an optimized version of this method for rectangular meshes, which uses a discrete
eigenfunction basis. For such a basis an inexpensive assembly procedure without numerical
integration is applicable, and the elimination of the volume unknowns can be done very
cheaply. When constructing the basis, one has to solve a one dimensional eigenvalue prob-
lem for each pair of edge length and polynomial order. The cheap assembly, the efficient
elimination of the volume unknowns and the possibility to solve this eigenvalue problem up
to polynomial orders larger than thousand allows the usage of very high order elements. By
introducing hanging nodes, one can additionally benefit from the exponential convergence
of hp methods.

Almost independent of the discretization method for the wave equation, finding a solu-
tion for the linear system of equations is challenging, not just because of the big problem
dimension. The difficulty with the wave equation is that it leads to an indefinite and in the
presence of lossy media or absorbing boundary conditions to a complex system of equa-
tions. Consequently many preconditioners which are very effective for elliptic equations,
like multigrid, turn out to cause large iteration counts, which even grow when the frequency
is increased. Although some advances have been made [EVO04], good preconditioners are
not available at the moment.

One big advantage of our mixed hybrid variational formulation is that the resulting
linear system of equations for the facet degrees of freedom can be solved efficiently with
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a Krylov space method preconditioned by domain decomposition preconditioners. These
preconditioners [TW05] are based on a division of the computational domain into consid-
erably smaller subdomains. When applying them, the problem is reduced by solving it
locally on the subdomain to a much smaller interface problem with better iterative proper-
ties. The success of domain decomposition preconditioners for the wave equation depends
strongly on the choice of interface conditions. Taking for example nodal values, as it is
done for elliptic problems, would cause large iteration counts. The mixed hybrid formula-
tion provides in a natural way, due to the two different types of facet unknowns, interface
conditions for the impedance traces, which leads to convergent schemes. In our work, we
are going to introduce and discuss several different domain decomposition preconditioners.

The thesis is organized as follows:
In Chapter 2 we introduce Maxwell’s equations and discuss possible boundary condi-

tions. We will show that under some simplifying assumptions this set of equations leads
to the vector valued wave equation or the Helmholtz equation. Additionally, the problem
settings considered throughout the thesis are posed.

Chapter 3 recalls the basic results on Sobolev spaces and variational formulations. In
this chapter we present standard variational formulations for the Helmholtz equation and
the vector valued wave equation together with existence and uniqueness results.

A short overview on the concept of the finite element method is given in Chapter 4
and conforming finite elements for the spaces L2(Ω), H1(Ω), H(div,Ω), H(curl,Ω) are
introduced.

Chapter 5 deals with a mixed hybrid discontinuous Galerkin method for the Helmholtz
equation which is extended to the vector valued wave equation. After providing the finite
element spaces needed for the discrete formulation, we state some conservation properties.

Different solution strategies for the resulting system of equations are explained in
Chapter 6. We consider multiplicative and additive Schwarz preconditioners with local
smoothers as well as a BDDC preconditioner and a new Robin type domain decomposi-
tion preconditioner with exact subdomain solvers. Numerical examples demonstrate good
convergence properties of these solvers.

In Chapter 7 we focus on Hardy space infinite elements. We briefly overview basic
properties of this realization of transparent boundary conditions and adjust them to the
mixed hybrid formulation.

Chapter 8 is devoted to a tensor product implementation of the mixed formulation
for the Helmholtz equation which uses a high order eigenfunction basis. We discuss the
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underlying eigenvalue problem, and we illustrate the consequences onto the sparsity pattern
of the system matrix.

The simulation of diffraction gratings is the main topic of Chapter 9. There, a plane
wave expansion for the far field is used as a transparent boundary condition in order to
restrict the computational domain to the near field region. This type of boundary condition
is well suited for periodic structures like gratings.



Chapter 2

From Maxwell’s equations to Helmholtz
equation

A wide range of examples for the wave equation comes from problems in electromagnetics
and optics. Therefore, it is worth to take a closer look onto the basic equations, Maxwell’s
equations, describing such problems. In the first section of this chapter we introduce
Maxwell’s equations together with an appropriate set of interface conditions and bound-
ary conditions. The vector valued wave equation and, under additional assumptions, the
Helmholtz equation are derived from the time harmonic Maxwell’s equation in the two
subsequent sections. These two equations are the governing equations for this thesis.

2.1 Maxwell’s equations

Maxwell’s equations consist of two pairs of differential equations involving six space and
time dependent fields, where two of them represent known source fields. We should already
note that we are going to introduce Maxwell’s equations in SI units with the basic units
meter (m), kilogram(kg), second(s), Ampère(A) and Volt (V). The involved fields are

the electric field intensity E with the unit V/m,
the electric displacement D with the unit As/m2,
the magnetic field intensity H with the unit A/m,
the magnetic flux density B with the unit V s/m2,

and the source fields are
the charge density ρ with the unit As/m3 and
the current density j with the unit A/m2.

6



CHAPTER 2. FROM MAXWELL’S EQUATIONS TO HELMHOLTZ EQUATION 7

For a detailed discussion on electrodynamics we recommend the books [Jac99, LL84], and
for readers interested in optics a nice overview on the "Principles of Optics" is given in
[BW99]. Throughout the work vectors are denoted by bold letters, i is the complex unit
and complex conjugation of a quantity a is written as a.

2.1.1 Maxwell’s equations in media

The first equation we consider is Gauss law for the electric field. A volume containing
charges gives rise to an electric field, or, in other words, the charges are the source of the
electric field. Translating this into an equation, Gauss law says that the integral of the
electric displacement D over a closed surface equals the enclosed charge,∫

∂V

D · n∂V ds =

∫
V

ρdx, (2.1)

where V is a volume with the outer normal vector n∂V and ρ is the charge density.
For the magnetic field an equivalent equation can be derived, Gauss law for the magnetic

field. Since magnetic monopoles do not exist, the corresponding quantity in magnetics, the
magnetic induction B, has no sources and∫

∂V

B · n∂V ds = 0 (2.2)

is valid.
Faraday’s law states that a varying magnetic field in time, or more precisely a changing

magnetic flux, results in an electric field E. The magnetic flux through an area A is defined
as the integral of the normal component of the magnetic induction over the area. Thus,
Faraday’s law reads as ∫

∂A

E · τ∂Adl = −
∫
A

∂B

∂t
· nAds, (2.3)

where τ∂A denotes the tangential vector on the boundary of A.
According to the last Maxwell equation, a magnetic field H is induced by a current

through an area A. This current can be either a conduction current with current density
jC or a displacement current caused by a varying electric flux in time. Like in the magnetic
case, the electric flux is the integral of the normal component of the electric displacement
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over A. Summarizing this, we get Ampère’s law∫
∂A

H · τ∂Adl =

∫
A

(
jC +

∂D

∂t

)
· nAds. (2.4)

Using Gauss’ and Stoke’s theorem, Maxwell’s equations can be derived from (2.1)-(2.4)
in differential form

divD = ρ, (2.5)

divB = 0, (2.6)

curlE = −∂B
∂t

, (2.7)

curlH = jC +
∂D

∂t
. (2.8)

This set of equations for the basic quantities E,H ,D and B is still under determined.
In order to be able to get a unique solution for a given charge and current distribution,
we have to consider the influence of materials onto the fields, i.e. we have to complete the
system by material relations. They are usually considered to have the form

jC = jI + σE (2.9)

D = εE (2.10)

B = µH , (2.11)

with material parameters σ as the conductivity with the unit A/V m, µ is called magnetic
permeability measured in Am/V s and ε is the electric permittivity or the dielectric constant,
respectively, with V m/As as unit. The current density jI is called impressed current.

2.1.2 Interface and boundary conditions

Till now Maxwell’s equations are stated under the assumption that the material parameters
are continuous. But in many applications one has to deal with abruptly changing material
parameters. Therefore, interface conditions are needed.

Interface conditions

First, we are going to find an interface condition for the electric displacement. Therefore,
the following setting is considered. We assume an interface area T where the material
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parameters can be discontinuous. We consider a cylinder V of a small height δh cut by T ,
such that the cylinder axis is perpendicular to T . The circular areas on the top and on the
bottom of the cylinder which are parallel to T are denoted by δA1 and by δA2, respectively.
The remaining surface is denoted by F . Considering (2.1) leads for the cylinder V to∫

V

ρ dx =

∫
∂A1

D1 · nδA1ds+

∫
∂A2

D2 · nδA2ds+

∫
∂F

DF · nFds,

where D1,D2 and DF are the electric displacements on δA1, δA2 and F , respectively. At
the limit δh→ 0 the surface integral over F vanishes, and assuming that there are charges
on T with surface density ρ̂,

lim
δh→0

∫
V

ρ dx =

∫
∂A

ρ̂ ds

is obtained. This leads to∫
∂A

ρ̂ ds =

∫
∂A

D1 · nδA1ds+

∫
∂A

D2 · nδA2ds.

Taking nδA1 = −nδA2 =: nT into account, we can conclude

D1 · nT −D2 · nT = ρ̂,

from the fact that the position and radius were arbitrary. Consequently, in the absence of
surface charges, D is normal continuous. With the same technique one can derive normal
continuity of B from (2.2), i.e.

B1 · nT −B2 · nT = 0.

In order to get an interface condition for the electric field E, we assume an arbitrary area
A = A1 ∪ A2 where A1 and A2 share the interface Γ. E has the values E1 and E2 on A1

and A2, respectively. When considering (2.3) for this area, we get
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0 =

∫
∂A

E · τ∂Adl +

∫
A1

∂B

∂t
· nA1ds+

∫
A2

∂B

∂t
· nA2ds

=

∫
∂A

E · τ∂Adl −
∫
∂A1

E · τ∂A1dl −
∫
∂A2

E · τ∂A2dl

= −
∫
∂A1∩Γ

E · τ∂A1dl −
∫
∂A2∩Γ

E · τ∂A2

= −
∫

Γ

(
E1 −E2

)
· τΓdl.

Here τ∂A1 = −τ∂A2 =: τΓ was used on the interface. Since the area was chosen arbitrarily,
we can assume tangential continuity of E, i.e. E × n is continuous on an interface with
normal n.
With similar arguments one can show tangential continuity of the magnetic field

H1 × n−H2 × n = jS,

where jS is a surface current.
Note that at interfaces with jumps in the material parameters ε or µ the quantities E ·
n,H · n,D × n and B × n are not continuous.

Boundary conditions

In order to reduce an infinite computational domain to a finite one, boundary conditions
are needed. We give a short list of the most frequently used boundary conditions.

• A perfectly electric conductor
On a perfectly electric conducting surface the tangential component of the electric
field is zero, i.e. E × n = 0.

• A perfectly magnetic conductor
On a perfectly magnetic conducting surface the tangential component of the magnetic
field is zero, i.e. H × n = 0.

• Surface charges
A surface charge density ρ̂ is prescribed via D · n = ρ̂.

• Surface currents
A surface current jS is prescribed by H × n = jS.
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• Impedance boundary condition
The impedance boundary condition for some κ ∈ C reads as

−n×H + κE‖ = g,

where E‖ := n × (E × n) is the tangential component of E on the boundary,
while n×H represents the rotated tangential component of H . We will use such a
Robin type boundary condition later on as absorbing boundary condition to prescribe
transparent boundaries.

2.1.3 A time harmonic setting

Now we assume that the excitations, to be more precise the quantities jI and ρ, vary
periodically in time with the same angular frequency ω. Thus,

jI(x, t) = Re
(
j̃I(x)e−iωt

)
ρ(x, t) = Re

(
ρ̃S(x)e−iωt

)
,

where j̃I and ρ̃ are just space dependent. Under this assumption the unknown vector fields
will show the same time dependence, and we use the ansatz

E(x, t) = Re
(
Ẽ(x)e−iωt

)
H(x, t) = Re

(
H̃(x)e−iωt

)
D(x, t) = Re

(
D̃(x)e−iωt

)
B(x, t) = Re

(
B̃(x)e−iωt

)
.

Inserting this into Maxwell’s equations (2.5)-(2.8), using the material laws (2.9)-(2.11) and
carrying out the time derivatives leads to the time harmonic Maxwell’s equations. For
notational reasons we neglect the tilde, so we write E instead of Ẽ and so on. The time
harmonic Maxwell’s equations are

div(εE) = ρ, (2.12)

div(µH) = 0, (2.13)

curlE − iωµH = 0, (2.14)

curlH + iωεE − σE = jI . (2.15)

The equations (2.14) and (2.15) lead to the Helmholtz equation which will be discussed in
detail later.



CHAPTER 2. FROM MAXWELL’S EQUATIONS TO HELMHOLTZ EQUATION 12

2.1.4 Transversal electric and transversal magnetic modes

We assume that no charges are present and that the system is invariant in z-direction.
Thus, all z-derivatives vanish and the computational domain can be reduced to a two
dimensional one. This leads for the equations (2.14) and (2.15) to

∂yEz − iωµHx = 0, (2.16)

−∂xEz − iωµHy = 0, (2.17)

∂xEy − ∂yEx − iωµHz = 0, (2.18)

∂yHz + iωεEx − σEx = jIx, (2.19)

−∂xHz + iωεEy − σEy = jIy, (2.20)

∂xHy − ∂yHx + iωεEz − σEz = jIz. (2.21)

Here ∂x denotes the x derivative, Ex is the x component of E, etc. Taking into account
that the two divergence equations just contain Ex, Ey and Hx, Hy, respectively, the total
system of Maxwell’s equations decouples into two systems of equations.

Transversal electric modes

One system consists (besides (2.13)) of the equations (2.16), (2.17) and (2.21) and just
contains the unknowns Ez, Hx andHy. The fact that the total electric field is perpendicular
to the computational domain gives rise to the name transversal electric (TE) modes (also
known as σ polarization). If we define Ĥ = (−Hy, Hx)

>, or in other words rotate the
magnetic field, we get from (2.16), (2.17) and (2.21)

gradEz + iωµĤ = 0, (2.22)

div Ĥ + iωεEz + σEz = −jz. (2.23)

Continuity of n × E and n × H on an interface between two different media is now
equivalent to the continuity of Ez and n · Ĥ (where n = (nx, ny)

>), and the impedance
boundary condition reads as

−n · Ĥ + κEz = g
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for some g. Assuming jI = 0 and σ = 0 results in the two dimensional mixed Helmholtz
equation discussed below.

Transversal magnetic modes

The remaining equations contain the components Ex, Ey and Hz. Therefore, they are
called transverse magnetic (TM) (or π-polarized). Defining a rotated electric field Ê =

(−Ey, Ex)>, equations (2.18)- (2.20) lead to

div Ê + iωµHz = 0, (2.24)

gradHz + iωεÊ − σÊ = (−jy, jx)>. (2.25)

Again the tangential continuity of the electric and the magnetic field is equivalent to the
continuity of Hz and n · Ê, and the impedance boundary condition can be written as

−Hz + κn · Ê = g

for some g. In the absence of currents j and with σ = 0 the two dimensional Helmholtz
equation is obtained.

2.1.5 Electromagnetic energy

For an electric field E(x, t) and a magnetic field H(x, t) with the corresponding magnetic
induction B(x, t) the Poynting vector is defined as

S(x, t) =
1

µ
E(x, t)×B(x, t) = E(x, t)×H(x, t).

The Poynting vector can be seen as an energy flux per time and area. In the time harmonic
case one can average this energy flux over time which gives a time averaged Poynting vector

〈S〉(x) =
1

2
Re
(
E(x)×H(x)

)
,

where E and H represent for notational reasons just the spatial parts of the electric and
magnetic field.

If we consider an electromagnetic wave with amplitude E0 and wave vector k (note
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E0⊥k),
E(x) = E0e

ik·x and H(x) =
1

ωµ
k ×E0e

ik·x

the time averaged Poynting vector is

〈S〉 =
1

2
‖E0‖2Re

(
1

ωµ
k

)
. (2.26)

Thus, the energy density for a plane wave is space independent, and energy is transported
into the direction of the wave vector. The energy E transported through a surface A per
time can be calculated simply as

E =

∫
A

〈S〉 · nA ds. (2.27)

2.2 The Helmholtz equation

The Helmholtz equation in primal and mixed form is introduced in this section . Although,
we motivate the Helmholtz equation via TE and TM problems, which are two dimensional,
we will define it for arbitrary dimensions in order to cover also applications for example
from mechanics. Thus, let us consider a domain Ω ⊂ Rd with dimension d = 2, 3 whose
boundary is denoted by Γ = ∂Ω.

2.2.1 The primal form of the Helmholtz equation

When solving the Helmholtz equation, one solves for a scalar function u : Ω → C which
fulfills

∆u+ ν2ω2u = 0 in Ω. (2.28)

Additionally, the angular frequency ω ∈ R is supposed to be constant, and ν is positive, real
and space dependent. If ν is constant, the fundamental solution of the Helmholtz equation
is a plane wave u = u0 exp(ik · x) with amplitude u0. The wave vector k describing
the direction of propagation has an absolute value |k| = ων, and consequently ν can be
interpreted as the inverse of the speed of the wave. In optics, the quantity ν/ν0, where ν0

represents the value of ν in vacuum, has the meaning of the refractive index.
For TE problems the Helmholtz equation can be obtained from the governing equations

of TE modes (2.22) and (2.23) by eliminating Ĥ and assuming that σ = 0 and jz = 0.
The quantity ν2 is then the product of ε and µ where µ was assumed to be constant, and



CHAPTER 2. FROM MAXWELL’S EQUATIONS TO HELMHOLTZ EQUATION 15

u represents Ez. Assuming in the TM equations that ε is constant, σ = 0, jx = jy = 0

leads as well to a Helmholtz equation with u representing Hz and ν2 = εµ. We should
mention that for acoustic problems u stands for the pressure, or in geophysics u denotes
the displacement.

In order to pose appropriate boundary conditions, we introduce incoming and outgoing
impedance traces at the domain boundary Γ as(

− 1

iνω

∂u

∂nΓ

+ u

) ∣∣∣
Γ

and
(

1

iνω

∂u

∂nΓ

+ u

) ∣∣∣
Γ

where ∂
∂nΓ

denotes the derivative in outer normal direction nΓ. Evaluating the in-
coming impedance trace for an incoming wave of the domain Ω with amplitude A,
uin(x) = Aeiνω(nΓ·x), we obtain InΓ(uin) = 2Aeiνω(nΓ·x)|Γ, while an evaluation of the out-
going impedance trace yields zero. For outgoing waves the situation is vice versa. Thus by
fixing the incoming impedance trace, which results in an absorbing boundary condition

− 1

iων

∂u

∂n
+ u = g on Γ, (2.29)

the energy entering the computational domain is prescribed.

2.2.2 The mixed form of the Helmholtz equation

The mixed form of the Helmholtz equation,

iωεu− divσ = 0 in Ω, (2.30)

gradu− iωµσ = 0 in Ω, (2.31)

is obtained from (2.28) by introducing an additional flux field σ : Ω → Cd which fulfills
σ = 1

iωµ
gradu. The parameter µ ∈ R is a positive constant, and ε is chosen, such that

ν2 = εµ. Note, by calling these two material parameters ε and µ, we have the TE problem
in mind, and σ corresponds to Ĥ from (2.22). In the TM case σ corresponds to Ê from
(2.24), and µ and ε interchange roles.

For this system, incoming and outgoing impedance traces can be rewritten as

(
−
√
µ

ε
σ · nΓ + u

)∣∣∣
Γ

and
(√µ

ε
σ · nΓ + u

)∣∣∣
Γ
.
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Thus, fixing the incoming impedance trace leads to the boundary condition

−
√
µ

ε
σ · nΓ + u = g on Γ. (2.32)

2.3 The vector valued wave equation

In order to get a wave equation for electromagnetic waves on a computational domain
Ω ⊂ R3 with boundary Γ, we consider for the time harmonic Maxwell’s equations (2.12)-
(2.15) a non conducting material without free charges and impressed currents, i.e. σ = 0,
ρ = 0 and jI = 0. In the following we assume, that µ ∈ R is constant, and ε is a real and
positive function.

2.3.1 The primal form of the vector valued wave equation

Eliminating the magnetic field H in the equations (2.14) and (2.15) results in the vector
valued time harmonic wave equation

curl(curlE)− ω2εµE = 0. (2.33)

The fundamental solution of this equation is for constant material parameters a plane
wave E = E0 exp(ik · x) with amplitude E0 and a wave vector of absolute value |k| =

ω
√
εµ. Note that according to the divergence freeness of the electric field E0 and k are

perpendicular. The quantity 1/
√
εµ can be interpreted as the speed of the wave, i.e. the

speed of light in a medium.
In the same way as for the Helmholtz equation, we define incoming and outgoing

impedance traces on Γ( 1

iω
√
µε
nΓ × curlE +E‖

)∣∣∣
Γ

and
(
− 1

iω
√
µε
nΓ × curlE +E‖

)∣∣∣
Γ

where, as already mentioned, E‖ := nΓ×
(
E×nΓ

)
is the tangential component of E on Γ.

Prescribing an incoming plane wave is equivalent to fixing the incoming impedance trace
as boundary condition

1

iω
√
µε
nΓ × curlE +E‖ = g on Γ. (2.34)



CHAPTER 2. FROM MAXWELL’S EQUATIONS TO HELMHOLTZ EQUATION 17

The quantity g corresponds to two times the trace of the incoming wave at the boundary.

2.3.2 The mixed form of the vector valued wave equation

The time harmonic Maxwell’s equations (2.14) and (2.15) represent the mixed version of
the vector valued time harmonic wave equation,

iωεE + curlH = 0 in Ω, (2.35)

curlE − iωµH = 0 in Ω, . (2.36)

Note that the magnetic field can be interpreted as the flux field corresponding to the electric
field. By using (2.36), the incoming and outgoing impedance traces read as

(√µ

ε
n∂V ×H +E‖

)∣∣∣
Γ

and
(
−
√
µ

ε
n∂V ×H +E‖

)∣∣∣
Γ
,

and consequently an incoming wave is fixed by the absorbing boundary condition√
µ

ε
nΓ ×H +E‖ = g on Γ. (2.37)



Chapter 3

The variational framework

In this chapter we want to introduce standard variational formulations for both, the primal
and the mixed Helmholtz equation, as well as the primal and the mixed form of the
vector valued wave equation. Therefore, the Sobolev spaces L2(Ω), H1(Ω), H(div,Ω) and
H(curl,Ω) are needed. The first section is devoted to these spaces, and a small list of
important properties is provided. Based on this basic existence and uniqueness results
for variational formulations are given in the second section, and the existence of a unique
solution is proven for standard weak forms of the Helmholtz equation and the vector valued
wave equation.

3.1 Some function spaces

We are going to introduce the Sobolev spaces L2(Ω), H1(Ω), H(div,Ω) and H(curl,Ω) for
a Lipschitz domain Ω with boundary Γ which is defined according to

Definition 3.1. A domain Ω ⊂ Rd is said to have a Lipschitz boundary Γ := ∂Ω if a finite
number of domains Ωi, a local coordinate system (ξi,1, . . . , ξi,d) and a Lipschitz continuous
function f(ξi,1, . . . ξi,d−1) exist, such that

(1) Γ ⊂
⋃
i Ωi and Γ ∩ Ωi =

{
(ξi,1, . . . , ξi,d) : ξi,d = f(ξi,1, . . . , ξi,d−1)

}
,

(2) Ω ∩ Ωi =
{

(ξi,1, . . . , ξi,d) : ξi,d > f(ξi,1, . . . , ξi,d−1)
}
.

If Ω has a Lipschitz boundary, we call it a Lipschitz domain.

For such a Lipschitz domain Ω the set of all continuous functions is denoted by C(Ω)

and the set of all infinitely continuous differentiable functions by C∞(Ω). The subsets of
compact support on Ω we call C0(Ω) and C∞0 (Ω), respectively.

18
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3.1.1 The space L2(Ω)

The Sobolev space of square integrable functions on a Lipschitz domain Ω is defined as

L2(Ω) :=
{
u : Ω→ R

∣∣ ∫
Ω

|u|2 dx <∞
}
.

With the help of the scalar product

(u, v)L2(Ω) :=

∫
Ω

uv dx,

a norm is induced which we denote by ‖ · ‖L2(Ω). By equipping L2(Ω) with this norm,
L2(Ω) becomes a Hilbert space. In an equivalent way we can define the Hilbert space of all
square integrable functions on the boundary Γ = ∂Ω, L2(Γ). The definition of the L2-inner
product and the L2-norm for vector valued functions p, q ∈

(
L2(Ω)

)d are straight forward,
i.e.

(p, q)L2(Ω) :=
d∑
i=1

(pi, qi)L2(Ω) and ‖p‖2
L2(Ω) := (p,p)L2(Ω).

3.1.2 The space H1(Ω)

In order to define the space H1(Ω), or more generally Hk(Ω) for k ∈ N0, we have to
generalize a partial derivative which can be applied till now just to sufficiently smooth
functions, i.e. we have to introduce weak derivatives. We will denote a partial derivative
of degree n by ∂α where α is a multi index with |α| = n.

Definition 3.2 (weak partial derivative). For u ∈ L2(Ω) we call g = ∂αu, g ∈ L2(Ω), the
weak partial derivative if∫

Ω

g v dx = (−1)|α|
∫

Ω

u (∂αv) dx ∀v ∈ C∞0 (Ω).

By combining the weak partial derivatives of order one, the weak gradient can be defined.
In the following we will use the symbols ∂α and grad when referring to the weak partial
derivative and gradient, respectively. This leads to the definition of the space Hk(Ω).

Definition 3.3. The space Hk(Ω) for k ∈ N0 is defined as

Hk(Ω) :=
{
u ∈ L2(Ω) : ∂αu ∈ L2(Ω) for all α with |α| ≤ k

}
.
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If the space is equipped with the scalar product

(u, v)Hk(Ω) :=
∑
|α|≤k

(∂αu, ∂αv)L2(Ω)

and the corresponding norm

‖u‖Hk(Ω) :=

√∑
|α|≤k

‖∂αu‖2
L2(Ω),

it is a Hilbert space. Furthermore, by |u|2
Hk(Ω)

=
∑
|α|=k ‖∂αu‖2

L2(Ω) a seminorm is pro-
vided.

Note that the space H0(Ω) is identical to the space L2(Ω). For Lipschitz domains
Ω Hk(Ω) can be identified with the closure of C∞(Ω̄) with respect to the Hk(Ω)-norm
(compare [GR86]), i.e.

Hk(Ω) = C∞
(
Ω̄
)‖.‖

Hk(Ω)
.

Thus, C∞(Ω) and C(Ω) are dense in Hk(Ω). The dual space we denote as H−k(Ω) and a
norm is given via the duality relation

‖u‖H−k(Ω) = sup
v∈Hk(Ω)

(u, v)Hk(Ω)

‖v‖Hk(Ω)

.

In order to deal with boundary conditions, Sobolev spaces of fractional order are needed
on the boundary Γ. For more details on such spaces see [McL00]. Especially, we will make
use of the space H1/2(Γ) := C∞(Γ)

‖·‖
H1/2(Γ) with the norm

‖u‖2
H1/2(Γ) := ‖u‖2

L2(Γ) +

∫
Γ

∫
Γ

|u(x)− u(y)|
|x− y|

dx dy.

In addition, the trace operator trΓ for continuous functions is given as

trΓ(u) = u|Γ for u ∈ C(Ω̄)

which leads us to the trace and inverse trace theorem.

Theorem 3.4 (trace and inverse trace theorem for H1(Ω)). Let Ω be a bounded Lipschitz
domain.

(1) Then the operator trΓ can be uniquely extended to a continuous operator mapping
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from H1(Ω) to H1/2(Γ), and

‖trΓ(u)‖2
H1/2(Γ) ≤ c‖u‖2

H1(Ω) for u ∈ H1(Ω).

(2) For any g ∈ H1/2(Γ) there exists a function u ∈ H1(Ω) with trΓ(u) = g and

‖u‖2
H1(Ω) ≤ c‖g‖2

H1/2(Γ).

This theorem allows us to define boundary conditions. Consequently, the space
H1

0 (Ω) :=
{
v ∈ H1(Ω) : trΓ(v) = 0

}
, required to incorporate Dirichlet boundary con-

ditions, is well defined. We will finish the discussion by introducing an essential set of
interface conditions for H1(Ω) functions which will play an important role in constructing
conforming finite elements.

Corollary 3.5. Let Ω1, . . . ,ΩN be Lipschitz domains which form a domain decomposition
of Ω, i.e. Ωi ∩ Ωj = ∅ and Ω̄ =

⋃
i Ω̄i. By Γij = Ω̄i ∩ Ω̄j the interfaces are denoted. For

a function u with u|Ωi = ui, ui ∈ H1(Ωi) and trΓij(ui) = trΓij(uj) follows that u ∈ H1(Ω)

and (gradu)|Ωi = gradui.

3.1.3 The space H(div,Ω)

We start the discussion on the vector valued space H(div,Ω) by generalizing the divergence
for non continuous functions.

Definition 3.6 (weak divergence). For q ∈
(
L2(Ω)

)d we call p = div q, p ∈ L2(Ω) the
weak divergence of q if∫

Ω

pv dx = −
∫

Ω

q · (grad v) dx ∀v ∈ C∞0 (Ω).

In the following we refer to the weak divergence when using the symbol div. Based on
this generalized divergence the space H(div,Ω) can be introduced.

Definition 3.7. The space H(div,Ω) is defined as

H(div,Ω) :=
{
q ∈

(
L2(Ω)

)d
: div q ∈ L2(Ω)

}
.
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Combined with the inner product and the corresponding norm,

(p, q)H(div,Ω) := (p, q)L2(Ω) + (div p, div q)L2(Ω) and ‖p‖2
H(div,Ω) = (p,p)H(div,Ω),

H(div,Ω) is a Hilbert space.
As it is shown in [GR86, Mon03], the spaces

(
C∞(Ω)

)d and
(
C(Ω)

)d are dense in
H(div,Ω), and the space can be alternatively written as

H(div,Ω) = C∞
(
Ω̄
)‖·‖H(div,Ω)

.

In order to deal with boundary conditions, a well defined normal trace on Γ is needed.
Therefore, we introduce for continuous functions the normal trace operator

trn,Γ(q) = q · nΓ for q ∈
(
C(Ω̄)

)d
where nΓ represents the outer normal vector. By using density arguments this normal
trace operator can be extended to H(div,Ω).

Theorem 3.8 (trace and inverse trace theorem forH(div,Ω)). Let Ω be a bounded Lipschitz
domain.

(1) Then the operator trn,Γ can be uniquely extended to a continuous operator mapping
from H(div,Ω) to H−1/2(Γ), and

‖trn,Γ(q)‖2
H−1/2(Γ) ≤ c‖q‖2

H(div,Ω) for q ∈ H(div,Ω).

(2) For any qn ∈ H−1/2(Γ) there exists a function q ∈ H(div,Ω) with trn,Γ(q) = qn and

‖q‖2
H(div,Ω) ≤ c‖qn‖2

H−1/2(Γ).

If furthermore (qn, 1)L2(Γ) = 0, then div q = 0 for the extension q.

Here, the dual space to H1/2(Γ) is denoted as H−1/2(Γ) with a norm obtained via a
duality identity from the H1/2 norm. Based on the trace theorem, the space of functions
in H(div,Ω) with zero normal trace which is needed to incorporate Dirichlet boundary
conditions can be introduced as

H0(div,Ω) =
{
q ∈ H(div,Ω) : trn,Γ(q) = 0

}
.
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Additionally, density arguments allow us to generalize the integration by parts formula.

Lemma 3.9. For a Lipschitz domain Ω and for all q ∈ H(div,Ω), u ∈ H1(Ω) the integra-
tion by parts formula holds∫

Ω

gradu q dx = −
∫

Ω

u div q dx+

∫
Γ

trΓ(u) trn,Γ(q) ds.

We conclude again the subsection by presenting an essential set of interface conditions
for H(div,Ω) functions.

Corollary 3.10. Let Ω1, . . . ,ΩN be Lipschitz domains which form a domain decomposition
of Ω, i.e. Ωi ∩ Ωj = ∅ and Ω̄ =

⋃
i Ω̄i. By Γij = Ω̄i ∩ Ω̄j we denote the interfaces

and by ni their normal vectors. For a function q with q|Ωi = qi, qi ∈ H(div,Ωi) and
trni,Γij(qi) = trni,Γij(qj) follows that q ∈ H(div,Ω) and (div q)|Ωi = div qi.

3.1.4 The space H(curl,Ω)

Finally, the space H(curl,Ω) for Ω ⊂ R3 is introduced. Therefore, we need a generalized
curl operator.

Definition 3.11 (weak curl). For p ∈
(
L2(Ω)

)3 we call c = curlp, c ∈
(
L2(Ω)

)3 the weak
curl of p if ∫

Ω

c · v dx =

∫
Ω

p · (curlv) dx ∀v ∈
(
C∞0 (Ω)

)3
.

From now on, we refer to the weak curl when using the "curl" symbol. Based on this, the
Sobolev space H(curl,Ω) is defined.

Definition 3.12. The space H(curl,Ω) is defined as

H(curl,Ω) :=
{
p ∈

(
L2(Ω)

)3
: curlp ∈

(
L2(Ω)

)3
}
.

Together with the inner product and the corresponding norm,

(p, q)H(curl,Ω) := (p, q)L2(Ω) + (curlp, curl q)L2(Ω) and ‖p‖2
H(curl,Ω) = (p,p)H(curl,Ω),

H(curl,Ω) is a Hilbert space.
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According to theorem 3.26 in [Mon03], H(curl,Ω) can be defined alternatively as

H(curl,Ω) = C∞
(
Ω̄
)‖·‖H(curl,Ω)

.

Thus, the spaces
(
C∞(Ω)

)3 and
(
C(Ω)

)3 are dense in H(curl,Ω). This density of contin-
uous functions together with the tangential trace operator

trτ ,Γ(p) = nΓ × p for p ∈
(
C(Ω)

)3

leads to the trace theorem.

Theorem 3.13 (trace theorem for H(curl,Ω)). Let Ω be a bounded Lipschitz domain.
Then the operator trτ ,Γ can be uniquely extended to a continuous operator mapping from
H(curl,Ω) to

(
H−1/2(Γ)

)3, and

‖trτ ,Γ(p)‖2
H−1/2(Γ) ≤ c‖p‖2

H(curl,Ω) for p ∈ H(curl,Ω).

Note that the stated norm estimate is not sharp, and consequently, the inverse trace
theorem does not exist in these norms. Nevertheless, the trace theorem allows us to
introduce the space H0(curl,Ω) :=

{
p ∈ H(curl,Ω) : trτ ,Γ(p) = 0

}
with homogeneous

tangential boundary conditions. Alternatively, H0(curl,Ω) can be defined as the closure of(
C∞0 (Ω)

)3 with respect to the H(curl)-norm (see [Mon03]). In the following we will make
use of the partial integration rule for H(curl,Ω) functions.

Lemma 3.14. For a Lipschitz domain Ω and for p ∈ H(curl,Ω) the integration by parts
formula holds∫

Ω

(curlp) · φ dx =

∫
Ω

p · (curlφ) dx+

∫
Γ

trτ ,Γ(p) · φ ds ∀φ ∈
(
C∞(Ω̄)

)3
.

Finally, a corollary providing essential interface conditions for functions in H(curl,Ω)

is provided.

Corollary 3.15. Let Ω1, . . . ,ΩN be Lipschitz domains which form a domain decomposition
of Ω, i.e. Ωi ∩ Ωj = ∅ and Ω̄ =

⋃
i Ω̄i. By Γij = Ω̄i ∩ Ω̄j we denote the interfaces

and by ni their normal vectors. For a function p with p|Ωi = pi, pi ∈ H(curl,Ωi) and
trτ ,Γij(pi) = trτ ,Γij(pj) follows that p ∈ H(curl,Ω) and (curlp)|Ωi = curlpi.
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3.2 Variational formulations

This section is started by recalling existence and uniqueness results for primal and mixed
formulations. Then, based on the Sobolev Spaces from above, we introduce variational
formulations for the Helmholtz equation and the vector valued wave equation, and existence
of a unique solution is shown. For convenience we will use in the following the symbols
U = L2(Ω), Q = H1(Ω), V = H(div,Ω), X =

(
L2(Ω)

)3, Y = H(curl,Ω) for the Sobolev
spaces. Volume integrals over a domain Ω are denoted as

(
u, v
)

Ω
:=
∫

Ω
uv dx and surface

integrals on a surface Γ as
〈
u, v
〉

Γ
:=
∫

Γ
uv ds.

3.2.1 Existence and uniqueness for primal and mixed problems

First, we provide basic existence and uniqueness results for variational formulations. We
consider for a Hilbert space W with norm ‖ · ‖W the primal formulation.

Formulation 3.16. Find u ∈ W , such that

a(u, v) = f(v) ∀v ∈ W

where a : W ×W → C denotes a bilinear form, and f : W → C a linear form.
Note that this variational formulation is equivalent to an operator equation Au = F

in the dual space W ∗ of W . Here A : W → W ∗ is defined via 〈Au, v〉 = a(u, v) with the
duality product 〈·, ·〉, and F ∈ W ∗ is given as 〈F, v〉 = f(v).

The following theorem (see for example [Bra03]) states existence and uniqueness for
this formulation.

Theorem 3.17 (Lax-Milgram). Let W be a Hilbert space and a : W ×W → C a bounded
and coercive bilinear form, i.e. there exist constants α > 0 and β > 0 such that

|a(u, v)| ≤ α‖u‖W‖v‖W ∀u ∈ W,∀v ∈ W,

|a(u, u)| ≥ β‖u‖2
W ∀u ∈ W.

Then there exists for each continuous linear form f : W → C a unique solution u ∈ W of
the problem in Formulation 3.16 with

‖u‖W ≤
1

β
‖f‖W ∗ .
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As second problem a saddle point problem for the Hilbert spacesW andM is considered.

Formulation 3.18. Find u ∈ W and λ ∈M , such that

a(u, v) + b(v, λ) = f(v) ∀v ∈ W,

b(u, µ) = g(µ) ∀µ ∈M,

with the bilinear forms a : W × W → C and b : W × M → C and the linear forms
f : W → C and g : M → C.

Brezzi’s Theorem (Theorem 1.1 in [BF91] or Satz 4.3 in [Bra03]) states existence and
uniqueness for the solution of this formulation.

Theorem 3.19 (Brezzi). Let W and M be Hilbert spaces, and the bilinear forms
a : W ×W → C and b : W ×M → C fulfill the following assumptions.

(1) The bilinear forms are bounded, i.e.

|a(u, v)| ≤ ca‖u‖W‖v‖M ∀u ∈ W,∀v ∈ W

|b(u, µ)| ≤ cb‖u‖W‖µ‖M ∀u ∈ W,∀µ ∈M.

(2) b is inf-sup stable. There exists a constant β > 0, such that

inf
µ∈M

sup
v∈W

b(v, µ)

‖µ‖M‖v‖W
≥ β.

(3) a is coercive on the kernel of b. Thus, there exists a constant α > 0, such that

|a(u, u)| ≥ α‖u‖2
W ∀u ∈ Ker(b),

with Ker(b) =
{
u ∈ W : b(u, µ) = 0 ∀µ ∈M

}
.

Under these assumptions the problem from Formulation 3.18 has a unique solution u ∈ W ,
λ ∈M satisfying

‖u‖W =
1

α
‖f‖W ∗ +

1

β

(
1 +

ca
α

)
‖g‖M∗

‖λ‖M ≤ 1

β

(
1 +

ca
α

)
‖f‖W ∗ +

ca
β2

(
1 +

ca
α

)
‖g‖M∗ .
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3.2.2 The variational form of the primal Helmholtz problem

The weak formulation of the primal Helmholtz problem is derived by integrating the prod-
uct of (2.28) with a complex conjugated test function v ∈ Q = H1(Ω) over the domain Ω.
Finally, integration by parts and inserting the boundary condition (2.29) leads to

Formulation 3.20 (The standard primal Helmholtz formulation). Find u ∈ Q, such that
for g ∈ L2(Γ)

(
gradu, grad v̄

)
Ω
−
(
ω2ν2u, v̄

)
Ω
−
〈
iωνu, v̄

〉
Γ

= −
〈
iωνg, v̄

〉
Γ
, ∀v ∈ Q. (3.1)

Lemma 3.21. Let Ω be a Lipschitz domain, ν ∈ R, ν > 0 and g ∈ L2(Γ). Then the
problem from Formulation 3.20 has a unique solution.

Note, that the formulation is not coercive, and Lax-Milgram is not applicable. A proof
of this Lemma is given in [Mel95]. We will repeat it in a slightly different way. In order to
proof this Lemma, we need the Fredholm Alternative (compare theorem 2.33 in [Mon03])

Theorem 3.22 (Fredholm Alternative). Let W be a Hilbert space and B : W → W a
bounded linear operator, which can be written as the sum of the identity operator I and a
compact operator K, i.e. B = I +K. Then either

(1) The equation Bu = 0 has just the trivial solution u = 0 in W , and Bu = f is for
f ∈ W uniquely solvable.

(2) The equation Bu = 0 has exactly n ∈ N linearly independent solutions.

Proof of Lemma 3.21. During the proof, we will denote (3.1) as

B(u, v) = F (v)

with a sesquilinear form B and a linear form F . The proof splits into two parts, an existence
proof and a uniqueness proof.

The existence proof is realized by transforming the formulation into an operator equa-
tion

(I +K)u = φ
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with φ ∈ L2(Ω), the identity operator I and a compact operator K : L2(Ω)→ L2(Ω) and
by applying the Fredholm Alternative. In order to define K, we introduce the sesquilinear
form

B+(u, v) := B(u, v) +
(
(1 + ω2ν2)u, v̄

)
Ω
,

which is bounded, and via ∣∣Re(B+(u, u)
)∣∣ ≥ ‖u‖2

H1(Ω)

coercivity can be shown. Rewriting (3.1), we get B+(u, v)−
(
(1 +ω2ν2)u, v̄

)
Ω

= F (v), and
inserting the operator equation u = φ−Ku leads to

B+(φ−Ku, v)−
(
(1 + ω2ν2)u, v̄

)
Ω

= F (v), ∀v ∈ Q.

This allows us to state for any u ∈ L2(Ω) equations for Ku ∈ Q ⊂ L2(Ω) and φ ∈ Q ⊂
L2(Ω)

B+(Ku, v) = −
(
(1 + ω2ν2)u, v̄

)
Ω

∀v ∈ Q,

B+(φ, v) = F (v) ∀v ∈ Q.

For these two equations Lax-Milgram’s theorem is due to the boundedness and coerciv-
ity of B+ applicable. Thus, φ and Ku exist and they are unique. From the estimate
‖Ku‖H1(Ω) ≤ c‖u‖L2(Ω) and the compact embedding of Q in L2(Ω) the compactness of
K follows. The Fredholm Alternative states now, that the operator equation, and conse-
quently Formulation 3.20 has at least one solution.

In order to show uniqueness, we have to show that B(u, v) = 0 has just the trivial
solution. Testing this equation with u and taking the imaginary part leads to

0 =
∣∣Im(B(u, u)

)
| = 〈ωνu, ū〉Γ ≥ ων‖u‖2

L2(Γ).

Thus, u is zero on Γ and u is an eigenfunction to the eigenvalue ω2ν2 of the problem

(
gradu, grad v̄

)
Ω

= ω2ν2
(
u, v̄
)

Ω
∀v ∈ Q.

Now we choose R > 0, such that Ω is contained in a sphere of radius R round the origin,
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Ω ⊂ BR(0). Then for c ≥ 1 the function

ũ(x) =

{
u(x) for x ∈ Ω,

0 else,

is an eigenfunction of

(
grad ũ, grad v̄

)
BcR(0)

= ω2ν2
(
ũ, v̄
)
BcR(0)

∀v ∈ H1
(
BcR(0)

)
. (3.2)

By defining uc(x) = ũ(cx), it is obvious that uc is an eigenfunction of

(
graduc, grad v̄

)
BR(0)

= c2ω2ν2
(
uc, v̄

)
BR(0)

∀v ∈ H1
(
BR(0)

)
(3.3)

to the eigenvalue c2ω2ν2. Taking c ∈ R with c ≥ 1 arbitrarily contradicts to the fact that
(3.3) has just countably infinite many eigenvalues. Thus, uc = 0 and consequently u = 0.

3.2.3 The variational form of the mixed Helmholtz problem

We get the variational formulation of the mixed Helmholtz problem by integrating the
product of (2.30) and (2.31), respectively, with a complex conjugated scalar test function
v ∈ U = L2(Ω) and a complex conjugated vector valued test function τ ∈ V = H(div,Ω)

over the domain Ω. Integration by parts of the second equation gives

(
iωεu, v̄

)
Ω
− (divσ, v̄

)
Ω

= 0 ∀v ∈ U (3.4)

−
(
u, div τ̄

)
Ω
−
(
iωµσ, τ̄

)
Ω

+
〈
u, τ̄ · nΓ

〉
Γ

= 0 ∀τ ∈ V. (3.5)

After inserting the boundary condition (2.32) the weak formulation is obtained.

Formulation 3.23 (The standard mixed Helmholtz formulation). Find u ∈ U and σ ∈ V ,
such that for g ∈ L2(Γ)

(
iωεu, v̄

)
Ω
− (divσ, v̄

)
Ω

= 0 ∀v ∈ U (3.6)

−
(
u, div τ̄

)
Ω
−
(
iωµσ, τ̄

)
Ω

+
〈√µ

ε
σ · nΓ, τ̄ · nΓ

〉
Γ

= −
〈
g, τ̄ · nΓ

〉
Γ
. ∀τ ∈ V. (3.7)

Lemma 3.24. Let Ω be a Lipschitz domain, µ is constant and real, ε is a real and piecewise
continuous function with 0 < εmin ≤ ε ≤ εmax and g ∈ L2(Γ). Then the problem from
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Formulation 3.23 has a unique solution.
A proof to this lemma with µ = ε = 1 can be found for three dimensions in [MSS10]

which we will repeat for ε space dependent.

Proof. We start the proof by testing (3.6) with v = − 1
iωε

div τ and τ ∈ V which results in

(
u, div τ̄

)
Ω

=
( 1

iωε
divσ, div τ̄

)
Ω
.

Inserting this into (3.6) gives for all τ ∈ V

B(σ, τ ) :=
(1

ε
divσ, div τ̄

)
Ω
−
(
ω2µσ, τ̄

)
Ω
−〈iω

√
µ

ε
σ ·nΓ, τ̄ ·nΓ〉Γ = 〈iωg, τ̄ ·nΓ〉Γ. (3.8)

For this equation existence and uniqueness will be proven.
In order to prove existence, we restrict the function space. Therefore, the equation is

tested with τ = curl q, q ∈
(
C∞0 (Ω)

)d, which leads to −
(
ω2µσ, curl q̄

)
Ω

= 0. Note that
the curl of a two dimensional vector function is defined as curl q := ∂xqy − ∂yqx. Partial
integration and density arguments lead to curlσ = 0, and we can exchange V in (3.8) by

V (0)(Ω) := H(div,Ω) ∩H(curl0,Ω)

with H(curl0,Ω) :=
{
τ ∈ H(curl,Ω) : curl τ = 0

}
. The rest of the existence proof follows

the existence proof for Lemma 3.21. Thus, (3.8) is transformed to an operator equation

(I +K)σ = φ,

with the operator K :
(
L2(Ω)

)d → (
L2(Ω)

)d and φ ∈
(
L2(Ω)

)d. The function φ and the
operator K can be defined uniquely via a sesquilinear form

B+(σ, τ ) := B(σ, τ ) +
(
(1 + ω2µ)σ, τ̄

)
Ω

which is bounded and coercive with respect to the norm

‖v‖2
V := ‖v‖2

H(div,Ω) + ‖v · nΓ‖2
L2(Γ).

The compact embedding of V (0)(Ω) in L2(Ω) (compare Theorem 3.49 in [Mon03]) leads to
compactness of K, and Fredholm’s Alternative guarantees at least one solution σ.
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For proving uniqueness, it remains to show that the only solution of B(σ, τ ) = 0 is
σ = 0. The proof starts by testing (3.8) with σ and taking the imaginary part which leads
to

0 =
∣∣Im(B(σ,σ)

)∣∣ ≥ ω

√
µ

εmax
‖σ · nΓ‖2

L2(Γ) ≥ 0

and consequently σ · nΓ = 0 on the boundary. Next (3.8) is tested with τ = curlφ,
φ ∈

(
C∞(Ω)

)d which yields

(
ω2µσ, curl φ̄

)
Ω

=
(
ω2µ curlσ, φ̄

)
Ω

+
〈
ω2µσ × nΓ, φ̄

〉
Γ

= 0.

If φ has compact support, density arguments give ω2µ curlσ = 0. A similar argumentation
gives σ×nΓ = 0 and consequently σ = 0 on Γ. Thus, there exists a gradient field w with
w = 0 on Γ, such that ω2µσ = gradw. Inserting this into (3.8), we obtain

0 =
( 1

ω2εµ
div gradw, div τ̄

)
Ω
−
(

gradw, τ̄
)

Ω

=
(
∆w + ω2εµw, div τ̄

)
Ω
.

Because the operator div maps H(div,Ω) surjective on L2(Ω) [GR86], it follows that ∆w+

ω2εµw = 0 in Ω with w = 0 and σ·nΓ = 1
iωµ

∂w
∂n

= 0 on the boundary. Solving the Helmholtz
equation under such boundary conditions leads to w = 0, i.e. σ = 0 and u = 0.

3.2.4 The variational form of the primal vector valued wave prob-

lem

The variational formulation corresponding to (2.33) is obtained by testing with e ∈
H(curl,Ω) =: Y , integrating by parts and inserting the boundary condition (2.34).

Formulation 3.25 (The standard primal vector valued wave formulation). Find E ∈ Y ,
such that for g ∈

(
L2(Γ)

)3 with g · nΓ = 0 on Γ and for all e ∈ Y

(
curlE, curl ē

)
Ω
−
(
ω2εµE, ē

)
Ω
−
〈
iω
√
εµ nΓ ×E,nΓ × ē

〉
Γ

= −
〈
iω
√
εµg, ē

〉
Γ
. (3.9)

Like in the scalar case, we state existence and uniqueness.

Lemma 3.26. Let µ be a positive constant, ε ∈ H3(Ω) is a real valued function with
0 < εmin ≤ ε ≤ εmax, g ∈

(
L2(Γ)

)3 with g · nΓ = 0 on Γ and Ω a Lipschitz domain. Then
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a unique solution of the problem from Formulation 3.25 exists.

Remark 3.27. In chapter 4 of [Mon03] uniqueness and existence was proven for a more
general setting. There Ω is considered to consist of N subdomains, and ε is at least in
H3(Ωj) for each subdomain Ωj. Furthermore, ε is allowed to be complex with an imaginary
part which is either positive and bounded away from zero by a constant or zero on each
subdomain.
We will follow this proof for our simplified setting.

For proving the Lemma, a continuation result stated in theorem 9.3 of [CK98] or the-
orem 4.13 in [Mon03] is needed.

Theorem 3.28. Let Ω be an open connected domain, and E,H ∈ H(curl,Ω) fulfill on Ω

iωεE + curlH = 0,

iωµH − curlE = 0.

If ε is real and continuously differentiable in Ω, µ is real and constant, and E is zero in a
non empty ball contained in Ω, then E and H are zero on Ω.
For a proof of this theorem see [CK98, Mon03].

Proof of Lemma 3.26. During the proof we will denote (3.9) as

B(E, e) = F (e) ∀e ∈ Y, (3.10)

with the sesquilinear form B and the linear form F . As for the other formulations, the
proof is divided in an existence and a uniqueness proof.

For the existence proof we have to restrict the function space. Therefore, we test (3.10)
with e = grad q, q ∈ H1

0 (Ω), and we obtain
(
ω2µεE, grad q̄

)
Ω

= 0. Thus we can exchange
the space Y by

Y (0)(Ω) =
{
v ∈ H(curl,Ω) :

(
εv, grad q

)
Ω

= 0 ∀q ∈ H1
0 (Ω)

}
.

According to theorem 4.7 in [Mon03] Y (0)(Ω) can be embedded compactly in
(
L2(Ω)

)3.
The rest of the proof follows the existence proof for Lemma 3.21, i.e. (3.10) is transformed
to an operator equation

(I +K)E = φ
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with φ ∈
(
L2(Ω)

)3 and an operator K :
(
L2(Ω)

)3 →
(
L2(Ω)

)3. These two quantities can
be defined uniquely via a sesquilinear form

B+(E, e) := B(E, e) +
(
(1 + ω2εµ)E, ē

)
Ω

which is bounded and coercive with respect to the norm

‖v‖2
Y := ‖v‖2

H(curl,Ω) + ‖v × nΓ‖2
(L2(Γ))3 .

Since there exists a compact embedding of Y (0)(Ω) in
(
L2(Ω)

)3, the operator K is compact,
and according to the Fredholm Alternative, there exists a solution of the operator equation
and consequently of (3.10).

In order to show uniqueness, it is sufficient to show that

B(E, e) = 0, ∀e ∈ Y (0)(Ω) (3.11)

implies E = 0. Testing equation (3.11) with E and taking the imaginary part leads to

0 =
〈
ω
√
µε nΓ ×E,nΓ ×E

〉
Γ
≥ c‖nΓ ×E‖2

L2(Γ).

Thus, nΓ ×E is zero on Γ, i.e. the tangential component of E is zero on the boundary.
Next we extend via the Cálderon extension theorem (see [Ada75], Theorem A.4 in

[McL00] or Theorem 3.2 in [Mon03]) the function ε, which is according to our assumption
in H3(Ω), to a continuous differentiable function ε̃ on the whole domain R3. Now, we take a
ball Br(x0) with any midpoint x0 ∈ Γ whose radius r > 0 is chosen, such that ε̃ is positive
in the ball. This is possible, because ε̃ is continuous and bounded away from zero by εmin
in Ω. Then a function Ẽ on Ω̃ := Br(x0) ∪ Ω is constructed by extending a solution E of
(3.11) by zero. Note that n∂Ω̃ × Ẽ = 0 on ∂Ω̃ and that Ẽ is tangential continuous across
the interface Γ̃ := Γ ∩Br(x0). Thus, Ẽ ∈ Y (0)(Ω) (compare Lemma 3.15).
Now we realize that Ẽ solves

(
curl Ẽ, curl ē

)
Ω
−
(
ω2µε̃Ẽ, ē

)
Ω

= 0 ∀e ∈ Y (0)(Ω̃),

i.e. it solves the wave equation on Ω̃. Because Ẽ is zero on Br(x0) \ Ω, Theorem 3.28
implies Ẽ = 0 on Ω̃ and consequently E = 0.
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3.2.5 The variational form of the mixed vector valued wave prob-

lem

Testing the equations (2.35) and (2.36) with complex conjugated test functions e ∈ X :=(
L2(Ω)

)3 and h ∈ Y := H(curl,Ω), integrating the second equation by parts and inserting
the boundary condition results in the variational formulation for the mixed vector valued
wave problem.

Formulation 3.29 (The standard mixed vector valued wave formulation). Find E ∈ X
and H ∈ Y , such that for g ∈

(
L2(Γ)

)3 and for all e ∈ X and h ∈ Y

(
iωεE, ē

)
Ω

+
(

curlH , ē
)

Ω
= 0 (3.12)(

E, curl h̄
)

Ω
−
(
iωµH , h̄

)
Ω

+
〈√µ

ε
nΓ ×H ,nΓ × h̄

〉
Γ

=
〈
g,nΓ × h̄

〉
Γ
. (3.13)

For this setting we can guarantee existence and uniqueness.

Lemma 3.30. Let µ be a positive constant, ε ∈ H3(Ω) is a real valued function with
0 < εmin ≤ ε ≤ εmax, g ∈

(
L2(Γ)

)3 and Ω a Lipschitz domain. Then a unique solution of
the problem from Formulation 3.29 exists.

Proof. We rewrite Formulation 3.29 by testing (3.12) with e = − 1
iωε

curlh, h ∈ H(curl,Ω),
i.e. (

E, curl h̄
)

Ω
= −

( 1

iωε
curlH , curl h̄

)
Ω
.

Inserting this into (3.13) results in the equation

B(H ,h) :=
(1

ε
curlH , curl h̄

)
Ω
−
(
ω2µH , h̄

)
Ω
−
〈
iω

√
µ

ε
nΓ ×H ,nΓ × h̄

〉
Γ

=
〈
− iωg,nΓ × h̄

〉
Γ

(3.14)

whereH ,h ∈ H(curl,Ω). The existence and uniqueness proof for this equation follows the
proof of Lemma 3.26.



Chapter 4

The finite element method

This chapter is devoted to the finite element method. We start by describing the basic
concept of finite elements in Section 4.1, and we recall some fundamental discretization
results. When solving the problems arising from the Formulations 3.20, 3.23, 3.25 or 3.29
by a finite element method, suitable discrete approximations Uh, Vh, Yh and Qh of the
infinite dimensional spaces U = L2(Ω), V = H(div,Ω), Y = H(curl,Ω) and Q = H1(Ω)

are needed. Therefore, we introduce in Section 4.2 conforming finite elements for these
spaces.

4.1 Basic ingredients

4.1.1 The Galerkin framework and approximation results

We consider again a standard variational formulation 3.16, i.e. we search for a function
u ∈ W which solves

a(u, v) = f(v) ∀v ∈ W. (4.1)

In a Galerkin approximation the infinite dimensional Hilbert space is replaced by a finite
dimensional space Wh, which results in the discrete formulation

Formulation 4.1. Find uh ∈ Wh, such that

a(uh, vh) = f(vh) ∀vh ∈ Wh.

The subscript h stands for a discretization parameter, for example the mesh size if Wh is
constructed via a triangulation. If Wh ⊂ W , we call the method conforming. For a basis

35
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{φ1, . . . , φn} of Wh the unknown function uh ∈ Wh can be expanded into this basis, i.e.

uh =
n∑
i=1

uh,iφi.

Testing the variational equation with these basis functions leads to a linear system of
equations Au = f with the matrix A ∈ Cn×n where Aij = a(φi, φj), a right hand side
vector f ∈ Cn with fi = f(φi) and the coefficient vector u ∈ Cn with ui = uh,i.

It is desirable that the approximate solution converges towards the original solution
u for finer discretizations, i.e. h → 0. For a coercive bilinear form a, or more precisely,
if the problems arising from the Formulations 3.16 and 4.1 fulfill the assumptions of the
Lax-Milgram Theorem 3.17, the discretization error ‖u − uh‖W can be expressed via ap-
proximation properties of the space Wh.

Theorem 4.2 (Cea). Let Wh be a subspace of W , and Formulation 3.16 with the solution
u ∈ W as well as Formulation 4.1 with the solution uh ∈ Wh fulfill the assumptions of
Theorem 3.17. Then

‖u− uh‖W ≤
α

β
inf

vh∈Wh

‖u− vh‖W

where α and β are the continuity and coercivity constants of the formulation for continuous
spaces.

In the second part of this chapter, we will give some estimates for the approximation
error infvh∈Wh

‖u− vh‖W of different spaces Wh.
Similar results can be obtained for the mixed formulation 3.18. By discretizing the

Hilbert spaces W and M , the discrete formulation is obtained.

Formulation 4.3. Find uh ∈ Wh and λh ∈Mh, such that

a(uh, vh) + b(vh, λh) = f(vh) ∀vh ∈ Wh,

b(uh, µh) = g(µh) ∀µh ∈Mh.

The following theorem (compare [BF91]) connects the discretization error with the ap-
proximation error for mixed formulations.

Theorem 4.4. Let Wh and Mh be subspaces of W and M . Furthermore, Formulation 3.18
fulfills the assumptions of Brezzi’s theorem (Theorem 3.19) and Formulation 4.3 fulfills
these assumptions with constants c′a, c′b, α′, β′ independent of the discretization parameter
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h. Then

‖u− uh‖W ≤
(

1 +
c′a
α′

)(
1 +

c′b
β′

)
inf

vh∈Wh

‖u− vh‖W +
c′b
α′

inf
µh∈Mh

‖λ− µh‖M

‖λ− λh‖M ≤
(

1 +
c′b
β′

)
inf

µh∈Mh

‖λ− µh‖M +
c′a
β′

inf
vh∈Wh

‖u− vh‖W .

4.1.2 The triangulation and the finite element

For the finite element method these discrete spaces are based on a triangulation of the
computational domain Ω and the subscript h refers to the mesh size. The computational
domain Ω ⊂ Rd with d = 2, 3 is considered to be a polygonal domain with a Lipschitz
continuous boundary. This leads to the definition of a (regular) triangulation.

Definition 4.5 (Regular Triangulation). A finite, non overlapping subdivision T =

{T1, . . . , TM} of Ω into elements Ti of simple geometry is called a regular triangulation
if

1. Ω =
⋃N
i=1 Ti,

2. the elements are non overlapping, interior(Ti) ∩ interior(Tj) = ∅ for i 6= j,

3. the intersection of two different elements Ti ∩ Tj is either empty, a vertex, an edge
or a face of both.

Note that the last condition avoids hanging nodes. In the following we will call the set
of all vertices V := {Vi}, the set of all edges is called E = {Ei}, and F := Fi represents the
set of all interface and boundary facets. In two dimensions the facets F match with the
edges E . If the index T is added, i.e. VT , ET ,FT , we refer to the set of vertices, edges and
facets of the element T .

Based on a geometrical element T , a finite element can be constructed according to
Ciarlet [Cia78, BS08] as

Definition 4.6 (Finite Element). A finite element is a triple (T,WT ,ΣT ), where

1. the element domain T ⊂ Rd is a bounded closed set with non empty interior and
piecewise smooth boundary,

2. WT is the finite dimensional space of shape functions on T ,
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3. ΣT = {S1, . . . , Sk} is a set of linear functionals on WT which are also called degrees
of freedom.

Of course, WT and ΣT can not be taken arbitrarily. They have to be chosen such that
if values of the degrees of freedom ΣT are specified, a function in WT can be determined
uniquely. If this is the case for the finite element, we call it unisolvent.
In general, any linear independent set of functions of WT can be used to span the space
WT . One option is the nodal basis {φ1, . . . , φk} which is defined via the linear functionals
Si ∈ ΣT ,

Si(φj) = δij, for i, j = 1, . . . , k.

This requires that the function space WT is also of dimension k, and any function w in WT

can be written in terms of the nodal basis as

w(x) =
k∑
j=1

Sj(w)φj(x).

By identifying the local degrees of freedom ΣT with global ones, i.e. we take the union of
the degrees of freedom Σ =

⋃
T∈T ΣT , we are able to construct a global finite element space

Wh :=

{
v ∈

∏
T∈T

WT : S(v|Ti) = S(v|Tj) for all S ∈ ΣTi ∩ ΣTj

}
.

Thus, when specifying the values of the degrees of freedom in Σ, the corresponding function
inWh consists of functions inWT , which are uniquely determined via the functionals ΣT . It
is obvious that different choices of the degrees of freedom on the element result in different
continuity properties for the global finite element space Wh. This leads us to the following
definition.

Definition 4.7 (conforming finite elements). For a function space W , the finite element
(T,WT ,ΣT ) is called W− conforming if the global finite element space Wh is a subspace of
W .

4.1.3 The reference element

For an actual implementation and for analysis purposes a reference finite element
(T̂, ŴT , Σ̂T ) is rather used than the physical element (T,WT ,ΣT ). More precisely, the
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shape functions are defined on the reference element, and calculations, for example numer-
ical integration, are done there. The results are transfered afterwards by a transformation
FT to the physical element. As a reference element T̂ for the element T we usually take
an element of simple form like a triangle in 2D or a tetrahedron in 3D with size one. In
the following, quantities related to the reference element are indicated with a hat. Thus,
x̂ represents a point in the reference element, while x represents a point in the physical
element.

As transformation
FT : T̂ → T

we consider a continuously differentiable function. The Jacobi matrix with respect to the
coordinate system of the reference element we denote as JT and its functional determinant
as det JT . For a general setting FT is allowed to be nonlinear. Polynomial transformations
are required for example to describe polynomial shapes of elements exactly. If no curved
boundaries are involved, FT can be assumed to be affine linear with a constant Jacobian
JT . In this case polynomials are mapped to polynomials of the same degree which simplifies
the analysis considerably.

In our work, the transformation of the normal and the tangential vector is important.

Corollary 4.8. Let T ⊂ Rd, such that T = FT (T̂ ) with Jacobian JT . By nT ,τT and nT̂ ,τT̂
the outer normal vector and the tangential vector for the elements T and T̂ , respectively,
are denoted. Then the outer normal and the tangential vector transform as

nT ◦ FT =
J−>T nT̂
‖J−>T nT̂‖

, and τT ◦ FT =
JTτT̂
‖JTτT̂‖

.

We define the size hT of an element T as the diameter of the smallest circle containing T ,
and the mesh size h is given by

h := sup
T∈T

hT .

Based on this, uniform and quasi-uniform triangulations can be introduced.

Definition 4.9. Let {Th} denote a family of triangulations.

(1) A triangulation Th is called quasi-uniform if there exists a constant κ > 0 independent
of h, such that each element contains a circle of diameter ρT with ρT ≥ hT/κ.

(2) A triangulation Th is called uniform if there exists a constant κ > 0 independent of
h, such that each element contains a circle of diameter ρT with ρT ≥ h/κ.
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4.2 Some conforming finite elements

If we want to find H1, H(curl) and H(div) conforming finite element spaces, the degrees
of freedom have to be chosen, such that the continuity constraints on element interfaces
stated in the Corollaries 3.5, 3.10 and 3.15 are fulfilled. Thus, functions in H(curl) need
to be tangential continuous across element interface while normal continuity is needed for
functions in H(div).

4.2.1 An H1 conforming finite element

Finite elements for Q = H1(Ω) can be constructed by functionals ΣQ
T which are point evalu-

ations with points placed regularly on the element. Because of their bad stability properties
for high polynomial orders, they are not used frequently. We will stick to hierarchical finite
elements introduced in [AC03, Zag06]. In the last reference the polynomial order can be
chosen separately for edge face and cell basis functions. There, the H1-conforming finite
element (T,WQ

T,k,Σ
Q
T,k) of uniform polynomial order k is defined as

• T is a tetrahedron or triangle,

• WQ
T,k = P k(T ) with the polynomial space P k(T ) of order k,

• ΣQ
T,k = ΣQ

V ∪ ΣQ
E,k ∪ ΣQ

F,k ∪ ΣQ
C,k with

– the vertex degrees of freedom

ΣQ
V (p) =

{
p(V ) : for all V ∈ VT

}
,

– the edge degrees of freedom

ΣQ
E,k(p) =

{∫
E

∂p

∂s

∂vi
∂s

ds : {vi} a basis of P k
0 (E), ∀E ∈ ET

}
,

– the face degrees of freedom (only in 3D)

ΣQ
F,k(p) =

{∫
F

∇Fp · ∇FvidA : {vi} a basis of P k
0 (F ), ∀F ∈ FT

}
with ∇Fv := n× (∇v)|F × n,
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– and the cell degrees of freedom

ΣQ
C,k(p) =

{∫
T

∇p · ∇vidx : vi a basis of P k
0 (T )

}
.

This finite element is unisolvent (see [Mon03]) and in [Zag06] a polynomial basis is con-
structed explicitly.

As already mentioned in the last section, it is convenient to define the shape functions
for a reference element. In order to do this, a conforming transformation from the reference
element to the physical element is needed, which preserves the degrees of freedom.

Lemma 4.10 ( H1-conforming transformation). Let T ⊂ Rd, such that T = FT (T̂ ) with
Jacobian matrix JT . By gradx and gradx̂ the gradient with respect to the coordinate system
of T and T̂ , respectively, is denoted. Then for uT̂ ∈ H1(T̂ ) the transformation

u := uT̂ ◦ F
−1
T

implies u ∈ H1(T ) and
gradx u = J−1

T

(
gradx̂ uT̂

)
◦ F−1

T .

By identifying the local degrees of freedom ΣQ
T,k with global ones, thus, ΣQ

k =
⋃
T∈T ΣQ

T,k,
we get the global finite element space of order k,

Qh,k =
∏
T∈T

WQ
T,k

where h indicates the largest element diameter of the triangulation T . If we denote the
functionals of ΣQ

k as SQj and the corresponding nodal basis functions as φQj , we are able to
define the interpolation operator for any function u ∈ H 3

2
+δ via

ΠQ
k u =

∑
j

SQj (u)φQj .

For a sufficiently smooth function u ∈ Hs(Ω), 3
2

+ δ ≤ s ≤ k+ 1 the following interpolation
error estimate holds.

Theorem 4.11. (see [Mon03], Theorem 5.48) Let T denote a quasi-uniform triangulation
with mesh size h, then there exist constants c1, c2 independent of h and u, such that for
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3
2

+ δ ≤ s ≤ k + 1

∥∥u− ΠQ
k u
∥∥
H1(Ω)

≤ c1h
s−1‖u‖Hs(Ω) (4.2)∥∥u− ΠO

k u
∥∥
L2(Ω)

≤ c2h
s‖u‖Hs(Ω). (4.3)

4.2.2 An H(curl) conforming finite element

In order to obtain H(curl) conformity, tangential continuity of the basis functions across
element interfaces is required. Finite elements, fulfilling this condition are sometimes called
edge elements because their lowest order degrees of freedom are related to the element
edges. Two families of these elements were first introduced by Nedelec [N8́0] and in [N8́6]
with a uniform polynomial order on the whole mesh. Based on this work, in [SZ05, Zag06]
finite elements with variable polynomial order were constructed. In this work we used
Nedelec elements of second kind, (T,W Y

T,k,Σ
Y
T,k) with constant polynomial order k, which

are given as

• T is a tetrahedron,

• W Y
T,k = NDIIk :=

(
P k(T )

)3 with the polynomial space P k(T ) of order k,

• ΣY
T,k = ΣY

E,k ∪ ΣY
F,k ∪ Σ̃Y

F,k ∪ ΣY
C,k ∪ Σ̃Y

C,k with

– the edge degrees of freedom

ΣY
E,k(u) =

{∫
E

u · τvids : {vi} a basis of P k(E), ∀E ∈ ET
}

where τ is the tangential vector to the edge E,

– the face degrees of freedom

ΣY
F,k(u) =

{∫
F

curlF u curlF vidA : {curlF vi} a basis of

curlF
(
P k

0,τ (F )
)
, ∀F ∈ FT

}
,

Σ̃Y
F,k(u) =

{∫
F

u · vidA : {vi} a basis of ∇F

(
P k+1

0 (F )
)
, ∀F ∈ FT

}
where curlF v = curlv · n and P k

0,τ (K) =
(
P k(K)

)3 ∩H0(curl, K),
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– the cell degrees of freedom

ΣY
C,k(u) =

{∫
T

curlu · curlvidx : {curlvi} a basis of curl
(
P k

0,τ (T )
)}
,

Σ̃Y
C,k(u) =

{∫
T

u · vidx : {vi} a basis of ∇
(
P k+1

0 (T )
)}
.

A set of hierarchical basis functions for this finite element can be found in [SZ05, Zag06].
For defining the shape functions on a reference element, a transformation preserving

the degrees of freedom is needed.

Lemma 4.12 ( H(curl)-conforming transformation). Let T ⊂ R3, such that T = FT (T̂ )

with Jacobian matrix JT . By curlx and curlx̂ the curl with respect to the coordinate system
of T and T̂ , respectively, is denoted. Then, for qT̂ ∈ H(curl, T̂ ) the transformation

q := J−>T qT̂ ◦ F
−1
T

implies q ∈ H(curl, T ) and

curlx q =
1

det JT
JT
(

curlx̂ qT̂
)
◦ F−1

T .

The transformation is also known as covariant transformation.
For a proof see section 3.9 in [Mon03]

Based on this finite element, the global functional space ΣY
k and the global space Yhk

of order k with mesh size h approximating Y := H(curl,Ω) read as

ΣY
k =

⋃
T∈T

ΣY
T,k, Yhk :=

∏
T∈T

W Y
T,k.

By defining for functionals SYj of ΣY
k and the nodal basis functions φYj the interpolation

operator
ΠY
k v :=

∑
j

SYj (v)φYj ,

we get the following interpolation error result.

Theorem 4.13. (see [Mon03] Theorem 8.15) Let T denote a quasi-uniform triangulation
with mesh size h. Then for u ∈

(
Hs+1(Ω)

)3, 1 ≤ s ≤ k, there exists a constant c
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independent of h and u, such that

∥∥u− ΠY
k u
∥∥
L2(Ω)

+ h
∥∥ curl(u− ΠY

k u)
∥∥
L2(Ω)

≤ chs+1‖u‖(Hs+1(Ω))3 . (4.4)

4.2.3 An H(div) conforming finite element

As already discussed, a H(div) conforming finite element space has to contain functions
which are normal continuous across element interfaces. There are two widely used finite
element families which fulfill this property, the Raviart-Thomas element [RT77] and the
Brezzi-Douglas-Marini element [BDM85]. For both elements, the lowest order degrees of
freedom are related to facets. Thus, they are sometimes called face elements. We will
restrict ourself to the Raviart Thomas element. Such elements of varying polynomial order
together with an hierarchical basis can be found in [Zag06].
The Raviart-Thomas element (T,W V

T,k,Σ
V
T,k) of constant polynomial order k reads as

• T is a tetrahedron or triangle

• W V
T,k = RTk :=

{
v ∈ (P k)d : (v · n)|F ∈ P k−1(F ) ∀F ∈ FT

}
,

• ΣV
T,k = ΣV

F,k ∪ ΣV
C,k ∪ Σ̃V

C,k with

– the face degrees of freedom

ΣV
F,k(u) =

{∫
F

u · nvidA : {vi} a basis of P k−1(F ), ∀F ∈ FT
}
,

– the cell degrees of freedom

ΣV
C,k(u) =

{∫
T

divu div vidx : {div vi} a basis of div
(
P k

0,n(T )
)}
,

Σ̃V
C,k(u) =

{∫
T

u · vi dx : {vi} a basis of curl
(
P k+1

0,τ (T )
)}
,

where P p
0,n(K) :=

(
P p(K)

)3 ∩ H0(div, K) and P p
0,τ (K) =

(
P p(K)

)3 ∩
H0(curl, K).

The following transformation preserves these degrees of freedom, and it allows us to
define the shape functions on a reference element.
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Lemma 4.14 ( H(div)-conforming transformation). Let T ⊂ R3, such that T = FT (T̂ )

with Jacobian matrix JT . By divx and divx̂ the divergence with respect to the coordinate
system of T and T̂ , respectively, is denoted. Then for pT̂ ∈ H(div, T̂ ) the transformation

p :=
1

det JT
JT pT̂ ◦ F

−1
T

implies p ∈ H(div, T ) and

divx p =
1

det JT

(
divx̂ pT̂

)
◦ F−1

T .

The transformation is also known as contravariant or Piola transformation.
For a proof see section 3.9 in [Mon03]

Like for the other spaces, we are able to define the global functional space ΣV
k and the

global finite element space Vhk of order k approximating V := H(div,Ω) via

ΣV
k =

⋃
T∈T

ΣV
T,k, Vhk =

∏
T∈T

W V
T,k.

Note that the Raviart Thomas space Vhk of order k contains the element wise polynomial
space

(
P k−1

)d, but it equals not the element wise polynomial space
(
P k
)d. The divergence

of a function in Vhk is in P k−1(T ) on the element, and its normal traces on the facets are
in P k−1(F ). When defining the interpolation operator for functions u ∈

(
H

1
2

+δ(Ω)
)3,

ΠV
k u =

∑
j

SVj (u)φVj ,

with the functionals SVj from ΣV
k and the corresponding nodal basis φVj , we get the following

interpolation error estimates.

Theorem 4.15. (see [Mon03] Theorem 5.25, Remark 5.26) Let T denote a quasi-uniform
triangulation with mesh size h. Then for u ∈

(
Hs(Ω)

)3, 1
2

+ δ ≤ s ≤ k, there exist
constants c1, c2 independent of h and u, such that

∥∥u− ΠV
k u
∥∥
L2Ω

≤ c1h
s‖u‖Hs(Ω), (4.5)∥∥ div(u− ΠV

k u)
∥∥
L2(Ω)

≤ c2h
s‖ divu‖Hs(Ω). (4.6)
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4.2.4 An L2 conforming finite element

We finish the discussion on finite elements by introducing an L2-conforming finite element.
In principle, one could use the H1-conforming finite element and neglect the continuity
constraints, i.e. we do not identify the local functionals ΣT of different elements with
each other on the global level. In the following, we present an L2 conforming element
(T,WU

T,k,Σ
U
T,k) obtained by a different approach.

• T is a tetrahedron or triangle,

• WU
T,k = P k(T ) with the polynomial space P k(T ) of order k,

• the cell degrees of freedom

ΣU
T,k(u) =

{∫
T

uvi dx : {vi} a basis of P k(T )
}
.

Based on the finite element, we obtain the global space of functionals and the global
finite element space approximating U = L2(Ω) as

ΣU
k =

⋃
T∈T

ΣU
T,k, Ukh =

∏
T∈T

WU
T,k.

This suggests the interpolation operator for u ∈ L2(Ω)

ΠU
k u =

∑
j

SUj (u)φUj

where SUj are the functionals in ΣU
k and the φUj are the corresponding nodal basis functions.

For u sufficiently smooth, i.e. u ∈ Hs(Ω) with 1 ≤ s ≤ k+1, the interpolation error estimate

∥∥u− ΠU
k u
∥∥
L2(Ω)

≤ chs‖u‖Hs(Ω), for 1 ≤ s ≤ k + 1, (4.7)

with c independent of h and u can be shown.



Chapter 5

A hybrid finite element method for the
Helmholtz and the vector valued wave
equation

As already mentioned in the introduction, a large number of unknowns is necessary to
describe the highly oscillating solution of the wave equation. In fact, one needs at least a
fixed number of degrees of freedom per wavelength to get a certain accuracy for the solution.
Consequently, the total number of degrees of freedom grows for an increasing frequency
ω at least proportional to O(ωd) in d dimensions. Additionally, a classical H1-conforming
finite element method suffers from the pollution effect [Ihl98]. This means that the number
of unknowns per wavelength, which is necessary to achieve a given accuracy, increases with
increasing frequency. Although this effect is not so strong for higher polynomial orders,
the total number of unknowns grows faster than O(ωd).

In order to overcome these difficulties, a variety of different approaches within the finite
element framework was developed during the last decades. Widely used are hp methods
[IB97] or discontinuous Galerkin methods [FW09]. They are still based on a polynomial
approximation for a modified variational formulation. Other methods, like the partition
of unity method [Mel95, MB96], least square methods [MW99], discontinuous enrichment
methods [FHH03, TF06] or the ultra weak variational formulation [CD98, Mon03] make
use of problem-adapted functions. In this chapter we focus on a mixed hybrid finite element
method.

The discussion on hybrid methods starts with an introduction to this topic in Section
5.1. In Section 5.2 the mixed hybrid finite element method for the Helmholtz equation from

47
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[MSS10] is presented. Apart from consistency of the continuous problem and existence and
uniqueness of its solution, energy conservation for both, the discrete and the continuous
formulation is shown. In Section 5.3 we extend this hybrid formulation to the time harmonic
Maxwell case. This approach we already published in [HPS11]. As for the Helmholtz
equation, consistency, existence and uniqueness as well as energy conservation results are
proven.

5.1 An introduction to hybridization

Before we concentrate on the hybridization of the Helmholtz equation and the vector val-
ued wave equation, we recall the basic concept of hybridization. For a detailed introduction
to hybridization see [BF91]. In [AB85] the hybridization of Raviart-Thomas methods is
discussed, and a hybridization technique for the biharmonic problem is introduced. Fur-
thermore, [AB85] provides error estimates for the Lagrangian multipliers obtained via
estimates for the primal variables. An error analysis just for the Lagrangian multipliers
without using the other variables, especially for finite element spaces of different poly-
nomial order, can be found in [CG05a]. In addition to hybridization of Raviart Thomas
elements, [CG04] covers hybridization of Brezzi Douglas Marini finite elements.
The starting point for the hybridization of an elliptic boundary value problem is a mixed
method with a linear system of equations typically of the form(

A B∗

B C

)(
σh

uh

)
=

(
F

G

)

where ∗ denotes the adjoint operator, σh is the coefficient vector of the finite element
function σh representing the flux field, and uh is the coefficient vector of the scalar finite
element function uh. In general this mixed system is contrary to the primal problem
indefinite, i.e. it forms a saddle point problem, and solving for the unknown coefficients σh
and uh is time consuming. Positive definiteness of the primal problem one could regain by
eliminating σh which makes an inversion of the block A necessary. Because the flux field
σh fulfills continuity constraints, i.e. for the Poisson equation it is from the space H(div,Ω)

and therefore normal continuous, the matrix A has entries which couple degrees of freedom
belonging to different elements, and therefore the inverse A−1 is a full matrix.

This drawback can be compensated by hybridization which was first used in [dV65].
There, the continuity constraints are neglected at element interfaces, for example for the
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Poisson equation σh is only element wise in H(div). Continuity is regained by adding
Lagrangian multipliers λh which are supported only on element facets as an additional set
of unknowns. The resulting system reads asA B∗ D∗

B C 0

D 0 0


σhuh
λh

 =

FG
0

 (5.1)

where λh is the coefficient vector of the multiplier λh, and the matrix block D represents
the continuity conditions. Due to the loss of continuity in the space of σh the matrix A is
block diagonal, and therefore easy to invert. This is the main advantage of this formulation.
We are now in the position to express the volume unknowns σh and uh in terms of the
Lagrangian multipliers λh,(

σh

uh

)
=

(
A B∗

B C

)−1((
F

G

)
−

(
D∗

0

)
λh

)
(5.2)

with (
A B∗

B C

)−1

=

(
IA −A−1B∗

0 IC

)(
A−1 0

0
(
C −BA−1B∗

)−1

)(
IA 0

−BA−1 IC

)

where IA and IC are identity matrices with the dimensions of A and C, respectively. Note
that the scalar field uh is from a discontinuous function space, for example L2(Ω) for the
Poisson equation. Therefore, C−BA−1B∗ is also block diagonal with blocks corresponding
to elements. Now, elimination of the volume unknowns, i.e. inserting (5.2) into the third
equation of (5.1), leads to a Schur complement system for the multiplier λh

Sλh = H

with

S =
(
D 0

)(A B∗

B C

)−1(
D∗

0

)

H =
(
D 0

)(A B∗

B C

)−1(
F

G

)
.
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Due to the fact that for the Poisson equation this system is symmetric positive definite,
iterative solvers, like the preconditioned cg-method, can be used for solving it. The volume
solutions σh and uh are obtained from the multipliers via (5.2). These multipliers often
have a physical interpretation. For example in the Poisson equation they represent the
value of uh at the facet. Note that, because of the block structure of A and C, respectively,
the computation of σh and uh can be done element wise only using information from the
element boundary.

In former times this hybridization technique was often interpreted as an implementation
trick to deal with mixed methods. But it was realized [AB85, BDM85], that a more accurate
solution for the scalar function u in comparison to (5.2) can be obtained by local post
processing. Apart from this, hybridization has another advantage. By static condensation
(compare [AB85]), i.e. elimination of the volume unknowns, the dimension of the system
can be reduced significantly to the number of interface unknowns λh.

Besides of Raviart Thomas and Brezzi Douglas Marini methods, hybridization has
been used for the Tangential-Displacement-Normal-Normal-Stress formulation in mechan-
ics [Sin09] and for the Stokes system [CG05b, CG05c, CCS06]. In the last one the method
is used to construct an exactly divergence free approximation of the velocity without using
stream function variables or globally divergence free finite element basis functions. This is
done in two and three dimensions. We also mention recent works on hybrid discontinuous
Galerkin methods for Maxwell’s equations in 2D [LP11] and for 3D problems [NPC11].

5.2 A hybrid finite element method for the Helmholtz

equation

Before continuing, we have to introduce some notations. We use a regular finite element
mesh T with elements T and the set of element facets F is denoted by F . The set of all
inner facets is named FI . The vector nT is the outer normal vector of an element T , nF
represents the normal vector onto a facet F , and, as already mentioned, nΓ is the outer
normal of the domain Ω with boundary Γ.

5.2.1 Hybridizing the Helmholtz equation

When hybridizing the mixed Helmholtz equation, we start with the mixed form of the
Helmholtz equation (2.30) and (2.31) and multiply it with test functions v ∈ U := L2(Ω)
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and τ ∈ V := H(div,Ω), respectively. Carrying out integration by parts element by
element leads to∑

T∈T

[ (
iωεu, v

)
T
− (divσ, v

)
T

]
= 0 ∀v ∈ V∑

T∈T

[
−
(
u, div τ

)
T
−
(
iωµσ, τ

)
T

+
〈
u, τ · nT

〉
∂T

]
= 0 ∀u ∈ U.

For inner facets the test function τ is normal continuous, and thus, the boundary integral
for one element cancels out with the integral from a neighboring one which would give
(3.5).

Next, the normal continuity of the flux function σ across element interfaces is broken,
i.e. the space H(div,Ω) is replaced by a broken H(div) space

Ṽ :=
{
τ ∈

(
L2(Ω)

)d
: τ |T ∈ H(div, T ) ∀T ∈ T

}
.

In order to reinforce continuity again, we introduce, as mentioned in the last section, a
Lagrangian multiplier uF from the space

uF ∈ UF := L2(F).

The normal continuity of the flux σ is recovered via an additional equation which forces
the jump

[
σ · n

]
F

:= σ · nT1 + σ · nT2 for inner facets F ∈ FI with the two adjacent
elements T1 and T2 to zero. This leads to∑

F∈FI

〈[
σ · n, vF

]〉
F

=
∑
T∈T

(〈
σ · nT , vF

〉
∂T
−
〈
σ · nT , vF

〉
∂T∩Γ

)
= 0 ∀vF ∈ VF .

Inserting the boundary condition into this equation results in the system of equations for
(u,σ, uF ) ∈ U × Ṽ × UF∑

T∈T

[(
iωεu, v

)
T
−
(

divσ, v
)
T

]
= 0 ∀v ∈ U,∑

T∈T

[
−
(
u, div τ

)
T
−
(
iωµσ, τ

)
T

+
〈
uF , τ · nT

〉
∂T

]
= 0 ∀τ ∈ Ṽ ,

∑
T∈T

[〈
σ · nT , vF

〉
∂T

]
−
〈√ ε

µ
uF , vF

〉
Γ

=
〈√ ε

µ
g, vF

〉
Γ

∀vF ∈ UF .
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Note that in the second equation the Lagrangian multiplier plays the role of the scalar
field u evaluated on the element interfaces. This was used in the boundary condition, and
u was exchanged by uF in order to regain symmetry. Due to the fact that there is no
coupling between volume basis functions belonging to two different elements, it is possible
to eliminate the volume unknowns u and σ element by element via static condensation
(compare [AB85]). The resulting system of equations has to be solved only for the multiplier
uF . In order to eliminate these inner degrees of freedom, the first two equations of our
system need to be solved for any uF on each element T . This is equivalent to solve
a Dirichlet problem consisting of (3.4) and (3.5) for Ω = T and u = uF as boundary
condition. Hence, uniqueness of the solution is lost if ω matches an eigenvalue of the
Dirichlet problem.

Uniqueness can be according to [MSS10] re-established by adding a new facet unknown

σF ∈ VF := L2(F),

representing σ · nF on the facet F via an additional equation∑
T∈T

β
〈
σF − σ · nF , τF

〉
∂T

= 0 ∀τF ∈ VF

with some stabilization parameter β. For symmetry reasons the consistent term
∑

T∈T β
〈
σ·

nF − σF , τ · nF
〉
∂T

is added to our formulation. Collecting these terms, we get for all
(v, τ , vF , τF ) ∈ U × Ṽ × UF × VF∑

T∈T

[(
iωεu, v

)
T
−
(

divσ, v
)
T

]
= 0,∑

T∈T

[
−
(
u, div τ

)
T
−
(
iωµσ, τ

)
T

+ β
〈
σ · nT , τ · nT

〉
∂T

+
〈
uF , τ · nT

〉
∂T
− β

〈
σF , τ · nF

〉
∂T

]
= 0,∑

T∈T

[〈
σ · nT , vF

〉
∂T

]
−
〈√ ε

µ
uF , vF

〉
Γ

= −
〈√ ε

µ
g, vF

〉
Γ
,∑

T∈T

[
β
〈
σF , τF

〉
∂T
− β

〈
σ · nF , τF

〉
∂T

]
= 0.

Now, static condensation reduces the system of equations to the facet degrees of freedom
uF and σF . Elimination of the inner degrees of freedom, i.e. solving the first two equations
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on the element level for any σF and uF is now, for β =
√

µ
ε
, equivalent to solve Formulation

3.23 with Ω = T and g = −
√

µ
ε
(nT · nF )σF + uF . Taking into account that σF plays the

role of σ · nF and uF of u on ∂T , we can redefine in- and outgoing impedance traces in
terms of the facet variables.

Definition 5.1. Let T be an element of the triangulation T , then the in- and outgoing
impedance traces in terms of the facet variables on the boundary ∂T are defined via

In∂T := −
√
µ

ε
(nT · nF )σF + uF

Out∂T :=

√
µ

ε
(nT · nF )σF + uF .

In the same way InΓ and OutΓ can be defined.
According to this definition, we solve on the element level the mixed Helmholtz problem

for g = In∂T , i.e. with a prescribed incoming impedance trace for the element T . Now,
uniqueness and existence of the element solution is guaranteed. By exchanging the Dirichlet
and Neumann traces uF , σF with the incoming and outgoing impedance traces, one obtains
an equivalent formulation which fits well into the context of the ultra weak variational
formulation of [CD98]. From this point of view, static condensation can be interpreted as
calculating in the case of β =

√
µ
ε
for a given incoming impedance trace the corresponding

outgoing impedance trace. Note that the outgoing impedance trace of an element is the
incoming impedance trace of the neighboring element, and the incoming impedance trace
on the domain Ω is fixed by the boundary condition.

We will show later on that this hybrid formulation is energy conserving. Because, at
least, when using a finite element discretization, a fixed number of degrees of freedom is
needed to resolve the solution of the Helmholtz equation (compare [Ain04]), high frequency
parts of the solution, which are not resolved by the mesh together with the polynomial
order, cause spurious modes. These spurious modes can be damped out by a stabilization
term with the parameter α, ∑

T∈T

α
〈
u− uF , v − vF

〉
∂T

which penalizes the jump between the solution u and its corresponding facet value uF .
Summarizing this, we end up with

Formulation 5.2 (the mixed hybrid formulation for the Helmholtz equation). Find ũ :=
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(u,σ, uF , σF ) ∈ U × Ṽ × UF × VF such that

BsΩ(ũ, ṽ) +BsΓ(ũ, ṽ) = Fs(ṽ) (5.3)

for all ṽ := (v, τ , vF , τF ) ∈ U × Ṽ × UF × VF , with the bilinear forms

BsΩ(ũ, ṽ) :=
∑
T∈T

[(
iωεu, v

)
T
−
(

divσ, v
)
T
−
(
u, div τ

)
T
−
(
iωµσ, τ

)
T

+
〈
uF , τ · nT

〉
∂T

+
〈
σ · nT , vF

〉
∂T

+β
〈
σ · nT − (nT · nF )σF , τ · nT − (nT · nF )τF

〉
∂T

+α
〈
u− uF , v − vF

〉
∂T

]
,

BsΓ(ũ, ṽ) := −
〈√ ε

µ
uF , vF

〉
Γ
,

and the linear form

Fs(ṽ) := −
〈√ ε

µ
g, vF

〉
Γ
.

5.2.2 Consistency, existence and uniqueness of the hybrid formu-

lation

Next, we show consistency of our formulation. In [MSS10] and [HHS10] it was already
proven that the solution of this formulation is equivalent to the solution of the mixed
Helmholtz equations (2.30) and (2.31), i.e.

Lemma 5.3. Let (ue,σe) be the exact solution of (2.30)-(2.32), and let ueF = ue as well
as σeF = σe · nF on the facets F . Then ũe := (ue,σe, ueF , σ

e
F ) solves Formulation 5.2.

Proof. Inserting ũe into Formulation 5.2 and making use of the boundary condition (2.32)
results in∑

T∈T

[(
iωεue, v

)
T
−
(

divσe, v
)
T
−
(
ue, div τ

)
T
−
(
iωµσe, τ

)
T

+
〈
ueF , τ · nT

〉
∂T

+
〈
σe · nT , vF

〉
∂T

]
−
〈
σe · nΓ, vF

〉
Γ

= 0.

Because the solution of the strong problem σe is normal continuous, the term
〈
σe·nT , vF

〉
∂T

cancels for inner edges when summing up over all elements. On boundary edges nT = nΓ
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and the term cancels with the boundary integral. Exchanging ueF by ue yields∑
T∈T

[(
iωεue, v

)
T
−
(

divσe, v
)
T

−
(
iωµσe, τ

)
T
−
(
ue, div τ

)
T

+
〈
ue, τ · nT

〉
∂T

]
= 0.

Partial integration gives∑
T∈T

[(
iωεue − divσe, v

)
T
−
(
iωµσe − gradue, τ

)
T

]
= 0

which completes the proof.

The next lemma states existence and uniqueness for a solution of Formulation 5.2.

Lemma 5.4. Let β 6= 0, α = 0, µ be constant and real, ε is a real and piecewise continuous
function with 0 < εmin ≤ ε ≤ εmax and g ∈ L2(Γ). Then there exists a unique solution of
Formulation 5.2.

Proof. Lets consider an arbitrary inner facet F ∈ FI . We start the proof by testing (5.3)
with any vF ∈ L2(F) such that vF is just nonzero on F . If T1 and T2 are the two adjacent
elements of F , we get σ · nT |T1 + σ · nT |T2 = 0, and because of the different signs of nT
the function σ is normal continuous across element interfaces. Thus the space Ṽ in the
variational formulation can be exchanged by V = H(div,Ω).

Testing now (5.3) with any τF ∈ L2(F) such that τF is just nonzero on F leads to
2σF = σ · nF |T1 + σ · nF |T2 , and because of normal continuity σF = σ · nF follows. For
boundary facets, this can be obtained directly by testing with τF supported just on the
boundary.

Consequently, the β term in BsΩ vanishes, and
∑

T∈T
〈
σ · nT , vF

〉
∂T

as well as∑
T∈T

〈
uF , τ · nT

〉
∂T

simplify to
〈
σ · nΓ, vF

〉
Γ
and

〈
uF , τ · nΓ

〉
Γ
, respectively. Collect-
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ing everything gives∑
T∈T

[(
iωεu, v

)
T
−
(

divσ, v
)
T

]
= 0 ∀v ∈ U,∑

T∈T

[
−
(
u, div τ

)
T
−
(
iωµσ, τ

)
T

]
+
〈
uF , τ · nΓ

〉
Γ

= 0 ∀τ ∈ V,

〈
σ · nΓ, vF

〉
Γ
−
〈√ ε

µ
uF , vF

〉
Γ

= −
〈√ ε

µ
g, vF

〉
Γ

∀uF ∈ UF .

From the last equation it follows that uF =
√
µ/εσ ·nΓ + g. Inserting this into the second

equation yields the standard mixed formulation 3.23, and Lemma 3.24 guarantees existence
and uniqueness.

5.2.3 The discrete finite element spaces

To discretize Formulation 5.2, we have to define appropriate discrete counterparts
Uhp, Vhp, UF,hp, VF,hp to the function spaces U, Ṽ , UF , VF . Here, by h we denote the maximal
mesh size. In this work, we will use a broken Raviart Thomas space of order p+ 1 for the
approximation of the discrete flux field, i.e.

Vhp+1 :=
{
v ∈

(
L2(Ω)

)d
: v|T ∈ RTp+1(T ) for all T ∈ T

}
.

Thus, the normal continuity is broken across element interfaces. By testing Formulation
5.2 with a test function (v,0, 0, 0) it becomes obvious that the quantity divσ with σ ∈ Ṽ
should be approximated by u ∈ U . Because the divergence of a function in RTp+1 is a
polynomial of order p, we define

Uhp :=
{
u ∈ L2(Ω) : u|T ∈ P p(Ω) for all T ∈ T

}
.

Taking into account that uF ∈ UF and τF ∈ VF play the role of u and σ · nF at the
element interfaces together with the fact that the normal trace of a function from RTp+1

is a polynomial of order p motivates the definitions

UF,hp = VF,hp :=
{
u ∈ L2(F) : u|F ∈ P p(F ) for all F ∈ F

}
.

We give an example of the approximation properties of the mixed hybrid finite element
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Figure 5.1: The L2-error of the mixed hybrid solution (red and green) and of a post
processed solution (blue) compared to the error of a standard finite elemental solution
(magenta) and the L2 best approximation for the low order case (left) and p = 2, 3 (right)

method with a two dimensional problem on the unit square. There, the right hand side
of the equation, i.e. the function g, was chosen such that the solution u of the Helmholtz
equation is a plane wave with wave length 0.2.

In Figure 5.1 the L2-error of the approximations uh for u (red) and σh for the flux field
σ (green), obtained by the mixed hybrid finite element method together with the choice
of spaces from above, is plotted against the mesh size h. For the left hand plot p = 0, i.e.
uh ∈ Uh0, σn ∈ Vh1, uFh ∈ UF,h0, vFh ∈ VF,h0, was used, while p = 2 was taken for the right
hand plot. From the slopes of the curves in both plots, we can conclude that uh and σh
converge with order hp+1,

∥∥u− uh∥∥L2(Ω)
≈ c1h

p+1,
∥∥σ − σh∥∥L2(Ω)

≈ c2h
p+1,

which goes along with the interpolation results given in (4.7) and (4.5). Thus the conver-
gence rates are optimal.

In addition, the mixed hybrid formulation offers us the possibility, as already mentioned
in the introduction, to obtain a more accurate solution by local post processing [AB85,
BDM85]. More precisely, the fact, that σ ∈ Vhp+1, i.e. it is on the element level a polynomial
of order p + 1, allows us to compute an approximation ũh ∈ Uhp+1 element by element.
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Therefore, we solve on each element

(
grad ũh, grad v

)
T

=
(
iωµσh, grad v

)
T

∀v ∈ P p+1(T )∫
T

ũh dx

∫
T

v dx =

∫
T

1

iωε
divσh dx

∫
T

v dx ∀v ∈ P p+1(T )

for ũh ∈ P p+1(T ) with σh ∈ RTp+1 as the solution of the mixed hybrid problem. Note that
in the first equation, gradu = iωµσ is used to fix ũh up to a constant. This constant is
computed with the help of the equation iωεu = div σ. The L2 error of the post processed
solution ũh is plotted in blue in Figure 5.1. It is clearly visible that ũh has the same order
of convergence as the standard finite element solution (plotted in magenta) with an H1-
conforming finite element space of the same polynomial order, p + 1, and as the L2 best
approximation in the space Uhp+1 (cyan). Thus, we get

∥∥u− ũh∥∥L2(Ω)
≈ chp+2

which is according to (4.7) optimal.
As a conclusion, we remark that from a facet solution uFh and σFh which is approx-

imated with polynomials of order p a solution for the flux field can be reconstructed by
local computations. This solution converges optimally with the order hp+1. Additionally
an element wise post processing step provides an approximation for u of the order p + 1,
which even converges with order hp+2.

5.2.4 Conservation of energy

We already mentioned that by exchanging the variables uF , σF with the incoming and
outgoing impedance traces on the element an equivalent formulation inspired by the ultra
weak variational formulation is obtained. [MSS10] showed that, without the absorption
term (α = 0), the operator representing the Schur complement, i.e. which calculates the
outgoing trace for a given incoming trace, is an isometry. This leads us to the following
Lemma

Lemma 5.5. Let ε, µ, β be real, and the unknowns gβI and gβO are defined on each element
T as

gβI := −β(nT · nF )σF + uF

gβO := β(nT · nF )σF + uF ,
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where σF and uF solve the problem arising from Formulation 5.2, then

∥∥gβI ∥∥2

L2(Γ)
=
∥∥gβO∥∥2

L2(Γ)
.

Proof. Consider an arbitrary element T ∈ T . By testing (5.3) with (v,0, 0, 0) for any
v ∈ C∞0 (T ), the density of C∞0 (T ) in L2(T ) yields iωεu = divσ. Consequently, on the
element boundary ∂T it holds that that α(u− uF ) = 0.

Now, consider an arbitrary inner facet F ∈ FI with adjacent elements T1 and T2, and
test the underlying problem with any test function vF which is nonzero just on F . Because
of vF ∈ L2(F ) and α(u − uF ) = 0, we get σ · nT |T1 + σ · nT |T2 = 0. Consequently, σ is
normal continuous across F .

Using τF with τF just nonzero on F as test function leads to 2σF = σ ·nF |T1 +σ ·nF |T2 ,
and because of normal continuity σF = σ · nF follows. This result is obtained directly for
boundary facets by testing with τF .

Finally, we again consider an arbitrary element T , and test BsΩ(ũ, ṽ)+BsΓ(ũ, ṽ) = Fs(ṽ)

with (v, τ , 0, 0), where v = −u and τ = σ in T and zero elsewhere. This leads with
α(u− uF ) = 0 on ∂T to

− iω
(
εu, u

)
T

+
(

div σ, u
)
T
−
(
u, divσ

)
T
− iω

(
σ,σ

)
T

+
〈
uF ,σ · nT

〉
∂T

+ β
〈
σ · nT ,σ · nT

〉
∂T
−
〈
(nT · nF )σF ,σ · nT

〉
∂T

= 0.

Note that
(

div σ, u
)
T
−
(
u, divσ

)
T

= 2i Im
(

divσ, u
)
T
and that iω

(
εu, u

)
T
and iω

(
µσ,σ

)
T

are purely imaginary. Consequently taking the real part of the equation and inserting gβI
yields

Re
(〈
gβI ,σ · nT

〉
∂T

)
+ β‖σ · nT‖L2(∂T ) = 0.

Based on this, we get by using σF = σ · nF∥∥gβO∥∥2

L2(∂T )
=

∥∥gβI + 2β(nT · nF )σF
∥∥2

L2(∂T )
=
∥∥gβI + 2βσ · nT

∥∥2

L2(∂T )

=
∥∥gβI ∥∥2

L2(∂T )
+ 4β2

∥∥σ · nT∥∥2

L2(∂T )
+ 4βRe

〈
gβI ,σ · nT

〉
∂T

=
∥∥gβI ∥∥2

L2(∂T )
.
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By summing up over all elements, we obtain∑
T∈T

‖gβI ‖
2
L2(∂T ) =

∑
T∈T

‖gβO‖
2
L2(∂T ).

The fact that gβI on the boundary ∂T of one element equals gβO for the neighboring element
allows us to ignore the sum over inner facets, which yields

∥∥gβI ∥∥2

L2(Γ)
=
∥∥gβO∥∥2

L2(Γ)
.

Remark 5.6. If we choose β =
√
µ/ε at least on Γ, gβI = InΓ and gβO = OutΓ on the

boundary. Because g represents the given incoming impedance trace on the domain, we
have ∥∥g‖2

L2(Γ) =
∥∥InΓ‖2

L2(Γ) =
∥∥OutΓ∥∥2

L2(Γ)
.

As already mentioned, the incoming impedance trace can be, up to a phase factor, inter-
preted as the amplitude of an incoming wave, and the outgoing impedance trace is related
to the amplitude of outgoing or scattered waves. Knowing that the square of the amplitudes
absolute value is proportional to the energy of the wave, the lemma states for β =

√
µ/ε

energy conservation.
Note that for the continuous problem we have energy conservation for α 6= 0. This is

not the case for the discrete problem, as we will see in the following. Using the discrete
spaces from the last subsection, we obtain the discrete variational formulation:

Formulation 5.7. Find ũh := (uh,σh, uFh, σFh) ∈ Uhp × Vhp+1 × UF,hp × VF,hp such that

BsΩ(ũh, ṽh) +BsΓ(ũh, ṽh) = Fs(ṽh) (5.4)

for all ṽh := (vh, τh, vFh, τFh) ∈ Uhp×Vhp+1×UF,hp×VF,hp, with the bilinear forms and the
linear form from Formulation 5.2.
If the damping parameter α is zero, energy conservation is guaranteed also for the discrete
formulation.

Lemma 5.8. Let µ, ε and β be real, α = 0, and the unknowns gβI and gβO are defined on
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Figure 5.2: |uh| computed with α = 0 (left) and α 6= 0 (right) for a wave which can not be
resolved by the discrete space Uhp

each element T as

gβI := −β(nT · nF )σFh + uFh

gβO := β(nT · nF )σFh + uFh,

where σFh and uFh solve the problem arising from Formulation 5.7, then

∥∥gβI ∥∥2

L2(Γ)
=
∥∥gβO∥∥2

L2(Γ)
.

Proof. Due to the choice of spaces σh ·nF is a polynomial of order p on any facet F . Hence
it is contained in UFh and VFh, respectively. Consequently, as in the continuous case, one
can show by testing with vFh and τFh that σh is normal continuous and σFh = σh ·nF on
F .

The rest of the proof follows the proof of Lemma 5.8. One just hast to exchange u, σ,
uF , σF and the corresponding test functions by the discrete quantities.

Because of this conservation property spurious modes can be generated for α = 0 if
the solution can not be resolved by the discrete spaces. In Figure 5.2 this is demonstrated
for an example with the unit square as computational domain. Choosing α = 0, and a
polynomial order which is too small to resolve the wave causes spurious modes (left hand
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plot). Taking a non-zero α leads to a damping out of these spurious oscillations (right
hand plot).

5.3 A hybrid finite element method for the vector valued

wave equation

In this section, we extend the hybridization technique used for the Helmholtz equation to
the vectorial case. We follow our presentation of the method in [HPS11].

5.3.1 Hybridizing the vector valued wave equation

As in the Helmholtz case, we start from the mixed form of the wave equation, (2.35)-(2.37),
multiply (2.35) and (2.36) with test functions e ∈ X = (L2(Ω))3 and h ∈ Y = H(curl,Ω),
respectively, and integrate over the domain Ω. Element wise integration by parts in the
second equation yields∑

T∈T

[(
iωεE, e

)
Ω

+
(

curlH , e
)

Ω

]
= 0 ∀e ∈ X∑

T∈T

[(
H , curlh

)
Ω
−
(
iωµH ,h

)
Ω
−
〈
E,nΓ × h

〉
Γ

]
= 0 ∀h ∈ Y.

Because of the tangential continuity of the test function h, the element boundary term
cancels for inner edges. Inserting the boundary condition for surface edges leads to For-
mulation 3.29.

Hybridization is carried out by breaking the tangential continuity of the flux field H .
Thus, we exchange the space Y by

Ỹ :=
{
v ∈

(
L2(Ω)

)3
: v
∣∣
T
∈ H(curl, T ) ∀T ∈ T

}
,

a space containing functions which are element wise in H(curl). In order to regain tan-
gential continuity, a vector valued Lagrangian parameter EF which is supported only on
element facets is introduced. This Lagrangian multiplier needs to be vector valued with a
direction parallel to the facet, and we have to take

EF ∈ XF :=
{
e ∈

(
L2(F)

)3
: e · nF = 0 for all F ∈ F

}
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where EF is component wise in L2. Continuity is now achieved by setting the jump
[n ×H ]F = n∂T1 ×H + n∂T2 ×H to zero for inner facets with neighboring elements T1

and T2, i.e.∑
F∈FI

〈
[n×H ]F , eF

〉
F

=
∑
T∈T

(〈
nT ×H , eF

〉
∂T
−
〈
nT ×H , eF

〉
∂T∩Γ

)
= 0 ∀eF ∈ XF .

Inserting the absorbing boundary condition leads to∑
T∈T

[(
iωεE, e

)
T

+
(

curlH , e
)
T

]
= 0 ∀e ∈ X (5.5)∑

T∈T

[(
E, curlh

)
T
−
(
iωµH ,h

)
T
−
〈
EF ,nT × h

〉
∂T

]
= 0 ∀h ∈ Ỹ (5.6)

∑
T∈T

[
−
〈
nT ×H , eF

〉
∂T

]
−
〈√ ε

µ
EF , eF

〉
Γ

= −
〈√ ε

µ
g, eF

〉
Γ
∀eF ∈ XF .

Note that the Lagrangian multiplier plays the role of E‖ on the facets which was already
used when the boundary condition was inserted, and therefore the system of equations
stays symmetric.

As in the scalar case, static condensation of the element wise volume unknowns E
and H is problematic. Elimination of the volume unknowns is equivalent to solving the
equations (5.5) and (5.6) for any EF , and this means solving a Dirichlet problem on the
element level. If ω is an eigenvalue, such a solution is not unique.

Uniquely solvable local problems are obtained by adding a facet unknown

HF ∈ YF :=
{
h ∈

(
L2(F)

)3
: h · nF = 0 for all F ∈ F

}
which is set with the help of an additional equation∑

T∈T

β
〈
HF − nF ×H ,hF

〉
∂T

= 0 ∀hF ∈ YF

to nF × H on the facets with a stabilization parameter β. Furthermore, symmetry is
achieved by subtracting the consistent term

∑
T∈T

〈
HF −nF ×H ,nF ×h

〉
∂T
. This leads
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to ∑
T∈T

[(
iωεE, e

)
T

+
(

curlH , e
)
T

]
= 0 (5.7)∑

T∈T

[(
E, curlh

)
T
−
(
iωµH ,h)T + β

〈
nT ×H ,nT × h

〉
∂T

−β
〈
(nT · nF )HF ,nT × h

〉
∂T
−
〈
EF ,nT × h

〉
∂T

]
= 0 (5.8)∑

T∈T

[
−
〈
nT ×H , eF

〉
∂T

]
−
〈√ ε

µ
EF , eF

〉
Γ

= −
〈√ ε

µ
g, eF

〉
Γ∑

T∈T

[
β
〈
HF ,hF

〉
∂T
− β

〈
nF ×H ,hF

〉
∂T

]
= 0.

Now, static condensation, i.e. solving (5.7) and (5.8) forE andH , is for β =
√

µ
ε
equivalent

to solve the equations (2.35)-(2.37) on Ω = T with right hand side
√

µ
ε
(nT ·nF )HF +EF ,

and existence and uniqueness are given by Lemma 3.30.
If we take into account that HF plays the role of nF ×H and EF approximates E‖

on the facet, we can again redefine incoming and outgoing impedance traces as functions
of the facet variables:

Definition 5.9. Let T be an element of the triangulation T . Then the incoming and
outgoing impedance traces for the facet variables EF and HF are defined as

In∂T :=

√
µ

ε
(nT · nF )HF

∣∣
∂T

+EF

∣∣
∂T

Out∂T := −
√
µ

ε
(nT · nF )HF

∣∣
∂T

+EF

∣∣
∂T
.

In the same way, incoming and outgoing impedance traces for the domain InΓ and OutΓ
can be defined.

With this definition and for β =
√
µ/ε, we can interpret the elimination of the inner

degrees of freedom as calculating the outgoing impedance trace Out∂T for an incoming
impedance trace In∂T . Thus, the reaction of an element for an incoming wave is computed.
If one replaces the facet unknowns EF and HF by the impedance traces, one obtains
an equivalent formulation which again fits into the context of the ultra weak variational
formulation.
Because, as we will see in the following, this system of equations is energy conserving,
and because a finite number of degrees of freedom per wavelength is needed to resolve the
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wave, high frequency waves, which can not be resolved, cause spurious modes. This fact
motivates an additional symmetric stabilization term with parameter α,∑

T∈∂T

α
〈
EF −E‖, eF − e‖

〉
∂T

which damps out unresolved frequencies. Collecting everything, we end up with the hybrid
formulation.

Formulation 5.10 (the mixed hybrid formulation for the vector valued wave equation).
Find ũ := (E,H ,EF ,HF ) ∈ X × Ỹ ×XF × YF such that

Bv(ũ, ṽ) = Fv(ṽ) (5.9)

holds for all ṽ := (e,h, eF ,hF ) ∈ X × Ỹ ×XF × YF with the bilinear form

Bv(ũ, ṽ) :=
∑
T∈T

[(
iωεE, e

)
T

+
(

curlH , e
)
T

+
(
E, curlh

)
T
−
(
iωµH ,h

)
T

−
〈
EF ,nT × h

〉
∂T
−
〈
nT ×H , eF

〉
∂T

+ α
〈
EF −E‖, eF − e‖

〉
∂T

+β
〈
HF − nF ×H ,hF − nF × h

〉
∂T

]
−
〈√ ε

µ
EF , eF

〉
Γ

and the linear form

Fv(ṽ) := −
〈√ ε

µ
g, eF

〉
Γ
.

5.3.2 Consistency existence and uniqueness of the formulation

The following Lemma now states the consistency of this formulation.

Lemma 5.11. Let (Ee,He) be the exact solution of (2.35)-(2.37), and let Ee
F = Ee

‖ and
He

F = nF ×He on the facets F . Then ũe := (Ee,He,Ee
F ,H

e
F ) solves the variational

formulation 5.10.

Proof. First, we insert ũe together with the boundary condition (2.37) into Formulation
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5.10, and we obtain∑
T∈T

[(
iωεEe, e)T +

(
curlHe, e

)
T

+
(
Ee, curlh

)
T
−
(
iωµHe,h

)
T

−
〈
Ee
F ,nT × h

〉
∂T
−
〈
nT ×He, eF

〉
∂T

]
+
〈
nΓ ×He, eF

〉
Γ

= 0.

Now, we make use of the fact that the exact solution He is tangential continuous across
element interfaces. Thus, the term

〈
nT ×He, eF

〉
∂T

cancels out for all inner facets. On
boundary facets, where nT = nΓ, this term is eliminated by the boundary term. Via
Ee
‖ = Ee

F , this leads to∑
T∈T

[(
iωεEe, e

)
T

+
(

curlHe, e
)
T

−
(
iωµHe,h

)
T

+
(
Ee, curlh

)
T
−
〈
Ee
‖,nT × h

〉
∂T

]
= 0 .

Note that Ee
‖ in the facet term can be exchanged by Ee, because it is only tested against

vector fields tangential to the facet. Integration by parts of the second equation results
now in ∑

T∈T

[(
iωεEe + curlHe, e

)
T

+
(

curlEe − iωµHe,h
)
T

]
= 0,

and the Lemma is proven.

Additionally, the existence and uniqueness for the solution of Formulation 5.10 can be
shown.

Lemma 5.12. Let µ be a positive constant, ε ∈ H3(Ω) is a real valued function with
0 < εmin ≤ ε ≤ εmax, g ∈

(
L2(Γ)

)3, β 6= 0, α = 0 and Ω a Lipschitz domain. Then a
unique solution of Formulation 5.10 exists.

Proof. Consider an arbitrary inner facet F ∈ FI . We start the proof by testing (5.9) with
any eF ∈ XF supported only on F . If T1 and T2 are the two adjacent elements of F ,
we get nT ×H|T1 + nT ×H|T2 = 0, and due to nT1 = −nT2 the field H is tangential
continuous across element interfaces. Thus, the space Ỹ in the variational formulation can
be exchanged by Y = H(curl,Ω).

Testing now (5.9) with any hF ∈ YF such that hF is just nonzero on F leads to
2HF = nF ×H|T1 + nF ×H|T2 , and because of tangential continuity HF = nF ×H
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follows. For boundary facets, this can be obtained directly by testing with hF supported
just on the boundary.

Consequently, the β term in Bv vanishes, and
∑

T∈T
〈
nT × H , eF

〉
∂T

as well as∑
T∈T

〈
EF ,nT × h

〉
∂T

simplify to
〈
nΓ ×H , eF

〉
Γ
and

〈
EF ,nΓ × h

〉
Γ
, respectively. Col-

lecting everything gives

∑
T∈T

[(
iωεE, e

)
T

+
(

curlH , e
)
T

]
= 0 ∀e ∈ X,∑

T∈T

[(
E, curlh

)
T
−
(
iωµH ,h)T

]
−
〈
EF ,nΓ × h

〉
Γ

= 0 ∀h ∈ Y,

−
〈
nΓ ×H , eF

〉
Γ
−
〈√ ε

µ
EF , eF

〉
Γ

= −
〈√ ε

µ
g, eF

〉
Γ
∀eF ∈ XF .

From the last equation it follows, that EF = g−
√
µ/ε nΓ×H . Inserting this into the

second equation yields the standard mixed Formulation 3.29, and Lemma 3.30 guarantees
existence and uniqueness.

5.3.3 The discrete finite element spaces

Now, we are in the position to search for appropriate discrete spaces Xhp, Yhp, XF,hp, YF,hp

for the function spaces X, Ỹ ,XF , YF involved in Formulation 5.10. A natural choice for
the space of the flux field H is a broken Nédélec space

Yhk :=
{
h ∈

(
L2(Ω)

)3
: h|T ∈ NDIIk (T ) for all T ∈ T

}
with polynomial order k = p+1, i.e. a Nédélec space without any continuity constraints on
the element interfaces. The fact that the field E ∈ X approximates curlH on the element
level, which can be seen by testing Formulation 5.10 with (e,0,0,0), and that the curl of
a function in NDIIp+1(T ) is in

(
P p(T )

)3 suggests the definition

Xhp :=
{
e ∈

(
L2(Ω)

)3
: e|T ∈

(
P p(T )

)3 forall T ∈ T
}
.

Because for H ∈ NDIIp+1(T ) the tangential trace of H is also a polynomial of order p+ 1,
and because the facet variables EF ,HF are used to ensure the tangential continuity of H ,
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Figure 5.3: The L2 error of the mixed hybrid solutions E ∈ Xhp, H ∈ Yhp+1 calculated
with p order polynomials (red and blue) and p+ 1 order polynomials (green and magenta)
on the facet. The error of a standard finite element solution is plotted in cyan.

i.e. eF ∈ XF,hp,hF ∈ YF,hp are tested against nT ×H , the discrete function spaces

XF,hk = YF,hk :=
{
u ∈

(
L2(F)

)3
: u ∈

(
P k(F )

)3
, nF · u = 0 for all F ∈ F

}
with polynomial order k = p+ 1 can be motivated. On the other hand, EF plays the role
of the tangential component of the unknown field E on the facet, which is for E ∈ Xhp

a polynomial of order p. This would justify a choice of a polynomial order k = p for the
facet spaces.

The approximation properties for these choices of spaces were tested by solving a prob-
lem on a cube of side length two with a plane wave solution of wavelength 1.7 fixed by
appropriate absorbing boundary conditions. For the calculations the parameters β and α
were one and zero, respectively. In Figure 5.3 the L2 error for E ∈ Xhp and H ∈ Yhp+1,
with p = 1 (left) and p = 2 (right) is plotted via the mesh size h. The red and blue lines
were calculated by using polynomial order p for the facet spaces, while the polynomial
order was increased by one for the green and the magenta lines. For comparison the error
of a standard finite element method using Nédélec elements of order p is plotted in cyan.

The slopes of the lines indicate that when using the same polynomial order for the facet
spaces and the unknown field E, the approximations Eh and Hh converge as

∥∥E −Eh

∥∥
L2(Ω)

≈ c1h
p+1,

∥∥H −Hh

∥∥
L2(Ω)

≈ c2h
p+1.
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Thus, we obtain for the electric field the same convergence order as for a standard finite
element method, and according to the interpolation results from (4.7) and (4.4) this is
optimal. Because for the magnetic field finite elements of a larger polynomial order are
used, and the tangential trace of its approximation Hh can not be approximated exactly
by the facet variables, the convergence rate for H is according to (4.4) one order smaller
as the optimal one.

If one would increase the polynomial order of the facet spaces by one such that it
matches the polynomial order of the tangential trace of the flux field, the approximation of
H converges according to the figure with the optimal rate hp+2. But, considering that in
the solution process the volume degrees of freedom are eliminated on the element level and
that the resulting system of equations needs to be solved just for the facet unknowns, this
increase in polynomial order leads effectively to a much bigger linear system of equations.
Thus, the computational cost is comparable to solve the mixed problem with E ∈ Xhp+1,
H ∈ Yhp+2, EF ∈ XF,hp+1,HF,hp+1, which provides because of the higher polynomial order
for the volume functions a better convergence rate of the unknown field E. Therefore, it
is preferable to choose for the facet spaces the same polynomial order as for the unknown
E, although this leads to a non optimal convergence rate for the flux field.

5.3.4 Conservation of energy

Finally, we are going to prove the beforehand mentioned energy conservation for the con-
tinuous problem. Thus, we need the following Lemma.

Lemma 5.13. Let ε, µ, β be real, and the unknowns gβI and gβO are defined on each element
T as

gβI := β(nT · nF )HF +EF

gβO := −β(nT · nF )HF +EF

where HF and EF solve the variational formulation 5.10, then

∥∥gβI ∥∥2

L2(Γ)
=
∥∥gβO∥∥2

L2(Γ)
.

Proof. First, we assume T to be any element in T . We start by testing (5.9) with e ∈
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(
C∞0 (T )

)3. Because of the density of C∞0 (T ) in L2(T ) it follows that iωεE + curlH = 0,
and consequently α(EF −E‖) has to be zero on ∂T , too.

Next, we choose any inner facet F ∈ FI with adjacent elements T1 and T2, and we
take any eF ∈ XF as test function for (5.9) such that eF is just on F different from zero.
Because α(EF − E‖) = 0, we get nT × H|T1 + nT × H|T2 = 0, and H is tangential
continuous across element interfaces. Testing our formulation with hF ∈ YF with hF only
supported on F yields 2HF = nF ×H|T1 +nF ×H|T2 which results due to the tangential
continuity of H in HF = nF ×H . The same result is obtained for boundary facets just
by testing with hF .

Finally, we take again an arbitrary element T ∈ T . Choosing (e,h,0,0) with e = −E
and h = H on T as test function in (5.9) yields under the consideration that EF = E‖ on
∂T

−
(
iωεE,E

)
T
−
(

curlH ,E
)
T

+
(
E, curlH

)
T
−
(
iωµH ,H

)
T

+ β
〈
nT ×H ,nT ×H

〉
∂T
−
〈
β(nT · nF )HF +EF ,nT ×H

〉
∂T

= 0.

Because
(
E, curlH

)
T
−
(

curlH ,E
)
T

= 2iIm
(
E, curlH

)
T
, and

(
iωεE,E

)
T

and(
iωµH ,H

)
T
are purely imaginary, taking the real part of the equation from above gives

β
∥∥nT ×H∥∥2

L2(∂T )
= Re

〈
gβI ,nT ×H

〉
∂T
. (5.10)

By using this together with HF = nF ×H , we obtain

∥∥gβO∥∥2

L2(∂T )
=

∥∥gβI − 2β(nT · nF )HF

∥∥2

L2(∂T )
=
∥∥gβI − 2βnT ×H

∥∥2

L2(∂T )

=
∥∥gβI ∥∥2

L2(∂T )
+ 4β2

∥∥nT ×H∥∥2

L2(∂T )
− 4βRe

〈
gβI ,nT ×H

〉
∂T

=
∥∥gβI ∥∥2

L2(∂T )
.

By summing up over all elements
∑

T∈T

∥∥gβI ∥∥2

L2(∂T )
=
∑

T∈T

∥∥gβO∥∥2

L2(∂T )
immediately

follows. Taking into account that gβI of one element is gβO of the neighboring element, the
sum over inner facets can be neglected, and the proof is complete.

Note, for β =
√
µ/ε the facet functions gβI and gβO are equal to the incoming and
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outgoing impedance traces InΓ and OutΓ, and we have

‖g‖L2(Γ) = ‖InΓ‖L2(Γ) = ‖OutΓ‖L2(Γ).

Again, this can be interpreted as conservation of the physical energy. Note that the damp-
ing term has no influence for the continuous problem. If we choose the discrete versions of
the facet spaces XF and YF , such that they contain the tangential component of the mag-
netic field, we are able to show energy conservation for the discrete problem with α = 0,
too. Thus, we consider in the following the formulation

Formulation 5.14. Find ũh := (Eh,Hh,EFh,HFh) ∈ Xhp × Ỹhp+1 × XF,hp+1 × YF,hp+1

such that
Bv(ũh, ṽh) = Fv(ṽh) (5.11)

holds for all ṽh := (eh,hh, eFh,hFh) ∈ Xhp × Ỹhp+1 × XF,hp+1 × YF,hp+1 with the bilinear
form and the linear form from Formulation 5.10.

Lemma 5.15. Let ε, µ, β be real, α = 0, and the unknowns gβI and gβO are defined on each
element T as

gβI := β(nT · nF )HFh +EFh

gβO := −β(nT · nF )HFh +EFh

where HFh and EFh solve the variational formulation 5.14, then

∥∥gβI ∥∥2

L2(Γ)
=
∥∥gβO∥∥2

L2(Γ)
.

Proof. The proof of this Lemma is similar to the proof of Lemma 5.13. Because for any
facet F , the tangential component of Hh on F is of polynomial order p + 1 and therefore
contained in XF,hp+1 and YF,hp+1, respectively, testing (5.11) with hFh and eFh implies
tangential continuity of Hh and HFh = nF ×Hh on F .

The rest of the proof follows the proof of Lemma 5.13. There, the functions E, H ,
HF , EF and the corresponding test functions have to be exchanged by their discrete
representations.
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Figure 5.4: |Eh| calculated with α = 0 (left) and α 6= 0 (right) for a wave which can not
be resolved by the discrete space Uhp

As for the mixed hybrid Helmholtz equation, we remark that if the solution can not be
resolved by the discrete spaces, this conservation property for α = 0 can cause spurious
modes. We demonstrate this with the example from Figure 5.4. There on a cylindric
computational domain the mesh size and the polynomial order were chosen such that a
wave propagating through the cylinder can not be resolved. Taking α = 0 leads to spurious
modes (compare left hand plot), while for α 6= 0 the additional term damps these modes
(compare left hand plot).



Chapter 6

Iterative solvers for the mixed hybrid
formulation

When solving a partial differential equation with the finite element method, a very chal-
lenging part is to solve the resulting linear system of equations

Ax = b (6.1)

with A ∈ CN×N , and x, b ∈ CN . In general, efficient solvers have to find a good compromise
between two criteria, a short computational time and small memory consumption. Both
criteria depend strongly on the properties of the system matrix A. The difficulty with the
Helmholtz equation is that it leads to a system matrix which is indefinite and complex in
the presence of absorbing boundary conditions or lossy media. The indefiniteness explains
best the lack of good preconditioners. Furthermore, as already mentioned, the solution
is oscillatory with a wavelength inversely proportional to the angular frequency ω. Since
in numerical applications one is mainly interested in large frequencies, a large number of
unknowns N is needed and numerical solvers are expensive.

When applying a direct solver to (6.1), the matrix is most of the time brought to a form
which can be solved easier. For example in Gauss elimination the matrix is transformed to
an upper triangular one, and LU or Cholesky factorization decompose A into a product of
two triangular matrices. The resulting systems can be solved simply by backward substitu-
tion. One bottle neck of direct solvers is most of the time their memory consumption. The
number of non-zero entries for matrices obtained via a finite element discretization is pro-
portional to the number of unknowns, i.e. the matrix is sparse. Transforming such a matrix

73
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to triangular form destroys some of the sparsity pattern, and many zeros are exchanged
by non-zeros. Additionally, a direct solver requires at least O(N logN) operations in two
dimensions and O(N2) operations in three dimensions which causes long computational
times for a large number of unknowns.

An iterative solver constructs a sequence of approximate solutions which converges
against the exact one. One big advantage is that instead of the whole matrix A just its
application to a vector y is needed, i.e. we have only to know how Ay is calculated for
any y, and memory can be saved. For iterative methods mostly the computational times
and the number of iterations needed to get an accurate approximation, respectively, is the
challenging criterion. Especially, wave type problems suffer from large iteration counts
which even increase with growing frequency. The iteration number of an iterative solver
depends strongly on the condition number of the matrix A. Therefore, it is useful to
improve the properties of the matrix A by preconditioning, which can be interpreted as
multiplying (6.1) with a preconditioner matrix C−1,

C−1Ax = C−1b.

A good preconditioner has to satisfy two conditions. On the one hand, an application of
C−1 has to be cheap. Thus, the computation of C−1y, which corresponds to solve Cx = y,
should be inexpensive. On the other hand, C has to match A as well as possible, i.e. the
condition number of C−1A has to be small.

In this chapter, which is organized as follows, new preconditioners for the wave equa-
tion are presented. The first section gives an overview on existing iterative solvers, and
our preconditioners are put into the context of these methods. Section 6.2 is devoted to
the topic of static condensation. In the Sections 6.3 and 6.4 Schwarz and BDDC precondi-
tioners, respectively, are introduced. There, we discuss how these preconditioners need to
be adapted to the mixed hybrid formulation such that convergent schemes are obtained. A
new Robin type domain decomposition preconditioner is described in Section 6.5. Finally,
in Section 6.6 these preconditioners are compared with the help of numerical examples,
and it is demonstrated that the new Robin type domain decomposition preconditioner as
well as the BDDC preconditioner are well suited to solve problems with high wave numbers
which is the main result of the thesis.

The preconditioners and some of the results we already published in [HPS11] and in
[HS12].



CHAPTER 6. ITERATIVE SOLVERS 75

6.1 State of the art

Many standard preconditioners, like a Gauss-Seidel preconditioner or the incomplete LU
factorization, which have good convergence properties for the Poisson equation turn out
to fail when they are applied to the indefinite linear system of equations arising from a
discretization of the wave equation. Even the multigrid method, which is known for its
robustness and efficiency in the elliptic case, is ineffective for the Helmholtz equation.
Convergence of multigrid can be achieved by combining it with a Krylov subspace solver
at the price of a rapidly growing iteration number with growing frequency.

Krylov subspace solvers are characterized by the fact that they search for an approx-
imation in the so called Krylov space Kn = span{b, Ab, A2b, . . . , An−1b}. Most popular
among them are CG (conjugate gradient), GMRES (generalized minimum residual), QMR
(quasi minimal residual) or Bi-CGSTAB (biconjugate gradient stabilized). For further
reading on Krylov space solvers we recommend the book [vdV03].

The bad performance of standard preconditioners when applied to the wave equations
has led to the development of a variety of methods designed especially for this problem
type. For overviews on such methods see [EG12, Erl08].

One popular possibility is the shifted Laplace preconditioner [Erl08] combined with a
Krylov space iteration which was first introduced in [EVO04], and which is based on an
idea of [BGT83]. The preconditioner is obtained from a discretization of the Helmholtz
equation with a rescaled complex wave number, i.e. the corresponding operator reads as

C := −∆− (β1 + iβ2)ω2.

A delicate task is to find a good choice for the parameters β1 and especially for the complex
shift β2. On the one hand, a small value of β2 (for β1 ≈ 1) is needed to cluster the spectrum
of the preconditioned operator away from zero which is essential for the convergence of
Krylov space iterations. On the other hand, it can be shown that for a large value of β2

standard multigrid methods work, and the cost of the application of the preconditioner can
be reduced. In [Erl08] it was suggested to use (β1, β2) = (1, 0.5). Although the dependence
of the number of iterations on the mesh size is removed for this preconditioner, it faces
difficulties for absorbing boundary conditions and for high frequency problems due to the
strong dependency of the number of iterations on ω. Nevertheless, some interesting three
dimensional examples are presented in [RKE+07].

A relatively new preconditioner for the scalar and the vector valued wave equation is
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the sweeping preconditioner [EY11a, EY11b, TEY12] which is based on an approximate
block LDL> factorization of the discrete Helmholtz operator. In sweeping preconditioners
the elimination process of the unknowns is done layer by layer, starting with an absorbing
boundary layer. The preconditioner can be obtained by an approximation of the layer Schur
complement matrix via the hierarchical matrix framework [EY11a], or it is represented by
moving perfectly matched layers (PML) in the interior of the domain [EY11b, TEY12].
An application of the preconditioner corresponds for the latter case to the solution of a
problem with a by one reduced spatial dimension which is realized either by a banded
LU factorization (2D) or by a multifrontal method (3D). The preconditioner was till now
just tested for a finite difference method and low order finite elements with PML boundary
conditions and smoothly varying coefficients, and it remains rather unclear how it performs
with other boundary conditions, coefficients with jumps and higher order discretizations.
However, numerical results in the given references indicate that small iteration numbers can
be reached which are almost independent of the mesh size and the frequency. Nevertheless,
we should note that the setup times for both preconditioners are rather large, especially for
large values of ω. This is even worsened by the fact that the structure of the preconditioner
is sequential, and it is therefore rather difficult to benefit from a parallel architecture.

Much better suited for parallel computations are domain decomposition precondition-
ers. There, the original computational domain is partitioned into subdomains which may
be much smaller than the original one. Domain decomposition preconditioners turn out
to be very competitive if one is able to solve the underlying problems efficiently on these
subdomains. When applying them, the original problem is reduced by solving it on the
subdomains to an interface problem which is much smaller in size. Note that this can
be done very efficiently in parallel. The fact that the interface problem often has bet-
ter iterative properties than the full problem makes it, together with the reduced size of
the interface problem, very attractive in order to solve the Helmholtz equation. There,
the right choice of interface conditions is rather delicate. Taking the nodal values as un-
knowns, as it is done for the Laplace equation, turns out to have bad iteration properties,
while transmission conditions, i.e. conditions on the impedance traces, lead to convergent
schemes [Des91]. For completeness, we mention that some effort was put in finding better
transmission conditions [GMN02]. They often turn out to be non local in nature, and local
approximations are required.

One of the most popular domain decomposition methods for solving the Helmholtz
equation is the FETI-H [FML00, TMF01] (finite element tearing and interconnecting -
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Helmholtz) method which can be seen as an extension of the FETI method introduced in
[FR91]. The main idea of the FETI method is to decompose the computational domain
into non overlapping subdomains, which are treated separately, including their subdomain
boundary. A set of Lagrangian multipliers guarantees the continuity across the interfaces.
The resulting saddle point problem is solved iteratively via its dual problem containing
just the introduced multipliers. This dual problem is frequently preconditioned by local
Neumann or Dirichlet problems.

There are two major differences between the FETI-H method and a conventional FETI
method. One is that in the FETI-H method singularities of the local subdomain problems
are avoided by regularizing them with an interface mass matrix. This can be interpreted
as equipping the local problems with one Dirichlet and one transmission interface condi-
tion. Furthermore, the resulting dual interface problem for the Lagrangian multipliers is
preconditioned with an auxiliary coarse problem. With the help of this coarse problem
the residual is orthogonalized in each iteration step with respect to a small set of carefully
chosen plane waves on the interface. Numerical experiments from [FML00] indicate that
the iteration number for the FETI-H method is at least independent from the mesh size
and the number of subdomains. By adapting the number of plane waves, the number of
iterations can be kept constant with increasing frequency. The drawback is that this leads
to a larger coarse grid problem, and the cost per iteration grows.

Closely related to FETI-H is FETI-DPH [FATL05], a FETI-DP (FETI dual primal)
method [FLP00] which is specialized for Helmholtz problems. In FETI-DP, a further de-
velopment of FETI, the interface unknowns are divided into dual and primal unknowns.
While continuity between the dual unknowns is still enforced by Lagrangian multipliers,
the primal degrees of freedom, which usually are related to cross nodes, i.e. nodes belong-
ing to three or more subdomains, are kept as global degrees of freedom, and they can
be interpreted as coarse space components. Applying this technique, the local subdomain
problem in FETI-DPH containing just inner and dual unknowns is non-singular, and a reg-
ularization by an interface mass matrix like for FETI-H is not needed. Because the coarse
problem in FETI-DP does not contain any specific character of the Helmholtz equation, it
is augmented in the FETI-DPH method with the help of a set of plane waves. By solving
the larger coarse problem, the residual is orthogonalized additionally on the interface with
respect to these plane waves. Finally, by applying a local Dirichlet preconditioner, scala-
bility of the iterative method with respect to the problem size can be obtained. Numerical
examples in [FATL05] indicate that the FETI-DPH is significantly faster than the FETI-
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H method, although both methods have similar scalability properties concerning to mesh
size, number of subdomains and wavenumber. The reference also includes some impressive
large scale computations in three dimension.

Our work in the context of existing literature

Our work deals with domain decomposition preconditioners. They will be applied to a lin-
ear system of equations just for the facet unknowns which is obtained after eliminating the
volume unknowns. Note that this linear system of equations is just related to the skeleton
of a mesh, and a domain decomposition of the skeleton is induced by a decomposition of the
underlying mesh. Since impedance traces are obtained from the facet functions by a simple
transformation of variables (compare Definitions 5.1 and 5.9), transmission conditions on
the interface in the sense of [Des91] can be enforced by guaranteeing the same value of
the facet unknowns of different subdomains on the subdomain interface. Thus, our mixed
hybrid formulation allows in a natural way for appropriate transmission conditions.

In this chapter Schwarz preconditioners and a BDDC preconditioner are adapted to the
system of equations for the skeleton variables, and a new Robin type domain decomposition
preconditioner is introduced. In order to obtain efficient solvers, these preconditioners
are combined with a Krylov space solver. Because our problem is complex symmetric,
the method of choice would be a GMRES iteration. There, the vector x ∈ Kn which
minimizes the euclidean norm of the residual is selected as approximation. The GMRES
method requires storing the full basis of the Krylov space which makes it more and more
expensive with increasing iteration number. Due to this performance argument a conjugate
gradient (CG) iteration was used, although there exists no convergence theory for complex
symmetric problems.

6.2 Static condensation

All the preconditioners we will introduce in the following sections are applied to a system
of equations for the facet unknowns. Thus, the first step in the solution process is to
eliminate via static condensation [AB85] the volume unknowns in the system of equations(

B D

D> C

)(
xinner

xfacet

)
=

(
0

b

)
(6.2)
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obtained by discretizing the Formulations 5.2 and 5.10, respectively. In (6.2) we already
distinguish between the different roles the unknown play. In xinner the volume unknowns
u, σ and E, H , respectively, are collected, while the degrees of freedom supported only
on the facets, uF , σF and EF , HF , respectively, are contained in xfacet. B collects the
coupling entries among the volume degrees of freedom, D couples the volume degrees of
freedom with the facet degrees of freedom and so on.

Elimination of the volume unknowns is now equivalent to building the Schur comple-
ment matrix S, i.e. the reduced system of equation reads as

Sxinner = b with S = C −D>B−1D. (6.3)

For this reduced system containing just the facet unknowns xfacet we will introduce our
preconditioners. Note that constructing the Schur complement matrix requires the inver-
sion of the matrix B. Due to the broken continuity across element interfaces in the mixed
hybrid formulation the volume basis functions can be chosen such that they are supported
only on one single element. Thus, there is no coupling between volume degrees of freedom
belonging to different elements, and B is block diagonal with a block size equal to the num-
ber of volume unknowns on one element. Therefore, the inversion and static condensation,
respectively, can be done cheaply element by element. After solving the Schur complement
system, the solution on the elements can be reconstructed again on the element level by
evaluating xinner = −B−1Dxfacet.

Remark 6.1. In an actual implementation the Schur complement is already calculated for
each element matrix during the assembly procedure, and S is constructed by assembling
these element matrix Schur complements. Thus, the matrices B and D are not needed,
and they do not have to be stored which saves a lot of memory. Note that for such an
implementation the element matrices have to be recalculated when the volume solution is
reconstructed.

Remark 6.2. Finally we want to remark that static condensation for the mixed hybrid sys-
tem fits well into the concept of domain decomposition which was shortly explained in the
introduction to this chapter. Here, the elements can be interpreted as subdomains, and com-
puting the Schur complement is now equivalent to solve a subdomain or element problem,
respectively. The resulting interface system of equations is the Schur complement equation.
The constraints fixing the incoming and outgoing impedance traces can be obtained by a
simple change of variables on the facet.
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6.3 Schwarz preconditioners

The theory for this type of domain decomposition preconditioner goes back to the pio-
neering work of Schwarz [Sch70] from the 19th century. Schwarz methods are based on
a division of the finite element spaces into a set of possibly overlapping subspaces. One
possibility for such a division is to define the subspaces via coarse grids which leads to
multilevel methods. We will use in the following a splitting induced by a division of the
computational domain into subdomains. For a detailed discussion on these preconditioners
we recommend the books [TW05] and [SBG96].

6.3.1 Additive Schwarz preconditioners

However, independent of how the splitting is induced, we assume, in order to describe the
basics of Additive Schwarz preconditioners, a set of closed subspaces {Wi, i = 1, . . . , N} of
the finite element space W . In the following we consider the finite element problem

a(u, v) = f(v) ∀v ∈ W (6.4)

with a positive definite bilinear form a : W ×W → R and the linear form f : W → R.
This equation is equivalent to a linear operator equation in the dual space W ∗ of the space
W ,

Au = F (6.5)

with u ∈ W . Denoting the dual product in W ∗ × W by 〈 , 〉, F ∈ W ∗ is defined via
〈F, v〉 = f(v) for v ∈ W and the operator A : W → W ∗ by 〈Au, v〉 = a(u, v) for all
v ∈ W .
The operator Ai : Wi → W ∗

i corresponding to A on a subspace Wi is given via

〈Aiw, φ〉 = a(w, φ) ∀φ ∈ Wi. (6.6)

On each subspace Wi, we assume a positive definite bilinear form ci : Wi × Wi → R
which should approximate there the bilinear form a. This leads in operator notation to
the operator Ci : Wi → W ∗

i ,

〈Ciψ, φ〉 = ci(ψ, φ) for ψ, φ ∈ Wi. (6.7)
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The operator Ci approximates Ai, or in other words, C−1
i should approximately invert Ai

and provide a local solution onWi. With the help of the orthogonal projection Qi : W ∗ →
W ∗
i onto the subspace W ∗

i , i.e. for w ∈ W ∗

〈Qiw, φ〉 = 〈w, φ〉 ∀φ ∈ Wi, (6.8)

we are able to search for the local solution ui ∈ Wi via

ci(ui, φ) = 〈Ciui, φ〉 = 〈QiAu, φ〉 ∀φ ∈ Wi. (6.9)

Thus, by
ui := Tiu with Ti = C−1

i QiA. (6.10)

the local solution operator Ti is prescribed. In an Additive Schwarz method the solution
operator T of the whole problem is assumed to be the sum of the local solution operators,

T =
N∑
i=1

Ti =
N∑
i=1

C−1
i QiA =: C−1A

which gives rise to the definition of the Additive Schwarz preconditioner

C−1 =
N∑
i=1

C−1
i Qi.

With the help of the variational projector Pi : W → Wi given by

a(u, φ) = a(Piu, φ) ∀φ ∈ Wi (6.11)

for u ∈ W , we conclude from the relation

〈Au, φ〉 = a(u, φ) = a(Piu, φ) = 〈AiPiu, φ〉 ∀φ ∈ Wi

that AiPiu is the orthogonal projection of Au, i.e.

QiA = AiPi (6.12)

and consequently T =
∑N

i=1 C
−1
i AiPi. Note that because of the positive definiteness of the

bilinear form the variational projector Pi is well defined.
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Remark 6.3. If the local problem is solved exactly which means Ci = Ai, the solution
operator T is the sum of the variational projectors, T =

∑N
i=1Pi. Thus, if T,C,A and Pi

are the matrix representations of the operators T , C,A and Pi, the iteration matrix reads
as

I − C−1A = I − T = I −
N∑
i=1

Pi.

The preconditioner corresponds to a block Jacobi preconditioner where one block in the
preconditioner matrix C contains the coupling entries among the degrees of freedom of one
subspace.

Remark 6.4. In the formal presentation of the Additive Schwarz preconditioner we ne-
glected, in order to keep it simple, an overlapping splitting of the spaceW into the subspaces
Wi. If we allow for an overlapping splitting, prolongation operators Ri : Wi → W have to
be introduced, such that W =

∑N
i=1RiWi. The preconditioner reads then as

C−1 =
N∑
i=1

RiC−1
i R>i

with the adjoint operator R>i .
As it was already argued, in order to get good convergence rates of iterative solvers,

the condition number κ(C−1A) of the matrix C−1A, where C and A are the matrix repre-
sentations of the operators C and A, has to be small. For example the preconditioned CG

iteration converges with a rate of
√
κ(C−1A)−1√
κ(C−1A)+1

. For approximating κ(C−1A) of the Additive

Schwarz preconditioner with an exact subdomain solver, i.e. Ci = Ai, the following Lemma
(compare Lemma 2.5 in [TW05]) is important.

Lemma 6.5 (Additive Schwarz Lemma). Let C−1 be the inverse of a self adjoint and
positive definite operator C : W → W ∗, then

〈Cu, u〉 = inf
u=

∑
ui∈Wi

Riui
‖ui‖2

a with ‖v‖a :=
√
a(v, v)

Note that we now allow for overlapping spaces Wi. Thus, the prolongation operator from
Remark 6.4 was used. If we are able to find constants γ1 and γ2 which fulfill

γ1‖u‖2
a ≤ inf

u=
∑
ui∈Wi

Riui
‖ui‖2

a ≤ γ2‖u‖2
a,
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the Additive Schwarz lemma gives spectral equivalence of C and A, and the condition
number can be estimated by

κ(C−1A) ≤ γ2

γ1

.

Bounds for γ1 and γ2 can be found in [TW05] or [BS08]. The constant γ2 is called constant
of stable splitting, and if only a finite number of spaces RiVi overlap, the constant γ1 is of
the order of O(1).

6.3.2 Multiplicative Schwarz preconditioners

The Multiplicative Schwarz preconditioner is closely related to the Additive Schwarz pre-
conditioner described in the last section. For a detailed discussion, we refer, apart from
the beforehand mentioned books [TW05] and [SBG96], to [BZ00]. In this section we will
follow the presentation of [BPWX91].

We will again stick to the notation of the last section. Thus, we consider the finite
element problem a(u, v) = f(v) from (6.4) which corresponds to the operator equation
Au = F . We assume a splitting of the space W into N subspaces Wi, and the restriction
of the operator A to Wi we call Ai (compare(6.6)). Furthermore, the operator Ci is an
approximation of Ai and by Ti we define the local solution operator from (6.10). The
orthogonal and variational projectors we denote as in the equations (6.8) and (6.11) as Qi
and Pi.

We start by describing the application of the Multiplicative Schwarz preconditioner.
Thus, finding an approximation ũ ∈ W for some initial guess u0 ∈ W corresponds to the
steps

1) Set v0 = u0.

2) Compute for i = 1, . . . , N vi by

vi = vi−1 + C−1
i Qi(F −Avi−1).

3) Set ũ = vN .

If we denote the error in the iteration step i as ei = u− vi, it is easy to verify for i ≥ 1
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that

ei = (I − C−1
i QiA) ei−1

(6.12)
= (I − C−1

i AiPi) ei−1

= (I − Ti) ei−1

with the identity I. Consequently, we get

u− ũ = (I − TN) . . . (I − T1)(u− u0) =:
N∏
i=1

(I − Ti)(u− u0),

and the solution operator T reads as

T := I −
( N∏
i=1

(I − Ti)
)

Remark 6.6. If the local problem is solved exactly, thus Ci = Ai, Ti can be exchanged by
the variational projector Pi and (I − T ) =

∏N
i=1(I − Pi). For the matrix representations

A,C, T, Pi of the operators A, C, T ,Pi the iteration matrix is

I − C−1A = I − T =
N∏
i=1

(I − Pi).

Note that for non overlapping subspaces the Multiplicative Schwarz preconditioner matches
a block Gauss Seidel preconditioner with blocks corresponding to the subspaces.

Remark 6.7. We should remark that the preconditioner just introduced is not symmetric
and therefore not suitable for a preconditioned CG (PCG) iteration. In order to get a sym-
metric version, one combines the presented iteration with an iteration using a "backward"
numbering of the spaces, i.e.

(I − T ) =
( 1∏
i=N

(I − Ti)
)( N∏

i=1

(I − Ti)
)
.

Concerning convergence results, in [TW05] it is shown under the assumption of a stable
splitting of W , local stability of a and a strengthened Cauchy Schwarz inequality that the
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norm of the error propagation operator

E := I − T ,

which is the operator corresponding to the iteration matrix, can be bounded from above
by a constant smaller than one, i.e.

‖E‖2
A := sup

u∈W

〈AEu, Eu〉
〈Au, u〉

< 1.

Thus, for a positive definite problem a Richardson iteration equipped with a Multiplicative
Schwarz preconditioner converges. For the symmetric version from Remark 6.6 it can be
shown that the preconditioner does not perform worse than the corresponding Additive
method, although it is much better in many applications.

6.3.3 Schwarz methods for the mixed hybrid formulation

We will use Schwarz Methods as domain decomposition preconditioners in a CG solver for
the Schur complement problem (6.3). Thus, the space corresponding to W is UF × V F in
the Helmholtz case and XF × Y F in the vectorial case. Because the underlying problem is
an element interface and surface problem, respectively, a possible choice for the subspaces is
induced by a decomposition of the element interfaces. We will use in the numerical results
section two different choices for the subspaces Wi. One choice is to split the skeleton into
single facets, and consequently Wi contains just functions which are supported only on the
facet Fi ∈ F . Because basis functions in W can be chosen such that they are supported
only on one single facet, non overlapping blocks can be obtained. Collecting all the basis
functions which are supported on facets of the element Ti ∈ T in the subspace Wi leads to
overlapping blocks.

We should finally remark that the Additive Schwarz preconditioner can be easily im-
plemented in a parallel code. There, the computational domain is split into subdomains,
and each processor owns the degrees of freedom of one subdomain, or more precisely the
degrees of freedom on facets of elements belonging to one subdomain. For Multiplicative
Schwarz preconditioners parallelization is much more complicated.
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6.4 The BDDC preconditioner

This section is devoted to the BDDC (balanced domain decomposition by constraints)
preconditioner introduced by Dohrmann [Doh03a, Doh03b]. It can be seen as a further
development of BDD [Man93] algorithms and fits into the context of balancing Neumann
Neumann methods [TW05] with a coarse component representing primal constraints. The
basic idea is to divide the computational domain into subdomains and to remove in parallel
by building a Schur complement matrix the inner degrees of freedom on the subdomain.
The resulting system of equations for the interface unknowns contains just a small number
of primal variables which are the only global variables. These primal variables are nodal
variables, or they represent constraints which should prevent floating of the subdomains,
like mean values on the interface facets.

In the description of the BDDC preconditioner we will follow the work of [LW06].

6.4.1 Theoretical framework

Because we want to formulate the BDDC preconditioner in the context of block Cholesky
factorization, we take a closer look onto this method.

Block Cholesky elimination

Therefore, we consider a symmetric positive definite block matrix which can be decomposed
as (

B D>

D C

)
=

(
IB

DB−1 IC

)(
B

C −DB−1D>

)(
IB B−1D>

IC

)
(6.13)

where IB and IC are unity matrices of the dimension of B and C, and C − DB−1D> is
the Schur complement matrix we will denote as S. Note that S is positive definite as well.
Inverting the block matrix leads to(

B D>

D C

)−1

=

(
IB −B−1D>

IC

)(
B−1

S−1

)(
IB

−DB−1 IC

)

=

(
B−1 0

0 0

)
+ ΦS−1Φ>, with Φ =

(
−B−1D>

IC

)
. (6.14)

In the following discussion we have a problem in mind which is divided into subproblems
induced by spitting the computational domain into subdomains. The matrix A represents
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apart from the inner degrees of freedom on the subdomain the dual ones on the interfaces,
and it can be written as the direct sum of its subdomain contributions. The C block
represents the primal unknowns on the interface which are global. The matrix Φ can be
interpreted as the extensions of the canonical basis on the set of the primal unknowns to
the local degrees of freedom of the B block. Thus, Φ extends any coarse function to the
subdomains.

Primal and dual degrees of freedom

In order to describe the BDDC preconditioner, we choose a positive definite problem on
a computational domain Ω where at least on some part of the boundary ΓD Dirichlet
boundary conditions are imposed. This domain is divided into N subdomains Ωi. The
interface of these subdomains we denote by Σ :=

(⋃
i6=j ∂Ωi∩∂Ωj

)
\ΓD. On each subdomain

Ωi we can assemble for the local solution vector u(i) subdomain contributions A(i), f (i) to
the global system matrix A and right hand side f ,

A(i) =

(
A

(i)
II A

(i)>
ΣI

A
(i)
ΣI A

(i)
ΣΣ

)
, f (i) =

(
f

(i)
I

f
(i)
Σ

)
, u(i) =

(
u

(i)
I

u
(i)
Σ

)
.

We already distinguish between inner and interface unknowns by the subscripts I and
Σ. Note that the interface unknowns belong to several processors. With the help of the
restriction operators R(i)

Σ which restricts a vector vΣ with interface entries to a vector v(i)
Σ

just containing entries which belong to the interface unknowns on Ωi, we get the global
system of equations 

A
(1)
II Ã

(1)>
ΣI

. . . ...
A

(N)
II Ã

(N)>
ΣI

Ã
(1)
ΣI . . . Ã(N) ÃΣΣ



u

(1)
I
...

u
(N)
I

uΣ

 =


f

(1)
I
...

f
(N)
I

f̃Σ


with

Ã
(i)
ΣI := R

(i)>
Σ A

(i)
ΣI , ÃΣΣ :=

N∑
i=1

R
(i)>
Σ A

(i)
ΣΣR

(i)
Σ , f̃Σ :=

N∑
i=1

R
(i)>
Σ f

(i)
Σ .
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By eliminating the inner unknowns on each subdomain, i.e. by building the subdomain
Schur complement

S(i) := A
(i)
ΣΣ − A

(i)
ΣIA

(i)−1
II A

(i)>
ΣI , g

(i)
Σ = f

(i)
Σ − A

(i)
ΣIA

(i)−1
II f

(i)
I ,

the problem can be reduced to the interface

( N∑
i=1

R
(i)>
Σ S(i)R

(i)
Σ

)
uΣ =

N∑
i=1

R
(i)>
Σ g

(i)
Σ .

It would be tempting to precondition this system with the sum of the inverses of the local
Schur complement. But for subdomains which are not located at ΓD inverting S(i) corre-
sponds to solving a Neumann problem, and consequently S(i) is singular. This drawback
can be eliminated by posing additional constraints, like fixing the mean value of u on
interface facets. In [LW06] the authors show that including such constraints corresponds
to fixing several unknowns when a change of variables is applied. These fixed interface
unknowns, called primal unknowns, we will treat as global ones and they get the subscript
Π. The other interface unknowns, the dual degrees of freedom which get the subscript ∆,
we consider to be local.

Thus, if we introduce a restriction operator R(i)
Π , which restricts the whole set of primal

degrees of freedom uΠ to the primal degrees of freedom supported on the subdomain Ωi,
our system of equation reads as

A
(1)
II A

(1)>
∆I Ã

(1)>
ΠI

A
(1)
∆I A

(1)
∆∆ Ã

(1)>
Π∆

. . . ...
A

(N)
II A

(N)>
∆I Ã

(N)>
ΠI

A
(N)
∆I A

(N)
∆∆ Ã

(N)>
Π∆

Ã
(N)
ΠI Ã

(N)
Π∆ . . . Ã

(N)
ΠI Ã

(N)
Π∆ ÃΠΠ





u
(1)
I

u
(1)
∆
...

u
(N)
I

u
(N)
∆

uΠ


=



f
(1)
I

f
(1)
∆
...

u
(N)
I

u
(N)
∆∑N

i=1R
(i)>
Π f

(i)
Π


(6.15)

with

Ã
(i)
ΠI := R

(i)>
Π A

(i)
ΠI , Ã

(i)
Π∆ := R

(i)>
Π A

(i)
Π∆, ÃΠΠ :=

N∑
i=1

R
(i)>
Π A

(i)
ΠΠR

(i)
Π .

Note that for a solution u(i)
∆ = u

(j)
∆ for the commonly owned unknowns is required. For the

BDDC preconditioner this system is solved. This leads in fact to a continuous solution for
the primal variables, but in general u(i)

∆ 6= u
(j)
∆ for the unknowns supported on Ωi and Ωj.
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Continuity is then regained by taking a weighted average.

The preconditioner

Based on this notation and additional restriction operators, we are able to define the
BDDC preconditioner. So, R(i)

∆ restricts the interface unknowns to the dual unknowns of
the domain Ωi, and RΣ is the direct sum of the R(i)

Σ . Thus, applying RΣ to an interface
vector vΣ leads to

(
v

(1)
Σ , . . . , v

(N)
Σ

)>. Furthermore, R(i)
DΣ is the scaled version of R(i)

Σ , i.e. if
a degree of freedom is apart from Ωi supported on n other subdomain, the corresponding
vector entry is divided by (n + 1) when it is taken. Finally, RDΣ is the direct sum of the
R

(i)
DΣ.
Our system of equations, i.e. the linear system for the interface unknowns obtained from

(6.15) by eliminating the inner unknowns, is of a block diagonal form comparable to (6.13).
The dual degrees of freedom correspond as already indicated to the unknowns related to
the block B and the primal ones to the degrees of freedom of the block C. Therefore, it
makes sense to define a preconditioner with a structure comparable to (6.14). Thus, the
BDDC preconditioner can be written as

C−1
BDDC = R>DΣ(Tsub + T0)RDΣ

with a subdomain correction Tsub for the dual unknowns, which corresponds to the first
summand in (6.14). Because Tsub can be applied subdomain wise, the actual residual is split
into the subdomain contributions by RDΣ and R>DΣ averages the dual degrees of freedom in
order to regain continuity. Thus, when applying Tsub the inverse of the block corresponding
to the dual unknowns of the subdomain, i.e. the inverse of the Schur complement

S
(i)
∆ := A

(i)
∆∆ − A

(i)
∆I
A

(i)−1
II A

(i)>
∆I

has to be applied to the u(i)
∆ . With the help of the restriction operators this gives

Tsub = S−1
∆ :=

N∑
i=1

R
(i)>
∆ S

(i)−1
∆ R

(i)
∆ .

The corse grid correction T0 corresponds to the term ΦS−1Φ> in (6.14). Because the oper-
ator RDΣ decomposes a residual into subdomain contributions, Φ can be split as well into
subdomain contributions. This distributed version of Φ we call Ψ :=

(
Ψ(1), . . . ,Ψ(N)

)>.
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Because not each primal degree of freedom is supported on a subdomain Ωi the contri-
butions Ψ(i) can be calculated according to the definition of Φ in (6.14) locally on the
subdomain by exchanging the identity matrix with the operator R(i)

Π which provides zero
columns for not supported primal degrees of freedom. By inserting into the definition, we
get

Ψ(i) =

(
Ψ

(i)
∆

R
(i)
Π

)
=

−
(

0 I
(i)
∆

)(A(i)
II A

(i)>
∆I

A
(i)
∆I A

(i)
∆∆

)−1(
A

(i)>
ΠI

A
(i)>
Π∆

)
R

(i)
Π

R
(i)
Π

 .

Here I(i)
∆ is an identity matrix with a dimension of the number of dual unknowns on Ωi.

Note that for primal degrees of freedom not supported on the subdomain Ψ(i) has a zero
column.

The matrix S in (6.14) represents the Schur complement matrix SΠΠ with respect to the
primal degrees of freedom, and it can be obtained by adding the local Schur complements
S

(i)
ΠΠ on the subdomains, i.e.

SΠΠ =
N∑
i=1

R
(i)>
Π S

(i)
ΠΠR

(i)
Π

with S
(i)
ΠΠ = A

(i)
ΠΠ −

(
A

(i)
ΠI A

(i)
Π∆

)(A(i)
II A

(i)>
∆I

A
(i)
∆I A

(i)
∆∆

)−1(
A

(i)>
ΠI

A
(i)>
Π∆

)
.

Collecting this, we get for the corse grid correction

T0 = ΨS−1
ΠΠΨ>

and
C−1
BDDC = R>DΣS

−1
∆ RDΣ +R>DΣΨS−1

ΠΠΨ>RDΣ.

Remark 6.8. If all interface degrees of freedom are chosen to be primal, the preconditioner
is the inverse of the system matrix, and a direct solver is created.

Remark 6.9. The subdomain correction S−1
∆ is the sum of the inverses of the local Schur

complements S(i)
∆ . Thus, for parallel computations where each subdomain is treated by

one processor, S−1
∆ can be applied in parallel subdomain by subdomain and communication

between processors is just needed during partitioning or averaging with RDΣ and R>DΣ.
The situation is different for the corse grid correction. Because S−1

Π is the inverse of the
sum of the local Schur complements S(i)

Π , communication is needed during the application.
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Therefore, a small number of primal unknowns is desirable.
We have to note that the BDDC algorithm is closely related to the FETI-DP [FLP00]

method. In [MDT05] it was proven that these two methods have for the same primal
constraints equal non zero eigenvalues which leads to the same convergence rates. How
to choose these primal constraints is still widely discussed and has a big impact onto the
convergence rate. In [MT01] and [KWD02] the authors showed that for positive definite
self adjoint problems in two and three dimensions, respectively, the condition number of the
FETI-DP preconditioner, and consequently of the BDDC method as well, can be bounded
polylogarithmic, i.e.

κ(C−1
BDDCA) ≤ c

(
1 + log

(H
h

))2

for a certain set of primal constraints. Here c is a constant independent of the mesh size h
and the subdomain size denoted by H.

6.4.2 The BDDC preconditioner for the mixed hybrid formulation

For applying the BDDC preconditioner to the problems in the Formulations 5.2 and 5.10
we will change the bilinear forms consistently. In order to motivate this change, we consider
the variational formulation 5.2 of Helmholtz problem on the interval [0, 1] with constant
coefficients, ε = µ = 1. The computational domain [0, 1] is meshed by the points 0 =

x0, . . . , xN = 1 into N elements. Note that the facets are the grid points and the functions
uF and σF are just scalars. On the facets the facet normal nF is considered to be 1. When
changing the facet variables according to

g+ = uF + σF

g− = uF − σF ,

g+ represents a right going trace and g− a left going trace. After this change of variables
and the elimination of the volume unknowns for β = 1 and α = 0 the equations at the grid
point xj in the interior of the domain have the form(

0 0

γ+ 0

)(
g+
j−1

g−j−1

)
+

(
0 −1

−1 0

)(
g+
j

g−j

)
+

(
0 γ−

0 0

)(
g+
j+1

g−j+1

)
=

(
0

0

)

with phase factors γ+ and γ−. Here the new facet unknowns g+
j and g−j represent the

evaluations of g+ and g− in xj. For this simple setting we can see that the right going
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trace in xj is just a phase factor times the right going trace in xj−1, and the left going
trace is the left going trace from xj+1 multiplied with a phase factor. Note that a forward
Gauss Seidel step propagates an incoming wave from the left through the domain and
a backward Gauss Seidel iteration a wave coming from the right, if a correct numbering
of the degrees of freedom is assumed. Thus, the symmetrized Multiplicative Schwarz
preconditioner provides a direct solver. Furthermore, we notice that the system can be
brought into a diagonal dominant form by exchanging rows.

In order to mimic such a row exchange, we add stabilizing terms to the bilinear form
in Formulation 5.2, i.e. we search for ũ = (u,σ, uF , σF ) ∈ U × Ṽ × UF × VF such that

BsΩ(ũ, ṽ) +BsΓ(ũ, ṽ) +Bsγ(ũ, ṽ) = Fs(ṽ) (6.16)

for all ṽ = (v, τ , vF , τF ) ∈ U × Ṽ × UF × VF , with the additional term

Bsγ(ũ, ṽ) =
∑
T∈T

γ
(〈

(nT · nF )σF , vF
〉
∂T\Γ +

〈
uF , (nT · nF )τF

〉
∂T\Γ

)
, γ ∈ C. (6.17)

To the variational formulation 5.10 of the vector valued wave equation the term∑
T∈T

γ
(〈

(nT · nF )HF , eF
〉
∂T\Γ +

〈
EF , (nT · nF )hF

〉
∂T\Γ

)
, γ ∈ C. (6.18)

is added. The parameter γ ∈ C is a tuning parameter we choose based on numerical
experiments. For the Helmholtz equation we made good experience with γ = −0.5− 0.1i,
for the vector valued wave equation γ = 0.5 was taken. These additional terms are just
added for inner facets, and because of the different sign of nT ·nF for the two neighboring
elements, they cancel out when the global system of equations is assembled. Thus, the
problem does not change. But for domain decomposition preconditioners, which are based
on submatrices assembled just on a subdomain the situation changes. These additional
terms do not cancel out in the submatrices for degrees of freedom located on the interface
with other subdomains.

We use a BDDC preconditioner for this modified problem which is reduced by static
condensation to a facet problem. The computational domain is divided into subdomains,
and the degrees of freedom on facets which just belong to one subdomain are considered to
be primal as well as the low order degrees of freedom on interface facets. The high order
degrees of freedom on interface facets are the dual ones. This choice leads to a large global
system, the primal system which consists of weakly coupled subdomain blocks due to the



CHAPTER 6. ITERATIVE SOLVERS 93

Figure 6.1: The domain is divided into subdomains. An Application of A−1
i corresponds

to a solution for all degrees of freedoms on the subdomain Ωi, whereas by applying Ã−1
i

we just solve for unknowns on inner (colored) facets.

missing high order unknowns at the interface.

6.5 A Robin type domain decomposition precondi-

tioner

Like the BDDC preconditioner, the new Robin type domain decomposition (RDD) pre-
conditioner will be applied to the facet system of equations Ax = f obtained from the
Formulations 5.2 and 5.10, respectively, by eliminating the volume degrees of freedom and
adding the stabilization terms (6.17) and (6.18). We should mention that we made good
experience by choosing the tuning parameter as in the BDDC case.

Before describing the preconditioner, we introduce some notations. We assume, as for
the other preconditioners, that the computational domain is divided into N subdomains Ωi

(compare Fig. 6.1). For each subdomain a matrix Ai representing the subdomain problem
is subassembled, and the matrix A is obtained by adding these submatrices. By Ãi we
denote the block of Ai which corresponds to degrees of freedom on inner facets, i.e. facets
which just belong to the domain Ωi (the colored facets in Fig. 6.1). The operator R(i)

restricts a vector to the components corresponding to these inner degrees of freedom of
the domain Ωi. The operator R(i)

D provides a weighted restriction to the domain Ωi, i.e.
when applying it, a vector entry is divided by the number of subdomains to which the
corresponding degree of freedom belongs to. Note that an application of the prolongation
R

(i)>
D results again in a division for the interface degrees of freedom. Thus, by summing

up over all subdomains, a mean value on the interface can be created.
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Using this notations, a preconditioner step for finding an approximate solution x̃ to the
system Ax = f reads as

(1) y0 = 0,

(2) y1 = y0 +
∑N

i=1 R
(i)>Ã−1

i R(i)(f − Ay0),

(3) y2 = y1 +
∑N

i=1R
(i)>
D A−1

i R
(i)
D (f − Ay1),

(4) y3 = y2 +
∑N

i=1R
(i)>Ã−1

i R(i)(f − Ay2),

(5) x̃ = y3.

First, in step (2), we solve the system of equations exactly for the degrees of freedom
on the inner facets under the constraint that the solution on the interface is zero. Step (3)
provides an update for the interface solution by solving the problem exactly subdomain
by subdomain. A continuous interface solution is constructed by averaging the different
subdomain solutions. Finally, in step (4) the solution is updated such that the system of
equations is solved again exactly for the degrees of freedom on inner facets. Note that the
interface solution remains unchanged.

Remark 6.10. The RDD-preconditioner can also be introduced with the notations used for
Schwarz preconditioners. The bilinear form representing the Schur complement system is
defined on the facet space W := UF × VF ( or XF × YF in the vector valued case), and
it is denoted by a. The subspace of W containing the functions which are supported on
the subdomain Ωi is denoted by Wi, and in W̃i functions supported only on inner facets
of the domain Ωi are collected. The operator representation of the restriction matrix R(i)

D

is called R(i)
D : W → Wi. Thus, when applying it to any function in W , the function is

restricted to the domain Ωi, and its values on the interface facets are divided by the number
of neighboring subdomains. Furthermore, R(i) : W → W̃i is the restriction operator corre-
sponding to the matrix R(i), and by R(i)> and R(i)> the prolongation operators are denoted.
Additionally, we use that the bilinear form a can be decomposed into the contributions ai
of the subdomains Ωi, i.e. a =

∑N
i=1 ai.

Based on this, we define the variational projector P(i)
D via P(i)

D = R(i)>
D P̂(i)

D with the
projector P̂(i)

D : W → Wi and

ai(P̂(i)
D u, φ) = a(u,R(i)>

D φ) ∀φ ∈ Wi.
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In the same way the variational projector P(i) with P(i) = R(i)>P̂(i) can be introduced.
Here, P̂(i) : W → W̃i is given via

ai(P̂(i)u, φ) = a(u,R(i)>φ) ∀φ ∈ W̃i.

If the operator A corresponds to the bilinear form a, and I is the identity, the error
propagation operator E of the RDD-preconditioner reads as

E = I − C−1
RDDA =

(
I −

N∑
i=1

P(i)
)(
I −

N∑
i=1

P(i)
D

)(
I −

N∑
i=1

P(i)
)
.

Remark 6.11. Because we solve always exact for the degrees of freedom on inner facets,
both sets of facet degrees of freedoms uF and σF (or EF andHF in the time harmonic case)
are not needed there anymore, and the problem can be formulated just by using uF . On the
interface both types of unknowns are still necessary in order to fix continuity conditions
of the impedance traces across the interface and to guarantee convergence of the iterative
solver. Nevertheless, neglecting one type of facet unknowns on inner facets safes a lot of
degrees of freedom in an actual calculation.

6.6 Numerical results

The numerical examples of this section were calculated with the MPI-parallel finite element
code Netgen/Ngsolve of Schöberl (see http://sourceforge.net/projects/ngsolve or [Sch97])
on a Dell R-910 Server (4 Xeon E7 CPUs with 10 cores a 2.2 GHz, 512 GB RAM).

6.6.1 Comparison of the preconditioners

In the following, we want to compare the preconditioners, if not said differently, for a simple
model problem in two dimensions. There, we solve the Helmholtz equation (Formulation
5.2) on a square Ω = [−1, 1]2. An incoming wave from above with Gaussian amplitude is
fixed by g(x, 1) = exp(−10x2) an g = 0 else.



CHAPTER 6. ITERATIVE SOLVERS 96

 10

 100

 1000

 2  4  6  8  10  12  14  16

ite
ra

tio
ns

polynomial order

RDD 4 subdomains
RDD 9 subdomains

BDDC 4 subdomains
BDDC 9 subdomains

Multiplicative Schwarz
Additive Schwarz

Figure 6.2: Number of iterations versus polynomial order for different preconditioners

Dependence of the number of iterations on the polynomial order

With the help of Figure 6.2, which plots the number of iterations against the polynomial
order, we try to study this dependence for different preconditioners in a PCG method.
For this figure the wavelength λ was chosen to be 0.2. As mesh size we took h = 0.1,
which is enough to resolve the solution at polynomial order two. According to the plot, the
BDDC and the RDD preconditioner show similar features, and the number of iterations
grows with growing polynomial order. Note that an increase in the number of subdomains
leads to a small increase in the iterations as well. The situation is different for Schwarz
preconditioners with blocks related to elements. There, the iterations seem to be almost
independent of the polynomial order. Nevertheless, it is advantageous to take a BDDC or
RDD preconditioner. They can be used in parallel codes, and for the relevant polynomial
orders the number of iterations is comparable to the Multiplicative Schwarz preconditioner.
The Additive Schwarz preconditioner needs too many iterations to be competitive.

Dependence of the number of iterations on the mesh size and wavelength

In the Tables 6.1 - 6.3 the iteration numbers for the Multiplicative Schwarz, the BDDC
and the RDD preconditioner for different wavelengths and mesh sizes are given. For all
calculations the polynomial order was kept constant to four. The cells with a gray back-
ground belong to a setting where the number of degrees of freedom is to small to resolve
the solution, and therefore, the iteration numbers are not representative.
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h \ λ 1 1
2

1
4

1
8

1
16

1
32

1
64

1
4

31 30 30 49 101 6 5
1
8

59 64 59 60 109 292 6
1
16

118 118 126 121 118 310 731
1
32

250 214 218 233 224 228
1
64

518 460 406 432 449 467 510

Table 6.1: Iteration numbers of the Multiplicative Schwarz preconditioner (p = 4) for
different mesh sizes and wavelength

h \ λ 1 1
2

1
4

1
8

1
16

1
32

1
64

1
4

45 49 60 78 227 24 24
1
8

51 48 56 73 113 320 22
1
16

56 50 49 59 80 161 400
1
32

63 57 48 49 65 85 223
1
64

66 62 56 50 50 74 101

Table 6.2: Iteration numbers of the BDDC preconditioner using 9 subdomains (p = 4) for
different mesh sizes and wavelength

h \ λ 1 1
2

1
4

1
8

1
16

1
32

1
64

1
4

78 65 61 64 355 25 26
1
8

95 84 71 70 84 430 24
1
16

123 96 83 73 72 116 504
1
32

154 125 101 84 74 74 171
1
64

202 164 127 111 89 82 89

Table 6.3: Iteration numbers of the RDD preconditioner using 9 subdomains (p = 4) for
different mesh sizes and wavelength

While the number of iterations seems to stay constant in wavelength or frequency,
respectively, for the Multiplicative Schwarz preconditioner (Table 6.1), it is indirect pro-
portional to the mesh size. Thus, if the mesh size is divided by two, the number of
iterations doubles. This indicates that a fixed number of iterations is needed to propagate
the information of an incoming wave across one element.

In order to describe the dependence of the iterations on the mesh size and the wave-
length for the BDDC preconditioner (compare Table 6.2), we choose a setting with h = λ.
Due to a polynomial order of four, such a choice of parameters is close to the resolution
limit of the oscillatory solution. Increasing the degrees of freedom per wavelength either
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subdoms\λ 1 1
2

1
4

1
8

1
16

1
32

1
64

4 65 63 56 50 47 59 78
9 66 62 56 50 50 74 101
16 66 64 57 51 50 81 116
25 68 64 61 51 52 88 129
36 66 68 60 51 52 96 144

Table 6.4: Iteration numbers of the BDDC preconditioner for different wavelengths and
numbers of subdomains. The polynomial order was 4 and the mesh size 1

64
.

subdoms\λ 1 1
2

1
4

1
8

1
16

1
32

1
64

4 169 134 107 86 73 63 66
9 202 164 127 111 89 82 89
16 240 184 150 123 104 93 105
25 281 236 187 150 122 110 121
36 365 259 205 164 139 127 143

Table 6.5: Iteration numbers of the RDD preconditioner for different wavelengths and
numbers of subdomains. The polynomial order was 4 and the mesh size 1

64
.

by decreasing the mesh size or by increasing the wavelength leads first to less iterations.
A further increase of the unknowns per wavelength causes afterwards growing iteration
counts. Although, for a large wavelength and a small mesh size the RDD preconditioner
needs much more iterations than the BDDC preconditioner (compare Table 6.3), it gets
more and more competitive if the number of degrees of freedom per wavelength is reduced.
Close to the resolution limit of the solution the RDD preconditioner needs in fact fewer
iterations than the BDDC. One reason for this behavior could be the different structure of
the two solvers. While the RDD preconditioner allows just for local corrections, the BDDC
solver benefits additionally from a coarse grid solution. For a decreasing wavelength, the
solution gets more and more oscillatory, and the coarse grid correction, which provides
communication across the whole domain, loses its importance.

Dependence of the iterations on the number of subdomains

The number of iterations of the BDDC and the RDD preconditioner is also influenced
by the number of subdomains the computational domain is divided into. In the Tables
6.4 and 6.5 and in Figure 6.3 iteration counts of these two preconditioners for different
wavelengths and numbers of subdomains are provided. In the corresponding experiments



CHAPTER 6. ITERATIVE SOLVERS 99

 40

 60

 80

 100

 120

 140

 160

 180

 200

 220

2 3 4 5 6

ite
ra

tio
ns

sqrt of subdoms

BDDC,  λ = 1/2
BDDC,  λ = 1/32

RDD,  λ = 1/2
RDD,  λ = 1/32

Figure 6.3: Number of iterations plotted versus the square root of the number of sub-
domains for the BDDC and the RDD preconditioner. The polynomial order was 4 and
h = 1

64
.

the mesh size was kept constant to 1
64

and the polynomial order to four. For the RDD
preconditioner the number of iteration grows with the number of subdomains. Figure 6.3
indicates that this growth is proportional to the square root of the number of subdomains,
i.e. to the number of subdomains in one spatial direction. Thus a constant number of
iterations is needed to propagate the input data across one subdomain. The situation
is slightly different for the BDDC preconditioner. While it shows the same features for
small wavelengths, i.e. for settings close to the resolution limit, the iterations stay almost
constant for large wavelengths. A reason for this is that for less oscillatory solution the
BDDC preconditioner benefits from its coarse grid correction.

Comparison in computational times

Apart from iteration numbers computational times are interesting, when a preconditioner
is applied to a specific problem. For our model problem with p = 4, h = 1

64
Table 6.6

presents the timings of one iteration and the setup of our preconditioners. The RDD and
the BDDC preconditioner were used in parallel, where each subdomain was assigned to one
processor. At the first glance one can see that the Multiplicative Schwarz preconditioner
is not competitive at all. While for a similar setting one RDD iteration is just slightly
faster than one BDDC iteration, the time required for the set up process of the RDD
preconditioner is almost by a factor of ten smaller. Consequently, the RDD preconditioner
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subdoms setup(sec.) time per iteration(sec.)

BDDC

4 14.38 0.493
9 8.39 0.280
16 4.25 0.201
25 4.8 0.171

RDD

4 2.91 0.538
9 0.95 0.236
16 0.52 0.151
25 0.44 0.118

MS 2.44

Table 6.6: Timings for a setting with h = 1
64

and p = 4

is considerably faster for problems where both preconditioners show a comparable number
of iterations.

Selection of the subdomains

For many practical applications the number of iterations is very sensitive to how the sub-
domains are chosen. In order to demonstrate this, we take a scattering example with the
unit square as computational domain. First, a wave of wavelength 0.01 with Gaussian am-
plitude, which is injected from the top, is scattered at a square (compare Figure 6.4, top
left). In a second example a cavity is included in the scatterer. This cavity is connected
via a small channel to the exterior region (compare Figure 6.4 bottom left). We can see
from the zoom in Figure 6.4 that in the cavity a resonance is excited via this channel. For
the computations a polynomial order p = 10 was used for the meshes of Figure 6.4. Table
6.7 gives the iteration numbers and computational times of different preconditioners for
the scattering problem at the square. The RDD and the BDDC preconditioner were based
on five subdomains. If we choose for the cavity problem the same number of subdomains
as for the squared scatterer, and if the whole cavity is contained in one subdomain, the
exact local solver of the RDD and the BDDC preconditioner takes care of internal reflec-
tions, and the whole cavity is solved exactly in each iteration. Table 6.8 shows that the
number of iterations stays for these two preconditioners approximately constant and that
the computational times grow slightly due to the bigger number of unknowns. If a sub-
domain division is used which splits the cavity among different processors or subdomains,
respectively, the preconditioners can not cope with the internal reflections anymore, which
leads to an enormous growth in iterations and computational time. This is indicated by
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Figure 6.4: Geometry and absolute value of the solution u for a scattering problem at a
square (top left) and of a square with a cavity included (bottom left); The right hand plot
shows a zoom to a channel which connects the cavity with the exterior region.

its. time(sec.)
BDDC 52 14.9
RDD 43 9.1
MS 102 88.9
AS 575 186

Table 6.7: Iteration numbers and computational times for our preconditioners using 5
subdomains for the scattering problem at a square

its. time(sec.)
BDDC 50 18.7
RDD 39 10.4
MS 1612 1720
AS >105 >1h

Table 6.8: Iteration numbers and compu-
tational times for our preconditioners us-
ing 5 subdomains for the cavity problem
with the cavity included in one domain

its. time(sec.)
BDDC 203 45.9
RDD 350 69.0
MS 1612 1720
AS >105 >1h

Table 6.9: Iteration numbers and com-
putational times for our preconditioners
using 6 subdomains for the cavity prob-
lem with the cavity divided among two of
them
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p λ λ/D its. ‖u− uh‖L2/‖u‖L2

3
0.05 40 119 0.42

0.0667 30 124 0.067
0.08 25 129 0.025

4
0.04 50 125 0.40
0.05 40 122 0.073

0.0667 30 127 0.012

5
0.04 50 117 0.082
0.05 40 121 0.014

0.0667 30 132 0.0026

Table 6.10: Iteration numbers of the RDD preconditioner (74 subdomains) and the relative
error of the solution for different polynomial orders and wavelengths. As computational
domain a sphere with diameter D = 2, meshed by 233000 elements (h = 0.04) was used.

polynomial order p 3 4 5
volume dofs in mio. (u+ σ) 4.8+20.2 8.3+34.3 13.3+53.3
facet dofs in mio. (uF + σF ) 4.8+4.8 7.3+7.3 10.2+10.2

assembling (sec) 57 220 714
setup (sec) 143 421 1160

time per iteration(sec) 3.8 8.6 17.3

Table 6.11: Computational times and number of unknowns for the settings used in Table
6.10. The computations were done in parallel on 75 processors

the numbers in Table 6.9. There, six subdomains were used, and the cavity is divided
among two of them. Note that this effect is weaker for the BDDC preconditioner, which
benefits from its corse grid solver. Finally, we remark that the Schwarz preconditioners,
which just solve exactly on the element level, suffer a lot from these reflections. They are
not suited for such a problem.

6.6.2 Large scale examples for the Helmholtz equation

We want to demonstrate the efficiency of our method for three dimensional problems with a
small ratio of wavelength to domain size with an example where a plane wave is the analytic
solution. As computational domain a sphere of diameterD = 2 was used which was meshed
by 233000 elements of maximal size h = 0.04. The resulting linear system of equations
was solved with a RDD preconditioner based on 74 subdomains. For different polynomial
orders and wavelengths the numbers of iterations are given together with the relative error
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Figure 6.5: Real part of the solution u (left) and |u − uh| (right) for the model problem
used in the Tables 6.10 and 6.11 ( h = 0.04, p = 3, λ = 0.08).

Figure 6.6: Geometry of a grating cut parallel to the xy plane.

‖u − uh‖L2(Ω)/‖u‖L2(Ω) of the approximate solution uh in Table 6.10. Figure 6.5, which
shows the approximate solution for p = 3 and λ = 0.8 (left) as well as its error |u − uh|
(right), demonstrates that the error grows into the direction of propagation of the wave, i.e.
from bottom left to top right. For completeness Table 6.11 lists the number of unknowns
for the different settings of Table 6.10 together with the time needed for assembling the
linear system of equations and the timings of the RDD preconditioner. Thus, finding an
approximation of our problem for 50 wavelength per domain with a relative error of 0.08
takes about 33.5 minutes. For the computation about 66.6 millions of volume unknowns
and 20.4 millions of facet unknowns are necessary.

As a second three dimensional example we calculate the total field of the Helmholtz
problem for a grating shown in Figure 6.6. The grating consists of rods with a distance of
0.14 placed in a spherical domain of diameter two. Thus, assuming a wave incoming from



CHAPTER 6. ITERATIVE SOLVERS 104

Figure 6.7: Real part of the solution (left) and its absolute value (right) for a wave scattered
at the grating of Figure 6.6. The computations were done on Vienna Scientific Cluster 2
(VSC2).

Figure 6.8: A small sphere with ε = 2.5 placed in the computational domain with ε = 1.
The computational domain is cut parallel to the xy plane.

the top with Gaussian amplitude and wavelength 0.025 corresponds to an effective domain
size of 80 wavelengths. For this setting Figure 6.7 shows the real part of the solution and its
absolute value, i.e. the diffraction pattern. In the calculation the underlying mesh (compare
Figure 6.6) had about 1.61 million elements with a maximal mesh size of 0.021. Selecting
a polynomial order of p = 4 results in approximately 288.8 million volume unknowns (56.5
mio. for u and 232.3 mio. for σ) and 98.0 million facet unknowns (49.0 mio. for both,
uF and σF ). Using 1200 subdomains, the assembly of the matrix took 58 seconds and
the setup of the RDD preconditioner 33 seconds. The problem was solved in 12.9 minutes
with 399 iterations. These results have been achieved using the Vienna Scientific Cluster
2 (VSC2).

Finally, we consider a scattering problem at a spherical obstacle. For this purpose a
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Figure 6.9: The total field u (left) and its absolute value (right) for a wave scattered at
a small sphere (compare Figure 6.8). The computations were done on Vienna Scientific
Cluster 2 (VSC2).

sphere of diameter 0.8 with ε = 2.5 was placed (not exactly in the center) in a spherical
domain with diameter two and ε = 1. Choosing an incoming wave of Gaussian amplitude
and wavelength 0.025 results in an effective size of 80 wavelengths for the computational
domain and 50 wavelengths for the obstacle. The mesh in Figure 6.8 of about 2.67 million
elements leads together with polynomial order p = 4 to 479 million volume unknowns (94
mio. for u and 385 mio. for σ) and to 161 million facet unknowns (80.5 mio. for both,
uF and σF ). Using the Vienna Scientific Cluster 2 (VSC2), 58.3 seconds were needed for
the assembly procedure and 28.1 seconds for setting up the RDD preconditioner on 2000
processors. The solution, plotted in Figure 6.9 was obtained after 3726 iterations in 2.0
hours. The reason for this large number of iterations is that by the large refractive index
of the scatterer a cavity like object is created, which causes a standing wave close to the
surface of the scatterer (compare Figure 6.9). Because METIS, which is used in Ngsolve
to partition the computational domain, divides the scatterer among several processors, the
preconditioner suffers as discussed above from such internal reflections.

6.6.3 Large scale examples for the vector valued wave equation

As for the Helmholtz equation, we start for the vector valued wave equation with an
example, where the incoming data g was chosen such that the exact solution is a plane
wave E = (0, 0, 1)>eikx with k = 2π

λ
(cos(φ), sin(φ), 0)>. As computational domain a

cube of side length two was taken. In all computations this cube is divided into about
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p λ its. ‖E −Eh‖L2/‖E‖L2

2
0.133 237 0.35
0.2 388 0.073
0.25 483 0.032

3
0.1 198 0.33

0.133 326 0.068
0.2 538 0.011

Table 6.12: Iteration numbers of the RDD preconditioner (69 subdomains) and the relative
error of the solution for different polynomial orders and wavelengths. As computational
domain a cube side length two, meshed by 66000 elements (h = 0.08), was used.

polynomial order p 2 3
volume dofs in mio. (E +H) 2.0+4.0 4.0+7.0
facet dofs in mio. (EF +HF ) 1.6+1.6 2.7+2.7

assembling (sec) 16.5 73
setup (sec) 231 1054

time per iteration(sec) 2.8 8.3

Table 6.13: Computational times and number of unknowns for the settings used in Table
6.12. The computations were done in parallel on 70 processors

Figure 6.10: Real part of Ez (left) and |E−Eh| (right) for the model problem used in the
Tables 6.12 and 6.13 ( h = 0.08, p = 2, λ = 0.25).
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Figure 6.11: Real part of the field component parallel to the rods (left) and its absolute
value (right). The computations were done on Vienna Scientific Cluster 2 (VSC2).

66000 elements with a maximal mesh size of h = 0.08. For this problem, the iteration
numbers of a RDD preconditioner based on 69 subdomains together with the relative error
‖E −Eh‖L2(Ω)/‖E‖L2(Ω) for different polynomial orders p and wavelengths λ are given in
Table 6.12. In Figure 6.10 the solution (left), more precisely Re(Ez), is plotted together
with the error |E − Eh| for λ = 0.25 and p = 2. The Figure indicates that the error
grows into the direction of propagation of the wave. For completeness Table 6.13 presents
the number of unknowns as well as the computation times for the different settings used
in Table 6.12. For example, the computation of Eh for p = 3 and λ = 0.133, which
corresponds to 26 wavelengths in the space diagonal, takes 1.06 hours, and a relative error
of 0.068 can be reached. For this calculation 11.0 millions of volume unknowns and 5.4
millions of facet unknowns are necessary.

As a second example, the vector valued wave equation is solved for the grating from
Figure 6.6 (left). Thus, the size of the computational domain was two, and the spacing
of the rods was 0.14. An incoming wave from the top polarized perpendicular to the
rods with a Gaussian shaped amplitude and wavelength 0.05 was assumed. Note that this
corresponds to an effective domain size of 40 wavelengths. The computational domain was
meshed by 419000 elements, which results for a polynomial order of three in 69.2 million
volume unknowns (25.2 mio. for u and 44.0 mio. for σ) and 34.4 million facet unknowns
(17.2 mio. for both, uF and σF ). In Figure 6.11 the absolute value of the solution (left)
and the the real part of its component perpendicular to the rods (right) are plotted. The
solution was obtained on Vienna Scientific Cluster 2 (VSC2) with an RDD preconditioner
based on 1500 subdomains after 1071 iterations in 19.5 minutes by using 1500 processors.
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Figure 6.12: The solution on a cross section parallel to the xy plane; The left hand plot
shows the real part ofEz and the right hand plot the absolute value ofE. The computations
were done on Vienna Scientific Cluster 2 (VSC2).

For the assembly of the matrix and the setup of the preconditioner 12.7 seconds and 44.5
seconds, respectively, were necessary.

We conclude the numerical results section by solving a scattering problem comparable
to the one from Figure 6.8 for the vector valued wave equation. Thus we consider a spherical
obstacle of diameter 0.8 and ε = 2.5 placed not exactly in the center of the computational
domain with diameter 2 and ε = 1. Assuming an incoming Gaussian shaped beam polarized
parallel to the z axis with wavelength 0.066 leads to effective sizes of 30 wavelengths
for the domain and 19 wavelengths for the obstacle. The underlying mesh consisted of
58000 elements, which corresponds for a polynomial order of three to 73.5 million volume
unknowns (26.7 for E and 46.8 forH) and 36.0 million facet unknowns (18.0 for both, EF

and HF ). Figure 6.12 shows the real part of Ez and the absolute value of E on a cross
section parallel to the xy plane. Solving this problem with a RDD-preconditioner based on
1500 subdomains requires because of internal reflections in the scatterer 2941 iterations.
These iterations were done on Vienna Scientific Cluster 2 (VSC2) with 1500 processors in
1.0 hours. The assembly and the set up of the preconditioner took 13.3 seconds and 45.7
seconds, respectively.



Chapter 7

Hardy space infinite elements for the
mixed hybrid formulation

When solving the Helmholtz equation on an unbounded domain with finite elements, the
computational domain has to be restricted onto a finite domain, and appropriate boundary
conditions have to be imposed, which let outgoing waves cross freely without or with only
little reflections. These boundary conditions, called transparent boundary conditions, have
to replace somehow the Sommerfeld radiation condition, which is the correct radiation
condition at infinity.

In the previous chapters we implemented transparent boundary conditions via Robin
type boundary conditions, also known as first order absorbing boundary conditions. These
boundary conditions are only free from reflections for a certain angle of incidence and
wavelength. In the literature there exists a large variety of methods to realize transparent
boundary conditions with less or without reflections. One option is infinite elements [Ast00,
DG98], which are based on a radial expansion following the asymptotic behavior of Hankel
functions of the first kind. The main idea of the approach is to use just the first N Hankel
functions together with approximations for the coefficients obtained by a finite element
discretization at the domain boundary. Apart from boundary integral or boundary element
techniques [HW08] and high order local approaches [Giv04, GK95], the perfectly matched
layer technique, also known as complex scaling, [Sim79, Ber94] is widely used. There, the
computational domain is surrounded by a perfectly matched absorbing layer. This layer is
free of reflections at the interface, independent of the frequency and direction of the wave,
and the wave decays exponentially with respect to the distance from the interface.

In the following, we will use Hardy space infinite elements (HSIE), first introduced in

109
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[Nan08, HN09, NS11], in order to realize transparent boundary conditions. The method is
based on the pole condition from [Sch98a, Sch02], where outgoing and incoming waves are
distinguished by the position of the singularities of the Laplace transform with respect to
the radial direction. When applying the HSIE method, the exterior domain is divided into
infinite elements, and the radial component of the solution is transformed via a certain
transformation to the Hardy space H+(D). A Galerkin method on the complex unit disc
D approximates now the exterior solution of the wave equation.

The basics of HSIE are explained in Section 7.1 with the help of a one dimensional
example. In Section 7.2 HSIE are brought into the new context of the mixed hybrid
formulation from Chapter 5. The discrete problem, or more precisely, the choice of basis
functions and the resulting structure of the element matrix is discussed in Section 7.3 .

7.1 Hardy space infinite element method in one dimen-

sion

In order to introduce the basic concepts of the HSIE method from a practical point of view,
we take the one dimensional example from [HN09] where the Helmholtz equation

−u′′(r)− κ2p(r)u(r) = 0 for r ≥ 0, (7.1)

u′(0) = g, (7.2)

lim
r→∞

(
∂ru(r)− iωu(r)

)
= 0 (7.3)

with the wavenumber κ ∈ C, Re(κ) > 0, g ∈ C and p ∈ L∞(R+) with p = 1 for r ≥ a

is solved by using Hardy space boundary conditions. A very detailed discussion of this
problem can be also found in [Nan08]. We should note that the Sommerfeld radiation
condition (7.3) guarantees well posedness of the problem and that it is equivalent to a
first order absorbing boundary condition in one dimension. Thus, for the problem under
consideration simpler methods than HSIE exist. Because p is constant for r ≥ a we can
decompose the solution u into an exterior solution uE(r) := u(a + r) for r ≥ 0 and an
interior part uI(r) := u(r) for r < a. For the exterior part we obtain

uE(r) = C1e
iκr + C2e

−iκr with C1 + C2 = uI(a). (7.4)
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Because the term C2e
−iκr represents an incoming wave, which is suppressed by the radiation

condition, C2 = 0 and uE(r) = uI(a)eiκr.
The pole condition, which is essential for HSIE, distinguishes between outgoing and

incoming waves via the Laplace transform

(
Lf
)
(s) =

∫ ∞
0

e−srf(r) dr,

initially defined for Re(s) > 0. Transforming the exterior solution (7.4) results in

(
LuE

)
(s) =

C1

s− iκ
+

C2

s+ iκ
, Re(s) ≥ Im(κ),

which has a holomorphic extension to C\{iκ,−iκ}. This gives rise to the definition of in-
and outgoing waves. We call a solution uE outgoing if its Laplace transform LuE has no
poles with negative imaginary part, and it is called incoming if the poles have no positive
imaginary part. This condition can be also formulated with the help of Hardy spaces,
which we define as

Definition 7.1. (See [NS11]) Let P−κ0
= {s ∈ C : Im(s/κ0) < 0} be the half plane below

the line κ0R through the origin and κ0 ∈ C. The Hardy space H−(P−κ0
) is the space of all

functions f that are holomorphic in P−κ0
, such that∫

R
|f(κ0x− κ0iε)|2dx

is uniformly bounded for ε > 0.

Definition 7.2. (See [NS11]) The Hardy space H+(D) is the space of all functions f that
are holomorphic in D = {s ∈ C : |s| < 1}, such that

∥∥f∥∥
H+(S1)

:= lim
r→1

∫ 2π

0

∣∣f(reit)
∣∣2dt

is bounded.
Furthermore, due to the boundedness, any function f from the spacesH−(P−κ0

) andH+(D),
respectively, can be identified with its boundary value in L2 and vice versa. Note that these
Hardy spaces equipped with the L2-norm ‖ · ‖H+(S1) of the boundary function are Hilbert
spaces [Dur70].

These Hardy spaces give us the opportunity to define outgoing waves alternatively. A
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solution u is said to be outgoing if the holomorphic extension of the Laplace transform of
its exterior part is in the space H−(P−κ0

), where κ0 with Re(κ0) > 0 can be interpreted
as tuning parameter. Therefore, requiring that the holomorphic extension of the Laplace
transform of uE from (7.4) is in H−(P−κ0

) leads directly to C2 = 0. For simplicity reasons,
the symbol L will replace the expression "holomorphic extension of the Laplace transform".

Because no convenient orthonormal basis is available in H−(P−κ0
), Lf is mapped from

H−(P−κ0
) to H+(D) by the Möbius transform

Mκ0 : H−(P−κ0
)→ H+(D) with

(
Mκ0f

)
(z) := f

(
iκ0

z + 1

z − 1

) 1

z − 1
,

which is up to a factor
√

2κ0 unitary.
Transforming the analytical solution in the exterior domain, uE(r) = u0e

iκr, with u0 =

uI(a) to H+(D), we obtain

û(z) :=
(
Mκ0LuE

)
(z) =

u0

iκ0(z + 1)− iκ(z − 1)
=

u0

i(κ+ κ0)

1

1− κ−κ0

κ+κ0
z
.

Thus, using a monomial basis z0, . . . , zn in order to approximate û leads to an exponential
convergence in n. But from the identity

2iκ0û(1) = u0, (7.5)

it becomes obvious that using a monomial basis for û leads to coupling between all co-
efficients and u0, i.e. the solution in the interior domain, which is not really desirable.
Therefore, we take the ansatz

û(z) =
1

2iκ0

(
u0 + (z − 1)U (z)

)
=:

1

iκ0

T−(u0,U )(z),

with T− : C × H+(D) → H+(D). If we have an outgoing function f where Mκ0Lf can
be brought into a similar form as uE, i.e. f̂ = 1

iκ0
T−(f0,F ), we obtain for

Mκ0Lf ′ = Mκ0

(
s(Lf)(s)− f0

)
= iκ0

z + 1

z − 1

f0 + (z − 1)F

2iκ0

− f0

z − 1

=
1

2

(
f0 + (z + 1)F

)
=: T+(f0,F ),

with T+ : C × H+(D) → H+(D). This leads us to the transformation of the spatial
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derivative ∂x,

Mκ0L(∂xf) = T+(f0,F ) = iκ0T+T −1
−
(
Mκ0Lf

)
=: ∂̂x

(
Mκ0Lf

)
, (7.6)

where the inverse of the operator T− can be understood as a decomposition ofMκ0Lf into
its boundary value f0 and a function with zero boundary values. Note that the existence
of this inverse can be shown easily. Furthermore, we are going to use for a function f with
Mκ0Lf ∈ H+(D) and an appropriate test function g the identity∫ ∞

0

f(r)g(r) dr = −2iκ0A
(
Mκ0Lf,Mκ0Lg

)
(7.7)

with
A
(
f̂, ĝ
)

=
1

2π

∫
S1

f̂(z)ĝ(z) |dz|, for f̂, ĝ ∈ H+(D),

and S1 as the complex unit circle. Now we are in the position to derive a variational
formulation in order to solve the Helmholtz equation numerically. Equation (7.1) leads for
an appropriate test function v to the weak form∫ a

0

(u′Iv
′
I − κ2puIvI)dr +

∫ ∞
0

(u′Ev
′
E − κ2uEvE)dr = gvI(0).

Transforming the second integral with Mκ0L to S1 results in a variational equation for
uI ∈ H1([0, a]) and U ∈ H+(D), i.e.∫ a

0

(u′Iv
′
I − κ2puIvI)dx− 2iκ0A

(
T+(u0,U ), T+(v0,V )

)
+

2iκ2

κ0

A
(
T−(u0,U ), T−(v0,V )

)
= gvI(0)

for all vI ∈ H1([0, a]) and V ∈ H+(D). Note that the two domains couple via the boundary
degree of freedom u0 = uI(a). The interior domain can be discretized with standard H1

finite elements and U is approximated by the monomial basis z0, . . . zN . The matrix
representation TN± ∈ C(N+2)×(N+2) of the operator T±

∣∣
C×PN : C × PN → PN+1, with the
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Figure 7.1: Geometry of the infinite problem.

polynomials PN up to order N is consequently

TN± =
1

2


1 ±1 0

. . . . . .
. . . ±1

0 1

 . (7.8)

Thus, the coefficient vector û ∈ CN+2 of the (N + 1)-order polynomial û = T±(u0,U ) can
be obtained via û = TN± (u0,U ) from the coefficient vector U ∈ CN+1 of the polynomial
U . Because the monomials zj are orthogonal with respect to A, i.e. A(zi, zj) = δij, the
element matrix for the exterior domain reads as

M = −2iκ0T
N>
+ TN+ +

2iκ2

κ0

TN>− TN− .

Here again, the degree of freedom related to the first row and column, respectively, is the
boundary degree of freedom of the interior domain.

7.2 The mixed hybrid formulation in the exterior do-

main

In this section we are going to state a variational formulation for solving a scattering
problem in two dimensions, i.e. we are interested in the field uscat scattered by an obstacle
for a known incoming field uin. Thus, we need to solve the Helmholtz equation on an
unbounded domain Ω. As for the one dimensional problem from above, the computational
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domain can be divided into a bounded interior domain ΩI , which is for simplicity reasons
assumed to be rectangular, and an exterior domain ΩE surrounding ΩI (compare Figure
7.1) with an interface called Γ. While ΩI is supposed to contain the obstacle, the exterior
domain ΩE is assumed to have constant material parameters ε and µ, and the incoming
wave uin solves the Helmholtz equation there.

As shown in Figure 7.1, the interior domain ΩI is meshed by a finite element triangu-
lation T . The triangulation of ΩE, we call H, contains infinite strips, which can be seen as
the extensions to elements of T next to the interface Γ. Thus, there are no hanging nodes
on Γ. For completeness, at the four corner points of Γ right-angled triangles infinite in two
directions have to be added to H. The set of all infinite facets we call FE, and the finite
facets are collected in F .

7.2.1 The formal variational formulation

Now, we are in the position to state the variational equation for the scattering problem
with HSIE. Its formal variational formulation is for ũ = (u,σ, uF , σF )

BsΩ(ũ, ṽ) = Fin(ṽ), (7.9)

where the bilinear form BsΩ was already defined in Formulation 5.2, with the difference,
that now Ω = ΩI ∪ ΩE. Thus T in Formulation 5.2 has to be exchanged by T ∪ H, i.e.

BsΩ(ũ, ṽ) :=
∑

T∈T ∪H

[(
iωεu, v

)
T
−
(

divσ, v
)
T
−
(
u, div, τ

)
T

−
(
iωµσ, τ

)
T

+
〈
uF , τ · nT

〉
∂T

+
〈
σ · nT , vF

〉
∂T

+β
〈
σ · nF − σF , τ · nF − τF

〉
∂T

+ α
〈
u− uF , v − vF

〉
∂T

]
.

The linear form Fin reads as

Fin(ṽ) :=
∑
T∈H

[〈
uin, τ · nT

〉
∂T∩Γ

−
〈
σin · nT , vF

〉
∂T∩Γ

−β
〈
σin · nF , τ · nF − τF

〉
∂T∩Γ

− α
〈
uin, v − vF

〉
∂T∩Γ

]
,

with σin = 1
iωµ

graduin. Note that BsΩ can be written as

BsΩ(ũ, ṽ) = BsΩI (ũ, ṽ) +BsΩE(ũ, ṽ),
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where BsΩI and BsΩE are defined according to BsΩ with triangulations T and H, respec-
tively.

In order to explain this variational formulation, we remark that the variational equation
in Formulation 5.2 is obtained from

BsΩ(ũ, ṽ)−
〈
σ · n∂Ω, vF

〉
Γ

= 0

by inserting absorbing boundary conditions. Because the incoming wave uin solves the
Helmholtz equation in ΩE, the scattered field uscat has to be a solution there as well. This
gives rise to the variational formulations

BsΩI (ũ, ṽ)−
〈
σ · n∂ΩI , vF

〉
Γ

= 0 on ΩI (7.10)

BsΩE(ũscat, ṽ)−
〈
σscat · n∂ΩE , vF

〉
Γ

= 0 on ΩE, (7.11)

where ũscat = (uscat,σscat, uF,scat, σF,scat) contains the functions related to the scattered
field. Using that on Γ the facet functions uF ,σF , uF,scat and σF,scat represent u, σ · nF ,
uscat and σscat · nF , respectively, results in

uF,scat = uF − uin on Γ

σF,scat = σF − σin · nF on Γ.

Inserting this into (7.11) and adding (7.11) and (7.10) leads together with −σscat ·n∂ΩE −
σ · n∂ΩI = σin · n∂ΩE to (7.9).

Remark 7.3. In the interior domain we solve for the total solution, thus u|ΩI and σ|ΩI
represent the total scalar and the total flux field, whereas in the exterior domain u|ΩE and
σ|ΩE stand for the scattered field and its flux field. The same distinction has to be made
for the Lagrangian multipliers. While uF and σF can be interpreted as the values of the
total field u and the normal component of the total flux field σ on facets in F , these two
unknowns represent the scattered field uscat and the normal component of the scattered flux
field on the infinite Hardy element facets.

7.2.2 The finite element spaces

In order to define the finite element spaces and to state the variational formulation, the in-
tegrals over the infinite elements of the triangulation H have to be transformed, like in the
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Figure 7.2: Geometry of the infinite problem.

one dimensional example, to integrals in Hardy spaces. For this purpose, the same tech-
nique as in [NHSS11], where a variational equation for time harmonic Maxwell’s equations
with HSIE is introduced, is used.

As shown in Figure 7.2, we assume that each infinite strip T� of width hT is obtained
by an affine transformation FT� of the element T̂� = IT × [0,∞) with IT = [0, hT ] (or
T̂4 = [0,∞) × [0,∞) and FT4 for infinite triangles T4). By FT� the infinite direction is
mapped onto the ξ-direction. Thus, FT� corresponds to a translation, combined with a
rotation by a multiple of π

2
, and its Jacobian J is independent of ξ and η with det J = 1.

Furthermore, we need the transformation rules for surface integrals under the mapping
FT� , i.e.

Lemma 7.4. Let T ⊂ R3 such that T = FT (T̂ ) with Jacobian matrix JT . The outer
normals to T and T̂ are called nT and nT̂ , and they transform according to Corollary 4.8.
Furthermore, it is assumed that f ∈ H1(T ) and u,v ∈ H(div, T ) are obtained via an H1-
and H(div)-conforming transformation, respectively, (compare Lemma 4.10 and 4.14) from
fT̂ and uT̂ ,vT̂ . Defining Jn := | det JT |‖J−>T nT̂‖ the surface integrals transform as∫

∂T

f ds =

∫
∂T̂

fT̂ Jn dŝ,∫
∂T

(v · nT ) f ds = sign(det J)

∫
∂T̂

(vT̂ · nT̂ )fT̂ dŝ∫
∂T

(u · nT )(v · nT ) ds =

∫
∂T̂

(uT̂ · nT̂ )(vT̂ · nT̂ ) J−1
n dŝ.

For a proof see [Mon03], section 3.9.
In order to define the space for the scalar field u, which is an L2 function in ΩI , we
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investigate the mass integral over an infinite strip T�

(
u, v
)
T�

=

∫ hT

0

∫ ∞
0

(u ◦ FT�)(v ◦ FT�)| det J | dξdη.

By applying the Laplace and the Möbius transform with respect to ξ-direction, we get for
η ∈ [0, h]

û(η, •) := Mκ0L
(
u ◦ FT�(η, •)

)
∈ H+(D),

v̂(η, •) := Mκ0L
(
v ◦ FT�(η, •))

)
∈ H+(D),

and consequently by using (7.7)

(
u, v
)
T�

= −2iκ0

∫ hT

0

A
(
û(η, •), v̂(η, •)

)
dη =: −2iκ0AT�(û, v̂).

Applying the rotation FT4 to the mass integral for an infinite triangle T4 reads as

(
u, v
)
T4

=

∫ ∞
0

∫ ∞
0

(u ◦ FT4)(v ◦ FT4)| det J | dξdη.

Note that det J = 1. Taking the Laplace and Möbius transform of u and v with respect to
both coordinate axis, i.e considering

ˆ̂u(∗, ξ̂) :=Mκ0Lû(∗, ξ̂) ∈ H+(D) (7.12)

for all ξ̂ ∈ S1, and defining∫ ∞
0

∫ ∞
0

u(η, ξ)v(η, ξ) dξdη = −4κ2
0AT4(ˆ̂u, ˆ̂v)

with AT4(ˆ̂u, ˆ̂v) :=
1

4π2

∫
S1

∫
S1

ˆ̂u(η̂, ξ̂) ˆ̂v(η̂, ξ̂) |dξ̂||dη̂|,

we get (
u, v
)
T4

= −4κ2
0AT4(ˆ̂u, ˆ̂v).
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This leads us to the definition of the space where the scalar field u is belonging to,

UH :=
{
v : Ω→ C, v|T ∈ L2(T ) ∀T ∈ T ,

|AT�(v̂, v̂)| <∞ ∀T� ∈ H, |AT4(ˆ̂v, ˆ̂v)| <∞ ∀T4 ∈ H
}
. (7.13)

In order to find an appropriate space for the vector valued field σ, the integrals
(
σ,σ

)
T

and
(

divσ, divσ
)
T
for infinite elements T need to be bounded. Following the transfor-

mation rules for H(div, T )-functions from Lemma 4.14, we get for the Laplace and Möbius
transform of σT̂�

σ̂T̂�(η, •) := (det J)J−1

(
Mκ0L

(
σ1 ◦ FT�(η, •)

)
Mκ0L

(
σ2 ◦ FT�(η, •)

)) for η ∈ IT . (7.14)

Using this, we obtain for strips T� and a rotation FT� , i.e. det J = 1 and J>J = I,

(
σ, τ

)
T�

=

∫ hT

0

∫ ∞
0

(σ ◦ FT�) · (τ ◦ FT�) | det J |dξdη

=

∫ hT

0

∫ ∞
0

σT̂� · τT̂� dξdη = −2iκ0AIT�(σ̂T̂� , τ̂T̂�), (7.15)

where

AIT�(û, v̂) :=
2∑
j=1

∫ hT

0

A
(
ûj(η, •), v̂j(η, •)

)
dη.

Applying the transformation rules for the divergence, we obtain for the second integral

(
divσ, div τ

)
T�

=

∫ hT

0

∫ ∞
0

(divσ ◦ FT�)(div τ ◦ FT�)| det J | dξdη

=

∫ hT

0

∫ ∞
0

1

| det J |
(divξη σT̂�)(divξη τT̂�) dξdη

= −2iκ0AT�(d̂ivσ̂T̂� , d̂ivτ̂T̂�), (7.16)

with
d̂ivû := (∂η ⊗ id)(û)1 + (id⊗ ∂̂ξ)(û)2,

where id denotes the identity. Note that for the derivative in ξ-direction the transformed
derivative ∂̂ξ is needed, while the original derivative ∂η is still used in η direction. For an
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infinite triangle T4, similar calculations lead to

(
σ, τ

)
T4

= −4κ2
0AIT4

(
ˆ̂σT̂4 ,

ˆ̂τT̂4
)

(7.17)(
divσ, div τ

)
T4

= −4κ2
0AT∆

( ̂̂div ˆ̂σT̂4 ,
̂̂divˆ̂τT̂4), (7.18)

with

̂̂div ˆ̂u := (∂̂η ⊗ id)( ˆ̂u)1 + (id⊗ ∂̂ξ)( ˆ̂u)2,

AIT4( ˆ̂u, ˆ̂v) :=
2∑
j=1

AT4(ˆ̂uj, ˆ̂vj)

and ˆ̂σT̂4 according to (7.14) together with (7.12). Using this, we get for the space of σ

VH :=
{
σ : Ω→ C2, σ|T ∈ H(div, T ) ∀T ∈ T , (7.19)

|AT�(d̂ivσ̂T̂� , d̂ivσ̂T̂�)| <∞ , |AIT�(σ̂T̂� , σ̂T̂�)| <∞, ∀T� ∈ H,

|AT4( ̂̂div ˆ̂σT̂4 ,
̂̂div ˆ̂σT̂4)| <∞ , |AIT4( ˆ̂σT̂4 ,

ˆ̂σT̂4)| <∞, ∀T4 ∈ H
}
.

Finally, in order to define the space of the facet functions uF and σF , respectively, the
integral

〈
uF , uF

〉
F
for an infinite facet F ∈ FE needs to be bounded. In the following, we

use the parametrization γF (ξ) = x + ξe, ξ ∈ [0,∞] for F with x as the starting point of
the facet and e as its normalized directional vector. This leads to

〈
uF , vF

〉
F

=

∫ ∞
0

(uF ◦ γF )(vF ◦ γF ) dξ = −2iκ0A(ûF , v̂F ),

with the Laplace and Möbius transform ûF = Mκ0L(uF ◦ γF ), and the facet spaces read
as

UHF = VHF :=
{
v : F ∪ FE → C, v|F = L2(F ), ∀F ∈ F ,

|A(v̂F , v̂F )| <∞, ∀F ∈ FE
}

(7.20)

7.2.3 The integrals involved

In order to evaluate the bilinear form BsΩE for the exterior domain, the integrals involved
need to be discussed. Thus, we get by taking the Laplace and Möbius transform for a strip
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T�

(
divσ, v

)
T�

=

∫ hT

0

∫ ∞
0

1

det J
divσT̂�(v ◦ FT�)| det J |dξdη = −2iκ0AT�

(
d̂ivσ̂T̂� , v̂

)
,

and for an infinite triangle T4(
divσ, v

)
T4

= −4κ2
0AT4

( ̂̂div ˆ̂σT̂4 ,
ˆ̂v
)
.

Next, we investigate the boundary integrals for the infinite elements. Because the Jacobian
J of the transformations between the reference elements T̂ and the element T is a rotational
matrix, Jn = | det J |‖J−TnT̂‖ needed for the transformation of surface integrals is one.
After transforming a facet function wF to the reference element, we will, in order to avoid
confusions, distinguish between wFl = wF ◦ FT�|η=0, wFr = wF ◦ FT�|η=hT and wFb =

uF ◦ FT�|ξ=0 for infinite strips T�. For infinite triangles just wFl and wFb are needed.
Following the transformation rules from Lemma 7.4, we get for

〈
σ · nT , vF

〉
∂T

=
〈
σT̂ · nT̂ , vF ◦ FT

〉
∂T̂
.

Note that if we exchange nT by nF , we have to take account of the sign by a factor nT ·nF .
For an infinite strip T� we get

〈
σ · nT� , vF

〉
∂T�

=

∫ ∞
0

σT̂�,η(hT , ξ) vFr(ξ) dξ −
∫ ∞

0

σT̂�,η(0, ξ) vFl(ξ) dξ

−
∫ hT

0

σT̂�,ξ(η, 0)vFb(η) dη

= 2iκ0

(
A
(
σ̂T̂�,η(0, •), v̂Fl(•)

)
− A

(
σ̂T̂�,η(hT , •), v̂Fr(•)

)
−
〈
σ̂T̂�,ξ(•, 1), vFb(•)

〉
IT

)
,

where σT̂�,ξ(η, 0) = 2iκ0σ̂T̂�,ξ(η, 1) was used. For an infinite triangle T4 a similar compu-
tation gives

〈
σ · nT4 , vF

〉
∂T4

= −4κ2
0

(
A
(
ˆ̂σT̂4,η(1, •), v̂Fl(•)

)
+ A

(
ˆ̂σT̂4,ξ(•, 1), v̂Fb(•)

))
.

Under the assumption that J is a rotational matrix, the integral
〈
σ ·nF , τ ·nF

〉
∂T

trans-
forms as 〈

σ · nF , τ · nF
〉
∂T

=
〈
σT̂ · nT̂ , τT̂ · nT̂

〉
∂T̂
.
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Taking the Laplace and Möbius transform leads to

〈
σ · nT� , τ · nT�

〉
∂T�

= −2iκ0

(
A
(
σ̂T̂�,η(0, •), τ̂T̂�,η(0, •)

)
+ A

(
σ̂T̂�,η(hT , •), τ̂T̂�,η(hT , •)

))
−4κ2

0

〈
σ̂T̂�,ξ(•, 1), τ̂T̂�,ξ(•, 1)

〉
IT
,〈

σ · nT4 , τ · nT4
〉
∂T4

= 8iκ3
0

(
A
(
ˆ̂σT̂4,η(1, •), ˆ̂τT̂4,η(1, •)

)
+ A

(
ˆ̂σT̂4,ξ(•, 1), ˆ̂τT̂4,ξ(•, 1)

))
.

For completeness, we give the following integrals, which are obtained by similar calculations

〈
u, v
〉
∂T�

= −2iκ0

(
A
(
û(0, •), v̂(0, •)

)
+ A

(
û(hT , •), v̂(hT , •)

))
−4κ2

0

〈
û(•, 1), v̂(•, 1)

〉
IT
,〈

u, v
〉
∂T4

= 8iκ3
0

(
A
(
ˆ̂u(1, •), ˆ̂v(1, •)

)
+ A

(
ˆ̂u(•, 1), ˆ̂v(•, 1)

))
,〈

u, vF
〉
∂T�

= −2iκ0

(
A
(
û(0, •), v̂Fl(•)

)
+ A

(
û(hT , •), v̂Fr(•)

))
− 2iκ0

〈
û(•, 1), vFb(•)

〉
IT
,〈

u, vF
〉
∂T4

= 4κ2
0

(
A
(
ˆ̂u(1, •), v̂Fl(•)

)
+ A

(
ˆ̂u(•, 1), v̂Fb(•)

))
,〈

uF , vF
〉
∂T�

= −2iκ0

(
A
(
ûFl(•), v̂Fl(•)

)
+ A

(
ûFr(•), v̂Fr(•)

))
+
〈
uFb(•), vFb(•)

〉
IT
,〈

uF , vF
〉
∂T4

= −2iκ0

(
A
(
ûFl(•), v̂Fl(•)

)
+ A

(
ûFr(•), v̂Fb(•)

))
,

and concerning the right hand side we list the terms including volume functions

〈
uin, τ · nT

〉
∂T�∩Γ

= −2iκ0

〈
(uin ◦ FT�)(•, 0), τ̂T̂�,ξ(•, 1)

〉
IT
,〈

σin · nF , τ · nF
〉
∂T�∩Γ

= −2iκ0

〈(
(σin · nT�) ◦ FT�

)
(•, 0), τ̂T̂�,ξ(•, 1)

〉
IT
,〈

uin, v
〉
∂T�∩Γ

= 2iκ0

〈
(uin ◦ FT�)(•, 0), v̂(•, 1)

〉
IT
.

7.3 The finite elements

In order to solve the variational formulation of the last section, we discuss the set of finite
elements needed to discretize the problem.

7.3.1 The finite element basis functions

Because of the special form of the infinite elements and their transformation to the reference
element, it is useful to take a tensor product ansatz for the volume basis functions on the
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reference element. Thus, a basis function for σT has the form

σT̂ (η, ξ) =

(
σ1
η(η)σ1

ξ (ξ)

σ2
η(η)σ2

ξ (ξ)

)
,

where the superscript 1 is used for the η component of σT̂ and 2 for the ξ component. By
taking the Laplace and Möbius transform we obtain on the strip T� and the triangle T4

σ̂T̂� =

(
σ1
η σ̂

1
ξ

σ2
η σ̂

2
ξ

)
and ˆ̂σT̂4 =

(
σ̂1
η σ̂

1
ξ

σ̂2
η σ̂

2
ξ

)
,

respectively. We will first concentrate onto the infinite triangle. Because σ is element wise
in H(div), we construct Raviart-Thomas like elements. Thus, if we take the ansatz from
the one dimensional model problem for the η-part of the first component σ̂1

η ∈ H+(D),
σ̂1
η = 1

iκ0
T−(σ1

η0,S
1
η ), i.e. we decompose the function into the boundary value C ⊃ σ1

η0 =

σ1
η(0) and a function S 1

η ∈ H+(D) with zero boundary values, the the ξ-part of the
first component σ̂1

ξ plays the role of a derivative. Consequently, we take the ansatz for
σ̂1
ξ = T+(σ1

ξ0,S
1
ξ ) with σ1

ξ0 ∈ C and S 1
ξ ∈ H+(D). The same argumentation for the

second component and the infinite strip leads to

σ̂T̂� =

(
σ1
η T+(σ1

ξ0
,S 1

ξ )
1
iκ0
σ2
η T−(σ2

ξ0,S
2
ξ )

)
and ˆ̂σT̂4 =

(
1
iκ0
T−(σ1

η0,S
1
η ) T+(σ1

ξ0,S
1
ξ )

1
iκ0
T+(σ2

η0,S
2
η ) T−(σ2

ξ0,S
2
ξ )

)
.

When discretizing the problem, we use for the functions in H+(D), S 1
ξ (z),S 1

η (z),S 2
ξ (z)

and S 2
η (z) a polynomial ansatz with the monomials z0, z1, . . . , zN as basis functions. If

the interior problem is discretized with Raviart Thomas elements of order p, the η-part
of divσ has to be a polynomial of order p, i.e. it has to be from P p(IT ). Thus, we take
σ1
η ∈ P p+1(IT ), and σ2

η ∈ P p(IT ). As we will see later on, taking integrated Legendre
polynomials as basis functions for σ1

η and Legendre polynomials as basis functions for
σ2
η leads to sparse element matrices. For more information on Legendre and integrated

Legendre Polynomials see Section 8.2.1. Thus, in total there are (2p + 3)(N + 2) and
2(N + 2)2, respectively, σ-degrees on an element.

Using the product ansatz for a basis function of u, i.e. u ◦ FT = uη(η)uξ(ξ) and taking
the Laplace and Möbius transform results in

û = uη ûξ for T = T�, and ˆ̂u = ûη ûξ for T = T4.
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Due to the fact that u represents the divergence of σ, and the divergence of a σ basis
function is

d̂ivσ̂T̂� = ∂nσ
1
η T+

(
σ1
ξ0,S

1
ξ

)
+ σ2

η T+

(
σ2
ξ0,S

2
ξ

)
,̂̂div ˆ̂σT̂4 = T+

(
σ1
η0,S

1
η

)
T+

(
σ1
ξ0,S

1
ξ

)
+ T+

(
σ2
η0,S

2
η

)
T+

(
σ2
ξ0,S

2
ξ

)
,

the ansatz

û = uη T+(uξ0,Uξ) for T = T�,

ˆ̂u = T+(uη0,Uη) T+(uξ0,Uξ) for T = T4

is appropriate. For Uη and Uξ again the monomials up to order N are used as basis, and
uη ∈ P p(IT ) is expanded into a Legendre polynomial basis. This leads to (p + 1)(N + 2)

and (N + 2)2 degrees of freedom on T� and T4, respectively.
For the facet functions, which represent the values of u and σ ·nT on the facet, we have

to take
ûF = T+(uF0,UF ), and σ̂F = T (σF0,SF ),

with a monomial basis up to order N for UF and SF in order to be consistent.

7.3.2 The element matrices

We finish the chapter about Hardy space infinite elements with a discussion on the element
matrix obtained by using this set of basis functions.

Inserting the ansatz just discussed for σ and the same ansatz for τ into the represen-
tation of the mass integral (7.15) and (7.17) leads to

(
σ, τ

)
T�

= −2iκ0

〈
σ1
η, τ

1
η

〉
IT
A
(
T+(σ1

ξ0,S
1
ξ ), T+(τ 1

ξ0,T
1
ξ )
)

+
2i

κ0

〈
σ2
η, τ

2
η

〉
IT
A
(
T−(σ2

ξ0,S
2
ξ ), T−(τ 2

ξ0,T
2
ξ )
)

(
σ, τ

)
T4

= 4 A
(
T−(σ1

η0,S
1
η ), T−(τ 1

η0,T
1
η )
)
A
(
T+(σ1

ξ0,S
1
ξ ), T+(τ 1

ξ0,T
1
ξ )
)

+4 A
(
T+(σ2

η0,S
2
η ), T+(τ 2

η0,T
2
η )
)
A
(
T−(σ2

ξ0,S
2
ξ ), T−(τ 2

ξ0,T
2
ξ )
)
.

The resulting element matrix just contains entries between degrees of freedoms which
are associated to the same spatial component. For the triangular element these blocks
correspond up to a constant to a Kronecker product of the matrices TN>− TN− and TN>+ TN+ ,
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which are both three diagonal. For infinite strips these blocks can be calculated due to
the integral relations of Legendre and integrated Legendre polynomials as the Kronecker
product of a band matrix and a diagonal matrix, respectively, with TN>+ TN+ .

With similar arguments one can conclude that the element matrix entries corresponding
to
(
u, v
)
T
can be written again as a Kronecker product of a diagonal matrix and TN>+ TN+ ,

respectively, with TN>+ TN+ for the elements T� and T4.
For the term coupling σ and u one gets

(
divσ, v

)
T�

= −2iκ0

〈
∂ησ

1
η, vη

〉
IT
A
(
T+(σ1

ξ0,Sξ), T+(vξ0,Vξ)
)

−2iκ0

〈
σ2
η, vη

〉
IT
A
(
T+(σ2

ξ0,Sξ), T+(vξ0,Vξ)
)
.

Because the matrix representation for
〈
∂ησ

1
η, vη

〉
IT

and
〈
σ2
η, vη

〉
IT

are diagonal matrices,
the resulting element matrix blocks are again of the form D ⊗ TN>+ TN+ with a diagonal
matrix D. For infinite triangles D has to be exchanged by −4κ2

0T
N>
+ TN+ .

Representatively for the boundary integrals we investigate
〈
σ · nT , vF

〉
∂T
. The other

boundary integrals have similar properties concerning their element matrix contribution.
For this integral we get

〈
σ · nT� , vF

〉
∂T�

= 2iκ0 σ
1
η(0) A

(
T+(σ1

ξ0, S
1
ξ ), T+(vFl0,VFl)

)
−2iκ0 σ

1
η(hT ) A

(
T+(σ1

ξ0, S
1
ξ ), T+(vFr0,VFr)

)
−
〈
σ2
η, uFb

〉
IT
σ2
ξ0,〈

σ · nT4 , vF
〉
∂T4

= 2iκ2
0 σ

1
η0 A

(
T+(σ1

ξ0, S
1
ξ ), T+(vFl0,VFl)

)
2iκ2

0 σ
2
ξ0 A

(
T+(σ2

η0, S
2
η), T+(vFb0,VFb)

)
.

Note that when using integrated Legendre polynomials for σ1
η the boundary values σ1

η(0)

and σ1
η(hT ) are zero for polynomial orders larger than one. Consequently facet functions on

infinite facets couple just to volume basis functions of the strip T� containing the low order
polynomials in the η-component. The corresponding coupling blocks are proportional to
TN>+ TN+ . Facet basis functions of boundary facets on Γ couple only to the ξ−component of
volume basis functions containing the constant σ2

ξ0 via diagonal coupling blocks. On infinite
triangles it follows from a similar argumentation that the element matrix contribution of
the integral is also sparse.
Thus, choosing the basis functions as described above leads to sparse element matrices,
especially for high polynomial orders.



Chapter 8

A tensor product implementation of the
mixed hybrid finite element method

This chapter is devoted to an optimized version of the mixed hybrid formulation in two
dimensions which we already published in [HHS10]. The method makes use of high order
finite elements and is therefore suitable for the Helmholtz equation with high wave numbers.
Starting point is the mixed hybrid formulation 5.2. As already mentioned, the volume
degrees of freedom u and σ can be eliminated element by element, and the system of
equations is reduced to a much smaller system containing just the introduced Lagrangian
multipliers uF and σF . The reduction of the unknown functions to the element interfaces
is especially of interest for large frequencies ω, where it is well known that the number of
unknowns to resolve the solution grows due to the pollution error [Ihl98, IB97] faster than
O(ω2) in two dimensions.

The elimination of the volume degrees of freedom is simplified by using an eigenfunction
basis for u and σ on each element. For such a basis the coupling blocks for the inner
degrees of freedom are sparse, more precisely these blocks are three by three block diagonal.
Therefore, they can be inverted cheaply, even for high polynomial orders up to thousand.
For rectangular elements the two dimensional eigenvalue problem decouples into two one
dimensional problems, which considerably simplifies determining the basis functions. If the
materials are uniform, these eigenvalue problems have be solved only once for each edge
length and polynomial order.

From the literature it is well known that h refinement [Cia78] and p refinement [Sch98b]
can achieve only algebraic convergence, while hp refinement [AP02, Dem06, Sch98b] leads
to exponential convergence. In order to benefit from hp-refinement or to mesh arbitrary

126
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shaped objects, a rectangular mesh with hanging nodes has to be introduced.
That this concept is not only applicable to the Helmholtz equation under standard

boundary conditions of Dirichlet, Neumann or Robin type, we show by using the tensor
product ansatz also for Hardy space infinite elements from Chapter 7. In this case an
eigenvalue problem for the infinite direction with the dimension of the Hardy space has to
be solved additionally. The basis functions on the Hardy element are now constructed by
combining the eigenfunctions of the infinite facet with the eigenfunctions of the boundary
facet.

After stating in Section 8.1 the problem formulation and the discrete function spaces,
Section 8.2 presents the eigenfunction basis and the underlying one dimensional eigenvalue
problem. The consequences of this eigenfunction basis for the linear system of equations are
analyzed in Section 8.3. In the Sections 8.4 and 8.5, respectively, the influence of Hanging
nodes onto the global matrix and how Hardy space infinite elements can be combined with
the eigenfunction approach is discussed. The chapter is concluded by a numerical examples
section.

8.1 Preliminaries

For the beginning we consider the mixed Helmholtz equation under absorbing boundary
conditions which results for a triangulation T in solving the mixed hybrid formulation
5.2. In the following, we assume that µ is constant on the domain and that ε is piecewise
constant, i.e. ε is at least constant on each element.

8.1.1 The underlying mixed hybrid formulation

By exchanging the Dirichlet and Neumann traces uF and σF with incoming and outgoing
impedance traces, an equivalent formulation which fits into the context of the ultra weak
variational formulation can be obtained. Thus, we define inspired by gβI and gβO in Lemma
5.5 the incoming and outgoing wave contributions GI , GO for one element via

σF = (nT · nF )

√
ε̃

µ

(
GO −GI) (8.1)

uF = GO +GI . (8.2)
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Because the coefficient ε can jump across element interfaces, it is not uniquely defined
there. We therefore introduce ε̃ as the mean of the values of ε on the two neighboring
edges. If there is a jump in ε, GO and GI do not approximate the physical incoming and
outgoing waves. For any element T the outgoing wave GO is the incoming wave GI of the
neighboring element and vice versa. Due to reflections at element interfaces this is not the
case for physical waves in the presence of a jumping coefficient ε. Note that because of the
difference in sign of nT ·nF and the exchange of GI and GO for two neighboring elements,
the Lagrangian multiplier σF has the same sign independent of the element. If the element
boundary is in Γ, nT · nF is assumed to be positive, and GI and GO equal the incoming
and outgoing waves of the domain, respectively. Replacing uF and σF by GO and GI in
Formulation 5.2 and neglecting the damping term, i.e. α = 0, leads to

Formulation 8.1. Find
(
u,σ, GI , GO

)
=: ũ ∈ U × Ṽ × UF × UF , such that for all ṽ :=(

v, τ , gI , gO
)
∈ U × Ṽ × UF × UF

BI(ũ, ṽ) +BIF (ũ, ṽ) +BIF (ṽ, ũ) +BF (ũ, ṽ) +BΓ(ũ, ṽ) = F (ṽ),

with the bilinear form for the volume degrees of freedom

BI(ũ, ṽ) :=
∑
T∈T

[
iωε
(
u, v
)
T
−
(

divσ, v
)
T
−
(
u, div τ

)
T

−iωµ
(
σ, τ

)
T

+ β
〈
σ · nT , τ · nT

〉
∂T

]
,

the bilinear forms for the facet degrees of freedom

BF (ũ, ṽ) :=
∑
T∈T

β
〈
ε̃/µ (GO −GI), gO − gI

〉
∂T
,

BΓ(ũ, ṽ) := −
〈√

ε̃/µ(GO +GI), gO + gI
〉

Γ
,

the bilinear form coupling volume functions and facet functions

BIF (ũ, ṽ) :=
∑
T∈T

[〈 (
1− β

√
ε̃/µ
)
GO, τ · nT

〉
∂T

+
〈 (

1 + β
√
ε̃/µ
)
GI , τ · nT

〉
∂T

]
,

and the linear functional
F (ṽ) := −

〈√
ε̃/µ g, gO + gI

〉
Γ
.
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We remark again that the formulation is complex symmetric and that for a choice of
β =

√
ε̃/µ there is no coupling between the flux field σ and GO. Thus, the solution in

the element depends only on the incoming waves GI . Furthermore, if there is no jump in
ε across an element interface, the physical incoming wave and GI coincide. Consequently,
physically incoming waves determine the volume solution on the element.

8.1.2 The discrete finite element spaces

First, we recall the definitions of the finite element spaces involved in Formulation 8.1,

U = L2(Ω),

Ṽ =
{
τ ∈

(
L2(Ω)

)2
: τ
∣∣
T
∈ H(div, T ) ∀T ∈ T

}
,

UF = L2(F).

Until now no assumptions onto the mesh were made. As we will see in the following, a
rectangular mesh with equally sized elements T simplifies the calculation. We will denote
such an element T of width hx and height hy by

T = ITx × ITy =
[
qTx , q

T
x + hTx

]
×
[
qTy , q

T
y + hTy

]
, (8.3)

where (qTx , q
T
y ) is the lower left vertex of the rectangle. For rectangular meshes, a tensor

product basis for the discrete L2-conforming space Uhp can be used, i.e.

Uhp =
∏
T∈T

P px(ITx )⊗ P py(ITy ).

Here, P p(I) denotes the set of all polynomials on the interval I with an order less or equal
to p. In Uhp the polynomial order px is chosen for x direction and polynomial order py for
y direction.
The discrete counterpart Vhp of the broken Raviart Thomas space V reads as

Vhp =
∏
T∈T

(
P px+1(ITx )⊗ P py(ITy )

)
×
(
P px(ITx )⊗ P py+1(ITy )

)
.

The polynomial orders are chosen such that the element wise divergence of a function from
Vhp is in the space Uhp. Considering one element T , the trace of any function u in Uhp and
the normal trace τ · nT for any τ ∈ Vhp are polynomials of order px for horizontal facets
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(facets parallel to the x axis) and polynomials of order py for vertical facets (facets parallel
to the y axis), respectively. This gives rise to the definition of the discrete facet space

UF,hp =
∏
F∈F

P pF (F ),

where pF equals px for horizontal facets and pF = py for vertical ones.

8.2 The eigenfunction basis

This section introduces a discrete eigenfunction basis of the space Uhp×Vhp×UF,hp×UF,hp.
By such an eigenfunction basis the contribution of the bilinear form BI(ũ, ṽ) to the system
matrix is reduced to a three by three block diagonal matrix. Consequently, the interior
degrees of freedom can be eliminated cheaply on the element level, even for high polynomial
orders, and a considerably smaller system has to be solved for the incoming and outgoing
wave degrees of freedom. Additionally, the element matrices in the assembly procedure
can be calculated a priory, and costly numerical integration for high order polynomials is
avoided.

Using an unstructured mesh, the number of degrees of freedom on an element of order p
is of order p2 which results in a computational cost of O(p6) for solving the eigenvalue prob-
lem. Such a construction would be much more costly than solving the original problem.
On rectangles, the two dimensional eigenvalue problem decouples into two one dimen-
sional eigenvalue problems. These one dimensional eigenvalue problems can be solved in
O(p3) operations where p is px and py, respectively, which makes an eigenfunction basis
competitive.

8.2.1 Legendre and integrated Legendre polynomials

In order to solve the eigenvalue problem introduced below, we expand the eigenfunctions
into integrated Legendre polynomials. This leads because of nice orthogonality proper-
ties to a sparse matrix eigenvalue problem. Although, there are several different sets of
orthogonal polynomials, integrated Legendre polynomials were chosen because of the L2-
orthogonality relation of their derivative and the possibility to evaluate them in a stable
manner via a three term recursion. Consequently, we will use this subsection for a short
introduction on Legendre and integrated Legendre polynomials. For a detailed discussion
on orthogonal polynomials see [Sze39].
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Figure 8.1: The Legendre polynomials li(x) (left) and the integrated Legendre polynomials
Lj(x) (right)

Legendre polynomials

The Legendre polynomials which we denote as li(x) for 0 ≤ i ≤ p span up the polynomial
space P p([−1, 1]), and they are defined according to Rodriguez formulation as

Pn(x) =
1

2nn!

dn

dxn
[
(x2 − 1)n]

or alternatively as

Pn(x) =
n∑
k=0

(−1)k
(
n

k

)(
1 + x

2

)n−k (
1− x

2

)k
.

In Figure 8.1 (left) the Legendre polynomials up to order 4 are plotted. The fact that the
Legendre polynomials fulfill the three term recursion

(i+ 1) li+1(x) = (2i+ 1)x li(x)− i li−1(x),

(x2 − 1)
d

dx
li(x) = ix li(x)− i li−1(x),

together with l0(x) = 1 and l1(x) = x allows a stable and fast evaluation of the poly-
nomials and their derivative. The major advantage of the Legendre polynomials is their
L2-orthogonality on the interval [−1, 1], i.e.∫ 1

−1

ln(x)lm(x) dx =
2

2n+ 1
δnm.
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Apart from this, the i-th Legendre polynomial has i zeros in the interval [−1, 1], and it is an
odd function if i is odd, and for even i the polynomial li(x) is even, too. The polynomials
are normalized such that li(1) = 1 for all i and consequently li(−1) = (−1)i.

Integrated Legendre polynomials

With the help of the Legendre polynomials the integrated Legendre polynomials Li(x) are
defined as

Li(x) =

∫ x

−1

li−1(s) ds for i ≥ 2.

For completeness we add L0(x) = −1 and L1(x) = x. Figure 8.1 (right) shows the first
five integrated Legendre polynomials. Taking into account that we can write any Li(x) as
a linear combination of just two Legendre polynomials,

Li+1(x) =
1

2i+ 1
li+1(x)− 1

2i+ 1
li−1(x) for i ≥ 1

leads again to a stable evaluation of these polynomials, even for high polynomial orders.
Although, the integrated Legendre polynomials do not form a set of orthogonal polyno-
mials, the last expression shows that Li(x) is L2-orthogonal on [−1, 1] to almost all other
Lj(x). More precisely,

∫ 1

−1

Ln(x)Ln(x) dx =

{
2

2n+1
for n = 0, 1

4
(2n−3)(2n−1)(2n+1)

else∫ 1

−1

Ln(x)Ln+2(x) dx =
−2

(2n− 1)(2n+ 1)(2n+ 3)∫ 1

−1

Ln(x)Lm(x) dx = 0 for |n−m| 6= 0, 2.

From the definition of the Lj it is obvious that their derivatives are the lj−1 and therefore
orthogonal. Again, integrated Legendre polynomials are even or odd if the index is even
or odd, respectively. Furthermore, they are, apart from L0 and L1, zero on the interval
boundaries.

8.2.2 The eigenvalue problem

Now, we can define the one dimensional eigenvalue problem, needed for the eigenfunction
basis. This discrete eigenvalue problem reads as
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Problem 8.2 (The discrete eigenvalue problem). Find eigenfunctions 0 6= φj(s) ∈ P p+1(I)

with the interval I = [q, q+h] and the corresponding eigenvalues λj ∈ C for 1 ≤ j ≤ (p+2),
such that ∫

I

φ′jϕ
′ ds = λjBh(φj, ϕ) ∀ϕ ∈ P p+1(I)

with
Bh(φj, ϕ) =

∫
I

iωµφjϕ ds− β
(
φj(q)ϕ(q) + φj(q + h)ϕ(q + h)

)
and the orthogonality relation Bh(φj, φk) = δjk.
Note that one eigenfunction is the constant function belonging to the eigenvalue zero. For
notational reasons this eigenfunction will get the index p + 2 in the following. We should
also mention that the eigenvalue problem just depends on the edge length, the polynomial
order and the constants β and µ, and it is independent of the coefficient ε. Thus, it has to
be solved just once for each edge length and polynomial order, independent of the element
position.

This eigenvalue problem can be solved by expanding the discrete eigenfunctions into
an integrated Legendre polynomial basis LiI(s) transformed to the interval I = [q, q + h].
The superscript i indicates the polynomial order, i.e. i ≤ p + 1. With the help of the
orthogonality relations from above the matrix entries can be computed without numerical
integration, and a sparse and well conditioned matrix eigenvalue problem is obtained. In
the following, the vector φj is the coefficient vector of the eigenfunction φj with respect
to an integrated Legendre polynomial basis. We obtain the following matrix eigenvalue
problem by using orthogonality relations.

Problem 8.3 (The matrix eigenvalue problem). Find 0 6= φj ∈ Cp+2 and λj ∈ C , such
that

Dφj = λjMφj,

and the orthogonality relation φ>j Mφi = δij holds. The elements of the diagonal matrix
D ∈ C(p+2)×(p+2) are

Djj =
4

h (2j − 3)
,
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and the nonzero entries of the matrix M ∈ C(p+2)×(p+2) are

Mjj =

{
iωµh

(2j−3)2(2j−1)
− 2β for j = 1, 2

2iωµh
(2j−5)(2j−3)(2j−1)

else

Mj j+2 = Mj+2 j =
−iωµh

(2j − 3)(2j − 1)(2j + 1)
for 1 ≤ j ≤ p.

Because of the orthogonality relations of integrated Legendre polynomials and the fact
that they can be divided into odd and even functions, the eigenvalue problem splits into
an odd and an even problem of only half of the size of the original one, and therefore, the
whole problem is faster to solve.

For the eigenfunctions of the discrete eigenvalue Problem 8.2 we obtain

φj(s) =

p+1∑
k=0

(
φj
)
k+1

LkI (s),

φ′j(s) =

p+1∑
k=0

(
φj
)
k+1

Lk ′I (s) =
2

h

p∑
k=0

(
φj
)
k+2

lkI (s), (8.4)

where lkI (s) represents the Legendre polynomial lk of order k transformed to the interval I.

8.2.3 The basis functions

After having solved the eigenvalue problems, we are in the position to define the basis
functions. The eigenfunction basis for the spaces Uhp and Vhp reads as

Definition 8.4 (The volume basis functions). Let T be a rectangle in T according to (8.3),
then for 1 ≤ j ≤ px + 2 and 1 ≤ k ≤ py + 2 the basis functions of the space Uhp are defined
as

vjk(x, y) =

{
φ′j(x)ϕ′k(y) for (x, y) ∈ T
0 else

and the basis functions for Vhp as

τ xjk(x, y) =

{ (
φj(x)ϕ′k(y), 0

)> for (x, y) ∈ T
0 else

τ yjk(x, y) =

{ (
0, φ′j(x)ϕk(y)

)> for (x, y) ∈ T
0 else.



CHAPTER 8. A TENSOR PRODUCT IMPLEMENTATION 135

The functions φj are eigenfunctions of Problem 8.2 with p = px, I = ITx and λxj as eigen-
values. The ϕk are eigenfunctions to the eigenvalues λyj of the same problem with p = py

and I = ITy .
In this definition all basis functions containing the derivative of the constant eigenfunction,
namely vjk for j = px + 2 or k = px + 2, τ xjk for k = py + 2 and τ yjk for j = px + 2 are
zero. We keep them for notational convenience, but they can be omitted in an actual
implementation.

The basis functions for the facet degrees of freedom can be defined similarly,

Definition 8.5 (The facet basis functions). Let F ∈ F be a facet of length h and polynomial
order pF . The basis functions for UF,hp are defined via

gO j = gI j =

{
ψ′j on F,
0 else,

for 1 ≤ j ≤ pF + 1. Here the ψj are eigenfunctions of Problem 8.2 to the non zero eigen-
values for p = pF and I = F .
Again the constant eigenfunction ψpF+2 is not needed because of ψ′pF+2 = 0. On a rectan-
gular element T , pF and F are equal to px and ITx if no hanging nodes are present. Thus,
for horizontal facets the ψj coincide with the φj from the definition of the volume basis
functions. For vertical edges ψj equals ϕj.

8.3 The linear system of equations

In this section we will examine the system matrix obtained by using the eigenfunction
basis from above. Discretizing Formulation 8.1 leads to a system of equations of the form
(compare section 6.2) (

A D

D> C

)(
uinner

ufacet

)
=

(
0

f

)
, (8.5)

where uinner is the coefficient vector for the inner degrees of freedom, and ufacet contains
the facet unknowns. Therefore, the submatrix A couples the volume degrees of freedom
with themselves, the block C connects the facet degrees of freedom with each other and
the coupling entries between this two types of unknowns are stored in D. By AT and DT

the element matrices collected in A and D are denoted.
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8.3.1 The coupling of the volume basis functions

First, we start to discuss the structure of the matrix block A, which represents the bilinear
form BI(ũ, ṽ), for the eigenfunction basis from above. Because each interior basis function
is supported only on one element, A is block diagonal with blocks equal to the element
matrices AT , and it is therefore sufficient just to investigate AT which we write as

AT =

 ATuu ATuσx ATuσy
ATσxu ATσxσx ATσxσy
ATσyu ATσyσx ATσyσx

 . (8.6)

Here, ATuu contains the coupling elements between the basis functions vjk, ATuσx collects the
entries between the basis functions vjk and the functions τ xlm and so on. Note that all the
blocks are of the dimension (px + 2)(py + 2)× (px + 2)(py + 2). In the following we will use
for notational convenience

(
ATuu

)
jk,mn

=
(
ATuu

)
j(py+2)+k,m(py+2)+n

(8.7)

for all block matrices.

Lemma 8.6. In the eigenfunction basis of Definition 8.4 the element matrix AT of an
element T is block diagonal with three by three blocks.

Proof. This result follows directly by inserting the the definitions of the basis functions
into BI and using the orthogonality relations. We first investigate the matrix ATuu,(

ATuu
)
jk,mn

= BI

(
(vmn,0, 0, 0), (vjk,0, 0, 0)

)
= iωε

(
vjk, vmn

)
T

= iωε

∫
ITx

φ′jφ
′
m dx

∫
ITy

ϕ′kϕ
′
n dy = iωελxjλ

y
k BhTx (φj, φm) BhTy (ϕk, ϕn)

= iωελxjλ
y
kδjmδkn,

and thus, ATuu is diagonal. The block ATuσx is also diagonal, according to

(
ATuσx

)
jk,mn

= BI

(
(0τ xmn, 0, 0), (vjk,0, 0, 0)

)
= −

(
vjk, div τ xmn

)
T

=

∫
Ihx

φ′jφ
′
m dx

∫
ITy

ϕ′kϕ
′
n dy

= −λxjλ
y
kδjmδkn.
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By similar computations and symmetry arguments we obtain diagonality of ATuσy , A
T
σxu and

ATσyu. The coupling block between the τ xjk reads as

(
ATσxσx

)
jk,mn

= BI

(
(0, τ xmn, 0, 0)(0, τ xjk, 0, 0)

)
= −iωµ

(
τ xjk, τ

x
mn

)
T

+ β
〈
τ xjk · nT , τ xmn · nT

〉
∂T

= −iωµ
∫
ITx

φjφm dx

∫
ITy

ϕ′kϕ
′
n dy + β φj(q

T
x )φm(qTx )

∫
ITy

ϕ′kϕ
′
n dy

+β φj(q
T
x + hTx )φm(qTx + hTx )

∫
ITy

ϕ′kϕ
′
n dy

= −BhTx (φj, φm)

∫
ITy

ϕ′kϕ
′
n dy = −λyk δknδjm.

An equivalent computation results into diagonality of ATσyσy . Finally,(
ATσxσy

)
jk,mn

= BI

(
(0, τ ymn, 0, 0), (0, τ xjk, 0, 0)

)
= −iωµ

(
τ xjk, τ

y
mn

)
T

+ β
〈
τ xjk · nT , τ ymn · nT

〉
∂T

= 0,

and similar arguments hold for ATσyσx . Because all the nine coupling blocks are either zero
or diagonal, the degrees of freedom can be reordered such that AT is three by three block
diagonal.

Static condensation of the volume degrees of freedom corresponds to an inversion of
the matrix A which is according to this result equivalent to the inversion of 3×3 matrices,
and therefore, it can be done cheaply.

Note that the basis functions vjk, τ xjk and τ
y
jk are zero if j = px+ 2 or k = py + 2. Thus,

their coefficients are set to zero by definition. If j = px + 2 or k = py + 2 the corresponding
3× 3 block is singular and it has just one diagonal element belonging to the basis function
τ xjk and τ yjk, respectively, which has to be inverted.

8.3.2 The coupling of the facet basis functions

In this subsection, we give the matrix representation C of the bilinear form BF + BΓ,
which describes the coupling between the facet degrees of freedom. Because each facet
basis function is supported just on one single facet, there is no coupling between unknowns
belonging to two different facets, and C is block diagonal with blocks corresponding to the
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Figure 8.2: The local numbering

facets. The block coupling the unknowns of the facet F with themselves is denoted by CF .
When dealing just with facets, the expressions in and outgoing waves, GI and GO,

which are related to a certain element, are not suitable anymore. We will rather change to
left and right going waves for vertical facets and down and up going waves for horizontal
facets. Up or right going waves are denoted as G+ and down or left going waves by G−.
Using a local edge numbering as indicated in Figure 8.2, G+ corresponds to GI for an
element T where the facet has local edge numbering 1 or 3, and for local edge numbering
2 or 4 it corresponds to GO. For G− the situation is reversed.

By reordering the degrees of freedom, the matrix C can be brought according to the
following Lemma into a two by two block diagonal form.

Lemma 8.7. Using the eigenfunction basis of Definition 8.5 the matrix block CF for a
facet F is

CF =

(
CF
G+G+

CF
G+G−

CF
G−G+

CF
G−G−

)
=

(
α1 diag(λFk ) α2 diag(λFk )

α2 diag(λFk ) α3 diag(λFk )

)
,

where the four blocks of CF are from C(pF+1)×(pF+1), λFk , 1 ≤ k ≤ pF +1 are the eigenvalues
of Problem 8.2 solved on F and

α1 = α3 = 2β
ε̃

µ
, α2 = −2β

ε̃

µ
, for F ⊂ Γ

α1 = α3 = β
ε̃

µ
−

√
ε̃

µ
, α2 = −β ε̃

µ
−

√
ε̃

µ
, else.

Proof. Because, gO, gI and g+, g−, respectively, are from the same set of basis functions,
the integral

〈
g•,j, g∗,k

〉
F
with •, ∗ ∈ {I, O} or {+,−}, respectively, can be written as

〈
g•j, g∗k

〉
F

=

∫
F

ψ′jψ
′
k ds = λFk δjk.
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Thus, the contribution of the term βε̃/µ
〈
GO−GI , gO−gI

〉
∂T

= βε̃/µ
〈
G+−G−, g+−g−

〉
∂T

from an element T where F is a boundary facet to CF is βε̃/µ diag(λFk ) for CF
G+G+

and
CF
G−G−

, while it is −βε̃/µ diag(λFk ) for CF
G+G−

and CF
G−G+

. Because each inner facet has
two neighboring elements which contribute to CF , the proof is completed for inner facets.
The boundary integral −

√
ε̃/µ
〈
GO + GI , gO + gI

〉
Γ

= −
√
ε̃/µ
〈
G+ + G−, g+ + g−

〉
Γ
adds

for boundary facets F the matrices −
√
ε̃/µ diag(λFk ) to each of the four blocks of CF .

8.3.3 The coupling between facet and volume degrees of freedom

Finally, we examine the matrix representation D of the bilinear form BIF , or more precisely
the corresponding element matrices DT , coupling the inner degrees of freedom of T to the
facet degrees of freedom of its boundary facets.

In the following, we will use the same local edge numbering as above (compare Figure
8.2). The element matrix DT is again of block matrix structure, and for these blocks we
use a similar notation as introduced in the last section. Thus, the block DT,m

σxGO
contains

the coupling between the volume basis functions τ xjk of the element T and the facet basis
functions gOl of its boundary facet with local number m, and

(
DTm
σxGO

)
jk,l

=
(
DTm
σxGO

)
j(py+2)+k,l

= BIF

(
(0,0, 0, gOl), (0, τ

x
jk, 0, 0)

)
.

Note that there is no coupling between the scalar volume basis functions vjk and the
facet basis functions. On horizontal edges with m = 1, 2 the product τ xjk · nT is zero and
consequently BTm

σx,• = 0 with • = GO, GI . For the coupling entries between the τ yjk and the
l-th facet basis function we get

(
DTm
σy•
)
jk,l

= sk

(
1± β

√
ε̃

µ

) ∫
Im
φ′jψ

′
l dx (8.8)

with the + sign for • = GI and the − sign for • = GO. The factor sk contains the
evaluation of the function ϕk at the edge, more precisely sk = −ϕk(qTy ) for m = 1 and
sk = ϕk(q

T
y + hTy ) for m = 2. We should mention that, because of the expansion of the

eigenfunctions into integrated Legendre polynomials, where just the zero and first order
polynomial have values different from zero at qTx and qTx + hTx , the eigenfunction ϕk is
simple to evaluate at these points. Thus, sk is just a linear combination of the first two
components of the eigenvector ϕk of the matrix eigenvalue problem.

Besides this, it is important to mention that for uniform meshes, i.e. if no hanging nodes
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are present, φj and ψl are solutions of the same eigenvalue problem, and consequently∫
Im
φ′jψ

′
l dx = λxj δjl.

The matrix block is sparse.
On vertical edges with m = 3, 4 the only non zero coupling elements are the elements

between the basis functions τ xjk and the facet basis functions. We obtain

(
DTm
σx•
)
jk,l

= sj

(
1± β

√
ε̃

µ

)∫
Im
ϕ′kψ

′
k dy = sj

(
1± β

√
ε̃

µ

)
λykδkl.

Again the + sign is taken for • = GI and − for • = GO, sj = −φj(qTx ) for m = 3

and sj = φj(q
T
x + hTx ) for m = 4, respectively. Following the same arguments, sj can be

evaluated from the first two components of the corresponding eigenvector φj of the matrix
eigenvalue problem.

8.3.4 Solving the system of equations

When solving the system of equations from (8.5), we first eliminate the interior degrees of
freedom (compare Section 6.2) and solve the resulting system for facet degrees of freedom

Sufacet = f with S = C −D>A−1D.

First, let us take a closer look onto the structure of the Schur complement matrix S,
especially onto D>A−1D. As already mentioned, the volume basis functions are supported
on just one element. Thus there is no coupling between degrees of freedom belonging
to different elements in A and consequently in A−1. The matrix D just contains entries
between inner degrees of freedom of an element and the facet degrees of freedom of its
boundary facets. Therefore, the term D>A−1D and consequently S has just coupling
blocks between facets which are boundary facets of the same element. Thus, an inner facet
couples apart from itself to two parallel facets, and to four perpendicular facets, while
boundary facets just couple to one parallel facet and to two perpendicular ones. From
the structure of the matrices A and D it becomes obvious that coupling blocks between
parallel edges are two by two block diagonal, while coupling blocks between perpendicular
edges are full.

We solve the Schur complement system with a preconditioned conjugate gradient
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method (PCG), using the complex symmetric inner product x>y. Although this method
works well for our numerical examples, there exists no rigorous convergence analysis. As a
preconditoner we use an Additive Schwarz block preconditoner P ,

P =
∑
i

(
P Fi
)−1

where each block P Fi contains the coupling entries of the Schur complement matrix S

between unknowns belonging to the facet Fi. So, the P Fi are the diagonal blocks of S, and
they can be written as block matrix,

P Fi =

(
P Fi
G+G+

P Fi
G+G−

P Fi
G−G+

P Fi
G−G−

)
,

where each of the four blocks is diagonal. We are going to show this for P Fi
G+G+

if Fi
is an horizontal facet. For the other blocks and facet types the calculation is the same.
The block P Fi

G+G+
contain apart from the matrix CFi

G+G+
contributions from D>A−1D via

the elements Ta above the facet and Tb below the facet, where G+ equals GI and GO,
respectively. Because we know from Subsection 8.3.3 that D just couples wave degrees of
freedom of horizontal facets to σy degrees of freedom of the neighboring element, we get

P Fi
G+G+

= CFi
G+G+

+
(
DTa1
σyGI

)>(
ATa
)−1

σyσy
DTa1
σyGI

+
(
DTb2
σyGO

)>(
ATb
)−1

σyσy
DTb2
σyGO

.

For boundary facets just one of the last two summands has to be considered, which one
depends on if the neighboring element is above or below the facet. Taking the structure of
the involved matrices from the Subsections 8.3.1 - 8.3.3, i.e.

(
CF
G+G+

)
jk

= cFj δjk,(
DTm
σy•
)
jk,l

= dTjk δjl,(
(AT )−1

σyσy

)
jk,mn

= aTjk δjmδkn
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with complex numbers cFj , dTjk, aTjk and inserting them, we obtain

(
P Fi
G+G+

)
jk

=
(
CFi
G+G+

)
jk

+
∑
pqmn

(
DTa1
σyGI

)
pq,j

(
(ATa)

−1
σyσy

)
pq,mn

(
DTa1
σyGI

)
mn,k

+
∑
pqmn

(
DTb2
σyGO

)
pg,j

(
(ATb)

−1
σyσy

)
pq,mn

(
DTb2
σyGO

)
mn,k

= cFij δjk +
∑
pqmn

(dTapq δpj) (aTapq δpmδqn) (dTamnδmk)

+
∑
pqmn

(dTbpqδpj) (aTbpqδpmδqn) (dTbmnδmk)

= cFij δjk +
∑
qn

dTajq a
Ta
jq d

Ta
kn δjkδqn +

∑
qn

dTbjqa
Tb
jqd

Tb
kn δjkδqn

=

(
cFij +

∑
n

dTajna
Ta
jnd

Ta
jn +

∑
n

dTbjna
Tb
jnd

Tb
jn

)
δjk.

Consequently, P Fi
G+G+

is diagonal.
Hence, the blocks P Fi of the preconditioner are two by two block diagonal and therefore
cheap to invert.

8.4 Hanging nodes

The uniform mesh approach presented in the last section has several disadvantages. For
example in order to get a good approximation of an arbitrary domain, a very fine mesh
is needed if the domain is meshed by uniform rectangles. In regions where the material
parameters a constant and big elements with high polynomial orders are suitable, small
rectangles have to be used. Furthermore refinement to specific points of the mesh, where
a singularity of the solution is expected is not possible.

8.4.1 The mesh

One way to overcome this difficulty is to introduce a mesh which allows for hanging nodes.
For such a rectangular mesh the volume degrees of freedom can be eliminated with the same
technique introduced in the last section. The main difference is that using an eigenfunction
basis for a mesh with hanging nodes, which contains different sized rectangles, requires the
solution of an eigenvalue problem for each edge length and polynomial order. Consequently,
it is convenient to have just a small number of different sized elements. This can be achieved
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Figure 8.3: A mesh with hanging nodes

by the following refinement strategy. If an element needs to be refined, it is divided into
four equally sized elements with polynomial orders px and py, which are just half of the
polynomial orders of the original element. Following this, the total number of unknowns
stays approximately constant. If the refinement process is started from an uniform mesh
with edge length hx and hy, an element obtained after k refinement steps has the size
(1/2)khx × (1/2)khy. Thus, for a mesh obtained after n refinement steps at most (n + 1)

eigenvalue problems have to be solved for each spacial direction.
In Figure 8.3 a simple mesh after a few refinement steps is illustrated. When an element

is refined, each of its long boundary facets in F is exchanged by the two new ones. Thus the
shaded element in Figure 8.3 has instead of the blue facet F0 the three smaller boundary
facets F1, F2 and F3 printed in red. Like in the uniform mesh case, the facet basis functions
of these facets are derived according to Definition 8.5 by solving the eigenvalue Problem
8.2.

8.4.2 The structure of the system matrix

If we use the same definitions for the basis functions as in the uniform mesh case, i.e. the
Definitions 8.4 and 8.5, the structures of the matrix representations of BI and BF , namely
A and C, do not change, but for the bilinear form BIF the situation is different. Now,
the coupling blocks which couple the volume degree of freedom of an element to the facet
unknowns of its boundary edges are full. In the following, we will demonstrate this for
a horizontal hanging node edge with local number f of the element T := [qTx , q

T
x + hTx ] ×

[qTy , q
T
y + hTy ]. We assume that this hanging node facet is obtained after n refinement steps

starting with the element edge. Thus, its length is hf =
(

1
2

)n
hTx .

In the uniform mesh case, as well as in the hanging node case, the entries of the coupling
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matrix D follow equation (8.8). But now the functions φj and ψl are obtained by solving
the eigenvalue problem 8.2 for different mesh sizes and polynomial orders. Consequently,
they are not orthogonal anymore.

In the following, we will focus on the integral
∫
If
φ′jψ

′
l dx. One possibility to evaluate

this integral is numerical integration, which is costly because all the eigenfunctions have
to be evaluated at the integration points. We are going to present another option.

Therefore, we assume that the facet f of length hf = hn and pf = pn is obtained after n
refinement steps from I0 = ITx with h0 = hTx and p0 = px. After refinement step k we obtain
by refining the facet Ik−1 a facet Ik = [qk, qk + hk] of mesh size hk = 1

2
hk−1, polynomial

order pk = 1
2
pk−1, and the vertex qk equals either qk−1 or qk−1 + hk. Additionally we

introduce transformation matrices E ∈ C(p0+1)×(p0+1) and Ẽ ∈ C(pn+1)×(pn+1) transforming
the eigenfunctions functions φj and ψl into Legendre polynomials. Thus, E and Ẽ contain
the eigenvectors φj and ψl of the corresponding matrix eigenvalue problem, i.e. Ejk =

(φj)k+1 and Ẽlk = (ψl)k+1. Note that the first component in the eigenvectors is not
needed, because it belongs to the constant integrated Legendre polynomial which has a
vanishing derivative. Together with equation (8.4) the integral under consideration can be
transformed to integrals of Legendre polynomials,

∫
If

φ′iψ
′
j dx =

4

hnh0

p0+1∑
m=1

pn+1∑
q=1

EimẼjq

∫
In

lm−1
I0

lq−1
In

dx.

By introducing the transformation matrices T+
k , T

−
k ∈ R(pk−1+1)×(pk+1) with

(T+
k )ij = (2j − 1)

∫ 1

0

li−1
[−1,1]l

j−1
[0,1] dx,

(T−k )ij = (2j − 1)

∫ 1

0

li−1
[−1,1]l

j−1
[−1,0] dx,

the Legendre polynomial liIk−1
can be replaced by the Legendre polynomials ljIk on the

interval Ik obtained by refining Ik−1,

li−1
Ik−1

=

pk+1∑
j=1

2j − 1

hk

(∫
Ik

li−1
Ik−1

lj−1
Ik

dx

)
lj−1
Ik

=

pk+1∑
j=1

(T±k )ij l
j−1
Ik

.

Here, we take T−k if Ik is the left hand half of Ik−1, i.e. qk = qk−1 and T+
k else. Doing this

for each refinement step, the polynomials lm−1
I0

can be expressed in terms of ls−1
In

, and we
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end up with

∫
If

φ′iψ
′
j dx =

4

h0hn

pn+1∑
s=1

pn+1∑
q=1

(
E

n∏
k=1

T±k

)
is
Ẽjq

∫
In

ls−1
In

lq−1
In

dx.

Finally, the orthogonality of the Legendre polynomials results in

∫
If

φ′iψ
′
j dx =

(
E
( n∏
k=1

T±k

)
MẼ

)
ij

,

where the diagonal matrix M ∈ R(pn+1)×(pn+1) has the entries Mii = 4
(2i−1)h0

.
For vertical edges the computation is completely similar. Because these coupling blocks

are full matrices, the coupling blocks of the Schur complement matrix between different
boundary facets of one element are also full.

8.4.3 The preconditioner

In order to solve the resulting Schur complement system, we use again a PCG solver with
an Additive Schwarz block preconditioner P containing blocks P Fi which are constructed
in a similar fashion as in the uniform mesh case.

If the facet Fi, to which the block P Fi belongs to, is a facet where at least one of the
endpoints is a hanging node, the facet to facet coupling block of the Schur complement
matrix is full, and therefore, especially for high polynomial orders, expensive to invert. In
this case, the block P Fi is constructed by treating Fi as a facet where none of the endpoints
is a hanging node, and where the two perhaps fictitious surrounding elements T1 and T2

share the polynomial order with the facets. Thus, the eigenfunctions φj for the horizontal
edge (or ϕk if the edge is vertical) needed to construct the volume basis functions of T1

and T2 equal the set of eigenfunctions ψl of the basis functions of Fi. Consequently, the
blocks in DT1 and DT2 which couple to the volume degrees of freedom of the hypothetical
elements T1 and T2 are again sparse. A calculation of PFi with the formulas from Section
8.3.4 results in a two by two block diagonal matrix.

If none of the endpoints of Fi is a hanging node, the corresponding diagonal block in
the Schur complement matrix is already two by two block diagonal, and it is taken for P Fi .
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8.5 Hardy space infinite elements

In the previous sections an absorbing boundary condition was used in order to reduce the
infinite domain to a finite computational domain. In the following, we discuss how HSIE,
which were introduced in Chapter 7, can be adapted such that they fit into the setting
described above. For this purpose we stick to the notation from Section 7.2 with the
difference that the interior domain is meshed by rectangles and not, as shown in Figure
7.1, by triangles.

8.5.1 The mixed hybrid formulation

Starting from Formulation (7.9), we obtain by a change from the Dirichlet and Neumann
traces uF and σF on the facet to incoming and outgoing waves GI and GO, as described
in (8.1) and (8.2), an equivalent formulation, i.e.

Formulation 8.8. Find
(
u,σ, GI , GO

)
=: ũ ∈ UH × VH × UHF × UHF with UH , VH , UHF

defined in (7.13),(7.19), (7.20), such that for all ṽ :=
(
v, τ , gI , gO

)
∈ UH×VH×UHF×UHF

B̃I(ũ, ṽ) + B̃IF (ũ, ṽ) + B̃IF (ṽ, ũ) + B̃F (ũ, ṽ) = Fin(ṽ).

The bilinear forms B̃I , B̃IF and B̃F are obtained from BI , BIF and BF in Formulation 8.1
by exchanging the triangulation T by T ∪ H, and

Fin(ṽ) :=
∑
T∈H

[〈
uin − βσin · nT , τ · nT

〉
∂T∩Γ

−
〈 (

1− β
√
ε̃/µ
)
σin · nT , gO

〉
∂T∩Γ

−
〈 (

1 + β
√
ε̃/µ
)
σin · nT , gI

〉
∂T∩Γ

]
.

Thus, Hardy space boundary conditions are implemented by neglecting the boundary term
BΓ in Formulation 8.1 and adding therefore the infinite elements surrounding the domain
to the sums in the bilinear forms BI , BIF and BF . Consequently, the discussion concerning
the basis functions and the element matrices from the previous sections is still valid for
the elements in the interior domain, and we can restrict ourselves onto the exterior domain
and the Hardy elements, respectively.

Note that in this formulation the damping term is neglected, thus α = 0. Furthermore,
ε is assumed to be constant in the exterior domain ΩE, which leads to ε̃ = ε.
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8.5.2 The eigenfunction basis

As in Chapter 7 the infinite element is transformed by a displacement combined with a
rotation FT to the reference strip and reference triangle T̂ , respectively. Transforming the
volume functions σ and u to the reference element we obtain σT̂ = (det J)J−1σ ◦ FT and
u ◦ FT . Again, we take the ansatz

σ̂T̂� =

(
σ1
η ⊗ σ̂1

ξ

σ2
η ⊗ σ̂2

ξ

)
or ˆ̂σT̂4 =

(
σ̂1
η ⊗ σ̂1

ξ

σ̂2
η ⊗ σ̂2

ξ

)
,

û = uη ⊗ ûξ or ˆ̂u = ûη ⊗ ûξ.

for basis functions describing the Möbius and Laplace transform of σT̂ and u with respect
to the infinite coordinate axis, i.e. σ̂T̂ and û (or ˆ̂σT̂ and ˆ̂u for infinite triangles). For the
functions σ1

η, σ2
η and uη the polynomial eigenfunction basis derived from the eigenvalue

problem 8.2 is used. If we want to generalize the approach used for rectangles in ΩI to
infinite elements, a discrete eigenvalue problem needs to be solved also for the infinite
variable ξ. Additionally, as we will see below, an eigenfunction basis allows for a cheap
elimination of the volume degrees of freedom. For such a basis this elimination corresponds
to the inversion of three by three matrices, while a monomial basis for the infinite variable
requires the inversion of matrices with the dimension 3(N + 2) where N is the maximal
order of the monomials.

The eigenvalue problem

The discrete eigenvalue problem for the Möbius and Laplace transform of functions related
to the infinite axis reads as

Problem 8.9. Find the eigenfunctions 0 6= Ψj(z) ∈ W := {v ∈ H+(D) : v(z) ∈ PN+1}
and the corresponding eigenvalues γj ∈ C for 1 ≤ j ≤ (N + 2), such that

2iκ0A
(
∂̂zΨj(z), ∂̂zΨ(z)) = γjCN(Ψj(z),Ψ(z)) ∀Ψ ∈ W

with A( , ) from (7.7),

CN(Ψj(z),Ψ(z)) = −2ωµκ0A(Ψj(z),Ψ(z))− 4βκ2
0Ψj(1) Ψ(1)
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and the orthogonality relation CN(Ψj,Ψk) = δjk.
Note that the derivative ∂̂z has to be understood in the sense of (7.6), i.e. ∂̂z = iκ0T+T −1

− .
We remark additionally that the evaluation of the Möbius and Laplace transform at one,
Ψj(1), corresponds according to the relation (7.5) to an evaluation of the untransformed
function at zero.

Using for a function Ψ ∈ W the ansatz

Ψ(z) = iκ0T−(ψ0, Q) = 2iκ0

(
ψ0 + (z − 1)Q(z)

)
, with Q(z) =

N∑
i=0

Qiz
i

and ψ0 ∈ C, we obtain for the eigenvalue problem

2iκ0A
(
T+(ψoj, Qj), T+(ψ0, Q)

)
=

2ωµ

κ0

A
(
T−(ψoj, Qj), T−(ψ0, Q)

)
+ βψ0jψ0.

This leads us to the matrix eigenvalue problem for the coefficient vector Ψj =

(ψj0, Qj0, . . . , QjN)T ∈ CN+2 of the function Ψj.

Problem 8.10. Find 0 6= Ψj ∈ CN+2 and the eigenvalues γj ∈ C such that

2iκ0T
N>
+ TN+ Ψj = γjMΨj

together with the orthogonality relation Ψ>j MΨk = δjk is fulfilled. The matrices M,TN+ are
in C(N+2)×(N+2) with

M :=
2ω

κ0

TN>− TN− + βD,

with TN± from (7.8). All entries of D are except for D11 = 1 zero, i.e. Dij = δi1δj1.
Because the matrix TN+ is regular, this generalized eigenvalue problem can be easily trans-
formed to a complex symmetric eigenvalue problem.

The basis functions

With the help of these eigenfunctions and the solution of the eigenvalue problem 8.2 we
are able to define the volume basis functions for the discrete spaces approximating UH and
VH .

Definition 8.11. (The volume basis functions on infinite elements) Let T� and T4 be an
infinite strip and an infinite triangle, respectively, in H. Then, for 1 ≤ j ≤ p + 2 and
1 ≤ k, l ≤ N + 2 the Möbius and Laplace transform of a function from the discretized
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space for UH is represented on a reference element of T� and T4, respectively, by the basis
functions

v̂jk = φ′j ⊗ ∂̂ξΞk on T̂�
ˆ̂vlk = ∂̂ηΘl ⊗ ∂̂ξΞk on T̂4.

The Möbius and Laplace transform of functions from the discrete space approximating VH
is spanned on the reference element of T� and T4,respectively, by the basis functions

τ̂ 1
T̂�jk

=
(
φj ⊗ ∂̂ξΞk, 0

)> and τ̂ 2
T̂�jk

=
(
0, φ′j ⊗ Ξk

)>
,

τ̂ 1
T̂4lk

=
(
Θl ⊗ ∂̂ξΞk, 0

)> and τ̂ 2
T̂4lk

=
(
0, ∂̂Θl ⊗ Ξk

)>
.

Here, Ξk and Θl are eigenfunctions to the eigenvalues γj and γk of Problem 8.9. The
functions φj are obtained by solving Problem 8.2 with polynomial order p and I = [0, hT ],
where hT is the width of the strip. For strips with the infinite axis parallel to the y axis,
p = px and p = py else.
Note that for an eigenfunction Ψ(z) = 1

2iκ0
(ψ0 + (z − 1)Q(z)) of Problem 8.9 with the

coefficients ψ0, Q0, . . . , QN , the derivative ∂̂zΨ is of the form ∂̂zΨ(z) = 1
2
(ψ0 +(z+1)Q(z)).

Because the eigenfunction φj for j = p + 2 of Problem 8.2 is constant and corresponds to
the eigenvalue zero, the basis functions vjk and τ̂ 2

T̂�j,k
are zero for all k. We will keep them

in the following for notational convenience. As basis functions on the infinite facets we
take

Definition 8.12. (The basis functions on infinite facets) Let F ∈ F be an infinite facet.
Then the discrete space approximating UHF is spanned by the basis functions gIj = gOj

with the Möbius and Laplace transform

ĝIj(ξ) = ĝOj(ξ) =

{
∂̂ξΨj(ξ) on F,
0 else,

for 1 ≤ j ≤ N + 2. The function Ψj is an eigenfunction of Problem 8.9.

8.5.3 The linear system of equations

Now, we are in the position to investigate the influence of Hardy space infinite elements
onto the structure of the system matrix. We will see in the following that the entries of
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the system matrix contain apart from constants just the precomputed eigenvalues. Thus,
numerical integration is not needed which makes the assembly procedure very competitive.

The coupling between volume basis functions

The definition of the basis functions allows, as in the absorbing boundary condition case,
for a cheap elimination of all volume unknowns in the interior and in the exterior domain,
i.e. an inversion of the matrix A in (8.5). It is easy to see that the matrix A is still block
diagonal with blocks AT related to the elements T ∈ T . As we will see in Lemma 8.13
these blocks are for Hardy space infinite elements, like for the rectangular elements, three
by three block diagonal. In the following, we will stick to the notation from (8.6) and (8.7).

Lemma 8.13. In the eigenfunction basis of Definition 8.11, the element matrix AT of an
infinite element T is block diagonal with three by three blocks.

Proof. We will proof the lemma first for infinite strips T�. Using the notation for integrals
over infinite facets from (8.6) we get by inserting the test functions into B̃I(

AT�uu
)
jk,mn

= iωε
(
vjk, vmn

)
T�

= 2ωκ0ε
〈
φ′j, φ

′
m

〉
IT
A
(
∂̂ξΞk, ∂̂ξΞn

)
= 2ωκ0εBhT (φj, φm) CN(Ξk,Ξn)

= 2ωκ0ελjγkδjmδkn,

and AT�uu is diagonal. The diagonality of AT�uσ1 follows by

(
AT�uσ1

)
jk,mn

= −
(
vjk, div τ 1

mn

)
T�

= 2iκ0

〈
φ′j, φ

′
m

〉
IT
A
(
∂̂ξΞk, ∂̂ξΞn

)
= 2iκ0λjγkδjmδkn.

A similar calculation together with symmetry arguments leads to the diagonality of
AT�uσ2 , A

T�
σ1u and AT�σ2u. Furthermore, we obtain

(
AT�σ2σ2

)
jk,mn

= −iωµ
(
τ 2
jk, τ

2
mn

)
T�

+ β
〈
τ 2
jk · nT� , τ

2
mn · nT�

〉
∂T�

= −2ωµκ0

〈
φ′j, φ

′
m

〉
IT
A
(
Ξk,Ξn

)
− 4κ2

0β〈φ′j, φ′m
〉
IT

(ΞkΞn)
∣∣
1

= 〈φ′j, φ′m
〉
IT
CN(Ξk,Ξn) = λj δjmδkn,

and by a similar argumentation
(
AT�σ1σ1

)
jk,mn

= −2iκ0γk δjmδkn. Thus, these two blocks
are diagonal as well. Finally, the orthogonality of the τ 1

jk and τ 2
mn leads immediately to
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AT�σ1σ2 = AT�σ2σ1 = 0. Because all nine coupling blocks are diagonal or zero, a reordering of
the degrees of freedom leads to a three by three block diagonal matrix AT� .

For infinite triangles the proof follows the same strategy.

We should mention that the three by three blocks in AT� corresponding to the basis
functions τ 1

jk, τ
2
jk and vjk which contain the constant eigenfunction φj, i.e. j = p + 2

degenerate to a scalar. Because of the three by three block matrix structure elimination of
the volume degrees of freedom can be done cheaply just by inverting these three by three
matrices.

The coupling between facet basis functions

The coupling elements of facet basis functions are stored in the block C from (8.5), which
is the matrix representation of the bilinear form B̃F . If we stick to one facet F we change
the notation as previously from in and outgoing waves GI , GO to up and down or right
and left going waves G+, G−, whether the facet is horizontal or vertical. Thus, G+ is the
outgoing wave GO for the element placed below or left of the facet, and G+ equals GI for
the other element. For G− the situation is vice versa. With the same argumentation as for
interior facets, it is sufficient just to consider the matrix blocks CF related to any facet F .

Lemma 8.14. Using the eigenfunction basis of Definition 8.5 and 8.12 the matrix block
CF for a facet F is

CF =

(
CF
G+G+

CF
G+G−

CF
G−G+

CF
G−G−

)
=

(
a diag(ρk) −a diag(ρk)

−a diag(ρk) a diag(ρk)

)
,

where the four blocks of CF are from Cn×n, and 1 ≤ k ≤ n. For finite facets F , ρk are
the eigenvalues λk of Problem 8.2 solved on F with n = p+ 1 and a = 2βε̃/µ. For infinite
facets ρk equals the eigenvalue γk of Problem 8.9 for n = N + 2 and a = −4iκ0βε̃/µ.

Proof. Because gI , gO and g+, g−, respectively, are both described by the same set of basis
functions, we get for •, ∗ ∈ {I, O} or {+,−}

〈
g•j, g∗k

〉
F

=

{ 〈
ψ′j, ψ

′
k

〉
F

= λkδjk for F finite,
−2iκ0A(∂̂ξΨj, ∂̂ξΨk) = −2iκ0γkδjk for F infinite.

Thus, the contribution of B̃F coming from one neighboring element T of F to the blocks
CF
G+G+

, CF
G−G−

is βε̃/µ diag(λk) and −2iκ0βε̃/µ diag(γk), respectively. For CF
G+G−

, CF
G+G−
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it is −βε̃/µ diag(λk) or 2iκ0βε̃/µ diag(γk). The fact that each facet is surrounded by two
neighboring elements completes the proof.

A reordering of the degrees of freedom leads to a two by two block diagonal matrix.

The coupling between facet and volume degrees of freedom

Facet and volume degrees of freedom couple via the bilinear form B̃IF . Therefore, its
matrix representation D (compare (8.5)), or more precisely the element matrix DT for an
infinite element T is investigated. This element matrix has a block structure and we denote
the blocks coupling the basis functions τ 1

jk with the facet basis functions gOm of a facet
placed left (l), right (r) or at the bottom (b) of the reference element T̂ by DT l

σ1GO
, DTr

σ1GO

and DTb
σ1GO

, respectively.
If we stick to the infinite reference strip T̂�, τ 2

jk ·nT� is zero on infinite facets and τ 1
jk ·nT�

on the finite ones. Therefore τ 2- degrees of freedom do not couple to facet unknowns of
infinite facets and τ 1-degrees of freedom not to facet unknowns of a finite facet. Thus, the
non zero coupling blocks are according to the definition of the basis functions 8.5, 8.11 and
8.12

(
DT�l
σ1•
)
jk,m

= 2iκ0

(
1± β

√
ε̃/µ
)
φj(0)A(∂̂ξΞk, ∂̂ξΨm)

= 2iκ0

(
1± β

√
ε̃/µ
)
φj(0) γkδkm,(

DT�r
σ1•
)
jk,m

= −2iκ0

(
1± β

√
ε̃/µ
)
φj(hT ) γkδkm,(

DT�b
σ2•
)
jk,m

= −2iκ0

(
1± β

√
ε̃/µ
)

Ξk(1)λjδjm,

where the sign − is taken for • = GO and + for • = GI . Note that φj(0) and φj(hT ) are
just a linear combination of the first two components of the basis functions vector repre-
sentation, and Ξk(1) is proportional to the first component of the eigenvector associated
to Ξk.

For completeness we list up the nonzero coupling blocks for the infinite triangle

(
DT�l
σ1•
)
jk,m

= −4κ2
0

(
1± β

√
ε̃/µ
)

Θj(1) γkδkm,(
DT�b
σ2•
)
jk,m

= −4κ2
0

(
1± β

√
ε̃/µ
)

Ξk(1) γjδjm.
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8.5.4 The preconditioner

From the sparsity pattern of the blocks A, C and D we can conclude that adding Hardy
space infinite elements and infinite facets, respectively, does not change the structure of
the Schur complement matrix S = C −D>A−1D. Thus, coupling blocks between parallel
facets in S are still two by two block diagonal, even if the facets are infinite, and between
perpendicular facets these blocks are full.

This encourages us to use for the PCG iteration the same Additive Schwarz precondi-
tioner P introduced for the problem with absorbing boundary conditions,

P =
∑
i

(
P Fi
)−1

.

Here P Fi collects all the coupling entries from the Schur complement matrix S between
degrees of freedom of the finite or infinite facet Fi. Consequently, P Fi are the diagonal
blocks of S, and their inversion is equivalent to the inversion of two by two matrices.

8.6 Numerical results

The numerical results presented in this section were computed, if not said differently, on
a computational domain Ω = (0, 2)2. An incoming wave from the left with a Gaussian
shaped amplitude of uin(0, y) = exp

(
− (y−1)2

0.1

)
is prescribed. On the other boundaries

uin = 0.

8.6.1 Absorbing boundary conditions

For the following computations first order absorbing boundary conditions were used. Thus,
the input data g has to be chosen as g = 2uin. These results we already published in
[HHS10].

An optimal choice for β

This section is started by studying the dependence of the number of iterations needed for
solving the Schur complement system via a PCG iteration with the preconditioner from
Subsection 8.3.4, on the stabilization parameter β. First, we consider a constant value
ε = 1, µ = 1 and the angular frequency was chosen to be ω = 10π. The domain Ω is
divided into 4 × 4 equally sized elements with a polynomial order of 50 in each spatial
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β 1
5

1
4

1
3

1
2

1 2 3 4 5
ε = 1

16
95 89 81 76 66 54 44 40 44

ε = 1
4

120 105 94 78 59 41 51 55 58
ε = 1 140 121 102 73 35 54 79 88 103
ε = 4 108 86 62 34 65 99 151 194 239
ε = 16 50 34 47 70 131 317 597 919 1366

Table 8.1: iteration numbers for different values of ε and β

direction, which is enough to get a good resolution of the wave. The number of iterations
required for different values of ε and β is given in Table 8.6.1. The results show that
the iteration number is very sensitive to the choice of β for large values of ε and that
the optimal choice would be β =

√
µ/ε, which fits well into the discussion of Subsection

5.2.1. There, we remarked that for this choice of β the local problem on the element level,
which is needed to be solved in order to eliminate the volume unknowns, corresponds to
a Helmholtz problem with absorbing boundary conditions on the element boundary, and
Lemma 5.8 guarantees energy conservation. From our problem Formulation 8.1 we can see
that for such a choice of β the volume solution just depends on the incoming waves GI and
that there is only indirect coupling to the outgoing waves GO.

Choosing a good value for β is much more difficult if ε is not constant on the domain.
Following the discussion in the last paragraph, an obvious option would be to choose
β =

√
µ/ε for each element separately. Because the eigenvalue problem 8.2 depends on β,

it has to be solved for each element size and each β which is expensive and compensates
the advantages of the method presented in this chapter. Furthermore, if ε jumps across a
facet, a different eigenfunction basis is used on the two neighboring elements which leads
to full coupling blocks in the Schur complement for this facet. Therefore, a global choice
of β is desirable.

In order to examine the dependence of the iteration number on β for a non constant ε,
we assume for our computational domain Ω = (0, 2)2

ε(x) =

{
εper for x ∈ (1, 5

3
)× (1

3
, 1),

0 else,

for different values of εper and µ = 1. A uniform mesh of 6 × 6 elements, by which the
perturbation can be resolved, is used together with a polynomial order of 120 in order to
approximate the wave for ω = 15π. Figure 8.4 shows the iteration numbers for different
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values of εper and β. The plots show that the iteration number increases with growing εper.
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Figure 8.4: Number of iterations depending on β for different values of ε in the perturbed
region, i.e. εper = 64 (top left), εper = 16 (top right), εper = 4 (bottom left) and εper = 1

32

(bottom right)
.

Motivated by the results with constant ε, we choose a global β as

βopt =
√
µ/ε

with ε as an effective ε of the domain. We made good experience by taking for
√
ε the

mean value of
√
ε on the domain Ω, i.e.

√
ε =

1

|Ω|

∫
Ω

√
εdx.

The value for the corresponding βopt is marked by a dashed line in Figure 8.4. From the
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Figure 8.5: For the red, green, blue, magenta and cyan lines ω is chosen such that the size
of one element is 3, 9, 22, 56 and 143 wavelength, respectively. For the left hand plot the
mesh was 2 times 2 elements, and consequently ω = 6π, 18π, 44π, 106π and 286π. For 12
times 12 elements in the right hand plot we took ω = 36π, 108π and 264π.

numerical results one can see that βopt is a good choice for the stabilizing parameter and
it gives almost an optimal iteration number.

Dependence of the iteration number on frequency, polynomial order and mesh
size

Now, the number of iterations is studied for different polynomial orders and angular fre-
quencies ω. In the following calculations ε, µ and β were chosen as one. In Figure 8.5 the
number of iterations is plotted against the polynomial order for different frequencies ω, or
more precisely number of waves per element. The two plots presented there were calculated
for two different uniform meshes consisting of 2 × 2 elements (left) and 12 × 12 elements
(right). From [Ain04] we know that about at least three till four unknowns per wavelength
are needed to resolve the wave. From Figure 8.5 we can conclude that if the polynomial
order is much to small to resolve the solution, we get small iteration counts. For a growing
polynomial order the number of iterations increases rapidly, or convergence of the solver
is lost. If the polynomial order is chosen such that the wave can be resolved, thus, it is
between three and four times the number of waves per element, the number of iterations
reaches again a minimum. The number of iterations at this minimum seems to be almost
independent of the frequency, but it depends on the mesh size. For 2×2 elements, or h = 1

10 iterations are needed, while 12 × 12 elements or h = 1
6
results in about 100 iterations.

A further increase in the polynomial order leads just to a small growth of the number of
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Figure 8.6: Number of iterations for different mesh sizes. The frequency was chosen, such
that the size of one element is 22 wavelengths

iterations.
Next, we study the dependence of the iteration number on the mesh size, or more

precisely for different uniform meshes. Therefore, ω was taken such that each element is
of the size of 22 wavelengths, i.e. ω = 44π/h, and the polynomial order was chosen as 105,
which corresponds to about five unknowns per wavelength, and it is therefore large enough
to resolve the solution. Figure 8.6 shows that for such a setting the number of iterations
is proportional to the number of elements in one spacial direction. One interpretation of
this fact would be that a fixed number of iterations is needed to propagate the input data
given by uin on the boundary through one element. According to Figure 8.5 this number of
iterations seems to be almost independent of the frequency if the wave is resolved. Based
on this observation, the "speed of propagation" should be also frequency independent.

Computational times

Apart from iteration counts, computational times are an issue. In Figure 8.7 the computa-
tional times on an Intel 2GHz processor are plotted against the polynomial order for two
different uniform meshes with 4 × 4 or 8 × 8 elements. The angular frequency is chosen
for both meshes such that the element has a size of nine wavelengths. Thus, a polynomial
order of about thirty is needed to resolve the wave. The plot shows that the solution time
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Figure 8.7: computational times for a uniform mesh of 4× 4 and 8× 8 elements

for both meshes, and the setup of the system of equations is of order p2. Taking into ac-
count that the number of iterations grows just slightly with the polynomial order, we can
conclude that one iteration is at least of complexity p2. For polynomial orders less than
30 the wave can not be resolved, and a higher iteration number is needed, which perturbs
the O(p2) behavior in the solution times. Although, solving the eigenvalue problem is of
higher complexity, the computational time needed for this is negligible compared to the
solution process for the relevant polynomial orders.

Hanging nodes

In order to study the influence of hanging nodes onto the number of iterations, we generate
a hanging node mesh by refining a uniform mesh to the point P = (1.51, 1.01) according
to the following strategy. We start the procedure by meshing the computational domain
Ω = (0, 2)2 by one single element (refinement level zero). In each refinement step the
element containing the point P is divided into four equally sized elements with half the
polynomial order. Because of approximation properties the size of neighboring elements
should not differ too much, i.e. we want to avoid arbitrary level hanging nodes. Therefore,
an element is also refined if P is in a distance of ch, where h is the edge length of the
element. The global constant c defines implicitly the mesh grading. Figure 8.8 shows for
c = 1 a mesh of refinement level ten which contains 61 elements.
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Figure 8.9: Solution of the Helmholtz equation with a first order absorbing boundary
condition (left) and with a Hardy space boundary condition (right)

For such meshes the plot in Figure 8.8, where the number of iterations is plotted against
the refinement level for different angular frequencies, was computed. For a small refinement
level the number of iterations grows rapidly, while it stays approximately constant for
refinement levels higher than five. Contrary to the uniform mesh case, where the number
of iterations seemed to be frequency independent for a polynomial order large enough, for
hanging nodes meshes it depends on the frequency. An increase in the angular frequency,
which corresponds to an increase in the number of waves per domain, leads to a growing
iteration number.
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Figure 8.10: For the red, green, blue, magenta and cyan lines ω is chosen such that the
size of one element is 3, 9, 22, 56 and 143 wavelength, respectively. The underlying mesh
consisted of 2× 2 (left) and 12× 12 elements (right) with infinite Hardy space elements of
order 10.

8.6.2 Hardy space infinite elements

We want to start this section with an example which shows the advantages of Hardy space
infinite elements compared to a first order absorbing boundary condition.

Comparing the boundary conditions

In Figure 8.9 the Helmholtz equation is solved on Ω = (0, 6) × (0, 4) where an incident
beam with a Gaussian shape uin = exp

(
− (y−2)2

0.1

)
is prescribed via absorbing boundary

conditions (left) and Hardy space infinite elements (right). As underlying mesh, a mesh
of squared elements with an edge length of one was taken, and for ω = 12π, which is
equivalent to 6 wavelengths per element, a polynomial order of 30 was chosen. As already
argued, absorbing boundary conditions are only exact for one single angle of incidence. If
the angle of incidence does not exactly match with the angle of incidence expected by the
boundary condition reflections appear. This can be seen in the left hand plot of Figure
8.9. There, reflections appear on the top right and bottom right corner of the domain,
which leads to an interference pattern. The right hand plot, calculated with a Hardy space
infinite elements, is free of reflections on the boundary and does not show an interference
pattern.
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Figure 8.11: Iteration counts for different mesh sizes. For the left hand plot the dimension
of the Hardy space is kept constant to 10 and the frequency is changed, while in the right
hand plot different dimensions of the Hardy space are used for 20 waves per element.

Dependence on the polynomial order

We continue the numerical results section by repeating the calculations for Figure 8.5 with
Hardy space infinite elements instead of an absorbing boundary condition. In Figure 8.10
the number of iterations for solving our model problem on Ω = (0, 2)2 with input data
uin(x, y) = exp

(
− (y−1)2

0.1

)
for x = 0 is plotted against the polynomial order for different

angular frequencies and two different uniform meshes containing 2× 2 elements (left) and
12× 12 elements (right). The order of the Hardy elements was kept constant to 10.

Although, solving a problem with Hardy space infinite elements requires for our pre-
conditioner more iterations, we observe by comparing Figure 8.5 and 8.10 that the major
features of the plots are the same for both types of boundary conditions. Choosing a poly-
nomial order much to small to resolve the solution requires a small number of iterations.
Increasing the polynomial order leads first to a fast growth in the iteration number. If the
polynomial order is high enough to resolve the wave, the number of iterations decreases
rapidly, and a minimum is reached for about four till five unknowns per wavelength. A
further increase in the polynomial order leads just to a small increase for the iteration
counts. Furthermore, we can see that a finer mesh requires more iterations.

Dependence on the element size and the dimension of the Hardy space

In order to investigate the dependence of the iteration counts on the mesh size for our model
problem, the number of iterations is plotted in Figure 8.11 against the number of elements
in one spatial direction. In the left hand plot the angular frequency, or more precisely the
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number of waves per element, is changed, and the dimension of the Hardy space is kept
constant to ten. Whereas the right hand plot shows the results for different dimensions of
the Hardy space and 20 waves per element. The polynomial order was chosen such that
there were five unknowns per wavelength, which is enough to get a good resolution of the
wave.

While we concluded from Figure 8.6 that the number of iterations is proportional to
the number of elements in one spatial direction for absorbing boundary conditions, Figure
8.11 indicates still a linear dependence of the iteration counts on the mesh size, but the
straight line is shifted along the iteration number axis. From the plots we can see that
the slope of a straight line trying to fit the numerical data is about the same, independent
of frequency or the dimension of the Hardy elements. Therefore increasing the number
of elements in one spatial direction by one increases the iteration counts by a constant
number. Thus, the PCG solver needs a constant number of iterations in order to transport
the data fixed by the incoming wave on the boundary across one element. Furthermore,
exchanging absorbing boundary conditions by Hardy space infinite elements increases the
number of iterations, which can be seen by the shift of the straight line fitting the numerical
data to higher iteration numbers. The right hand plot in Figure 8.11 indicates that this
shift grows with a growing dimension of the Hardy elements.

Large scale examples

To conclude the results section, we want to present a large scale problem. We assume that
an incoming beam with a Gaussian shaped amplitude is scattered at different obstacles.
In order to prescribe a beam coming from the left of the computational domain Ω :=

(0, 4) × (0, 3), we use uin = exp
(
− (y−y0)2

0.05

)
at x = 0 and uin = 0 else. As obstacle an

equilateral triangle with side length 2.3 and a circle of diameter 2 were chosen. For the
triangle y0 was chosen to be 1.5, while we took y0 = 2 for the circle. The shapes of these
obstacles are visualized in green in the two meshes of the computational domain in Figure
8.12. In the red area of the mesh we assumed ε to be one, and the obstacle consists of a
material with ε = 2. This parameter leads for ω = 120π to an effective size of the obstacles
of 195 and 170 wavelengths, respectively.

The meshes in Figure 8.12 are obtained from one single element (refinement level zero)
by eight refinement steps towards the boundary of the obstacle. In each refinement step
an element with edge length h and polynomial order p is divided into four equally sized
elements of polynomial order p

2
, if the boundary crosses the element or if the distance
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Figure 8.12: Amplitude of the total field for scattering at a triangular (top left) and a
circular (bottom left) obstacle. The right hand side shows the underlying meshes. For
ω = 120π the size of the domain corresponds to 240 times 180 wavelengths (ε = 1).
Considering ε = 2 in the obstacles leads to an effective side length of the triangle of 195
wavelengths and to an effective diameter of the circle of 170 wavelengths.

between element and boundary is less than ch with a global constant c. Taking c = 0.1

results in 2506 elements for the mesh with the circular obstacle and in 2440 elements for
the problem with the triangular scatterer. As polynomial order we took for the element of
refinement level zero 1500 for each spatial direction. Thus, the largest elements appearing
in the two meshes are of level two with order 375, and the smallest elements which are of
level eight have polynomial order six. Non reflecting boundary conditions were realized by
Hardy space infinite elements with dimension five.

In the left hand plots the absolute value of the total field u is plotted for the described
settings. For both settings the eigenvalue problem was solved on an Intel 2.5GHz processor
in 0.9 seconds, and for assembling the matrices 5.5 seconds for the circular obstacle and 6.7
seconds for the triangular one were needed. The by far most time consuming part is the
iterative solver. The problem with the triangular object was solved with 2622 iterations
in 3.6 hours, and for the other problem 9427 iterations and 10 hours were needed. One
reason for the high iteration numbers is that the obstacles form small cavities, and the
PCG solver suffers from internal reflections.



Chapter 9

Simulation of diffraction gratings

In the last chapters we have described methods realizing transparent boundaries. The
easiest to implement is the absorbing boundary condition. But it causes reflections, as soon
as an outgoing wave hits the boundary at a slightly different angle as expected (compare
Figure 8.9). This advantages can be compensated at the cost of more implementation
effort for example by Hardy space infinite elements. There, the region outside the domain is
meshed by semiinfinite elements, where a special set of basis function is used to approximate
the solution. In this chapter we are going to present a realization of transparent boundary
conditions which is well suited for scattering problems in periodic media also called gratings.
This method we already published in [HSSZ09].

Diffraction gratings are of big interest in physics. While in the past gratings were mainly
used in spectroscopy, a large variety of applications appeared during the last decades.
Nowadays gratings are important in nanotechnology as anti reflection coatings or grating
couplers and in the extreme ultra violet technology. For such structures the far field, i.e.
the field in a large distance above or below the grating, consists of a finite number of
plane waves or modes with directions which are well known [BW99, Rei05] and which only
depend on the period of the structure. In order to determine the intensities of these waves,
Maxwell’s equations have to be solved. For a detailed discussion on gratings we recommend
the books of Petit [Pet80] and Nevière and Popov [NP03].

One of the most frequently used methods to deal with gratings is the rigorous coupled
wave (RCW) method, see [Li97, MG81, NP03], where the computational domain is divided
into parallel layers, and a plane wave expansion of the solution is used in each slice. Due
to the special structure a fast application of transfer operators is possible. But, because
of the slicing, the method faces difficulties approximating curvilinear geometries. Apart

164



CHAPTER 9. SIMULATION OF DIFFRACTION GRATINGS 165

from finite difference methods [NCMC71, Vin78, Pet80], integral equation methods [Pet80,
PMM97] are another possibility to calculate the reflection pattern of a periodic structure.
There, an induced surface distribution on the boundary of the optical element, described by
the integral form of the Helmholtz equation, is used to compute the solution at any point in
the space. This method is not restricted to an infinite periodic system and can be used also
for general scattering problems. An alternative are boundary variation methods [BR93,
BR96] which make use of the analytic dependence of the diffracted fields on variations
of the surface of the diffractive element. When using such a method, the derivatives of
the efficiency with respect to the grating height is calculated via a recursion formula. For
completeness, we have to mention the curvilinear coordinate method [CDCM82, Gar99]
which is applicable for multi coated gratings, i.e. periodic structures of multiple layers with
equally shaped interfaces. The method is based on a transformation which transforms the
whole system to a system of parallel planes with constant coefficients.

In our method (compare [HSSZ09]) we use finite elements to solve the diffraction prob-
lem, see also [Abb91, Bao97, BD00, EHS02, Sch04, BCW05, SZB+07]. Here, the near
field domain is divided into simple elements, and the unknown field is approximated by
piecewise polynomials which satisfy continuity conditions on the element interfaces. This
approach is very flexible when modeling complicated domains. According to the theory
of Bloch-Floquet the whole periodic grating can be reduced onto one unit cell by stating
quasi periodic boundary conditions [Flo83, Blo28, Kuc01]. A difficult task is to model
the semiinfinite domains above and below the grating. Commonly used are the perfectly
matched layer (PML) technique [BCW05, SZB+07] or transparent boundary conditions
[Abb91, Bao97, BD00, EHS02, Sch04] derived from integral equation methods. The first
one can be seen as a complex continuation of the computational domain which is free of
reflections at the interface and damps out the solution. Truncating this continued exterior
domain to a finite domain causes only small reflections which can be well controlled. The
second method mentioned above is derived by integral equation methods, and it can be
efficiently implemented on uniform grids by the fast Fourier transform.

The approach we present in this chapter uses propagating and evanescent waves in
order to describe the field in the semiinfinite far field domain. The novelty is that these
two different approximations for the near and the far field are coupled via the method of
Nitsche [Nit71, Ste98, HHL03], which is very similar to discontinuous Galerkin methods.
For further reading on discontinuous Galerkin methods in general see [ABCM02, CKS00]
and [HPSS05, PSM02] for discontinuous Galerkin for Maxwell’s equations. Continuity
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between these two different approximation spaces is now enforced directly by the variational
formulation itself. Furthermore, planar layers modeled by the transfer matrix method
[NP03, Rei05] fit well into this concept.

This chapter is organized as follows. In Section 9.1 the diffraction problem is described,
and the Rayleigh expansion is stated. Section 9.2 deals with gratings periodic in one
direction. There, the variational formulation for the finite element domain under quasi
periodic boundary conditions is stated. The waves describing the far field are coupled
via the method of Nitsche to the near field approximation. In Section 9.3 this approach is
generalized to the full Maxwell case with gratings periodic in two spatial directions. Section
9.4 deals with the modeling of planar layers, and the chapter is finished with numerical
examples.

9.1 Preliminaries

In this section we derive the far field solution. Therefore, we introduce the Rayleigh
expansion.

9.1.1 The geometry

Before starting, we have to introduce some notations. We consider structures in R3 which
are at least periodic in x-direction with period dx. For biperiodic gratings an additional
periodicity is assumed in y-direction with period dy. Due to the periodicity material
parameters like the electric permittivity ε and the magnetic permeability µ are invariant
under translation into x-direction and in the biperiodic case into y-direction as well,

ε(x+ ndx, y +mdy, z) = ε(x, y, z)

µ(x+ ndx, y +mdy, z) = µ(x, y, z)

with n,m ∈ Z. Non-orthogonal periodicity can be treated similarly. The near field domain
is according to Figure 9.1 defined as ΩI :=

{
(x, y, z) : a < z < b

}
with a < b, Ω+ :={

(x, y, z) : z > b
}
and Ω− :=

{
(x, y, z) : z < a

}
we call the semiinfinite far field domains

above and below the grating and Ω± = Ω+ ∩ Ω−.
Due to the periodicity, the infinite computational domain ΩI can be restricted to the

unit cell ΩI
p (compare Figure 9.1). The restrictions of Ω+ and Ω− we call Ω+

p and Ω−p .
The interfaces Γ+ and Γ− we define as Γ+ := Ω

I

p ∩ Ω
+

p and Γ− := Ω
I

p ∩ Ω
−
p . The periodic
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Figure 9.1: Geometry of the problem

boundaries perpendicular to the x-axis are called Γlx and Γrx, and in the biperiodic case Γly

and Γry describe the boundaries orthogonal to the y-axis.
In the following, we use the superscript + and − for parameters to indicate where

they are defined. In the interior domain ΩI we assume ε and µ to be piecewise constant.
The permeability µ is regarded as positive and real, while ε can be complex valued with a
positive real part. The imaginary part of ε models absorption and emission of the material,
respectively. Above and below the grating ε and µ are constant with the values ε+, µ+ and
ε−, µ−. In Ω+ the permittivity is absorption free and therefore real.

9.1.2 The Rayleigh expansion

In absence of currents and free charges, we have to solve the vector valued wave equation

curl
( 1

µ
curlE

)
− ω2εE = 0 (9.1)

in order to compute the electric field.

Biperiodic gratings

Above and below the grating, where ε and µ are constant, this equation reduces to

curl
(

curlE
)
− (k±)2E = 0 in Ω±.
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The absolute value of the wave vector k± = ων± includes the refractive index ν± =
√
ε±µ±.

Note that the square root is chosen such that Im(ν±) ≥ 0 and that for Im(ν±) = 0 the real
part Re(ν±) is positive. The fundamental solution of this equation is

E(x) = Aei(αx+βy+γz)

with the restriction that

α2 + β2 + γ2 = (k±)2 with α, β, γ ∈ C.

The parameters α, β, γ can be interpreted as the components of a wave vector k± who
indicates the direction of the plane wave of constant amplitude A. The divergence freeness
of the electric field leads to k± · A = 0. Thus, the amplitude is perpendicular to the
direction of propagation.

We assume an incoming electric field with the shape of a plane wave and a wave vector

k+ = (α+
0 , β

+
0 , γ

+
0 )> = k+

(
sin θ cosφ, sin θ sinφ,− cos θ)>. (9.2)

Here θ ∈ [0, π
2
] and φ ∈ [0, 2π] are the angles of incidence. According to the theory of

Bloch-Floquet [Flo83, Blo28, Kuc01] the total electric field is quasi periodic, i.e.

E(x+ dxex) = ρxE(x),

E(x+ dyey) = ρyE(x)

with the canonical basis vectors ex, ey and the factors ρx, ρy fixed by the incoming plane
wave. Due to this quasi periodicity we get further restrictions for wave vectors of plane
waves above and below the grating,

α±n = α+
0 + n

2π

dx
, (9.3)

β±m = β+
0 +m

2π

dy
, (9.4)

γ±nm =
√

(k±)2 − (α±n )2 − (β±m)2, (9.5)

where n,m ∈ Z. Note that the coefficients α±n and β±m are real numbers if the material is
not absorbing, but for higher orders n and m, γ±nm is complex. To define the γ±nm uniquely
we take the value with Re(γ±nm) > 0 if the real part is not zero, else we take γ with
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Figure 9.2: The Rayleigh expansion

Im(γ±nm) > 0. An imaginary part in γ±nm results in an evanescent mode.
Collecting everything leads to the Rayleigh expansion of the electric field in the far field

region Ω±

E(x) =
∞∑

mn,=−∞

A±nme
i(α±n x+β±my−γ±nmz) +

∞∑
mn,=−∞

B±nme
i(α±n x+β±my+γ±nmz) (9.6)

with constant amplitudes A±nm and B±nm. Note that by the first sum waves are described
which are propagating into negative z-direction, and the second sum consists of waves
propagating in positive z-direction. The only wave propagating towards the grating is the
incident wave in Ω+ with wave vector k+ and a known amplitudeA+

00. Thus, all coefficients
B−nm and A+

nm with the exception of A+
00 are zero (compare Figure 9.2). The coefficients

B+
nm and A−nm are unknown and need to be calculated. Summarizing this, the electric field

in Ω± is

E(x) =

{
Ein(x) +E+(x) in Ω+

E−(x) in Ω−
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with

Ein(x) = A+
00e

i(α+
0 x+β+

0 y−γ
+
00z), (9.7)

E+(x) =
∞∑

n,m=−∞

B+
nme

i(α+
n x+β+

my+γ+
nmz), (9.8)

E−(x) =
∞∑

n,m=−∞

A−nme
i(α−n x+β−my−γ−nmz). (9.9)

From (2.26) and (2.27) we obtain for the transmission coefficient Rnm, defined as the
fraction of incoming energy reflected into the mode of order n,m above the grating, and
the transmission coefficient Tnm, which describes the fraction of energy transmitted into
the mode of order n,m below the grating,

Rnm =
|B+

nm|2Re(γ+
nm)

|A+
00|2Re(γ+

00)
and Tnm =

|A−nm|2µ+Re(γ−nm)

|A+
00|2µ−Re(γ+

00)
.

One dimensional gratings

For the special case of a one dimensional grating periodic in x-direction with an incoming
wave propagating in the xz-plane, i.e. the wave vector is given by

k+ = (α+
0 , 0, γ

+
0 )> = k+(sin θ, 0− cos θ)>,

the whole problem is invariant under translation into y-direction. Therefore, the electro-
magnetic fields decouple into TE and TM modes (compare section 2.1.4). Thus, we can
consider instead of the vector valued wave equation (9.1) the Helmholtz equation

div

(
1

µ̃
gradu

)
+ ω2ε̃u = 0,

where u = Ey, ε̃ = ε and µ̃ = µ in the TE-case, and u = Hy, ε̃ = µ and µ̃ = ε for TM
modes. Following the same argumentation as for biperiodic gratings we obtain for the far
field solution

u(x) =

{
uin(x) + u+(x) in Ω+,

u−(x) in Ω−
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with

uin(x) = A+
0 e

i(α+
0 x−γ

+
0 z), (9.10)

u+(x) =
∞∑

n=−∞

B+
n e

i(α+
n x+β+

n z), (9.11)

u−(x) =
∞∑

n=−∞

A−n e
i(α−n x−γ−n z). (9.12)

Note that scalar amplitude A+
0 of the incoming wave is known and

α±n = α+
0 + n

2π

dx
and γ±n =

√
(k±)2 − (α±n )2 for n ∈ Z.

Like in the biperiodic case reflection and transmission coefficients can be computed via

Rn =
|B+

n |2Re(γ+
n )

|A+
0 |2Re(γ+

0 )
and Tn = q

|A−n |2µ+Re(γ−n )

|A+
0 |2µ−Re(γ+

0 )
,

where q = 1 in the TE case and for TM modes q = ε+

ε−
.

9.2 Problem formulations and discretizations for one di-

mensional gratings

In the last section we stated a plane wave ansatz for the solution of the Helmholtz equation
in the far field domain Ω± with the unknown coefficients A−n , B+

m, respectively. These
coefficients can be calculated by solving the wave equation in the near field domain ΩI

together with coupling conditions at the interface to the exterior domains.

9.2.1 The classical formulation

According to the theory of Bloch Floquet the solution has to be quasi periodic, i.e. u(x+

dxex) = ρxu(x), where the factor ρx is defined by the quasi periodicity of the incoming
wave. Thus, ρx equals eiα

+
0 dx . The fact that the normal component of the flux field has to



CHAPTER 9. SIMULATION OF DIFFRACTION GRATINGS 172

fulfill the same periodic constraint leads to the quasi periodic boundary conditions

uI(x+ dxex) = ρxu
I(x) ∀x ∈ Γlx (9.13)

1

µ̃
nΓlx
· graduI(x+ dxex) = ρx

1

µ̃
nΓlx
· graduI(x) ∀x ∈ Γlx, (9.14)

where nΓlx
is the outer normal vector on Γlx, and the superscript I implies that u is the

solution in ΩI
p.

On the interfaces the solution on ΩI
p has to match the solution in Ω±p , and their fluxes

have to be normal continuous, i.e.

uI(x) = uin(x) + u+(x) ∀x ∈ Γ+, (9.15)
1

µ̃+
nΓ+ · graduI(x) =

1

µ̃+
nΓ+ · grad

(
uin(x) + u+(x)

)
∀x ∈ Γ+, (9.16)

uI(x) = u−(x) ∀x ∈ Γ− (9.17)
1

µ̃
nΓ− · graduI(x) =

1

µ̃−
nΓ− · gradu−(x) ∀x ∈ Γ−. (9.18)

Summarizing this, we end up with the classical problem formulation.

Formulation 9.1 (classical formulation). Find u : ΩI
p → C, such that

div
( 1

µ̃
graduI

)
+ ω2εuI = 0 in ΩI

p (9.19)

together with the quasi periodic boundary conditions (9.13) and (9.14) on Γlx and Γrx, the
interface conditions (9.15) - (9.18) on Γ± and the far field ansatz (9.10) - (9.12) is fulfilled.

9.2.2 The weak formulation

Now, we are able to state the variational formulation for the near field domain ΩI
p. Taking

the scalar Helmholtz equation, multiplying it with a test function, integrating it over the
computational domain, and integrating by parts, we get the variational formulation

BI
1(uI , v)−

〈 1

µ̃
n∂ΩIp

· graduI , v
〉
∂ΩIp

= 0 ∀v ∈ H1(ΩI
p),
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where uI ∈ H1(ΩI
p). The bilinear form BI

1 is given by

BI
1(u, v) :=

( 1

µ̃
gradu, grad v

)
ΩIp
− ω2ε̃

(
u, v
)

ΩIp
.

Note that we still have to take care of the quasi periodic boundary conditions (9.13) and
(9.14) and the interface conditions (9.15) - (9.18).

9.2.3 The incorporation of quasi periodic boundary conditions

The next step is to incorporate the quasi periodic boundary conditions (9.13) and (9.14).
Therefore, we restrict the test function space H1(ΩI

p) to the quasi periodic space

QI
p :=

{
v ∈ H1(ΩI

p) : v(x+ dxex) = ρxv(x) ∀x ∈ Γlx

}
.

Note that the quasi periodic constraint (9.13) is an essential one, and it is directly incor-
porated into the space. We should mention that a conforming finite element discretization
of the space QI

p requires matching meshes on the two periodic boundaries. The quasi pe-
riodicity of the flux (9.14) is, as we will see in the following lemma, included in the weak
sense. Thus, it is a natural constraint.

Lemma 9.2. Any function uI ∈ QI
p satisfying the variational equation

BI
1(uI , v)−

〈 1

µ̃
nΓ± · graduI , v

〉
Γ±

∀v ∈ QI
p

fulfills the Helmholtz equation (9.19) together with the boundary conditions (9.13) and
(9.14).

Proof. The condition (9.13) is fulfilled by the definition of the periodic space QI
p. Integra-

tion by parts of the first term in BI
1(uI , v) yields

(
− div

(
1

µ̃
graduI

)
− ω2ε̃uI , v

)
ΩIp

+
〈 1

µ̃
nΓ · graduI , v

〉
Γlx∪Γrx

= 0 ∀v ∈ QI
p,

where nΓ is the outer normal on Γlx and Γrx, respectively. Choosing test functions with
v|Γlx∪Γrx

= 0 directly leads to

− div

(
1

µ̃
graduI

)
− ω2ε̃uI = 0 on ΩI

p.
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By transforming the integral over Γrx to an integral over Γlx and by using the quasi period-
icity of the test function together with nΓlx

= −nΓrx we obtain

0 =
〈 1

µ̃
nΓlx
· graduI , v

〉
Γlx

+
〈 1

µ̃
nΓrx · graduI(x+ dxex), v(x+ dxex)

〉
Γlx

=
〈 1

µ̃
nΓlx
· graduI , v

〉
Γlx
−
〈 1

µ̃
nΓlx
· graduI(x+ dxex), ρxv(x)

〉
Γlx

=
〈 1

µ̃
nΓlx
· graduI(x)− ρx

1

µ̃
nΓlx
· graduI(x+ dxex).v

〉
Γlx
,

This results with the help of ρx = 1
ρx

in condition (9.14).

Remark 9.3. The term 〈 1

µ̃
nΓ± · graduI , v

〉
Γ±

requires Neumann boundary data µ−1nΓ± · graduI . Integral equation methods apply here
the Dirichlet to Neumann (DtN) map T to replace the boundary term by

〈
T (uI), v

〉
Γ±
.

In [EHS02, Sch04] this DtN operator is realized efficiently on uniform grids by the fast
Fourier transform. Our approach uses the DtN operator provided by the Rayleigh expan-
sion.

9.2.4 Incorporation of the interface conditions by Nitsche’s

method

Finally, the interface conditions have to be included into the variational formulation. The
outgoing plane waves u+ and u− together with the known incoming plane wave uin have
to be coupled to the polynomial solution uI in the interior domain.

For notational reasons we define the wave vectors of outgoing waves in Ω+ as k+
n :=

(α+
n , γ

+
n )>, and the wave vectors of outgoing waves in Ω− we call k−n := (α−n , γ

−
n )>. The

wave vector of the incoming wave we denote by k+.
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Upon this, the spaces wherein we search for the solutions u+ and u− are defined as

Q+ :=
{
v : v =

∞∑
n=−∞

B+
n e

ik+
nx, B+

n ∈ C
}
,

Q− :=
{
v : v =

∞∑
n=−∞

A−n e
ik−n x, A−n ∈ C

}
.

Using the Rayleigh expansion, we can construct for any function v+ ∈ Q+,

v+ =
∞∑

n=−∞

B+
n e

ik+
nx,

the DtN operator T as

T (u+) :=
i

µ̃+

∞∑
n=−∞

(nΓ+ · k+
n )B+

n e
ik+
nx.

For v− ∈ Q− and uin the operator can be determined similarly. Furthermore, let [u]± be
the jump of u at the interface Γ±, i.e. [u]± := uI − u±.

Incorporating the interface conditions (9.15)-(9.18) into our variational formulation
with Nitsche’s method [Nit71, Ste98, HHL03], or similarly with a discontinuous Galerkin
method [ABCM02, CKS00], yields together with the fact that the incoming wave is known
to our problem formulation.

Formulation 9.4 (weak formulation). Find u := (uI , u+, u−) ∈ QI
p ×Q+ ×Q− such that

B1(u,v) = F1(v) ∀v := (vI , v+, v−) ∈ QI
p ×Q+ ×Q−

with the bilinear form

B1(u,v) := BI
1(uI , vI) +

〈
T (u±), v±

〉
Γ±

+
〈
T (u±), [v]±

〉
Γ±

+
〈
[u]±, T (v±)

〉
Γ±

+ η
〈
[u]±, [v]±

〉
Γ±

and a properly chosen stabilizing parameter η. The linear form containing the incident
wave uin = A+

0 e
ik+x reads as

F1(v) = −
〈
T (uin), vI

〉
Γ+ +

〈
uin, T (v+)

〉
Γ+ + η

〈
uin, [v]+

〉
Γ+ .
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Next we state consistency of the weak problem formulation.

Lemma 9.5. The exact solution u = (uI , u+, u−) of the classical Formulation 9.1 is a
solution of Formulation 9.4.

Proof. Inserting the exact solution (uI , u+, u−) into BI
1(u,v) results together with the

interface conditions (9.15) and (9.17), i.e. [u]+ = uin on Γ+ and [u]− = 0 on Γ−, in

B1(u,v)− F1(v) = BI
1(uI , vI) +

〈
T (u±), v±

〉
Γ±

+
〈
T (u±), [v]±

〉
Γ±

+
〈
T (uin), vI

〉
Γ+ ,

B1(u,v)− F1(v) = BI
1(uI , vI) +

〈
T (u+ + uin), vI

〉
Γ+ +

〈
T (u−), vI

〉
Γ−
.

Note that according to the definition of the operator T and the interface conditions (9.16)
and (9.18) T (u+ + uin) = µ̃−1nΓ+ · graduI and T (u−) = µ̃−1nΓ− · graduI . Thus,

B1(u,v)− F1(v) = BI
1(uI , vI) +

〈
µ̃−1nΓ± · graduI , vI

〉
Γ±

which is zero according to Lemma 9.2.

Remark 9.6. (i) In the method described in Formulation 9.4 the Rayleigh coefficients
B+
n and A−n appear as additional unknowns in the variational equation.

(ii) For elliptic problems it is well known that the stabilizing parameter η has to be chosen
sufficiently large, i.e. η ≈ 1

h
, to obtain an elliptic bilinear form on the finite element

space. For our indefinite problem we made good experience by taking η = iω, which
represents an impedance boundary condition for the near field domain.

(iii) Using this formulation, the gradient of the plane waves T (u±) has to be evaluated
instead of the gradient of the interior solution nΓ± · graduI when assembling the
system matrix. Because T (u±) is equivalent to the multiplication of the inner product
of normal and wave vector with a plane wave, an evaluation of the DtN map is
equivalent to a function evaluation and therefore cheaper.

(iv) Except to the term
〈
T (u±), v±

〉
Γ±

the bilinear form is hermitian. This integral of two
plane waves over the interface leads because of∫ dx

0

ei(α0+n 2π
dx

)xe−i(α0+m 2π
dx

)xdx = δnmdx
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just to diagonal entries in the system matrix. Thus, the stiffness matrix can be
decomposed into a hermitian and a diagonal matrix.

9.3 Problem formulations and discretizations for biperi-

odic gratings

In this section we provide the main points of the corresponding problem formulation for
the biperiodic grating. For a more detailed discussion see [HSSZ09].

For biperiodic gratings, the electric field E, which we call EI in ΩI
p, and the magnetic

field, i.e. (iωµ)−1 curlE have to be tangential continuous across interfaces. Furthermore,
on the periodic boundaries Γlx,Γ

r
x,Γ

l
y,Γ

r
y the tangential components of these two fields have

to be quasi periodic with factors ρx = eiα
+
0 dx and ρy = eiβ

+
0 dy obtained by the incoming

wave (9.7). This leads us to

Formulation 9.7 (the classical formulation). Find a vector valued function EI : ΩI
p → C3

which satisfies

curl
( 1

µ
curlEI

)
− ω2εEI = 0 (9.20)

under the quasi periodic boundary conditions

nΓlx
×EI(x+ dxex) = ρxnΓlx

×EI(x) ∀x ∈ Γlx, (9.21)
1

µ
nΓlx
× curlEI(x+ dxex) = ρx

1

µ
nΓlx
× curlEI(x) ∀x ∈ Γlx, (9.22)

nΓly
×EI(x+ dyey) = ρynΓly

×EI(x) ∀x ∈ Γly, (9.23)
1

µ
nΓly
× curlEI(x+ dyey) = ρy

1

µ
nΓly
× curlEI(x) ∀x ∈ Γly, (9.24)

and the interface conditions

nΓ+ ×EI = nΓ+ × (Ein +E+) on Γ+, (9.25)
1

µ
nΓ+ × curlEI =

1

µ+
nΓ+ × curl(Ein +E+) on Γ+, (9.26)

nΓ− ×EI = nΓ− ×E− on Γ+, (9.27)
1

µ
nΓ− × curlEI =

1

µ−
nΓ− × curlE− on Γ+, (9.28)

together with the ansatz (9.7) -(9.9).
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We get by testing (9.20) with a vector valued test function and carrying out integration
by parts

BI
2(EI , eI)−

〈 1

µ
curlEI ,n∂ΩIp

× eI
〉
∂ΩIp

= 0 ∀eI ∈ H(curl,ΩI
p),

with EI ∈ H(curl,ΩI
p) and the bilinear form for the internal domain ΩI

p

BI
2(EI , eI) :=

( 1

µ
curlEI , curl eI

)
ΩIp
−
(
ω2εEI , eI

)
ΩIp
.

The quasi periodic boundary conditions can be again implemented by incorporating the
conditions (9.21) and (9.23) directly into the function space, i.e. restricting H(curl,ΩI

p) to

Y I
p :=

{
v ∈ H(curl,ΩI

p) : ρxnΓlx
× v|Γlx = nΓlx

× v|Γrx , ρynΓly
× v|Γly = nΓly

× v|Γry
}
,

and by neglecting the boundary integral on the periodic boundaries.

Lemma 9.8. Any function EI ∈ Y I
p satisfying the variational equation

BI
2(EI , eI)−

〈 1

µ
curlEI ,nΓ± × eI

〉
Γ±

= 0 ∀eI ∈ Y I
p

fulfills the differential equation (9.20) together with the quasi periodic boundary conditions
(9.25) -(9.28).
The proof of this lemma is similar to the proof of Lemma 9.2.

In order to incorporate the interface conditions, we have to define the plane wave
spaces and to introduce the DtN map T . With the wave vectors k+

nm := (α+
n , β

+
m, γ

+
nm),

k−nm := (α−n , β
−
m, γ

−
nm) and k+ for the incoming wave, the plane wave spaces on Ω+ and Ω−

read as

Y + :=
{
v : v =

∞∑
n,m=−∞

B+
nme

ik+
nmx, B+

nm ∈ C3, B+
nm · k+

nm = 0
}
,

Y − :=
{
v : v =

∞∑
n,m=−∞

A−nme
ik−nmx, A−nm ∈ C3, A−nm · k−nm = 0

}
.

For any v+ ∈ Y +,

v+ =
∞∑

n,m=−∞

B+
nme

ik+
nmx,
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the DtN map is defined via

T (v+) =
i

µ+

∞∑
n,m=−∞

k+
nm ×B+

nme
ik+
nmx.

Similar definitions exist for functions in Y − and Ein . Additionally, we make use of the
tangential jump [v]τ := nΓ± × vI − nΓ± × v±. This leads us to the problem formulation
with the interface conditions incorporated by Nitsche’s method.

Formulation 9.9 ( the weak formulation). Find u := (EI ,E+,E−) ∈ Y I
p × Y + × Y −

such that
B2(u,v) = F2(v) ∀v := (eI , e+, e−) ∈ Y I

p × Y + × Y −

with the bilinear form

B2(u,v) := BI
2(EI , eI)−

〈
T (E±),nΓ± × e±

〉
Γ±
−
〈
T (E±), [e]τ

〉
Γ±

−
〈
[E]τ ,T (e±)

〉
Γ±

+ η
〈
[E]τ , [e]τ

〉
Γ±

with a properly chosen stabilizing parameter η. The linear form reads with Ein = A+
00e

ik+x

as

F2(v) :=
〈
T (Ein),nΓ+ × eI

〉
Γ+ −

〈
nΓ+ ×Ein,T (e+)

〉
Γ+ + η

〈
nΓ+ ×Ein, [e]τ

〉
Γ+ .

For this formulation consistency can be shown in the same way as in the proof of Lemma
9.5. We should also mention that Remark 9.6 applies for this problem formulation as well.

9.4 Modeling of layers

In many practical application are often planar layers between the semiinfinite substrate
and the periodic structure. The simplest way to take these layers into account is to add
them to the computational domain ΩI

p. This can result in a large increase of the number
of unknowns in the case of many and (or) thick substrate layers, which is not desirable.
A different possibility to model such layers is to add them via the boundary condition,
i.e. they are part of the semiinfinite domain Ω−p . In this case, we have to allow for waves
entering the computational domain ΩI

p from below ( BF in Figure 9.3), caused by reflections
of the outgoing waves on Γ− ( AF in Figure 9.3). The aim of this section is, to express the
Rayleigh coefficients of the incoming waves on Γ− by the outgoing ones via the transfer
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Figure 9.3: A stack of substrate layers

matrix method [NP03, Rei05]. By doing this, the substrate layers can be incorporated
directly into the function spaces.

In the following, we assume that the layers are parallel to the xy plane (compare Figure
9.3), and the j-th layer with thickness dj = zj−1−zj is enclosed by the planes z = zj−1 and
z = zj with zj−1 > zj. Note that Γ− is the plane z = z0. We consider µ to be constant on
the whole domain and ε and consequently ν are constant at least on each substrate layer
with values εj, νj.

Because the polarization of a wave does not change when it is reflected, it makes sense
to decompose the field into a TE and a TM component. For the described setting the
solution in one layer can be expressed as in (9.6) via the Rayleigh expansion. Knowing
that in any layer the wave of order i,j is reflected on the interfaces either into the wave
moving in opposite z-direction of the same order, or it is transmitted to the order i, j wave
of the neighboring layer, it is sufficient to consider each order individually. Thus, we can
restrict ourself to one up and one down going wave.

9.4.1 TE-modes

For TE modes the electric field is parallel to the layers, and we will denote it in the j-th
layer as

E‖(x, y, z) = Aje
i(αjx+βjy−γjz) +Bje

i(αjx+βjy+γjz).
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With the help of this representation the electric field and its normal flux at the boundaries
of the layer can be described by(

E‖
∂E‖
∂z

)∣∣∣∣∣
z=zj−1

=

(
1 1

−iγj iγj

)(
Aje

i(αjx+βjy−γjzj−1)

Bje
i(αjx+βjy+γjzj−1)

)
(9.29)(

E‖
∂E‖
∂z

)∣∣∣∣∣
z=zj

=

(
1 1

−iγj iγj

)(
κ 0

0 1
κ

)(
Aje

i(αjx+βjy−γjzj−1)

Bje
i(αjx+βjy+γjzj−1)

)
(9.30)

with κ := eiγjdj . From this equations we get the propagation matrix for layer j

Pj :=

(
1 1

−iγj iγj

)(
κ 0

0 1
κ

)(
1 1

−iγj iγj

)−1

which connects the field and its normal flux above and below the layer,(
E‖
∂E‖
∂z

)∣∣∣∣∣
zj

= Pj

(
E‖
∂E‖
∂z

)∣∣∣∣∣
zj−1

.

Considering a stack of m layers with interfaces at z0, z1, . . . , zm and using that on interfaces
the tangential electric field (here E‖) and its normal flux are continuous, we get by simple
matrix multiplication (

E‖
∂E‖
∂z

)∣∣∣∣∣
z0

=
m∏
j=1

Pj

(
E‖
∂E‖
∂z

)∣∣∣∣∣
zm

. (9.31)

Combining this with (9.29) and(9.30), which connect the electric field with its Rayleigh
coefficients, we obtain a system of the form(

AF

BF

)
= M

(
AS

0

)
. (9.32)

Note that because of no incoming waves from below the stack BS was considered to be
zero. Elimination of AS leads to the desired relation between AF and BF , i.e. BF = ϑAF =
M21

M11
AF .
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9.4.2 TM-modes

For TM-modes we repeat this calculations for the magnetic fieldH , which is parallel to the
layers. Here the situation is almost similar. The only difference is that now the tangential
component of the magnetic field H‖ and 1

ω2ν2
j

∂H‖
∂z

have to be continuous across interfaces.

Thus, H‖
∂z

jumps on layer interfaces. To take care of these jumps, the propagation relation
corresponding to (9.31) has to be modified by introducing an interface matrix

Dij =

(
1 0

0
ν2
i

ν2
j

)
,

and we obtain (
H‖
∂H‖
∂z

)∣∣∣∣∣
z0

= P1D12P2D23 . . . Pm

(
H‖
∂H‖
∂z

)∣∣∣∣∣
zm

.

This relation leads again to an equation of the form (9.32).

Remark 9.10. Calculating the factor ϑ via M21

M11
as suggested above can lead in the case

of absorbing layers, where one has to deal with large numbers in M , to a reduced accuracy
in ϑ. One possibility to avoid this is to start with an arbitrary number for AS in (9.32),
for example AS = 1, and to multiply the resulting vector with one propagation matrix after
the other. Because for the calculation of ϑ just the ratio between AF and BF is needed, the
vector can be normalized after each multiplication, and large numbers are avoided.

Remark 9.11. If we use plane wave basis functions in the space Y − which are either TE or
TM, the factor ϑ linking an up going degree of freedom with the corresponding down going
degree of freedom can be calculated as just described. Substrate layers can be implemented
then by replacing BF by ϑAF during the assembly procedure.

9.5 Numerical examples

The numerical examples presented in this section were calculated with the finite element
code Netgen/Ngsolve of Schöberl (see http://sourceforge.net/projects/ngsolve or [Sch97]),
and the linear system of equations were solved with the direct solver "PARDISO" [SG04,
SG06].
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Figure 9.4: The real part of the electric field for TE modes(left) and the magnetic field for
TM modes (right) of a lamellar grating. The wave vector of the incoming wave points into
the direction of (sin(30◦),− cos(30◦))>.

9.5.1 A lamellar grating as benchmark problem

We start the numerical results section by studying a two dimensional benchmark problem
from the literature [Gar99, BCW05]. There, a lamellar grating of period 1µm with groove-
with 0.5µm and a groove-depth of 1µm is taken. The material above the grating is assumed
to be vacuum with a refractive index of one, while the grating itself is highly absorbing
with a refractive index of 0.22+6.71i. For such a structure an incoming wave with an angle
of incidence of 30◦ to normal incidence is considered.

The left hand plot of Figure 9.4 shows the real part of the electric field for an incoming
TE wave. In order to get a good approximation of the solution, geometric refinement
towards the corner points of the grating was needed. There, in each refinement step these
vertices are cut off for the actual mesh with a geometric refinement factor of 0.125. For
geometric refinement of order one and polynomial order 12, which leads for the mesh of
Figure 9.4 to 15849 unknowns, the fraction of intensity reflected into the direction of order
-1 is with 0.7342789 in very good agreement with [Gar99, BCW05].

In the TM case, due to singularities, a finer mesh and geometric refinement of order five
was needed to get the same accuracy. Additionally, the high absorption in the substrate
leads to a strongly decaying solution, as it is shown in the right hand plot of Figure 9.4,
and a refinement of the mesh towards the interface is necessary. The calculation in this
plot was done for polynomial order 6, which results in 23122 unknowns, and an intensity
for the zero order reflection of 0.8484817 was obtained. This is again close to the results
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Figure 9.5: L2-error as a function of unknowns for different geometric refinement levels in
the lamellar grating example for the TE case (left) and the TM case (right)

of [Gar99, BCW05].
In Figure 9.5 we investigate for both polarizations the dependence of the solution on

the number of geometric refinement levels towards the corner points of the grating profile
and on the number degrees of freedom. The number of unknowns is varied for a fixed mesh
by changing the polynomial order. In this example the L2-error was calculated via the L2-
norm on Γ+ ∪ Γ− of the difference of the actual far field solution and a reference solution
of higher accuracy. The plotted curves show some typical features. For small polynomial
orders, in the preasymptotic range, exponential convergence of the solution can be reached.
A further increase in the polynomial order slows because of the fixed mesh the convergence
rate down to algebraic convergence. While, according to Figure 9.5, for TE modes one
level of geometric refinement is sufficient, for TM modes geometric refinement has due to
singularities at the corner points of the grating profile a large influence onto the error of
the solution.

Finally, we examine the dependence of the solution on the distance of the boundaries
Γ± from the grating. In Figure 9.6 the error in the intensity of the zero order reflection is
plotted against the number of plane waves used in the calculation for different distances
(in µm). The plot shows that the bigger the distance between the grating and the artificial
boundary Γ±, the less plane waves are needed to get an accurate solution for the far field.
When cutting the unit cell in a small distance from the grating, the local field at the grating
has still a large influence onto the solution on Γ±, and a large number of evanescent waves
is needed to describe it correctly. For big distances the influence of the evanescent waves
decreases, and the solution at Γ± is dominated by propagating waves.



CHAPTER 9. SIMULATION OF DIFFRACTION GRATINGS 185

 1e-14

 1e-12

 1e-10

 1e-08

 1e-06

 1e-04

 0.01

 1

 0  5  10  15  20  25  30

in
te

ns
ity

 e
rr

or
 in

 o
rd

er
 z

er
o

number of waves

dist = 0.02
dist = 0.1
dist = 0.3
dist = 0.6

Figure 9.6: Error depending on the number of plane waves for different distances of the
boundary Γ± from the surface of the grating

9.5.2 A large unit cell

This example is based on the same lamellar grating as above, with the difference that a
much larger unit cell was taken. In order to show that the presented approach is able
to treat two dimensional problems with a very small ratio of wavelength to period of the
grating, the unit cell was chosen to consist of 100 periods of the lamellar grating, while
the wavelength was kept constant. Thus, the ratio of wavelength to period is 400. For
this setting about 400 plane waves are needed to describe the far field correctly. Figure
9.7 shows the real part of the electric field on a part of the super cell. By using 18000
elements of polynomial order 8, which corresponds to about 710000 unknowns, the reflected
intensities could be calculated up to five digits. The calculation was done on a 2GHz Intel
processor within 530 seconds.

9.5.3 A biperiodic grating

We will finish this section with a three dimensional example, a grating periodic in x and
y-direction with periods of 0.6µm. A sketch of the unit cell is given in Figure 9.8. There, a
strongly absorbing silicon substrate with refractive index 4.76+5i is covered by a 1 µm thick
insulating SiO2 layer with refractive index 1.5 (green in Figure 9.8), which is incorporated
as substrate layer. The SiO2 is coated by a weakly absorbing layer (blue) of thickness
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Figure 9.7: Real part of the electric field for a super cell of the lamellar grating. The incom-
ing wave has a TE polarization and propagates into the direction of (sin(30◦),− cos(30◦))>.

Figure 9.8: Geometry of the unit cell and real part of the x component of the electric field
for the biperiodic grating. The incoming wave is polarized parallel to the xz-plane, and it
propagates into the direction of (sin(30◦), 0,− cos(30◦))>.
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Figure 9.9: Zero order intensity as a function of the wavelength compared with a reference
solution for the biperiodic grating

0.08µm with refractive index 2.62+0.48i and a photo resist (orange) of thickness 0.3µm
and refractive index 1.68+0.003i. Into this photo resist cylindric holes of radius 0.15µm
are etched periodically. The refractive index above this structure and in the holes is taken
as one.

For such a structure an incoming wave propagating parallel to the xz-plane with an
electric field polarized in the plane of incidence and an angle of incidence of 30◦ is as-
sumed. The electric field, which has to be tangential continuous across interfaces, can be
naturally approximated by Nédélec finite elements, which provide tangential continuous
basis functions on element interfaces. Figure 9.8 shows the real part of the x-component of
the resulting electric field for a wavelength of 0.3µm. There, it can be clearly seen that in
regions with a higher refractive index, like the photo resist, the wavelength is smaller, and
the complex part of the refractive index in the absorbing layer (blue) leads to a damping
out of the field.

For such a setting, the intensity of the zero order reflection was calculated for different
wavelengths, polynomial orders and meshes. In Figure 9.9 this intensity is plotted against
the wavelength, and the results are compared with a solution obtained by an RCW code
[Bis01]. For the left hand plot, the underlying mesh of the finite element solution (green)
consisted of 835 elements with polynomial order two, which corresponds to about 9100
unknowns. From the good agreement of the finite element solution with the RCW solution
in the large wavelength region, we can conclude that already small polynomial orders lead
to a good approximation of the solution.
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For small wavelengths the situation is different. Therefore, we investigate in the right
hand plot of Figure 9.9 two possibilities to get a better approximation. One option is
to refine the mesh for a constant polynomial order. The blue line was calculated for a
finer mesh consisting of 4787 elements with polynomial order two, which results in 48000
unknowns. By using this strategy just some features of the reference solution (red) can be
resolved. Another approach is to increase the polynomial order while the mesh remains
unchanged. Repeating the calculation for the original mesh of 835 elements with an in-
creased polynomial order of four leads for approximately the same number of unknowns
as above to the black line. The black line agrees much better with the reference solution,
and for wavelength larger than 0.3µm they are almost identical.



Chapter 10

Summary and Outlook

Results and Conclusions

The main goal of the thesis is to develop new solvers for the Helmholtz equation and the
vector valued wave equation, which are applicable to problems with large wave numbers,
or more precisely to problems with a small ratio of wavelength to domain size.

The foundation of all our solvers is the consistent mixed hybrid formulation for the
Helmholtz equation and the vector valued wave equation, respectively, presented in Chap-
ter 5. This formulation allows to reduce the original problem to a problem posed on the
skeleton of an underlying mesh. Consequently, the number of degrees of freedom is reduced
significantly. For the mixed hybrid formulation we were able to prove existence and unique-
ness of the solution in the continuous case. In addition, it was shown that the continuous
problem as well as the discrete problem is energy conserving.

The facet degrees of freedom of this hybrid formulation are strongly related to
impedance traces. Therefore, it allows in a natural way to find for domain decomposi-
tion solvers appropriate interface conditions, and convergent methods can be obtained.
Chapter 6 was dedicated to such solvers. There, we discussed how to combine additive
Schwarz and multiplicative Schwarz solvers as well as the BDDC preconditioner with our
formulation in order to get convergent schemes. Furthermore, a new Robin type domain
decomposition preconditioner, based on direct solvers for the subdomain problems is intro-
duced. The two latter can be easily implemented in parallel environments, and they are
well suited for efficiently solving large problems with a small ratio of wavelength to domain
size. This was demonstrated by numerical examples.

In Chapter 8 we discuss an optimized implementation of the mixed hybrid formula-

189
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tion based on eigenfunctions for the two dimensional Helmholtz equation. This approach
allows for discretizations with polynomial orders up to thousands. Numerical examples
demonstrate the efficiency of this solution strategy for large regions with constant material
parameters, especially in the case of large wave numbers. A drawback of the method is
that it is limited to rectangular meshes, which requires the introduction of hanging nodes
for complicated structures, and which therefore complicates the modeling process.

Throughout the major part of the thesis robin boundary conditions are used as trans-
parent boundary conditions. In Chapter 7 it was demonstrated for the two dimensional
Helmholtz equation, that the mixed hybrid formulation can also be combined with Hardy
space infinite elements, a more powerful method in order to realize transparent boundaries.
Furthermore, as discussed in Chapter 8, it is possible to adapt these elements such that
they can be used together with the optimized implementation based on eigenfunctions.

Finally, the simulation of periodic structures for the Helmholtz and the vector valued
wave equation was discussed in Chapter 9. The presented approach combines the ad-
vantages of the finite element method, which is used to approximate the near field, with
a physical description of the solution in the semi infinite far field region, a plane wave
expansion. The originality of the method lies in the way the coupling of these two approx-
imations is realized, namely the method of Nitsche. Numerical results indicate that the
performance of our approach is more than competitive with existing methods. This is due
to the flexibility of hp finite elements.

Future Work

Some numerical results (compare Figures 5.1 and 5.3) indicate that the solution of the
mixed hybrid problem converges for both, the Helmholtz equation and the vector valued
wave equation with optimal order. A point of further investigation would be to verify
these convergence rates theoretically. Therefore, a detailed error analysis of the hybrid
formulation is necessary.

The preconditioners presented in Chapter 6 are based on robin type boundary condi-
tions of the underlying problem. Thus, a topic of further research would be to examine these
solvers together with problem settings containing more accurate realizations of transpar-
ent boundary conditions like perfectly matched layers or the presented Hardy space infinite
elements.

Besides this, a generalization of the optimized approach from Chapter 8 based on
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discrete one dimensional eigenfunctions to higher dimensions, as well as an application of
this technique to the time harmonic Maxwell case deserves further investigation. While
such a generalization seems to be straight forward in the Helmholtz case, it is not clear,
if a competitive realization of the mixed hybrid formulation for the vector valued wave
equation using a discrete eigenfunction basis is possible.

A further promising topic is to use the hybridization technique together with domain
decomposition solvers for the simulation of diffraction gratings. This would simplify solv-
ing problems containing periodic structures a lot, and computations for a small ratio of
wavelength to period are possible. The challenging point will be to find efficient precon-
ditioners. Since the plane wave degrees of freedom couple to all facet degrees of freedom
on the boundary above and below the grating, respectively, the structure of the system
matrix is not comparable to the structure of a matrix obtained from a wave type problem
with absorbing boundary conditions.
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