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Abstract

The rapid development of new technological systems for navigation, telecommunication, and

space missions which transmit signals through the Earth’s upper atmosphere - the ionosphere

- makes the prediction of the meteorological conditions of space around the Earth more essen-

tial. For space geodetic techniques, operating in microwave band, ionosphere is a dispersive

medium; thus signals traveling through this medium are in the first approximation, affected

proportional to inverse of the square of their frequencies. This effect allows gaining informa-

tion about the parameters of the ionosphere in terms of Total Electron Content (TEC) or the

electron density (Ne). Making use of this phenomenon, space geodetic techniques have turned

into a capable tool for studying the ionosphere in the last decades. The classical data for

obtaining ionospheric parameters from space geodetic techniques are the Global Navigation

Satellite Systems (GNSS) dual-frequency observations. However, due to the fact that the

GNSS ground stations are in-homogeneously distributed in globe and have a poor coverage

over the oceans, the precision of TEC maps are rather low in these areas. On the other hand

dual-frequency satellite altimetry missions (such as Jason-1 and 2) provide direct TEC values

exactly over the oceans, and furthermore the six Formosat-3/COSMIC (F/C) spacecraft pro-

vide about 2500 globally distributed occultation measurements per day, which can be used

for obtaining TEC values. Integrating these data with the ground-based data improves the

accuracy and reliability of the ionospheric maps. This study aims at developing a global

multi-dimensional model of the TEC and electron density, using measurements from several

space geodetic techniques. In the case of 2D model, TEC is represented using a spherical

harmonic expansion. However, due to the fact that 2D models of TEC provide information

about the integral of the whole electron content along the vertical or slant ray-path, when

information about the ionosphere at different altitudes is needed, these maps are not useful.

Besides the geodetic applications, 3D modeling approach can include geophysical parame-

ters like maximum electron density, and its corresponding height. High resolution modeling

of these parameters, allow an improved geophysical interpretation.In the case of 3D model,

electron density is represented using two sets of spherical harmonic expansions. The 3D

models represent the height-dependency of the electron density by a multi-layered Chapman

function for the bottom-side and topside ionosphere, and an appropriate base-function for

the plasmaspheric contribution. To conclude, due to several developments and modifications

of conceptual approaches, this study can be considered as a pioneer in the field of modeling

the upper atmosphere, using space geodetic techniques.





Kurzfassung

Die Ionosphäre ist ein dispersives Medium für die Signale der geodätischen Weltraum-

verfahren, die den Mikrowellenbereich nutzen; dadurch werden Signale in diesem Medium in

erster Näherung invers proportional zum Quadrat der Frequenzen beeinflusst. Dieser Effekt

ermöglicht die Bestimmung von ionosphärischen Parametern in Form von Total Electron Con-

tent (TEC) Werten oder Elektronendichten (Ne). TEC Werte oder Elektronendichten können

mit Kugelfunktionen beschrieben werden, um daraus globale Ionosphärenkarten (Global Io-

nosphere Maps, GIM) abzuleiten. Üblicherweise stammt der Input für die Entwicklung von

GIM von Zweifrequenz-Beobachtungen auf Global Navigation Satellite Systems (GNSS) Sta-

tionen. Jedoch sind GNSS Stationen inhomogen über die gesamte Erde verteilt, mit groen

Lücken über den Ozeanen; dadurch wird die Genauigkeit der GIM über diesen Gebieten

verringert. Andererseits liefern Satellitenaltimetriemissionen auf zwei Frequenzen wie To-

pex/Poseidon (T/P) oder Jason-1 präzise Informationen zur Ionosphäre über den Ozeanen;

weiters erlauben Low Earth Orbiting (LEO) Satelliten, wie Formosat-3/COSMIC (F/C) glo-

bal gut verteilte Ionosphärenmessungen. Dieses Dissertation behandelt die globale Model-

lierung von TEC durch die Kombination von GNSS Beobachtungen mit Satellitenaltimetrie

und auch mit globalen TEC Daten aus Okkultationsmessungen der F/C Mission. Die Unter-

suchungen konzentrierten sich auf die Dauer zwischen dem letzten solarem Minimum (2006)

und einigen Jahren danach (bis 2010). An einigen ausgewählten Tagen wurde die Kombi-

nation durchgeführt, und die kombinierten GIM von vertikalem TEC (VTEC) zeigen eine

maximale Abweichung von ungefähr 1.5 TEC Units (TECU ) bezogen auf das ausschließlich

aus GNSS-Beobachtungen ermittelte GIM. Die RMS (root mean square) Fehlerkarten der

kombinierten Lösung zeigen eine Verbesserung während des ganzen Tages. Die Verringerung

des RMS erreicht 0.5 TECU in Gebieten, wo nur wenige GNSS Beobachtungen aber eine

große Zahl an F/C Beobachtungen zur Verfügung stehen. Das bestätigt, dass die kombinier-

ten GIM eine homogenere globale Verteilung haben als Ergebnisse von einer Technik alleine.

Somit kann die Schlussfolgerung gezogen werden, dass die Kombination von Satellitenaltime-

trie und auch F/C mit GNSS Beobachtungen für die globale Modellierung der Ionosphäre die

Genauigkeit und Zuverlässigkeit der GIMs signifikant verbessert, besonders wenn eine große

Anzahl an Okkultationsmessungen zur Verfügung steht. Alle Vergleiche und Validierungen in

dieser Studie liefern wichtige Informationen bezüglich der Kombination und Integration der

verschiedenen Beobachtungsverfahren im Global Geodetic Observing System (GGOS) der

International Association of Geodesy (IAG).
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Chapter 1

Introduction and motivation

In the last decades, the new technological systems which transmit signals through the

Earth’s atmosphere, have been rapidly evolved, serving both military and civilian purposes,

such as in telecommunication, navigation, and surveillance systems. Among these systems,

the current space geodetic techniques, such as Global Navigation Satellite Systems (GNSS),

Low Earth Orbiting (LEO) satellites, Very Long Baseline Interferometry (VLBI), and others

(see Fig. 1.1) have found several applications in a broad range of commercial and scientific

fields. The increase in using space geodetic techniques, surges the demand for obtaining the

most accurate and reliable results. This can be achieved by either technical improvement

of the observing instruments, or by minimizing the effect of the error sources. This mini-

mization can be accounted for by combining the results derived from different space geodetic

techniques. For this purpose, a special project called the Global Geodetic Observing System

(GGOS) was established by the International Association of Geodesy (IAG) in July 2003

(IAG, 2012). This international cooperation has led to the establishment of the IAG Ser-

vices, which provide valuable observations and products not only to the scientific community

but also for a wide range of non-scientific applications. The main vision of GGOS as stated

in GGOS (2012) is: ”GGOS integrates different geodetic techniques, different models, dif-

ferent approaches in order to ensure a long-term monitoring of the geodetic observables in

agreement with the Integrated Global Observing Strategy (IGOS).”

Following this global objective in geodetic science, this study effectively contributes to the

GGOS aims by integrating observations from different space geodetic techniques for multi-

dimensional modeling of the upper part of the Earth’s atmosphere, the ionosphere.

The ionosphere is an upper part of the Earth’s atmosphere which is extended from ap-

proximately 60 km to 1,000 km or higher altitudes. Solar radiation produces free electrons

and ions in this region. The density of these free electrons and ions are high enough to affect

the propagation of electromagnetic radio frequency waves (Hargreaves, 1995). Ionosphere is

dispersive with respect to the electromagnetic signals. This means that the electromagnetic

signals traveling through the ionosphere are in the first approximation, affected proportional

to the inverse of the square of their frequencies. This effect is known as the ionospheric re-

1



Figure 1.1: Infrastructure contributing to GGOS (figure courtesy of IAG (2012))

fraction, and should be considered in determination of the propagation velocity of the signals

traveling through this medium. This phenomenon is the reason why the measurements of

most of the space geodetic techniques are carried out in two different frequencies. Applying

this phenomenon, by using measurements in two different frequencies, the effect of the iono-

sphere can -in the first approximation- be eliminated. This approximation is accurate enough

for many of the commercial or scientific applications which want to get rid of the ionospheric

effects.

But on the other hand, this effect allows gaining information about the parameters of the

ionosphere in terms of Total Electron Content (TEC) or the electron density, compromising

the ionospheric models. If the ionospheric model would be known for a special location and

time, the ionospheric refraction can be computed for that specified location and time, there-

fore, the effect of ionosphere could be accounted for. For many applications in the navigation

and positioning field, where the single frequency measurements are used, an accurate and

reliable ionospheric model is essential. Furthermore, the empirical ionospheric models are
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1. Introduction and motivation

permanently updated by integration of real observations. The involvement of precise empiri-

cal results improves the ionospheric models towards a higher temporal and spatial resolution

and increases their accuracy. Empirical ionospheric models are widely used in radio science

and for climate and plasma studies as well as for aviation and marine navigation. In general,

a better understanding of the ionosphere, which is the main goal of this study, is fundamental

for all studies of the upper atmosphere, and for the solar-terrestrial environment.

To derive the information about the ionospheric parameters, following space geodetic tech-

niques were implemented within this study:

• Global Navigation Satellite Systems (GNSS), including the Global Positioning System

(GPS), and the GLObal NAvigation Satellite System (GLONASS),

• satellite altimetry mission, including Jason-1, and Jason-2, and

• LEO satellites, including Formosat-3/COSMIC (F/C).

The different principles of these observation techniques provide specific features of the iono-

spheric parameters derived by each of them. Combining these different techniques for mod-

eling the ionospheric parameters makes use of the advantage of each of these individual

technique, and compensates the disadvantages of each technique by certain extent.

In this study, ionospheric parameters have been modeled in different dimensions. To

model the ionosphere in 2D, TEC should be modeled in two dimensions, i.e. in longitude

and latitude. However, due to the fact that 2D models of TEC provide information about

the integral of the whole electron content along the vertical or slant ray-path, when infor-

mation about the ionosphere at different altitudes is needed, these maps are not useful; e.g.

when electron density profile is required, or when satellite to satellite observation is being

performed. Besides the geodetic applications, 3D modeling approach can include geophysical

parameters like maximum electron density, and its corresponding height. High resolution

modeling of these parameters, allow an improved geophysical interpretation. For these cases,

a 3D modeling of the ionospheric parameters becomes necessary. To model the ionosphere in

3D, one has the possibility of modeling either the TEC or the electron density. We concen-

trated on modeling electron density in 3D, i.e. in longitude, latitude, and height. Finally to

model ionosphere in 4D, electron density should be modeled in longitude, latitude, height,

and time. This is accomplished by taking the temporal variations of electron density into

account explicitly.

In conclusion, due to several developments and modifications of conceptual approaches,

this study can be considered as a pioneer in the field of modeling the upper atmosphere, using

space geodetic techniques.

To have a better perspective of the structure of this thesis, a brief overview of the

dissertation is presented here. This thesis is presented in three parts, including seven

chapters in total. After this chapter, the first part includes:

3



Part I - Basic Concepts

Chapter 2: Basics of the ionosphere

This chapter overviews some basics of the ionosphere, including ionization and recombination,

and layer formation. Subsequently the spatial and temporal variations within the ionosphere

are briefly explained. Then the effects of the ionosphere on microwave signals are discussed,

starting with the explanation on the group and phase velocities, and the ionospheric refrac-

tive index is derived using the Appelton-Hartee formula. Finally the first and higher-order

ionospheric delay is presented.

Chapter 3: Ionosphere and space geodetic observation techniques

In this chapter the space geodetic techniques, which provide information about the iono-

sphere are discussed. First the GNSS is briefly presented. The fundamental observation of

GNSS is reviewed, following the smoothed-code pseudorange. Then the linear combinations

which are used in the ionospheric studies, i.e. the ionospheric-free linear combination and

the geometric-free linear combination are explained. Then the Satellite altimetry mission

and its corresponding ionospheric-related measurements are over viewed. The LEO missions,

such as Formosat-3/Cosmic (F/C), Champ, and Grace are discussed afterwards. Brief de-

scription on VLBI and ionosphere is presented, and finally, DORIS mission is briefly outlined.

Part II - Modeling Theory

Chapter 4: Ionosphere models

Within this chapter, some of the ionospheric models are reviewed. The ionospheric models

are categorized into physical, empirical, and mathematical models. The Global Assimilative

Ionospheric Model (GAIM), and the Parameterized Ionospheric Model (PIM) are discussed

from the physical models. As for the empirical models, Klobuchar, International Reference

Ionosphere (IRI) model, NeQuick, Multi-Instrument Data Analysis System (MIDAS), and

Neustrelitz TEC Model (NTCM) are over viewed. Finally, for the mathematical models, one

sample for the global modeling, i.e. modeling vertical TEC (VTEC) using spherical harmonics

base-function, and one sample for regional ionosphere modeling, i.e. modeling VTEC applying

B-spline base-functions are presented. A brief overview of VTEC interpolation, IONEX

format, and International GNSS Service (IGS) ionosphere working group is also presented in

this chapter.

Chapter 5: New ionosphere reconstructing approaches

This chapter contains the main theoretical literature, applied for the investigations within

this thesis. In the first part, least-squares estimation is presented, continued with an expla-

nation on the constrained estimation procedure. A brief overview of possible base-functions

which can be used for modeling the ionospheric parameters is mentioned, and the accuracy
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of the estimated parameters is shortly outlined. In the second part of this chapter, 2D

modeling of VTEC is presented. The combination approach and the weighting scheme is

followed in this part. Third part of this chapter, deals with 3D modeling of the electron

density. Different models used for representing electron density are first discussed, then the

ionospheric observable is extended applying the selected model. Within this chapter, a brief

description on the ray-tracing technique, which is implemented in this thesis is provided.

Then the linearized model is calculated and the estimation procedure of the unknown

parameters is briefly discussed. Finally, in the last part of this chapter, 4D modeling of the

electron density is discussed and the formulae are presented.

Part III - Results

Chapter 6: Multi-dimensional maps of the ionosphere

The key part of the study is presented in this chapter. As already discussed in the previous

chapter, first 2D model of VTEC is developed combining GNSS, satellite altimetry, and F/C.

The developed maps are quantified using raw satellite altimetry and F/C data. The maps are

then compared with other VTEC maps and models. Finally, the procedure for calibrating

GNSS VTEC using satellite altimetry and F/C data is discussed. In the next part, electron

density is modeled in 3D, i.e. in longitude, latitude, and height. For this, GNSS data are

considered only. To accomplish this task, electron density is expressed by the F2 maximum

electron density and its corresponding height. To model the parameters of the electron

density globally, two sets of spherical harmonic expansions are implemented; therefore, the

coefficients of these expansions are our new unknowns. To estimate these unknowns, first the

GNSS input data are simulated using true GNSS positions, but simulated values from the

IGS VTEC maps. The a priori values are calculated using the IRI model and the ray-tracing

technique. The least-squares adjustment of the unknown parameters is presented after a brief

outline on the outliers test, and an explanation on the constraints used for estimating the

unknown parameters. After obtaining the unknown coefficients of the spherical harmonics

expansions, the F2 maximum electron density and its corresponding height is obtained. The

results are provided in a global grid-wise map with a spatial resolution of 2.5◦ in latitude, and

5◦ in longitude, and temporal resolution of 2h. The estimated F2-peak values are compared

with the IRI model values, as well as the F2-peak parameters obtained from the F/C data.

Chapter 7: Final remarks

This chapter reviews the summary of the procedures applied in this thesis. A brief discussion

on developed procedures and the obtained results of the thesis is presented. The final out-

come, and its pros and cons are represented as conclusions. Finally the thesis is concluded

with some remarks on the further work and some ideas for detailed investigations.
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Appendix Applications of the global VTEC models

In the appendix, the GNSS single-frequency single point positioning is introduced as a sample

application of the 2D global VTEC models.
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Basic Concepts
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Chapter 2

Basics of the ionosphere

Ionosphere is an upper part of the Earth’s atmosphere, which is extended from about

60 km to 2,000 km, with the main concentration of the particles between 300 to 400 km

(Hargreaves, 1995; Rishbeth & Garriott, 1969). Solar Extreme Ultra Violet (EUV) radiation

at wave lengths < 130 nm significantly ionizes the neutral gas. In addition to photo-ionization

by electromagnetic radiation, also energetic particles from the solar wind and cosmic rays

contribute to the ionization but to a much lesser extent (Hunsucker & Hargreaves, 2002).The

electron production in the ionosphere is a direct consequence of the interaction of the solar

radiation with atoms and molecules in the Earth’s upper atmosphere. These free electrons

and ions affect the propagation of electromagnetic waves. This effect is called ionosphere

refraction and has to be considered when determining the propagation velocity of signals of

all space geodetic techniques operating in microwave band.

2.1 Ionization and recombination

Within the ionosphere, solar radiation hits the atmosphere with a power density of 1,370

Watts per meter2. This value is known as the solar constant. The intense level of solar

radiation is spread over a wide spectrum, ranging from radio frequency through infrared (IR)

radiation and visible light to X-ray. Due to the fact that the photons of energy at ultraviolet

(UV) or shorter wavelengths are capable of separating an electron from a neutral gas atom or

molecule during a collision, they are considered to be ionizing. During a strike, the incoming

solar radiation hits a gas atom (or molecule); the atom absorbs part of this radiation and

produces a free electron and a positively charged ion.

Ionization

There are different sources for ionization within the ionosphere:
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2.1 Ionization and recombination

 Solar Radiation Partially absorbed
     by an atom

Producing Ion and
   a free electron

Oxygen Atom
Initially Neutral

e- O+

Figure 2.1: Ionization of an Oxygen molecule due to solar radiation

• Extreme UV and X-ray radiation

• High-energy particles

• Cosmic rays

Extreme UV and X-ray radiation: At the highest altitudes of the Earth’s atmo-

sphere, solar radiation is very strong but not so many atoms exist to interact with, thus the

ionization is limited. As the altitude decreases, more gas atoms would be present, therefore

the ionization process increases. In this process, a neutral atom X absorbs energy hf, to

produce a positive atom X+ and a free electron e−

X + hf → X+ + e− . (2.1)

High-energy particles: Could reach up to several thousands of electron volts (eV ) in

the auroral zone due to magnetosphere activities.

Cosmic rays: The Ultra-high energy particles with cosmic origin can penetrate deep

into the atmosphere and cause ionization within the lower ionosphere.

Recombination

Meanwhile an opposing process begins to take place. In this process a free electron moves

close enough to a positive ion and gets captured by it. This process is called recombination.

The recombination process accelerates at lower altitudes. This is due to the fact the gas

density increases at lower altitudes and the gas molecules and ions get closer to each other.

The balance between the ionization and recombination process determines the degree of

ionization present at any time.

If ionization was not swept away by recombination, the atmosphere would have become fully

ionized. But this is not the case. In reality, the production and loss of ionization reaches
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2. Basics of the ionosphere

an equilibrium; therefore recombination exists. In recombination process, negative electrons

e−, and positive ions X+, combine to produce neutral particles. There are two basic types

of recombination.

Radiative recombination: In this procedure an electron combines with an atomic ion

and produces a neutral atom and a photon hν:

e− +X+ → X + hν . (2.2)

Dissociative recombination: Within this procedure an electron combines with a molec-

ular ion XY + and produces two neutral atoms X and Y :

e− +XY + → X + Y . (2.3)

As the altitude decreases, the number of gas atoms and molecules increase, so there should

be more opportunity for energy absorption. But the energy from the solar UV radiation is

already absorbed within higher altitudes, therefore the intensity of radiation is smaller in

lower altitudes. There are points where lower radiation and greater gas density balances. In

these points recombination rates balance out the ionization rate. This leads to formation of

ionization peaks and consequently different layers, known as the Chapman layers.

2.2 Chapman layer profile

It is known that the density of the atmosphere decreases exponentially with altitude

(neglecting, for the moment, variations caused by the temporal structure or the diffusive

separation of species). It is also known that monochromatic radiation is attenuated exponen-

tially by an absorbing medium (Aghanajafi, 2000). With these two facts, it can be conceived

how solar radiation produces ionized layers. At the outer fringes of the atmosphere, the den-

sity is low and radiation is absorbed only slightly; but deeper in the atmosphere, the density

increases and so does the absorption of radiation. Both the density of the atmosphere and

the absorption of radiation increase exponentially with depth; and in particular altitude re-

gion, this double exponential absorption process will produce a very rapid attenuation of a

particular wavelength radiation, below this region, virtually none of that particular radiation

will penetrate. If the absorption is caused by ionization processes, an ionized layer will result.

This phenomenon is represented schematically by Fig. 2.2 (Whitten & Poppoff, 1971).

This layer formation theory was put in good quantitative form by Sydney Chapman in

1931. The Chapman law describes the direct relation of the density of free electrons and ions

to height and daily solar motion. The production rate of ion pairs is given by the Chapman

function under the following simplifying assumptions (Todorova, 2008):

• only the solar radiation is taken into account, i.e. the impact of the cosmic rays, which
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2.3 Variations in the ionosphere

Figure 2.2: Schematic representation of layer formation

are the second main (but less strong) cause of ionization, is neglected;

• the atmosphere consists of a one-component isothermal gas distributed in horizontally

stratified shells with constant scale height;

• the solar radiation is monochromatic and absorbed proportionally to the concentration

of gas particles.

In spite of the simplifying assumptions under which the Chapman theory is derived, it is

able to explain the main characteristics of the ionosphere and provides a reliable reference

for the basics in the ionosphere modeling (Kelly, 1989). As shown by the altitude profiles,

the maximum electron density is concentrated in a relatively thin layer, typically located at

a height between 300 and 500 km above the Earth’s surface. Based on that result, the Single

Layer Model (SLM ) (see Sect. 2.4.3) has been introduced. In this model it is assumed that

all free electrons are concentrated in an infinitesimally thin layer at a fixed height. Usually,

this height slightly exceeds the altitude of maximum electron density in order to balance the

effect of the more extended topside ionosphere. For more details on Chapman function please

refer to Sect. 5.3.1).

2.3 Variations in the ionosphere

Ionosphere is a complicated medium. It varies with different number of parameters, which

cause variations in spatial and temporal structure of electron density and so in the ionospheric
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layers. The main parameters driving the ionosphere are the solar activity and the behavior of

the geomagnetic field, so when studying the electron density it will be beneficial to introduce

two additional coordinate systems besides the geographical coordinate system, which take

the characteristics of the medium into account:

• Sun-fixed coordinate system

To keep the change in the Sun position minimal, the coordinate system should co-rotate

with it, so the temporal variation of the electron content is slow and can be averaged

for a short period, e.g. one to two hours. The origin of this Sun-fixed coordinate system

is set in the center of mass of the Earth, the terrestrial rotation axis is chosen for Z-

axis and the X-axis is defined by the mean solar meridian; the Y-axis completes the

coordinate system to a right-handed one. In that way the geographical longitude and

latitude (λg, ϕg) can be transformed into sun-fixed longitude and latitude (λs, ϕs) as

follows:

λs = s = λg + UT − π = λg + (UT − 12)hours , (2.4)

ϕs = ϕg , (2.5)

where ϕs and λs are in degrees and UT is the Universal Time in hours. To unify the

units in Eq. 2.4, (UT−12) should be multiplied by 15◦/hours. After the transformation

the latitude remains unchanged Eq. 2.5 and the sun-fixed longitude Eq. 2.4 matches

the hour angle of the Sun.

• Geomagnetic coordinate system

This system is defined by its Z-axis parallel to the axis of magnetic dipole, and its Y-

axis perpendicular to the geographic poles. So if
−−→
DP would be the dipole position and

−→
SP the south pole, we have

−→
Y =

−−→
DP ×

−→
SP . Finally the X-axis of the system completes

an orthogonal right-handed set. The relation between the geomagnetic coordinates

(λm, ϕm) and the geographic coordinates (λg, ϕg) follows:

sinϕm = sinϕg sinϕ0 + cosϕg cosϕ0 cos(λg − λ0) (2.6)

sinλm =
cosϕg sin(λg − λ0)

cosϕm
(2.7)
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2.3 Variations in the ionosphere

Figure 2.3: Relation between the geographic and geomagnetic system, where G is the geo-
graphic pole, M is the geomagnetic pole, P an arbitrary point, θg the geographic co-latitude
(= 90 − ϕg), θm is the geomagnetic co-latitude (= 90 − ϕm) , and geographic and geo-
magnetic longitudes are expressed by λg and λm (figure courtesy of World Data Center for
Geomagnetism (IGRF, 2011))

where ϕ0 and λ0 are the geographical coordinates of the geomagnetic north pole. Ac-

cording to the International Geomagnetic Reference Field (IGRF), the coordinates of

the north magnetic pole for the year 2010 are ϕ0 = 80.0◦ (N) and λ0 = 72.2◦ (W)

(IGRF, 2011). According to Schaer (1999) the geomagnetic north pole is moving about

+0.03◦ in south-north direction and −0.07◦ in west-east direction per year.

2.3.1 Spatial variations

2.3.1.1 Height dependent

Ionosphere is subdivided into different hight-dependent layers, based on the solar

radiation wavelength which is most absorbed in that layer or the level of radiation which is

required to photo dissociate the molecules within these individual regions. The main layers

are known as D, E, F1 and F2.

D Layer This layer is the part from approximately 60-90 km, which absorbs the

most energetic part of solar radiation. This layer reflects long wavelength radio waves

transmitted from Earth’s surface back to the Earth. This phenomenon makes long distance

radio communication possible. The D region is the most complex part of the ionosphere

from the chemical point of view. Several different sources cause the ion production within

this layer. The most important are: Lyman-α (Rhoads et al., 2000) that ionizes the NO

molecule, ultraviolet radiation that ionizes O2 and N2, hard X rays that depend strongly on

the solar activity and are not significant at sunspot minima, and galactic cosmic rays that
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2. Basics of the ionosphere

affect mainly the lower parts of the D region. The D region shows sudden changes in the

electron concentration near sunrise and sunset and remains almost constant during the day.

During the nighttime at mid latitudes this layer vanishes.

E Layer This region is the part from about 85-140 km, although the production peak

is at 110-115 km. Since at this height different molecular gases are present, molecular ions

are produced directly and the loss rate is dominated by dissociative recombination. As this

is not height dependant, the resulting electron concentration in this region closely follows

the production profile. Among the solar radiation, this layer absorbs soft X-rays. The E

region reflects standard AM radio waves, which are transmitted from the Earth, back to

its surface. The variations are regular and are mainly controlled by the Sun and may be

described by a Chapman law (see Sect. 2.2). The E layer does not vanish at night, but

a weakly ionized layer remains with an electron density of approximately 2×109electrons/m3.

Sporadic E Layer In addition to the regular E layer of the ionosphere, there exists

other irregular layers known as the sporadic E layers Es. Depending on the mechanism of

formation, there are different Sporadic E layers. In the equatorial zone, the E layer may be

interpreted in terms of the two-stream ion wave instability in the plasma Feltens et al. (2009).

In the polar ionosphere, the same mechanism may sometimes apply as well as ionization due

to penetration of charged particles. In other cases, turbulence may also play role in the

formation of the Sporadic E layer. Auroral sporadic E is produced by energetic electrons

from the magnetosphere. Furthermore, in the auroral zone, nighttime ionization is produced

by particles from the magnetosphere Mayer & Jakowski (2009).

Sporadic E can occur over a range of heights from about 90 to 120 km or even more. In

some cases the Es is a relatively thick layer with a well-defined maximum of electron density

whereas in other cases it is extremely thin. In some cases the Es layer is opaque and blankets

the upper layers; in other cases the upper layers can be seen through the Es, which suggests

that the radio waves are penetrating through the gaps.

F Layer In the F layer the peak production height is at 150-160 km. But the electron

concentration peak is well above this height at around 250-300 km. Among the solar

radiation the F layer absorbs EUV radiation. The F region reflects radio waves with shorter

lengths transmitted from earth’s surface. Visible light, radar, television and FM wavelengths

are all too short to be reflected by the ionosphere and they penetrate through this medium.

So these wavelengths are suitable for satellite communications. Through the F layer, by

increase in height, the loss rate gradually becomes dominated by the ion-atom exchange rate

and starts to decrease. In fact the loss rate drops down faster than the rate of production,

resulting an actual increase in electron concentration. As the plasma diffusion takes over,

the electron concentration becomes distributed similar to the neutral gas concentration, and

a maximum is reached. The height where the loss rate transits from dissociative to ion-atom

exchange can vary. If this height is above the peak production, a reduction in the actual
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Layer D E F1 F2

Height domain [km] 60 - 90 85 - 140 140 - 200 200 - 1,000

Electron density [elec/m3] Day 108 − 1010 1011 5× 1011 1012

Night - 2 · 109 109 3× 1011

Table 2.1: Characteristics of the main ionospheric layers

Figure 2.4: Chapman electron density profile and the ionospheric layers D, E, and F for both
night and day conditions at mid-latitudes

electron concentration happens. This results a secondary peak in the electron concentration

profile at the peak of production called the F1 peak. Therefore the F layer is subdivided

into two layers: The F1 layer extending from about 140-200 km and the F2 layer from

200-1000 km. Table 2.1 designates the four principal layers of the ionosphere.

Plasmasphere From altitudes about 1,000 km the density of O+ ion starts to fade and

the H+ ion turns into the dominate particle. This height is known as the transition height.

This layer of the upper atmosphere is called the plasmasphere. Plasmasphere is bounded on

the upper side by the plasmapause at which the plasma density drops by one or two orders

of magnitude. Due to the fact that neutral densities are very low in this region, the plasma

profiles are determined by transport of electrons and ions.

The position of the transition height (at which the concentration of O+ and H+ are equal)
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varies from around 800 km on a winter night at low solar activity to a few around 4,000 km

during a summer day, high solar activity (Feltens et al., 2009). Since there is almost no

plasma production in the plasmasphere, the ionized particles diffuse up from the ionosphere

to plasmasphere. The plasmasphere takes ionized particles from the ionosphere by day, acting

like a reservoir and stores them in a loss-free environment. At nighttime this procedure gets

inversed and the plasmasphere returns the ions back to the ionosphere. Thus the nighttime

F layer is maintained in ionosphere

2.3.1.2 Latitude dependent

Due to the Earth’s magnetic field the behavior of the ionosphere can be divided into

three latitudinal regions: low latitude (equatorial), mid latitude and high latitude (see

Fig. 2.5). The boundaries between the regions are not constant, but vary according to local

time, geomagnetic condition and solar activity.

Low latitude region This region contains the highest values of the Total Electron

Content (TEC) (see Sect. 2.4.3), and the peak electron density. The scintillation effect

(see Sect. 2.3.2) has its greatest amplitude at these latitudes. The distribution of the peak

electron density at the F2 layer depicts a minimum at the geomagnetic equator with two

maximum peaks on both sides of the equator, at the magnetic latitudes of 15◦ - 20◦ north

and south. This phenomenon is called equatorial (or Appelton) anomaly and this region is

also called the equatorial region. Investigations by several authors (e.g. Hoque & Jakowski

(2012)) show that the peak over the geomagnetic equator extends during daytime, but

becomes weaker during nighttime. Various processes significantly disturb these areas, which

display a strong diurnal dependence.

Mid latitude region This region is the least variable region of the ionosphere. It

shows the most regular and predictable variations of TEC. There are several ionospheric

models that estimate the mean ionosphere in this region with a high degree of accuracy.

Nevertheless, the daily variations of TEC in this region reveals a residual mean square

(r.m.s.) variations of 20 − 30% from the average value. Within this regions there are zones

of low electron densities lying between 50◦ - 70◦ geomagnetic latitude called the mid latitude

troughs (Muldrew, 1965). The electron density inside the trough is drastically reduced by as

much as a factor of 2 at 1,000 km altitude and as much as an order of magnitude at the F2

peak (Timleck & Nelms, 1969).

High latitude region In the high latitude region photo-ionization is the main source

of ionization. Another important driver in this region is the high energy particles. Geomag-

netic field lines guide energetic protons and electrons from the magnetosphere down to the

Earth’s atmosphere. Accelerating particles lose their energy after colliding with the neutral
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Figure 2.5: Latitude dependent regions of the ionosphere

particles and ionize them at the same altitude where solar UV radiation is absorbed by the

atmosphere. Precipitating particles also lose their energy before collisions with the neutral

particles through the particle-wave interaction, which finally generates intense electromag-

netic waves named Auroral Kilometric Radiation (AKR), whose frequency is 100-500 kHz.

Additionally, some of the atmospheric elements are excited to higher energy levels. This leads

to emission of visible lights, called the auroral lights. This activity occurs mainly within the

auroral oval. The maximum is near 67◦N at midnight, increasing to about 77◦N at noon.

They tend to occur in bursts, each lasting about 30-60 min, which are separated by intervals

of several hours.

2.3.2 Temporal variations

Variations within the solar radiation and the solar zenith angle causes temporal variations

of the ionosphere. These variations could be classified into regular and irregular variations.

The ionosphere exhibits daily, seasonal and longer variations controlled by the solar activity.

Over the course of the day, season, and sunspot cycle the ionosphere parameters might change

by several orders of magnitude. However, during irregular variations, the change can happen

within a few minutes up to several days.

2.3.2.1 Regular variations

Solar cycle variations The long-period temporal variations in the ionosphere

depend on the solar activity. A basic indicator for the level of solar activity is the sunspot

number. Due to their relatively low temperature, the sunspots are visible on the solar surface
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as darker regions and are usually located between 5◦ and 30◦ solar latitude (Hobiger, 2005).

A widely used quantity is the Wolf sunspot number R:

R = k(f + 10g) (2.8)

where:

f total number of the observed single spots,

g number of sunspot groups,

k constant, depending on the instrumental sensitivity.

Sunspots are first noticed around 325 BC and have been recorded for several centuries.

The spectral analysis of sunspot number time series shows a very prominent period of

about 11.1 years. However the typical cycle is not symmetric, the time from minimum

to maximum is about 4.3 years and the time from maximum to minimum is 6.6 years

on average. The latest solar minimum was recorded in the period 2008-2009 (Fox,

2012). The next solar maximum is expected to occur in 2013. The solar activity level

is also measured by the F10.7 cm solar radio flux which is a proxy for the solar EUV radiation.

Seasonal variations In general, the maximum electron density and the TEC of the

nighttime F region are higher in summer than in winter. However, in mid latitudes, the peak

density of noon profiles is considerably greater in winter than in summer; this is called winter

anomaly. This anomaly is more evident in mid latitudes than in low and high latitudes

(Feltens et al., 2009). The winter anomaly occurs in the daytime only and is thought to be

due to a large summer electron loss rate caused by an increase in the molecular-to-atomic

composition of the neutral atmosphere (Davies, 1990). The night time F2 layer tends

to be at higher altitudes in summer than in winter, the tendency being accentuated in

lower latitudes. The night time F2 layer tends to be thicker when higher. In the summer

months, in middle latitudes, the F layer bifurcates into the F1 and F2 layers. Under these

conditions the F2 peak density is fairly small and is located at a relatively high altitude.

The F1 layer is not so much a distinct layer but rather a minor inflection in the profile

at about 180 to 220 km. However, in the summer or around noon time, it is more liable

to see the F1 layer as an individual layer comparing to winter time or in the sunrise and sunset.

Diurnal variations The most apparent effect is seen within the ionosphere as the

Earth rotates around its axis. The ionization increases in the sunlit hemisphere, reaching a

peak shortly after local noon time, and decreases on the shadowed side. In general, the elec-

tron densities are greater at all heights by day than by night and large diurnal changes occur
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Classification LSTID MSTID SSTID

Horizontal wavelentgh [km] > 1000 > 100 > 10
Period [min] 30-180 10-60 > 1
Phase velocity [ms−1] 300-1,000 100-300 -

Table 2.2: Traveling ionospheric disturbances

particularly in the lower ionosphere. While the D layer causes the weakening of propagated

radio waves through the ionosphere during the day, it almost disappears during the night.

The E layer appears promptly at sunrise and essentially disappears at sunset, except for the

residual ionization at night.

2.3.2.2 Irregular variations

Ionospheric storms Ionospheric storms are large scale disturbances of the

ionospheric structure and dynamics caused by a Coronal Mass Ejection (CME) from the sun.

The storm is usually initiated by a huge solar flare followed by several coronal mass ejections

on the subsequent days. The strong enhancements of the solar wind energy generate large

perturbations in the high-latitude ionosphere and thermosphere resulting in significant

variability of the plasma density, which commonly propagate towards lower latitudes (e.g.

Förster & Jakowski (2000), and Ho et al. (1996)). The ionospheric storm can increase the

TEC by more than 10 Total Electron Content Unit (TECU ) (see sect. 2.4.3) (Feltens et al.,

2009).

Traveling ionospheric disturbances Traveling ionospheric disturbances (TID) are

wave shape plasma density fluctuations propagating through the ionosphere at different range

of velocities and frequencies. TID are observable in most of the ionospheric measurements

(e.g. Faraday rotation, VLBI, GPS, and etc.). TID can change the value of the TEC in the

region of their occurrence in the range of several percent (Schaer, 1999). Three types of TID

are defined: large- (LSTID), medium- (MSTID) and small-scale (SSTID). LSTID present

a period of 30-180 min and move at about 300 m/s. LSTID are related to geomagnetic

activities and Joule effect in high latitudes, producing thermospheric waves towards lower

latitudes. MSTID move slower (50-300 m/s) and have shorter periods (ranging from ten

minutes to one hour). The origin of MSTID are related to meteorological phenomena like

neutral winds or solar terminators which produce atmospheric gravity waves revealing TID

at different ionospheric heights. Table 2.2 lists the main classifications of TID. According

to Hobiger (2005) TID occur mostly in mid latitudes and are more evident close to solar

maximum (Hernández-Pajares et al., 2006).

Scintillations The term scintillation is used to describe the irregular variations of the
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2. Basics of the ionosphere

amplitude or of the phase of a radio signal received after passing through, or being reflected

by the ionosphere. The strong scintillation typically can last for periods of up to several hours

in the evening, broken up with varying intervals of time with no scintillation. The most severe

scintillation effects are observed at and near the equatorial regions (Goodman & Aarons,

1990). However, the times of strong scintillation effects are generally limited to approxi-

mately one hour after local sunset to local midnight except some exceptions. The occurrence

of strong scintillation is closely related to the sunspot number. During the years of maximum

solar activity strong scintillation effects on GPS in the equatorial and low-latitude region are

observed. In the months from September through March, chances are high for significant

scintillation in the American, African, and Indian longitude regions. However, in the Pacific

region, scintillation effects maximize during April through August months. In the auroral

and polar cap latitudes, any significant magnetic storm activity can produce scintillation

effects. Although the high-latitudes scintillations are not as strong as those measured

in the near-equatorial belt, they can last for many hours, even days, and are not limited

to the local late evening hours as the near equatorial scintillation effects (Feltens et al., 2009).

Solar flare effects Solar radiation bursts known as solar flares may cause a rapid and

severe increase of ionization in the ionosphere. Sudden Increase of TEC (SITEC) are caused

by enhanced photo-ionization due to solar radiation bursts at wavelengths less than 130 nm.

SITEC can effect TEC values in the range from less than 1 TECU up to 20 TECU or even

more (Jakowski & Lazo, 1977). These TEC jumps are within few minutes and may seriously

limit the accuracy and reliability of GNSS applications.

2.4 Ionospheric effects on microwave signals

In the following sections of this chapter, we mainly follow the overview paper Alizadeh

et al. (2013).

2.4.1 Group and phase velocity

The characteristic of an electromagnetic wave propagating in space is defined by its fre-

quency f and wavelength λ. In a dispersive medium, the propagation velocity of an electro-

magnetic wave is dependent on its frequency. In such a medium the propagation velocities

of a sinusoidal wave and a wave group are different. The propagation velocity of a sinusoidal

wave with a uniform wavelength is called the phase velocity νph, while the propagation ve-

locity of the wave group is referred to as group velocity νgr. Within the vacuum the phase

and group velocities are the same, but in the real conditions, this is not the case. Following

Wells (1974) the velocity of phase is

νph = λf . (2.9)
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In general, the carrier waves propagate with the phase velocity. For the group velocity we

have (Hofmann-Wellenhof et al., 1993)

νgr = −(
df

dλ
)λ2 . (2.10)

According to Bauer (2003) for Global Navigation Satellite Systems (GNSS), code measure-

ments propagate with the group velocity.

By forming the differential of Eq. 2.9 we get

dνph = f dλ+ λ df . (2.11)

This equation can be re-arranged to

df

dλ
=

1

λ

dνph
dλ
− f

λ
. (2.12)

Substituting Eq. 2.12 into Eq. 2.10 yields the relation between group and phase velocities

νgr = νph − λ
dνph
dλ

. (2.13)

In a non-dispersive media phase and group velocities are the same and are equal or lower

than the speed of light c = 299, 792, 458 m s−1 in vacuum.

As we know the wave propagation velocity in a medium depends on the refractive

index n of that medium

ν =
c

n
. (2.14)

Implementing this equation to the phase and group velocities, the formulae for the phase and

group refractive indices nph and ngr read

nph =
c

νph
, (2.15)
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ngr =
c

νgr
. (2.16)

Differentiating Eq. 2.15 with respect to λ yields

dνph
dλ

= − c

n2ph

dnph
dλ

. (2.17)

Substituting Eq. 2.17, Eq. 2.16, and Eq. 2.15 into Eq. 2.13 we get

c

ngr
=

c

ngr
+ λ

c

n2ph

dnph
dλ

, (2.18)

or

1

ngr
=

1

nph

(
1 + λ

1

nph

dnph
dλ

)
. (2.19)

Using the approximation (1+ε)−1
.
= 1−ε, valid for small quantities of ε, Eq. 2.19 is rewritten

as

ngr = nph

(
1− λ 1

nph

dnph
dλ

)
. (2.20)

Thus the group refractive index follows

ngr = nph − λ
dnph
dλ

, (2.21)

Equation 2.21 is the modified Rayleigh equation (Hofmann-Wellenhof et al., 1993). Another

form is obtained by differentiating the relation c = λf with respect to λ and f , that is

dλ

λ
= −df

f
, (2.22)

and by substituting the results into Eq. 2.21, the group refractive index yields

ngr = nph + f
dnph
df

. (2.23)
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2.4.2 Ionosphere refractive index

Ionosphere is a dispersive medium with respect to microwave signals. This means that

the propagation of microwave signals through the ionosphere depends on the frequency of the

signals. To quantify these effects, the refractive index of the ionosphere must be specified. For

a general derivation of the refractive index n in the ionosphere, we refer to Budden (1985).

If the collision effects of the particles are ignored, the formula for the phase ionospheric

refractive index can be presented as

n2ph = 1− X

1−
1
2
Y 2 sin2 θ

1−X ± 1
1−X

(
1
4Y

4 sin4 θ + Y 2 cos2 θ(1−X)2
)1/2 , (2.24)

where

X =
ω2
0
ω2 , Y = ωH

ω ,

ω0 = 2πf0 =
√

Nee2

ε0me
, ωH = 2πfH = B0|e|

me
,

n complex refractive index ν electron collision frequency

ω = 2πf (radial frequency) f wave frequency

ω0 electron plasma frequency ωH electron gyro frequency

ε0 permittivity of free space B0 magnitude of the magnetic field vector B0

θ angle between the ambient magnetic e electron charge

field vector and the wave vector me electron mass

Ne electron density

Equation 2.24 is called the Appleton-Hertree formula for the ionospheric refractive in-

dex of phase. To evaluate the ionospheric effects more easily, various approximations of

Eq. 2.24 were proposed. According to Tucker & Fanin (1968) and Hartmann & Leitinger

(1984) the traditional way of deriving approximate expressions of the refractive index is by

assuming that the magnetic field is associated with the propagation direction, with sin θ ≈ 0.

Without taking any assumptions about the propagation direction, Brunner & Gu (1991)

preferred to use the order of magnitude of the various terms in Eq. 2.24 in deriving a suitable

approximate expression for the ionospheric refractive index and their result is identical to

the quasi-longitudinal refractive index expression derived by Budden (1985).

nionph = 1− X

2
± XY

2
cos θ − X2

8
. (2.25)

Following Brunner & Gu (1991), it is convenient to define the constants CX and CY as
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CX ≡
e2

4π2εome
= 80.62 , (2.26)

CY ≡
e

2πme
, (2.27)

so that Eq. 2.25 can be expressed in orders of 1
fn

nionph = 1− CX
2
Nef

−2 ± CXCY
2

NeB0 cos θf−3 −
C2
X

8
N2
e f
−4 , (2.28)

Equation 2.28 includes the first-order term and higher order terms of the ionospheric propa-

gation effects of microwaves frequencies.

First order refractive index

The first two terms in Eq. 2.28 are denoted as the first and second order refractive index.

Since the third- and fourth-order terms are each one order of magnitude smaller than the

second-order term, they are in first approximation, usually neglected (Alizadeh et al., 2011).

Thus, equation Eq. 2.28 can be reduced to

nion = 1− CX
2
Nef

−2 . (2.29)

Evaluating the constant factor in Eq. 2.29, we obtain:

C2 =
CX
2

=
e2

8π2ε0me
≈ 40.31 [m3/s2] . (2.30)

By substituting Eq. 2.30 into Eq. 2.29 the first-order refractive index is obtained. Equa-

tion 2.29 is used for the phase measurements, so it is denoted as phase refractive index nionph :

nionph = 1− C2
Ne

f2
= 1− 40.31

Ne

f2
. (2.31)

To obtain the group refractive index, Eq. 2.31 is differentiated:

25



2.4 Ionospheric effects on microwave signals

dnph
df

=
2C2

f3
Ne , (2.32)

substituting Eq. 2.31 and Eq. 2.32 into Eq. 2.23 yields:

niongr = 1− C2

f2
Ne + f

2C2

f3
Nedf , (2.33)

or

niongr = 1 + C2
Ne

f2
= 1 + 40.31

Ne

f2
. (2.34)

It can be seen from Eq. 2.31 and Eq. 2.34 that the group and phase refractive indices have

the same diversity from one but with an opposite signs. As ngr > nph it is simply concluded

that vgr < vph. As a consequence of the different velocities, when a signal travels through the

ionosphere, the carrier phase is advanced and the modulated code is delayed. In the case of

GNSS, code measurements which propagate with the group velocity are delayed and the phase

measurements that propagate with phase velocity are advanced. Therefore, compared to the

geometric distance between a satellite and a receiver, the code pseudo-ranges are measured

too long and phase pseudo-ranges are measured too short. The amount of this difference is

in both cases the same (Hofmann-Wellenhof et al., 1993).

High order refractive index

The first order refractive index only accounts for the electron density within the ionosphere,

while the effect of the Earth’s magnetic field and its interactions with the ionosphere are

considered in the higher order terms; i.e. the third and fourth terms of Eq. 2.28. For precise

satellite positioning, these terms have to be considered as they will introduce an ionospheric

delay error of up to a few centimeters (Bassiri & Hajj, 1993; Brunner & Gu, 1991).

2.4.3 Ionospheric delay

According to Fermat’s principle (Born & Wolf, 1964), the measured range s is defined

below by assuming the speed of light is equal to its value in vacuum

s =

∫
s
nds , (2.35)

where the integration is performed along the path s of the signal. The geometric distance s0
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between the satellite and the receiver may be obtained analogously by setting n = 1 :

s0 =

∫
s
ds0 . (2.36)

The delay (or advance) experienced by signals traveling through the ionosphere is the dif-

ference between measured and geometric range. This is called the ionosphere delay or iono-

spheric refraction:

∆ρion =

∫
s
nds−

∫
s
ds0 . (2.37)

By substituting Eq. 2.28 into Eq. 2.37, the ionospheric total delay for the phase observations

is expressed as

∆ρionph = −CX
2f2

∫
s
Ne ds±

CXCY
2f3

∫
s
NeB0 cos θ ds−

C2
X

8f4

∫
s
N2
e ds+ κ , (2.38)

where κ =
∫
s ds −

∫
s ds0 represents the curvature effect. The first three terms of Eq. 2.38

denote the first order and higher order ionospheric delays. Assuming that the integrations

are evaluated along the geometric path s0 for simplification, the curvature effect is neglected;

thus ds turns to ds0 and the equation results in

∆ρionph = −CX
2f2

∫
s
Ne ds0 ±

CXCY
2f3

∫
s
NeB0 cos θ ds0 −

C2
X

8f4

∫
s
N2
e ds0 . (2.39)

First order delay

In the first-order approximation, the ionospheric delay for phase measurements is derived by

neglecting the second and third terms of Eq. 2.39)and making use of Eq. 2.30:

∆ρion1ph = −C2

f2

∫
s
Ne ds0 , (2.40)

by substituting C2 from Eq. 2.30 we get the phase delay

∆ρion1ph = −40.31

f2

∫
s
Ne ds0 . (2.41)
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The group delay is similarly obtained using Eq. 2.34

∆ρion1gr =
40.31

f2

∫
s
Ne ds0 . (2.42)

Second order delay

According to Eq. 2.39, the second order ionospheric phase delay is

∆ρion2ph =
CXCY

2f3

∫
s
NeB0 cos θ ds0 . (2.43)

Examining the constants CX and CY from Eq. 2.26 and 2.27, Eq. 2.43 can be written as

∆ρion2ph = −7527 c

2f3

∫
s
NeB0 cos θ ds0 , (2.44)

where c is the speed of light. To solve Eq. 2.44, information of the magnetic field B0 and

the angle θ along the ray path have to be known. Since this is difficult to accomplish,

Brunner & Gu (1991) assumed that B0 cos θ does not vary greatly along the ray path, so that

one may take the average B0 cos θ in front of the integration:

∆ρion2ph = −7, 527 c

2f3
B0 cos θ

∫
s
Ne ds0 . (2.45)

An alternative way was proposed by Bassiri & Hajj (1993) who assumed the Earth’s

magnetic field as a co-centric tilted magnetic dipole and approximated the ionospheric layer

as a thin shell at the height of 400 km. Thus, the magnetic field vector B0 can be written as:

B0 = Bg

(
RE

RE +H

)
[sin θm ·Ym − 2 cos θm · Zm] , (2.46)

Bg represents the magnetic field near the equator at surface height (Bg ≈ 3.12× 10−5 Tesla).

RE is the Earth’s radius (RE ≈ 6, 370 km). H denotes the height of the ionospheric thin

shell above the Earth’s surface (H = 400 km). Ym and Zm are the Y and Z unit vectors

in the geomagnetic coordinate system, and θm is the angle between the ambient magnetic

field vector and wave vector in the geomagnetic coordinate system (see Sect.2.3). The scalar

product of the magnitude field vector B0 and the signal propagation unit vector k is:
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B0 · k = B0 |k| cos θ = B0 cos θ . (2.47)

Combining Eq. 2.44, Eq. 2.46, and Eq. 2.47, an expression similar to Eq. 2.45 can be derived

∆ρion2ph = −7, 527 c

2f3
B0 · k

∫
s
Ne ds0 . (2.48)

Equation 2.48 is sufficient to approximate the effect of the second order term to better than

90% on the average (Fritsche, 2005).

Third order delay

According to Eq. 2.39 and evaluating the constant CX , the third order ionospheric phase

delay is expressed as

∆ρion3ph = −812.4

f4

∫
s
N2
e ds0 . (2.49)

Brunner & Gu (1991) applied the shape parameter η in such a way that the integral in

Eq. 2.49 can be approximated by

∫
s
N2
e ds0 = Nmax η

∫
s
Ne ds0 . (2.50)

The shape parameter η may be assumed with 0.66 as an appropriate value to account for

different electron density distributions. Nmax represents the peak electron density along the

ray path. Substituting Eq. 2.50 into Eq. 2.49, the third order ionospheric phase delay can be

written as:

∆ρion3ph = −812.4

f4
Nmax η

∫
s
Ne ds0 . (2.51)

Integrated electron density

As already shown, the first, second and third order ionospheric delays require the distribution

of the electron density Ne along the ray path. If one is interested in signal propagation in the

ionosphere, however, the integral of the electron density along the ray path becomes relevant

(e.g. Schaer (1999)). This quantity is defined as the Total Electron Content (TEC) and

represents the total amount of free electrons in a cylinder with a cross section of 1 m2 and

a height equal to the slant signal path. TEC is measured in Total Electron Content Unit

(TECU ), with 1 TECU equivalent to 1016 electrons per m2 (elec/m2). For an arbitrary ray
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path the slant TEC (STEC) can be obtained from

STEC =

∫
s
Ne(s)ds , (2.52)

where Ne is the electron density along the signal path s.

Using Eq. 2.52 the relation between the TEC in TECU and ionospheric delay in meters can

be obtained. Taking Eq. 2.41 into account for the carrier phase measurements we get

∆ρionph = −40.31

f2
STEC [m] , (2.53)

in the case of group delay measurements, the result is the same, but with opposite sign

∆ρiongr =
40.31

f2
STEC [m] . (2.54)

Finally, using the constant derived from Eq. 2.30 the factor ϑ can be defined as the ionospheric

path delay in meters per one TECU, related to a certain frequency f in Hz

ϑ =
40.31× 1016

f2
[m/TECU ] . (2.55)

Table 2.3 shows some relations between the various GNSS parameters and the TEC extracted

from Klobuchar (1996)

Single layer model and mapping function

For absolute TEC mapping using ground-based GNSS data, TEC along the vertical should

be taken into account. Since GPS basically provides measurements of STEC, an elevation

dependent mapping function F (z) is required which describes the ratio between the STEC

and the vertical TEC (VTEC):

F (z) =
STEC

V TEC
. (2.56)

To get an approximation, a single-layer model (SLM) is usually adopted for the ionosphere.

In SLM it is assumed that all free electrons are concentrated in an infinitesimally thin layer

above the Earth’s surface (Schaer, 1999). The height H of that shell is usually set between
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Table 2.3: Relation between various GNSS first-order measured parameters and TEC of
Earth’s ionosphere extracted from Klobuchar (1996)

L2 - L1, differential group delay caused by the ionosphere

1 ns of differential code delay 2.852× 1016 el/m2

1.546 ns of delay at L1

0.464 m of range error at L1

1 ns of delay, measured at L1 1.8476×1016 el/m2

0.300 m of range error at L1

1 m of range error measured at L1 = 6.15×1016 el/m2

measured at L2 = 3.73×1016 el/m2

1 TEC Units [1×1016 el/m2] 0.351 ns of differential delay
0.524 ns of delay at L1

0.163 m of range delay at L1

0.853 cycles of phase advance at L1

350 km and 500 km, which is slightly above the height where the highest electron density is

expected (approximately above the height of the F2 layer peak). Figure 2.6 depicts the basic

geometry of the SLM in the sun-fixed coordinate system. The signal transmitted from the

satellite to the receiver crosses the ionospheric shell in the so-called Ionospheric Pierce Point

(IPP). The zenith angle at the IPP is z′ and the signal arrives at the ground station with

zenith angle z. From Fig. 2.6 the relation between z′ and z could be derived:

sin z′ =
RE

RE +H
sin z . (2.57)

In Eq. 2.57 RE is the mean Earth radius and H is the height of the single layer in km.

Applying the Chapman function (see Sect. 5.3.1) and the TEC definition Eq. 2.52 into

Eq. 2.56 leads to the so-called SLM mapping function

F (z′) =
1

cos z′
=

1√
1− sin2 z′

, (2.58)

where z′ is obtained from Eq. 2.57.

A modified single-layer mapping function (MSLM) is adopted by Dach et al. (2007):
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Figure 2.6: Single-layer model for the ionosphere

F (z) ∼=
1√

1−
(

RE
RE+H

sin(αz)
)2 , (2.59)

where α = 0.9782 and H = 506.7 km. It should be clarified that the only difference between

MSLM and SLM is the heuristic factor α. The MSLM approximates the Jet Propulsion

Laboratory (JPL) extended slab model mapping function. Based on results showing that a

single layer height of 550 km tends to be the best choice overall, the extended slab model

provides an approximation which closely matches a single layer model with the same shell

height of 550 km (Sparks et al., 2000).
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Chapter 3

Ionosphere and space geodetic

observation techniques

The most important parameter of the ionosphere that affects the signals from space

geodetic techniques is the electron density distribution within the ionosphere. As already

described in Sect. 2.4.3 the integrated number of electrons, commonly called Total Electron

Content (TEC), is connected to the phase delay Eq. 2.53 and to group delay Eq. 2.54. There

are different ways to deal with ionosphere and TEC depending on the specific technique being

used; some methods are discussed in the following.

3.1 GNSS

3.1.1 General concepts

The Global Navigation Satellite Systems (GNSS) include of the U.S.A. Global Positioning

System (GPS), the Russian Globalnaya Navigatsionnaya Sputnikovaya Sistema (GLONASS),

the upcoming European Galileo and the Chinese COMPASS system. The fundamental of

satellite navigation is the simultaneous observation of at least four satellites with known

coordinates. The measurements are carried out through correlation of the received satellite

signal with an identical signal generated in the ground receiver. The difference between the

received and the generated signal is directly proportional to the travel time of a signal from

satellite to the receiver. As the satellite and receiver have different clocks, in addition to the

three unknown coordinates of the receiver, an additional unknown appears in the observation

equation (see Sect. 3.1.2.1). Therefore, only the simultaneous observation to at least four

satellites enables the equation to be solved for all positioning parameters, i.e. for longitude,

latitude, height, and clock correction.

As there are many literatures describing GNSS principles, in the following section, we briefly

overview the GPS concepts associated to our study. For more details on GPS please refer

to e.g. Hofmann-Wellenhof et al. (1993). Details on GLONASS could be found in e.g. H.
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(1999).

GPS

Global Position System (GPS) is a Satellite based navigation system developed by the U.S.A.

Department of Defense (DoD) in 1973, to satisfy the requirements for the military forces to

accurately determine their position, velocity and time in a common reference system anywhere

on or near Earth on a continuous basis, at any meteorological conditions (Wooden, 1984).

GPS primary goals were military ones, but later, in 1983, it became available for civilian

users with limited access. The system was fully operational in July 1995, with a constellation

of 24 operating satellites. GPS consists of three different segments, namely

• Space segment with active Satellites,

• Control segment steering the whole system, and

• User segment including different receiver types.

Space segment The space segment consists of 24 operational satellites, launched in

six orbits of about 20,200 km altitude above the Earth surface with inclination of 55◦ with

respect to the Earth’s equator. The orbital period is 11h and 58min. The constellation of

satellites is in such a way that at least four of them are simultaneously visible above 15◦ from

the horizon at anytime and anyplace of the Earth. Caesium or rubidium atomic clocks on

board each satellite oscillate fundamental frequency of 10.23 MHz with long-term stability of

10−13 to 10−14 over one day. Two carrier frequencies in the L-band are coherently derived by

multiplying the fundamental frequency by two different integers, providing L1 (1575.42 MHz)

and L2 (1227.60 MHz). Each Satellite transmits both frequencies. These are the navigation

signals (codes), and the navigation and system data (message). The codes modulated on

the carrier frequencies are Pseudo Random Noise (PRN) sequences. L1 contains both, the

Precise code (P-code) and the less precise Coarse/Acquisition code (C/A-code). L2 signal

contains only the P-code. Navigation message is also modulated on both L1 and L2 carriers.

The message contains information about GPS time, clock behavior, system status, satellite

health and some other necessary information. The GPS satellites are identified by plane/slot

and PRN numbers from 1 to 32, and usually denoted as ”G” and the PRN number, i.e. (G1,

G2, · · · , G32).

Control segment The main operational tasks of the control segment are tracking satel-

lites for the orbit and clock determination, prediction modeling, time synchronization, and

uploading data message to the satellites. This segment consists of a Master Control Station

(MCS) near Colorado Springs, U.S.A., several Monitor Stations (MS) located around the

world and ground stations for uploading data into the satellites. The monitor stations re-

ceive all satellite signals, from which they determine the pseudoranges to all visible satellites,
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and transmit the range data along with the meteorological data via a data link to the master

control station. From these data, master control station pre-computes satellite ephemerides

and the behavior of the satellite clocks and formulates the navigation data. The message

data are then transmitted to ground antennas and up linked to the satellites in view. Be-

cause of the global distribution of upload antennas at least three contacts per day can be

realized between the control segment and each satellite. Given the daily upload, the satellite

broadcasts its position and clock corrections continued in 4h interval. Although predictions

beyond the next days upload overwrites them with results derived from more current data.

If the contact of a satellite with the control segment is lost, the satellite data can still be used

for positioning up to a certain time limit. This limit depends on the type of the satellite.

The limit for the satellites of Block II is 14 days, for satellites of Block IIA is 180 days , and

more than 180 days for satellites of Block IIR.

User segment Aforesaid, GPS was primarily developed for military use, but today,

civilians can also use the system with some restrictions. Appropriate receivers are required

to use the GPS signals for navigation, positioning, or other purposes. The GPS receivers

vary depending on the purpose of their use, but in general, they are classified as one or

double-frequency receivers, and according to their ability to receive code pseudorange and/or

carrier phase. Within the user segment, there are several information services. The most

important of these services is the International GNSS Service (IGS) (Dow et al., 2009),

established in 1993 by the International Association of Geodesy (IAG). IGS is a voluntary

federation of more than 200 worldwide agencies that pool resources and permanent station

data to generate precise GPS and GLONASS products. As of November 2007, the IGS global

tracking network was increased to 341 active tracking stations. The data obtained at these

stations are processed at the IGS Analysis Centere (AC), and provided to the users. These

products include:

• GPS satellite ephemerides and satellite and station clocks,

• geocentric coordinates and velocities of the IGS tracking stations,

• final, rapid, and ultra-rapid earth rotation parameters: length-of-day, polar motion and

polar motion rates, and

• atmospheric parameters, including ionospheric TEC grid.

The IGS data and products are obtained freely to the users via the servers of the IGS data

centers (IGS, 2012). The GNSS observation data is stored in daily station specific files in the

Receiver INdependent EXchange (RINEX) format.

Differential Code Biases

The Differential Code Biases (DCB) or the so-called hardware delay biases are frequency
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dependent time delays of the satellite and receiver, expressed in nano-sec. The receiver DCB

are usually known, but in case of satellite DCB, as the measurements of these biases before and

after launch are significantly different, it becomes necessary to calculate DCB values for both

satellite and receiver. Since the satellite and receiver DCB are frequency-dependent, they

can be estimated as a by-product, along with the ionospheric parameters (see Sect. 3.1.3.2).

The estimated DCB contain information about the stability of instrumental biases and also

the quality of the estimated ionospheric parameters (Schaer, 1999).

3.1.2 Observables

In this section, the fundamental GNSS observation equations along with a second level

observable which is commonly used in ionospheric studies are briefly discussed.

3.1.2.1 Fundamental observation equation

Referring to Teunissen & Kleusberg (1998), the code pseudorange Pi transmitted from

the satellite S and received at the receiver R is given by

Pi = ρ+ c(δtR − δtS) + ∆ρtrop + ∆ρioni + c(bR + bS)i + εi , (3.1)

where
Pi slant range between satellite and receiver, observed at the i frequency

ρ geometric distance between receiver and satellite

δtR,δtS receiver and satellite clock offsets to the GPS time

∆ρtrop delay of the signal due to the troposphere

∆ρioni frequency-dependent delay of the signal due to the ionosphere

bR, b
S frequency-dependent hardware delays of the satellite and receiver (DCB) (in ns)

εi random error, at the i frequency.

In the equation above, subscript ’i’ indicates the frequency-number of the transmitted signal

and the term ρ includes the periodic relativistic effect and the gravitational field refraction

(Rothacher et al., 1996).

For carrier phase, the phase-psuedorange Li, expressed in units of length, is given by

Li = ρ+ c(δtR − δtS) + ∆ρtrop −∆ρioni + λiBi + εi (3.2)

where λi is the wavelengths at i frequency-band, and the term λB at each frequency denotes

a constant bias expressed in cycles, which contains the initial carrier phase ambiguity N , the

effect due to calibration, including the phase windup δN , and the phase hardware biases of

satellite and receiver. According to Schaer (1999) one cannot separate N from the hardware

biases and therefore has to be substitute with λB term.
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The phase observations are two to three orders of magnitude more accurate than the code

observations. However, the ambiguity term which affects the phase observation only, makes

usage of this accurate observable rather critical (Schaer, 1999).

3.1.2.2 Pseudo-range smoothing

Based on the fundamental code and phase pseudorange observables, a new observable can

be created, which makes use of the advantages of each of the fundamental observables. As

already mentioned, the code pseudorange has the problem of being noisy and less accurate

compared to the phase pseudorange. The phase pseudorange in turn, has the problem of

resolving the ambiguity term. The phase-smoothed code pseudorange that is built from the

dual-frequency code measurements smoothed by the phase pseudorange, has a significantly

reduced noise level with respect to code pseudorange, and its ambiguity is approximately

determined by leveling the phase measurements to code (Todorova, 2008). The smoothed

code observable P̃ at the two frequencies, at a certain epoch t is written as

P̃1(t) = P̄1 + ∆L1(t) + 2
f2L1

f2L1
− f2L2

(∆L1(t)−∆L2(t)) ,

P̃2(t) = P̄2 + ∆L2(t) + 2
f2L1

f2L1
− f2L2

(∆L1(t)−∆L2(t)) ,

(3.3)

with

∆L1(t) = L1(t)− L̄1 ,

∆L2(t) = L2(t)− L̄2 ,
(3.4)

where
L1(t), L2(t) phase measurements at epoch t,

L̄1, L̄2 mean phase measurements over a time period in which no cycle-slips

occurred during the satellite pass,

P̄1,P̄2 mean code measurements over the same ’cycle-slip free’ time interval.

Referring to Schaer (1999), the noise of the smoothed code pseudorange is reduced by a

factor of
√
n with respect to the noise of un-smoothed code measurements. n denotes the

number of epochs taken into account.

3.1.3 Ionosphere-related combination of observables

3.1.3.1 Ionosphere-free linear combination

Considering Eq. 2.53 and 2.54, designating the ionosphere is restricted to determination

of the TEC. However, TEC is a very complex quantity, depending on many parameters

such as sunspot activity, seasonal and diurnal variations, line of signal propagation, and the
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position of the observation site. Therefore it’s usually hard to find an appropriate model

for it. Thus the most efficient method is to eliminate its effect by using signals of different

frequencies. This is the main reason why many of space geodetic techniques transmit signals

in at least two different frequencies. Forming linear combinations with different frequencies

allows eliminating the effect of the ionosphere by large extent.

Eliminating first-order ionospheric effect

Recalling the fundamental observation equation for the GNSS code pseudorange Eq. 3.1,

for each frequency we can write

P1 = ρ+ c(δtR − δtS) + ∆ρtrop + ∆ρion1 + c(bR + bS)1 + ε1 ,

P2 = ρ+ c(δtR − δtS) + ∆ρtrop + ∆ρion2 + c(bR + bS)2 + ε2 ,
(3.5)

The code ranges are obtained from measurements of the signals P1 and P2 modulated at

the two carriers with the frequencies denoted by 1 and 2 and the ionospheric term ∆ρion is

equivalent to the group delay in Eq. 2.54.

A linear combination is now performed by

P1,2 = n1P1 + n2P2 , (3.6)

where n1 and n2 are factors to be determined, in such a way that the ionospheric refraction

cancels out. Substituting Eq. 3.5 into Eq. 3.6 leads to the postulate

n1∆ρ
ion
1 + n2∆ρ

ion
2 = 0 . (3.7)

Assuming n1 and n2 as

n1 = +
f2L1

f2L1
− f2L2

, n2 = −
f2L2

f2L1
− f2L2

. (3.8)

Substituting these values for n1 and n2, Eq. 3.7 is fulfilled due to Eq. 2.54 and the linear

combination Eq. 3.6 becomes:

P1,2 =
f2L1

f2L1
− f2L2

P1 −
f2L2

f2L1
− f2L2

P2 = P3 . (3.9)

The P3 ionospheric-free linear combination for code ranges. This linear combination can be
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written in a more convenient expression:

P3 =
1

1− γ
(P1 − γ P2) , (3.10)

where

γ =
f2L2

f2L1

. (3.11)

A similar ionospheric-free linear combination for carrier phase may be derived using the

fundamental equation for phase pseudorange Eq. 3.2. The carrier phase models can be written

as:

L1 = ρ+ c(δtR − δtS) + ∆ρtrop −∆ρion1 + λ1B1 + ε1 ,

L2 = ρ+ c(δtR − δtS) + ∆ρtrop −∆ρion2 + λ2B2 + ε2 ,
(3.12)

Now a linear combination is performed analogously to Eq. 3.6

L1,2 = n1L1 + n2L2 , (3.13)

with similar coefficients as in Eq. 3.8, the linear combination would follow:

L1,2 =
f2L1

f2L1
− f2L2

L1 −
f2L2

f2L1
− f2L2

L2 = L3 . (3.14)

The L3 ionospheric-free linear combination for phase ranges and can also be expressed as

L3 =
1

1− γ
(L1 − γ L2) . (3.15)

Eliminating higher-order ionospheric effects

The elimination of the ionospheric refraction is the huge advantage of the two ionospheric

- free linear combinations Eq. 3.10 and Eq. 3.15. Although the term ”ionospheric - free” is

not completely correct as in this combination the higher-order terms as well as the curvature

effects which are less than 0.1 % of the total value in L-band, are neglected (Wijaya, 2010).

Based on the geometrical optic approximation Brunner & Gu (1991) proposed an im-
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proved model for the ionospheric-free linear combination that considers the significant higher-

order terms, the curvature effect of the ray paths, and the effect of the magnetic field. The

improved model is written as:

L3 =
1

1− Γ
(L1 − Γ L2)− [κ1 − κ2] , (3.16)

where

Γ =
Γ1

Γ2
, (3.17)

κ2 =
Γ

1− Γ
ν , (3.18)

with

Γ1 =
CX
2f2L1

(
1± CY

f2L1

NeB0 cos θ − CX
4f2L1

Nmaxη

)
, (3.19)

Γ2 =
CX
2f2L2

(
1± CY

f2L2

NeB0 cos θ − CX
4f2L2

Nmaxη

)
. (3.20)

A comparison of Eq. 3.15 with Eq. 3.16 shows that the improved model replaces γ by the

more complete Γ and includes two curvature correction terms κ1 and κ2.

3.1.3.2 Geometry-free linear combination

GNSS allows determination of the station specific ionosphere parameters in terms of

STEC values, using carrier phase, code or the smoothed code measurements. To extract in-

formation about the ionosphere from the GNSS observations, a linear combination is formed,

which eliminates the geometric term. This linear combination is called geometry-free linear

combination L4 or the ionospheric observable.

Ionospheric observable

To form the ionospheric observable or the geometry-free linear combination, simultaneous

observations at two carriers L1 and L2 are subtracted. In this way along with the geometric

term, all frequency-independent effects such as clock offsets and tropospheric delay are elim-

inated. This leads to an observable, which contains only the ionospheric refraction and the

differential inter-frequency hardware delays. The geometry-free linear combination has the

form:
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L4 = k1,4L1 + k2,4L2 = L1 − L2 , (3.21)

with k1,4 = 1 and k2,4 = −1.

Applying the above combination to the observation equations Eq. 3.5 and Eq. 3.12 leads

to the geometry-free linear combination for the code and phase measurements, respectively

P4 = +ξ4I + c
(
∆bS −∆bR

)
, (3.22)

L4 = −ξ4I +B4 , (3.23)

where:

ξ4 = 1− f2L1/f2L2 ≈ −0.647 factor for relating the ionospheric refraction on L4 to

L1,

B4 = λL1B(fL1)− λL2B(fL2) ambiguity parameter with undefined wavelength, thus

defined in length units,

∆bS = bS,1 − bS,2 differential inter-frequency hardware delay of the

satellite S in time units,

∆bR = bR,1 − bR,2 differential inter-frequency hardware delay of the

receiver R in time units.

The geometry-free linear combination can also be applied to the smoothed code measurements

Eq. 3.3, resulting

P̃4 = ξ4I + c
(
∆bS −∆bR

)
, (3.24)

The ionospheric refraction I in Eq. 3.22, Eq. 3.23, and Eq. 3.24 can be related to the VTEC

as a function of the geomagnetic latitude and the sun-fixed longitude in the following way:

I = ξESTEC(β, s) = ξEF (z)V TEC(β, s) , (3.25)

with:
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β geomagnetic latitude,

s sun-fixed longitude,

ξE = Cx
2 f
−2
1 ≈ 0.162 m/TECU.

By substituting Eq. 3.25 in equations Eq. 3.22, Eq. 3.23, or Eq. 3.24, the ionospheric

observable for code, phase or the smoothed code measurements could be obtained

P4 ≈ +ξ4ξEF (z)V TEC(β, s) + c
(
∆bS −∆bR

)
, (3.26)

L4 ≈ −ξ4ξEF (z)V TEC(β, s) +B4 . (3.27)

P̃4 ≈ ξ4ξEF (z)V TEC(β, s) + c
(
∆bS −∆bR

)
, (3.28)

In Eq. 3.26 - 3.28, the equation sign ’=’ has been replaced by the approximate equation sign

’≈’ because of including the simplified single layer assumption. Depending on the study and

whether we want to estimate VTEC on a local, regional or global basis, V TEC(β, s) will be

represented by a series expansion with an appropriate base-function. As an example Taylor

series expansion can be used for local representation of TEC (Schaer, 1999); B-splines are

very suitable for studying TEC in regional applications (Schmidt et al., 2008), and for global

representation of TEC, spherical harmonics expansion is most commonly used (Alizadeh

et al., 2011). Details will follow in the next chapter.

3.2 Satellite altimetry

3.2.1 General concepts

Satellite altimetry is a particular way of ranging in which the vertical distance between

a satellite and the surface of the Earth is measured (Seeber, 1993). The range between

the satellite and the Earth’s surface is derived from the traveling time of the radar impulse

transmitted by the radar-altimeter and reflected from the ground. Therefore the method is

best applicable over the oceans, due to the good reflective properties of the water. The signals

are transmitted permanently in the high frequency domain (about 14 GHz ) and the received

echo from the sea surface is used for deriving the round-trip time between the satellite and

the sea. The satellite-to-ocean range is obtained by multiplication of the traveling time of

the electromagnetic waves with the speed of light and averaging the estimates over a second

(Todorova, 2008).
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Satellite altimetry missions The first satellite-borne altimeter missions were the US

SKYLAB, consisting of three satellites launched in 1973-1974, GEOS-3 launched in 1975,

followed by SEASAT in 1978 and GEOSAT in 1985. As part of several international

oceanographic and meteorological programmes a number of satellite altimetry missions were

launched in the nineties: ERS-1 (1991-1996), Topex/Poseidon (1992) and ERS-2 (1995).

The Jason-1 mission, which was the follow-on to Topex/Poseidon, was launched in 2001

at the same orbit. On the contrary to the ERS-1 and ERS-2 missions, Topex/Poseidon

and Jason-1 carried two-frequency altimeters, which gave the opportunity to measure the

electron density along the ray path. The latest satellite altimetry mission Jason-2, which is

also known as the Ocean Surface Topography Mission (OSTM) was launched in June 2008.

The Topex/Poseidon mission was a joint project between NASA and the French space

agency (CNES) with the objective of observing and understanding the ocean circulation

(AVISO, 2012). The satellite was equipped with two radar altimeters and precise orbit deter-

mination systems, including the DORIS system (see Sect. 3.5). The follow-on mission Jason-1

was the first satellite of a series designed to ensure continuous observation of the oceans for

several decades. It had received its main features like orbit, instruments, measurement accu-

racy, and others from its predecessor Topex/Poseidon. The orbit altitude of the two missions

was 1,336 km with an inclination of 66◦, known as the repeat orbit, causing the satellite

pass over the same ground position every ten days. Jason-1 was followed by Jason-2 as a

cooperative mission of CNES, European Organization for the Exploitation of Meteorological

Satellites (Eumetsat), NASA, and the National Oceanic and Atmospheric Administration

(NOAA). It continued monitoring global ocean circulation, discovering the relation between

the oceans and the atmosphere, improving the global climate predictions, and monitoring

events such as El Nino conditions and ocean eddies (ILRS, 2011). Jason-2 carries nearly the

same payload as Jason-1 including the next generation of Poseidon altimeter, the Poseidon-3.

The Poseidon-3 altimeter is a two-frequency solid-state sensor, measuring range with accu-

rate ionospheric corrections. Poseidon-3 has the same general characteristics of Poseidon-2,

which was onboard Jason-1, but with a lower instrumental noise. The accuracy is expected

to be about 1 cm on the altimeter and also on the orbit measurements (Dumont et al., 2009).

Figure 3.1 depicts schematic view of Jason-2 satellite. For more details about the Jason-2

mission we refer to CNES (2011).

3.2.2 TEC from dual-frequency altimetry measurements

Although the initial aim of the space-borne altimeters is the accurate measurement of

the sea surface height, the two separate operational frequencies give the opportunity to

obtain information about TEC along the ray path as well. The primary sensor of both

Topex/Poseidon and Jason-1 as well as Jason-2 is the NASA Radar Altimeter, operating

at 13.6 GHz (Ku-band) and 5.3 GHz (C-band), simultaneously (Fu et al., 1994). Similar
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Figure 3.1: Jason-2 satellite, figure courtesy of AVISO (AVISO, 2012)

to GNSS, the ionospheric effect on the altimetry measurements is proportional to the TEC

along the ray path and inversely proportional to the square of the altimeter frequency. At

the Ku-band, the sensitivity of the range delay to the TEC is 2.2 mm/TECU. Thus, the

range at this signal can be over-estimated by 2 to 40 cm due to the ionosphere (Brunini

et al., 2005). According to Imel (1994), the precision of the Ku-band range delay correction

in one-second data averages is about 5 TECU or 1.1 cm. In fact, the precision of the satellite

altimetry derived TEC is a more complex issue, since it is also affected by non-ionospheric

systematic effects. A systematic error which might bias the TEC estimates due to its

frequency dependence is the so-called Sea State Bias (SSB) (Chelton et al., 2001).

The ionospheric range delay dR derived from the altimeter measurements at the two

frequencies is directly provided in mm, and has to be transformed into TECU. It has to be

noted, that in the case of satellite altimetry derived TEC no mapping function is needed,

since the measurements are carried out normal to the sea surface and thus, the ray path is

assumed vertical. Consequently, the transformation formula is:

V TECalt = −dR · 10−3
f2Ku

40.31 · 1016
[TECU ] , (3.29)

with fKu being the Ku-band carrier frequency in Hz.

Theoretically, the TEC values obtained by satellite altimetry are expected to be lower

than the ones coming from GNSS, since unlike GNSS the altimetry satellites do not sample

the topside ionosphere due to their lower orbit altitude. However, several studies have

demonstrated that Topex/Poseidon and Jason-1 systematically overestimate the VTEC by

about 3-4 TECU compared to the values delivered by GNSS; e.g. Brunini et al. (2005), and
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Todorova (2008).

3.3 LEO satellites

3.3.1 General concepts

Low Earth Orbit (LEO) satellites operate at orbital altitudes between 400 and ∼ 3500 km.

Among their different scientific objectives, the global sounding of the vertical layers of the

neutral atmosphere and the ionosphere is of great importance. These missions carry dual-

frequency GPS receivers onboard, which makes them capable of remote sensing the atmo-

sphere using the Radio Occultation (RO) technique. The RO technique is based on detecting

the change in a radio signal passing through the neutral atmosphere and the ionosphere. As

a radio signal travels through the atmosphere, it bends depending on the gradient of refrac-

tivity normal to the path. Using the RO measurements onboard a LEO satellite the vertical

refractivity profile from the LEO satellite orbit height down to the Earth’s surface can be

computed. Since the index of refractivity depends mainly on the number of free electrons

within the ionosphere, the refractivity profile can be inverted to obtain the vertical Electron

Density Profile (EDP) (Jakowski et al., 2002b).

Here we will not go into details about the RO technique and the inversion procedure.

For more details about the RO technique refer to e.g. Ware et al. (1996), Rocken et al.

(1997), and Jakowski et al. (2004). Details about the inversion procedure could be found in

e.g. Schreiner et al. (1999), Hernández-Pajares et al. (2000), and Garcia-Fernandez et al.

(2005). In the following some of the LEO missions capable of ionosphere monitoring are

briefly described:

3.3.2 Formosat-3/COSMIC

The Formosat-3/COSMIC - Formosa Satellite Mission-Constellation Observing System

for Meteorology, Ionosphere and Climate (F/C) is a joint project between Taiwan and the

USA for weather, climate, space weather, and geodetic research. The F/C mission was

successfully launched in April 2006. The mission consists of six micro satellites, each carrying

an advanced GPS RO receiver, a Tiny Ionospheric Photometer sensor (TIP) and a Tri Band

Beacon (TBB) (Rocken et al., 2000). The satellites were gradually raised from their launched

orbit to reach their final orbit altitude of 800km. F/C mission is currently providing between

1000-2500 daily RO profiles in the neutral atmosphere, 1,000 and 2,500 daily electron density

profiles and total electron content arcs, and TIP radiance products (UCAR, 2011). Figure 3.2

shows a schematic view of a F/C space craft.
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Figure 3.2: F/C space craft, figure courtesy of UCAR (UCAR, 2011)

3.3.3 CHAMP

The German CHAllenging Mini-Satellite Payload (CHAMP) was mainly used for

geophysical research and application. The satellite was successfully launched by a Russian

COSMOS rocket in July 2000. Although the mission was scheduled for five years, providing

a sufficient observation time to resolve long-term temporal variations in the magnetic field,

the gravity field and within the atmosphere, the mission lasted more than ten years and

the satellite re-entered the Earth’s atmosphere on September 2010. The advanced ”Black

Jack” GPS receiver developed by the JPL could measure GPS carrier phases in the limb

sounding mode, starting at CHAMP orbit tangential heights down to the Earth’s surface

(Jakowski et al., 2002c). The RO measurements performed on board CHAMP were used to

retrieve vertical temperature profiles of the global troposphere/stratosphere system (Wickert

et al., 2001). The first ionospheric RO measurements were carried out in April 2001 yielding

reasonable electron density profiles (Jakowski et al., 2002b).

3.3.4 GRACE

The Gravity Recovery and Climate Experiment (GRACE) was a NASA and German

Aerospace Center (DLR) science mission satellite system, established to measure primarily

variations in the Earth’s gravity field. The system consists of two satellites in a near-polar

orbit at about 500 km altitude in the same orbital plane 220 km apart. The twin satellites

were launched in March 2002 with an expected life of five years; however the satellites are

still operating by the end of 2012. The dual-frequency Blackjack GPS receivers were used for

precise orbit determination and atmospheric occultation on each of the satellites, providing

capability of global monitoring of the vertical electron density distribution (Wickert et al.,

2005).
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3.4 VLBI

3.4.1 General concepts

According to Hobiger (2005) Very Long Baseline Interferometry (VLBI) consists of two

antennas separated by any distance, pointing at the same radio source and collecting the

signal in the same frequency bands. These sources emit radio waves which are propagating

through the universe like an expanding sphere. When these wavefronts reach the Earth’s

surface, they arrive as a plane wave perpendicular to the antenna’s pointing direction. The

emitted signal consists of a continuous sequence of waves. First the reference antenna is

reached and after a certain time delay the wave front strikes the second (remote) antenna.

This time-of-arrival difference is called time delay and is the main measurement type for

geodetic and geophysical applications. Figure 3.3 depicts the VLBI concept schematically

(IVS, 2012).

Figure 3.3: VLBI concept, figure courtesy of IVS (IVS, 2012)

3.4.2 TEC from VLBI data

Although VLBI is a differential space geodetic technique it is possible to derive absolute

ionosphere parameters, i.e. VTEC for each station. As shown by Hobiger et al. (2006)
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VTEC values can be determined similar as troposphere parameters by taking advantage of

the fact that the slant ionosphere delays are elevation dependent and can be described by

an empirical mapping function (Eq. 2.58). Thus VTEC values can be estimated for each

station and constant instrumental delays can be separated from these parameters within the

adjustment process. As one of the drawbacks, the estimation of ionosphere parameters from

VLBI needs a mathematical relation between VTEC above the site and the VTEC of each

observation as described in Hobiger (2005) or Hobiger et al. (2006). Moreover, as VLBI

provides only a single scan per epoch and station, it is important that mapping function

errors are reduced to a minimum to obtain unbiased VTEC estimates. Dettmering et al.

(2010) carried out a thorough investigation of systematic differences between VTEC obtained

by different space-geodetic techniques including VLBI by applying the estimation strategy

proposed by Hobiger et al. (2006). Thereby it is concluded that VLBI derived ionosphere

parameters are comparable to other space geodetic techniques, like GPS, DORIS, Jason and

F/C concerning the accuracy of the estimation. Moreover, the mean biases found in that

study are similar to those given in Hobiger et al. (2006) being in the range of a few TECU.

3.5 DORIS

The Doppler Orbitography and Radio positioning Integrated by Satellite (DORIS) was

developed by the French CNES, Institut Géographique National (IGN) and Groupe de

Recherche en Géodésie Spatiale (GRGS) to meet scientific and operational user requirements

in very precise orbit determination. Although the DORIS system was primarily designed

for the precise orbit computation required for observing the oceans by altimetry missions,

the unique network of ground stations and its highly accurate positioning capability have

also played a great role for geodesy and geophysical applications. This includes measuring

continental drift, fitting the local geodetic network, monitoring the geophysical deformations,

determining the rotation and the gravity parameters of the Earth, and contributing to the re-

alization of an international terrestrial reference system. Due to the fact that DORIS system

uses two different frequencies for its measurement, it is capable of monitoring the ionosphere

as well.

The basic principle of the DORIS system is based on the accurate measurement on board the

spacecraft of the Doppler shift of radio frequency signals emitted by ground beacons. Mea-

surements are made on two frequencies: ∼2 GHz and 400 MHz. About 56 ground beacon

stations transmit dual frequency signals from locations distributed all over the world. The

satellites carrying the DORIS receivers include Jason, Topex, Envisat, SPOT 2, SPOT 4, and

SPOT 5. These satellites are at the range of 800−1,336 km altitude. The ionospheric prod-

ucts deduced from the Doppler measurements are recorded at each count interval of about

10s, and are used to derive the ionospheric TEC. The ionospheric corrections are available

at the CDDIS website (CDDIS, 2011). For more details on DORIS mission refer to Fleury

et al. (1991) or Yin & Mitchell (2011).
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Chapter 4

Ionosphere Models

The dispersion of the ionosphere pertaining to the microwave signals allows gaining in-

formation about this medium and thus modeling its parameters in terms of TEC or electron

density along individual ray paths. There are different approaches for modeling these param-

eters. According to Alizadeh et al. (2011) some models are based on physical properties, e.g.

the Global Assimilative Ionospheric Model (GAIM) (Schunk et al. (2004)); others are em-

pirical models, e.g. the International Reference Ionosphere (IRI) (Bilitza & Reinisch (2007),

Bilitza et al. (2011)) or the NeQuick (Hochegger et al. (2000), Radicella & Leitinger (2001)),

and finally the mathematical models which are based on purely mathematical/statistical

approaches. The corresponding model parameters could be calculated from space geodetic

techniques or ionosonde data. Among these approaches are the TEC maps developed within

the Analysis Centers (AC) of the International GNSS Service (IGS), which compute TEC

maps. Therefrom, Global Ionosphere Maps (GIM) are developed as an official product of

the IGS Ionosphere Working Group by performing a weighted mean of the various AC TEC

maps ((Feltens, 2003), Hernández-Pajares et al. (2009)). In the following chapter some of

these models are briefly discussed.

4.1 Physical models

Physical models are based on physical and/or chemistry principles. They are capable of

reproducing certain sets of non-auroral observations by solving set of first principle equations

of the ionospheric parameters, such as energy, continuity, or momentum equations for the

electrons or ions (Schunk (1988), Anderson (1993)). Due to their complexity, these models are

restricted to large amount of computational time and also extensive preparation of required

inputs.

4.1.1 GAIM

In 1999 the Multidisciplinary University Research Initiatives (MURI) sponsored by the

U.S. Department of Defense developed the Global Assimilative Ionospheric Model (GAIM).
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The GAIM model is a time-dependent, three-dimensional global assimilation model of the

ionosphere and neutral atmosphere (JPL, 2011). GAIM uses a physical model for the iono-

sphere/plasmasphere and for assimilating real-time measurements, it uses the Kalman filter

approach. Within GAIM the ion and electron volume densities are solved numerically us-

ing the hydrodynamic equations for individual ions. The model is physical-based or first-

principles based and includes state of the art optimization techniques providing the capa-

bility of assimilating different ionospheric measurements. GAIM reconstructs 3-dimensional

electron density distribution from the height of 90 km up to the geosynchronous altitude

(35,000 km) in a continuous basis (Scherliess et al., 2004).

The optimization techniques which is incorporated into GAIM include the Kalman Filter

and four dimensional variational approaches. Currently different data types are being ex-

amined with GAIM, these data types include line of sight TEC measurements made from

ground-based GPS receiver networks and space-borne GPS receivers, ionosondes, and satel-

lite UV limb scans. To validate the model, different independent data sources were used.

These sources are namely VTEC measurements from satellite ocean altimeter radar (such as

those onboard Topex and Jason-1), ionosonde and incoherent scatter radars (JPL, 2011). An

updated version of the GAIM model became operational at the Air Force Weather Agency

(AFWA) on February, 2008. The new version of GAIM assimilates ultraviolet (UV) observa-

tions from Defense Meteorological Satellite Program (DMSP) sensors, including the Special

Sensor Ultraviolet Limb Imager (SSULI), which has been developed by the U.S. Naval Re-

search Laboratory (NRL) Space Science Division (NRL, 2008).

4.1.2 PIM

The Parameterized Ionospheric Model (PIM) developed at the Air Force Research Lab-

oratory (AFRL) is a parametric model based on combination of the parameterized output

of several theoretical ionospheric models and an empirical plasmaspheric model. According

to Daniell et al. (1993) PIM uses the F2 layer critical frequency (foF2) (Rush et al., 1984)

coefficients from either CCIR (Comité Consultatif International des Radiocommunications)

model or from TDIM (Time-Dependent Ionospheric Model) for normalizing the electron den-

sity profile.

As a parametric model, PIM simplifies the theoretical models by expressing them in terms of

geographical locations and solar-terrestrial parameters using a limited number of coefficients.

PIM consists of a FORTRAN source code and a database of coefficients for an orthogonal

function expansion. For a specified geophysical condition and a spatial location, PIM pro-

duces TEC and also electron density profiles between 90 and 2,500 km altitude, corresponding

to the critical frequency and the height of the ionospheric E and F2 layers (Daniell et al.,

1995).
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4.2 Empirical models

Empirical models obtain systematic ionospheric variations from the measured data.

Therefore they mainly describe the average conditions for the non-auroral regions and for

the non-disturbed conditions. These models are realistic in providing information about the

parameters of the ionosphere in areas sufficiently covered by the observations. But in regions

or time periods not well covered by the measurements, the accuracy and reliability of such

models reduces. However an advantage of the empirical models is that they do not depend

on evolving theoretical understanding of the ionosphere, but instead evolve in time as the

arrival of new measurements allows improvements of these models.

4.2.1 Klobuchar

In the mid-80s, a simple algorithm was developed for the GPS single-frequency users to

correct about 50% of the ionospheric range error. This correction method was established

because the GPS satellite message had space for only eight coefficients to describe the world-

wide behavior of the Earth’s ionosphere. Furthermore, these coefficients could not be updated

more often than once per day, and generally not even that often. Finally, simple equations

had to be used to implement the algorithm to avoid causing excessive computational stress

on the GPS users. The algorithm was developed by Klobuchar (1986) and led to the model

that approximated the entire ionospheric vertical refraction by modeling the vertical time

delay for the code pseudo-ranges.

The Klobuchar model does not directly compute the TEC. Instead, it models time delay

due to ionospheric effects. Equation 4.1 shows time delay in nanoseconds. Multiplying this

expression by the speed of light will result the vertical ionospheric range delay. The obtained

range delay, after applying the SLM function, can be used to correct the ionospheric error

in the measurements. Although the model is an approximation, it is nevertheless of impor-

tance because it uses the ionospheric coefficients broadcast within the fourth sub frame of

the navigation message (Hofmann-Wellenhof et al., 1993). The time delay derived from the

Klobuchar model follows from

∆T ionν = A1 +A2 cos

(
2π(t−A3)

A4

)
, (4.1)

with

A1 = 5 · 10−9 s = 5 ns ,

A2 = α1 + α2 ϕ
m
IP + α3 ϕ

m
IP

2 + α4 ϕ
m
IP

3 ,

A3 = 14h local time ,
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A4 = β1 + β2 ϕ
m
IP + β3 ϕ

m
IP

2 + β4 ϕ
m
IP

3 .

The values A1 and A3 are constant values, the coefficients αi, βi, i = 1,...,4 are uploaded daily

from the control segment to the satellites and broadcast to the users through the broadcast

ephemeris. t is the local time of the IPP, and is derived from:

t =
λIP
15

+ tUT , (4.2)

where λIP is the longitude of IPP in degrees (positive to East) and tUT is the observation

epoch in Universal Time. Finally ϕmIP in Eq. 4.1 is the geomagnetic latitude of IPP and is

calculated by (Lilov, 1972):

cosϕmIP = sinϕIP sinϕP + cosϕIP cosϕP cos(λIP − λP ) . (4.3)

At present (as of 2012) the coordinates of geomagnetic pole are:

ϕP = 80.0◦ N , λP = 72.2◦W . (4.4)

For more details refer to (Boehm et al., 2013).

4.2.2 IRI

The International Reference Ionosphere (IRI) is the result of an international cooper-

ation sponsored by the Committee on Space Research (COSPAR) and the International

Union of Radio Science (URSI). Since first initiated in 1969, IRI is an internationally

recognized standard for the specification of plasma parameters in Earth’s ionosphere. It

describes monthly averages of electron density, electron temperature, ion temperature, ion

composition, and several additional parameters in the altitude range from 60 to 1,500 km.

IRI has been steadily improved with newer data and better modeling techniques leading to

the release of a number of several key editions of the model. The latest version of the IRI

model, IRI-2012 (Bilitza et al., 2011), will include significant improvements not only for the

representations of electron density, but also for the description of electron temperature and

ion composition. These improvements are the result of modeling efforts, since the last major

release, IRI-2007 (Bilitza & Reinisch, 2007). IRI is an empirical model based on most of

the available data sources for the ionospheric plasma. The data sources of IRI include the

worldwide network of ionosondes, which is monitoring the ionospheric electron densities at

and below the F-peak since more than fifty years, the powerful incoherent scatter radars

which measure plasma temperatures, velocities, and densities throughout the ionosphere, at

eight selected locations, the topside sounder satellites which provide a global distribution of
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electron density from the satellite altitude down to the F-peak, in situ satellite measurements

of ionospheric parameters along the satellite orbit, and finally rocket observations of the

lower ionosphere. Since IRI is an empirical model it has the advantage of being independent

from the advances achieved in the theoretical understanding of the processes that shape

the ionospheric plasma. But a drawback is that such a model is strongly dependent on the

underlying database. Therefore regions and time periods not well covered by the data base

will result a lower reliability of the model in that area (Bilitza et al., 2011).

The vertical electron density profile within IRI is divided into six sub-regions: the topside,

the F2 bottom-side, the F1 layer, the intermediate region, the E region valley, the bottom-

side E and D region. The boundaries are defined by characteristic points such as F2, F1, and

E peaks. The strong geomagnetic control of the F region processes is taken into account for

the analysis of the global electron density behavior (Feltens et al., 2010).

IRI has a wide range of applications. Among these applications, IRI has played an important

role in geodetic techniques as well. In several studies IRI has been used as a background

ionosphere to validate the reliability and accuracy of an approach for obtaining ionospheric

parameters from geodetic measurements (e.g. Hernández-Pajares et al. (2002)). Another

field which IRI has helped geodetic techniques is with interpolating in areas with no or few

available GPS measurements (e.g. Orús et al. (2002)).

4.2.3 NeQuick

The NeQuick ionospheric model developed by the Aeronomy and Radiopropogation Lab-

oratory (ARPL) of the Abdus Salam International Centre for the Theoretical Physics in

Trieste (Italy) and the Institute for Geophysics, Astrophysics and Meteorology of the Univer-

sity of Graz (Austria) allows calculation of TEC and electron density profile for any arbitrary

path (Nava, 2006). The NeQuick model is based on the so-called DGR model introduced by

Di Giovanni & Radicella (1990). The original DGR model uses a sum of Epstein layers to

analytically construct the electron density distribution within the ionosphere. The general

expression for the electron density in an Epstein layer following Radicella & Nava (2010) is:

NEpstein(h, hm,Nm,B) =
4Nm(

1 + exp
(
h−hm
B

))2 exp

(
h− hm
B

)
, (4.5)

where h is the height, hm is the layer peak height, Nm is the layer peak electron density

and B is the layer’s thickness parameter.

Based on the anchor points related to the ionospheric characteristics which are routinely

scaled from ionogram data, the analytical functions are constructed.The basic equations

that describe the latest NeQuick model (NeQuick 2) are given by Nava et al. (2008):
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Nbot(h) = NE(h) +NF1(h) +NF2(h) , (4.6)

where:

NE(h) =
4 (NmE −NF1(hmE)−NF2(hmE))(

1 + exp
(
h−hmE
BE

ξ(h)
))2 exp(

h− hmE
BE

ξ(h)) ,

NF1(h) =
4 (NmF1−NE(hmF1)−NF2(hmF1))(

1 + exp
(
h−hmF1

B1
ξ(h)

))2 exp(
h− hmF1

B1
ξ(h)) ,

NF2(h) =
4NmF2(

1 + exp
(
h−hmF2

B2

))2 exp(
h− hmF2

B2
) .

(4.7)

With

ξ(h) = exp

(
10

1 + 1|h− hmF2|

)
. (4.8)

ξ(h) is a function assuring a fadeout of the E and F1 layers in the proximity of the F2 layer

peak to avoid the second maxima around hmF2. The Nm values are obtained from the E and

F2 layer critical frequencies f0E and f0F2, obtained from the ionograms. The peak height

of the F2 layer hmF2 is computed from M(3000)F2 and the ratio f0F2/f0E. M(3000)F2

is the ratio of the maximum usable frequency at a distance of 3000 km to the f0F2. The

F1 peak height hmF1 is modeled in terms of NmF1.The geomagnetic dip of the location

and the E peak height hmE is fixed at 120 km. The thickness parameter B2 of the F2 layer

is calculated using the empirical determination of the base point of the F2 layer defined by

Mosert de Gonzalez & Radicella (1990) and the thickness parameters corresponding to the

Fl and E regions are adjusted numerically (Radicella & Leitinger, 2001).

The NeQuick model gives electron density as a function of geographic latitude and longitude,

height, solar activity (specified by the sunspot number or by the 10.7 cm solar radio flux),

season (month) and time (Universal or local) (Radicella, 2009).

The Fortran source code of the NeQuick model is available at Radiocommunication Sector

website (ITU, 2011). The basic inputs of the code are: position, time and solar flux (or

sunspot number) and the output is the electron concentration at any given location in space

and time. In addition the NeQuick package includes specific routines to evaluate the electron

density along any ray-path and the corresponding TEC by numerical integration (Nava, 2006).

The first version of the model has been used by the European Space Agency (ESA), European

Geostationary Navigation Overlay Service (EGNOS) project for assessment analysis and has

been adopted for single-frequency positioning applications in the framework of the European

Galileo project. It has also been adopted by the International Telecommunication Union,
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Radiocommunication Sector (ITU-R) as a suitable method for TEC modeling (ITU, 2007).

4.2.4 MIDAS

The Multi-Instrument Data Analysis System (MIDAS) was designed and developed at the

University of Bath in 2001. The analysis algorithm makes use of GPS dual-frequency obser-

vations to produce four-dimensional images of electron concentration over large geographical

regions or even over the globe (Mitchell & Cannon, 2002). Different types of measurements

that can be put into the MIDAS are the satellite to ground measurements, satellite to satellite

observations, measurements from sea-reflecting radars, electron-concentration profiles from

inverted ionograms, and in-situ measurements of ionized concentration from LEO satellites.

The MIDAS algorithm reconstructs the free electron density as a piecewise constant 3D

distribution, starting from collections of slant TEC data along ray paths crossing the region

of interest (Mitchell & Spencer, 2003). The essential ingredient of the MIDAS inversion

is the use of Empirical Orthogonal Functions (Sirovich & Everson, 1992), along which the

solution of the inverse problem is assumed to be linearly decomposable (Materassi, 2003).

MIDAS produces four-dimensional electron density maps which can be used to correct the

phase distortions and polarization changes by Faraday rotation in the ionosphere. MIDAS

also has a ray tracer which allows accurate determination of the refracting ray paths and

hence the apparent sky location of a radio source.

4.2.5 NTCM

Neustrelitz TEC Model (NTCM) is an empirical model approach developed at the Ger-

man Aerospace Center (DLR), which estimates TEC in global and regional basis. NTCM is

a climatological model meaning that it provides the average behavior under quiet geomag-

netic conditions. Depending on the area of the coverage, the model is described in different

representations.

Regional modeling According to Jakowski et al. (2011) regional NTCM model is devel-

oped in three different areas:

• European region (NTCM-EU)

• Northern polar region (NTCM-NP)

• Southern polar region (NTCM-SP)

For each of these regions an empirical TEC model is developed and combined with the

measured data within that region. The basis version of NTCM approximates TEC as a

function of geographic location (λ, ϕ), time (h, d), and solar activity (F10.7). The model

approach is based on a polynomial consisting of 60 linear terms (Jakowski, 1996)
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TECvert60 =

5∑
i=1

3∑
j=1

2∑
k=1

2∑
l=1

cijkl Hi(h) Yj(d) Lk(ϕ, λ, h, d) Sl(F10.7) , (4.9)

where cijkl denotes the model coefficients, Hi(h) denotes the diurnal and semidiurnal varia-

tion, Yj(d) the annual and semi-annual variation, Lk(ϕ, λ, h, d) the dependence on the latitude

and the solar zenith angle and Sl(F10.7) the dependence on the solar activity. The model

coefficients are determined by a least-squares fitting procedure.

Global modeling For Global TEC model (NTCM-GL) the basic NTCM approach used

for regional modeling is followed. Therefore, dependencies on local time, season, geomagnetic

field and solar activities are treated in a similar manner.

Within the global approach the terms describing the crest regions should be also taken

into account. The terms describing the above mentioned dependencies are combined in

a multiplicative way as used in Eq. 4.9, but the coefficients of the new global model are

determined by an iterative non-linear least squares technique (Jakowski et al., 2011).

4.3 Mathematical models

4.3.1 Global TEC representation using spherical harmonics

As mentioned in Sect. 3.1.3.2, to develop a global ionosphere model, the VTEC has to

be represented as a function of longitude, latitude and time, or according to the definition of

the adopted coordinate system given in Sect. 2.3, as a function of the geomagnetic latitude β

and sun-fixed longitude s. This can be accomplished by applying e.g. a spherical harmonics

expansion (Schaer, 1999):

V TEC(β, s) =

nmax∑
n=0

n∑
m=0

P̃nm(sinβ) (anm cos(ms) + bnm sin(ms)) , (4.10)

where:

V TEC(β, s) VTEC in TECU,

P̃nm = NnmPnm normalized Legendre function of degree n and order m,

Nnm normalizing function,

Pnm classical Legendre function,

anm and bnm the spherical harmonics coefficients.

The normalizing function is given by:
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Nnm =

√
(n−m)!(2n+ 1)(2− δ0m)

(n+m)!
. (4.11)

where δ0m denotes the Kronecker delta. The total number of coefficients of spherical har-

monics expansion Eq. 4.10 is given by:

u = (nmax + 1)2 , (4.12)

and the spatial resolution of a truncated spherical harmonics expansion is given by:

∆β =
2π

nmax
, ∆s =

2π

mmax
, (4.13)

where

∆β the resolution in latitude, and

∆s the resolution in sun-fixed longitude and local time, respectively,

nmax,mmax maximum degree and order of the spherical harmonics expansion.

It is shown that the mean ¯V TEC of the global VTEC distribution expressed by Eq. 4.10 is

generally represented by the zero-degree spherical harmonics coefficient ã00 (Schaer, 1999):

V TEC =
1

4π

∫ 2π

0

∫ +π
2

−π
2

V TEC(β, s) cosβdβds = N00ã00 = ã00 . (4.14)

4.3.1.1 Parametrization of VTEC

To estimate a global VTEC model, GNSS observations from a set of globally distributed

GNSS stations are collected by the Analysis Centers (AC). The computation is carried out on

a daily basis, using observations with sampling rate of 30 seconds and elevation cut-off angle

10◦. For all of the observations the ionospheric observable is calculated using code pseudo-

range Eq. 3.26, phase pseudorange Eq. 3.27, or the smoothed code pseudorange Eq. 3.28.

This observable forms the observation equation. The observation equations are then solved

for every two hour epoch and the unknowns which are the coefficients of the spherical har-

monics expansion (anm and bnm in Eq. 4.10) are estimated for every two hours (one hour or

15 minutes solution is also possible) by a least-squares adjustment procedure.

The estimated unknown coefficients are then entered to calculate grid-wise VTEC values over

the globe using Eq. 4.10. The VTEC is represented as a function of geocentric longitude and

latitude (λ, ϕ), and time (t) in UT, in the form of a raster grid. The spatial resolution of

this grid is usually ∆λ = 5◦ in longitude and ∆ϕ = 2.5◦ in latitude, and the time resolution
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of the maps are ∆t = 2h; although higher time resolution of 1h or 15min is also possible.

Assuming a time resolution of 2h, one will obtain thirteen two-hourly global maps for one

complete day. These maps are usually called Global Ionosphere Maps (GIM), and are pro-

vided in the IONospheric EXchange (IONEX) format, described in Schaer et al. (1998).

4.3.1.2 VTEC interpolation

To obtain VTEC in any arbitrary position in globe, an interpolation could be performed.

The interpolation of VTEC for a given epoch Ti with i = 1, 2, ..., n, was proposed by Schaer

et al. (1998), which is interpolating between consecutive rotated TEC maps. This can be

formulated as follow:

V TEC(β, λ, t) =
Ti+1 − t
Ti+1 − Ti

V TECi(β, λ
′
i) +

t− Ti
Ti+1 − Ti

V TECi+1(β, λ
′
i+1) , (4.15)

with

Ti ≤ t < Ti+1 and λ′i = λ+ (t− Ti).
The TEC maps are rotated by t − Ti around the Z-axis to compensate the strong correla-

tion between the ionosphere and the Sun’s position. For the grid interpolation, a bi-variate

interpolation method can be applied, which uses a simple four-point interpolation formula:

V TEC(λ0 + p∆λ , β0 + q∆β) = (1− p)(1− q)V TEC0,0

+ p(1− q)V TEC1,0 + (1− p)qV TEC0,1 + pqV TEC1,1 ,
(4.16)

where 0 ≤ p < 1 and 0 ≤ q < 1. ∆λ and ∆β denote the grid widths in longitude and latitude.

Figure 4.1 depicts the interpolation concept.

4.3.1.3 Ionosphere Working Group at IGS

In 1998 a special Ionosphere Working Group of the International GNSS service (IGS)

was initiated for routinely developing ionospheric products, as described by Schaer et al.

(1998) and Hernández-Pajares (2004). The main products provided on a regular basis by

the IGS Ionosphere WG are the GIM, representing the VTEC over the entire Earth as a

two-dimensional raster in latitude and longitude in two-hourly snapshots, as well as the

corresponding Root Mean Square (RMS) maps. Figure 4.2 depicts a sample of VTEC map

developed by IGS for 9 July 2006.

Additionally, daily and monthly values of the satellite and receiver DCB are provided as

well. It is worth to mention that at the recent IGS-Workshop in Newcastle, UK (28 June -

2 July 2010), it was decided to reduce the time resolution of IGS TEC maps from 2h to 1h,
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Figure 4.1: Bi-variate interpolation using the nearest four TEC values

and finally to 15min in the future.

The routine generation of ionosphere VTEC maps is currently done at four IGS Associate

Analysis Centers (IAAC) for ionosphere products. These IAAC are namely:

• Center for Orbit Determination in Europe (CODE), University of Berne, Switzerland,

• European Space Operations Center of ESA (ESA/ESOC), Darmstadt, Germany,

• Jet Propulsion Laboratory (JPL), Pasadena, USA,

• Technical University of Catalonia (gAGE/UPC), Barcelona, Spain.

These centers provide results computed with different approaches, which are transmitted

to the IGS Ionosphere Product Coordinator, who calculates a weighted combined prod-

uct. Presently the weights are defined by the IAAC global TEC maps evaluation carried

out at the Geodynamics Research Laboratory of the University of the Warmia and Mazury

(GRL/UWM) in Olsztyn, Poland (Krankowski et al., 2010). IGS releases a final ionosphere

map in IONEX format with resolution of 5◦ in longitude and 2.5◦ in latitude with a latency

of 10 days and a rapid solution with a latency of 1 day. The IGS GIM and the corresponding

RMS maps are available through the IGS server in IONEX format (CDDIS-IONEX, 2011).

4.3.2 Regional TEC representation using B-splines

According to Schmidt et al. (2008) a multi-dimensional approach based on Euclidean

quadratic B-spline wavelets can be used for representation of the ionospheric parameters

characterized by an effective numerical algorithm. Due to the fact that these base functions
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Figure 4.2: VTEC GIM developed by IGS for 9 July 2006

are compactly supported, they provide a great advantage when used for regional modeling

of the ionosphere or when the observations are unevenly distributed over the globe. In this

approach the parameters of the ionosphere, e.g. VTEC is separated into a reference part and

a correction part

V TEC(ϕ, λ, t) = V TECref (ϕ, λ, t) + ∆V TEC(ϕ, λ, t) . (4.17)

Following Dettmering et al. (2011b) ∆V TEC can be expressed by means of spline series

expansion

∆V TEC(ϕ, λ, t) =

k1−1∑
k1=0

k2−1∑
k2=0

k3−1∑
k3=0

dk1,k2,k3ΦJ1
k1

(ϕ)ΦJ2
k2

(λ)ΦJ3
k3

(t) , (4.18)

where each of the ΦJ
k (x) denote a 1-D scaling function of level J ∈ {J1, J2, J3}, shift

k ∈ {k1, k2, k3} and variable x ∈ {ϕ, λ, t}. The scaling functions each consist of k = 2J + 2

single B-spline functions distributed on the unit interval.

In Eq. 4.18 dk1,k2,k3 are the unknown coefficients of the expansion and should be estimated
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Figure 4.3: 1-D quadratic endpoint-interpolating B-spline functions of level e.g. J = 4 (figure
curtesy of Dettmering et al. (2011b))

through a least-squares adjustment procedure. More details can be found in Schmidt (2007).

As mentioned before, B-Spline is compactly supported, i.e. its values are different from

zero only in a finite range within the unit interval [0, 1]. This concept is depicted in Fig. 4.3.
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Chapter 5

New ionosphere reconstructing

approaches

5.1 Basics of data analysis and estimation

5.1.1 Least-Squares adjustment

Due to the fact that the unknown parameters should be estimated through least-squares

adjustment procedure, here we provide a brief overview of this parameter estimation tech-

nique. Based on the chosen mathematical model, described in Sect. 4.3, the observation

equation is formulated as f(x, l) = 0, where x indicates the unknown parameter vector in

parameter space X, and l the observation vector in observation space L. Following Koch

(1999) the explicit observation equation is written as

li + ri = fi(x) = fi(x0) +
∂fi
∂x

∣∣∣∣
x=x0

δx , (5.1)

with

ri residuals,

li actual observations,

δx = x− x0 vector of corrections,

δl = l − l0 vector of reduced observations, and

x0 vector of approximate values of the model parameters,

l0 vector of a priori values of the observations.

The partial differential term is known as the design matrix and is defined as
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A =
∂f

∂x

∣∣∣∣
x=x0

. (5.2)

The A matrix is referred to as the first design matrix and is regarded as a Jacobian Matrix.

Substituting the design matrix A from Eq. 5.2 into Eq. 5.1, the linearized observation equation

would simply read

δl + r = Aδx , (5.3)

where δl = [δli] and r = [ri], are vectors of the actual observations and residuals respectively.

Stochastic model

To solve the least-squares problem the stochastic model for the observation must be defined.

The stochastic model describes the statistics of the measurements. This is in the form of the

weight matrix P , or its inverse the cofactor matrix Ql of the observations

P = Q−1l = σ20C
−1
l , (5.4)

where

P is the observations weight matrix,

Cl is the covariance matrix of the observations, and

σ0 a priori standard deviation.

If the observations are uncorrelated, the weight matrix is a diagonal matrix. In such a case,

P is given by

P = diag

(
σ20
σ2l

)
. (5.5)

σ2l in Eq. 5.5 is the a priori variance of the corresponding observation. If the observations

are uncorrelated with equal accuracy, the weight matrix P becomes the identity matrix I.

Solving the least-squares problem

Equation 5.3 is solved through minimizing the scalar target function rTPr. The minimization

of this function with respect to x leads to the normal equations

66



5. New ionosphere reconstructing approaches

(ATPA)δx = (ATPδl) . (5.6)

The normal equation matrix N and the right-hand side matrix u are now defined as

N = ATPA , u = ATPδl . (5.7)

With these notations, the least-squares solution of the estimated correction will be

δx̂ = N−1u . (5.8)

The ”hat” sign ( ˆ ) in the above equation and the equations followed, indicates the least-

squares estimation. Using the estimated correction Eq. 5.8, and the a priori vector of the

unknown parameters x0, the estimated vector of unknown parameter is calculated

x̂ = x0 + δx̂ . (5.9)

The least-squares estimate of residuals r̂ is derived by applying δx̂ from Eq. 5.8 to Eq. 5.3

r̂ = Aδx̂− δl , (5.10)

and therefrom the least-squares estimate of the observations is computed

l̂ = f(x̂) + r̂ , (5.11)

The estimated variance factor or the so called a postriori variance factor is

σ̂ = (
rTPr

d
)
1
2 if d > 0 , (5.12)

where d = n− u is the degree of freedom (DOF). n is the number of observations and u the

number of unknown parameters. Finally the covariance matrix of the adjusted model is given

by

Cx̂ = σ̂2N−1 . (5.13)
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Cx̂ is an important parameter as the uncertainties of the observation vector l, given in

terms of the covariance matrix Cl, as well as the uncertainties of the estimation model,

traced into estimated parameter x̂ are characterized by Cx̂. For more details on least-squares

adjustment procedure please refer to Koch (1999).

5.1.2 Constrained Least-Squares

Replicating the linearized observation equation Eq. 5.3, the reduced observation vector δl

can be expressed in terms of the correction vector δx and the residual vector r by

δl + r = Aδx , (5.14)

assuming the design matrix A is given.

Suppose the original observations in Eq. 5.14 are partitioned into sub-systems δl and w

 δl

−−
w

+

 r

−−
0

 =

A1

−−
A2

 δx . (5.15)

where
δl an m1 × 1 vector of measured reduced observations,

A1 an m1 × n design matrix corresponding to δl,

r an m1 × 1 vector of residuals,

w an m2 × 1 given vector of constraints, and

A2 an m2 × n coefficient matrix corresponding to w.

The equation system Eq. 5.15 can be re-written as

δl + r = A1δx , (5.16)

w = A2δx . (5.17)

Eq. 5.17 is a constraint and equation system Eq. 5.15 is a constrained minimizing problem

(Crassidis & Junkins, 2004). In this problem we aim at finding an estimated δx̃, which

minimizes rTPr and also satisfies the constraint Eq. 5.17.

Using the method of Lagrange multipliers explained by e.g Koch (1999), the explicit solution

of the constrained least-squares estimation yields

δx̃ = δx̂+K (w −A2δx̂) (5.18)
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where

K =
(
AT1 PA1

)−1
AT2

[
A2

(
AT1 PA1

)−1
AT2

]−1
, (5.19)

and

δx̂ =
(
AT1 PA1

)−1
AT1 Pδl . (5.20)

It can be noticed that δx̂ represented by Eq. 5.20 is the least-squares estimate of the unknown

correction parameter δx when no constraint is applied. So the final estimate of the unknown

parameter δx̃ is obtained from the original estimate δ̂x plus the additive correction term,

implied from the constraint residual (second term in Eq. 5.19).

In a special case where only one constraint is implied, i.e. m2 = 1, then the matrix K in

Eq. 5.19 simplifies to a scalar.

5.1.3 Assigning appropriate base-function

To estimate the proportion of the ionosphere, parameters of the ionosphere, i.e. TEC

or the electron density should be modeled. Concentrating only on mathematical models

explained in Sect. 4.3, there are several ways to model the ionospheric parameters. Depending

on the chosen parameter of the ionosphere, its required dimension, and the area of the

coverage, appropriate base functions should be chosen. Table 5.1 summarizes some of the

mathematical approaches and base functions for different modeling techniques. Of course

applying other procedures and base functions is also possible.

As our study aims mainly at global modeling of the ionospheric parameters, we focus on

spherical harmonics base function, and as the title of the dissertation describes, our goal is to

model the ionospheric parameters in different dimensions. So we start with two-dimensional

modeling of V TEC(λ, ϕ). Then we investigate three-dimensional model of the ionospheric

parameter. For that we concentrate on modeling electron density Ne(λ, ϕ, h) in longitude,

latitude, and height. Our final goal is to investigate modeling electron density on fourth

dimension, which is including the time dependency.

5.1.4 Accuracy of the estimated parameters

It was mentioned in Sect. 5.1.1 that the accuracy of the estimated parameters is obtained

from the covariance matrix Ĉx derived from Eq. 5.13. As we use spherical harmonics expan-

sion (e.g. Eq. 4.10) to estimate the unknown parameters, Ĉx contains the accuracy of the

spherical harmonics expansion (i.e. anm and bnm in Eq. 4.10). To obtain the accuracy of

the estimated parameter (i.e. ˆV TEC in Eq. 4.10), we have to apply the variance-covariance

propagation law to the spherical harmonics expansion.
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Modeling
dimension

Parameter Coverage Base function

2D V TEC(λ, ϕ) global Spherical Harmonics (SH)

regional 2D B-splines

global 2D SH + Fourier function for time

V TEC(λ, ϕ, t) trigonometric B-splines

3D regional 3D B-splines

EOF function

Ne(λ, ϕ, h) global 2D SH + function for
height:

Chapman function

Epstein function

4D Ne(λ, ϕ, h) global 2D SH + function for height + Fourier function for time

regional 4D B-splines

Table 5.1: Samples base function/mathematical approaches for multi-dimensional modeling
of the ionosphere

Considering the estimated ˆV TEC value as an example and replicating Eq. 4.10, we have

ˆV TEC(β, s) =

nmax∑
n=0

n∑
m=0

P̃nm(sinβ)
(
ânm cos(ms) + b̂nm sin(ms)

)
. (5.21)

Expressing Eq. 5.21 in the matrix form, we can write

ˆV TEC(β, s) = Fx (5.22)

with

xT =



...

ânm

b̂nm

...


, (5.23)
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and

F =



...

P̃nm(sinβ) cos(ms)

P̃nm(sinβ) sin(ms)

...


, (5.24)

where x is a 1×(n+1)2 vector of unknown parameters, n is the number of degree of spherical

harmonics expansion, and F is a (n+ 1)2 × 1 vector of partial derivatives, constructed from

∂ ˆV TEC

∂ânm
= P̃nm(sinβ) cos(ms) , (5.25)

and

∂ ˆV TEC

∂b̂nm
= P̃nm(sinβ) sin(ms) . (5.26)

Now applying the variance-covariance propagation law to Eq. 5.22, we get

C ˆV TEC
= F T Ĉx F , (5.27)

The square root of C ˆV TEC
is known as the standard deviation of ˆV TEC, or the so-called

RMS of ˆV TEC

RMS ˆV TEC
=

√
F T Ĉx F . (5.28)

The RMS ˆV TEC value at each point indicates the accuracy of the estimated ˆV TEC at that

point. RMS values for other estimated parameters, represented by spherical harmonics ex-

pansion, i.e. the maximum electron density Nm, or the height of maximum electron density

hm (see Sect. 5.3.2.3) is obtained in a similar procedure. The RMS values are usually ex-

pressed in a global grid-wise maps known as the RMS maps, and are presented along with

the global maps of the estimated values.
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5.2 Two-dimensional modeling of VTEC

5.2.1 Combined global maps

In the last decade space geodetic techniques have turned into a promising tool for moni-

toring and modeling the ionosphere. Among these techniques, GNSS observations are widely

used for measuring ionospheric parameters in terms of TEC or the electron density Ne. Afore-

said in Sect. 3.1.3.2, the classical input data for development of GIM of the VTEC is obtained

from the dual-frequency GNSS ground-based observations. Nevertheless due to the fact that

GNSS ground stations are in-homogeneously distributed around the world with poor cover-

age over the oceans (namely southern Pacific and southern Atlantic), and also parts of Africa

(see Fig. 5.1), the precision of VTEC maps are rather low in these areas. From long term

analysis, it is believed that the IGS VTEC maps have an accuracy of few TECU in areas well

covered with GNSS receivers; conversely, in areas with poor coverage, the accuracy can be

degraded by a factor of up to five (Feltens et al., 2010). On the other hand, dual-frequency

satellite altimetry missions, such as Jason-1&2 (see Sect. 3.2.1) provide direct VTEC values

exactly over the oceans, and furthermore the six Formosat-3/COSMIC (F/C) Spacecraft (see

Sect. 3.3.2) provide about 2,500 globally distributed occultation measurements per day. This

data can be used for obtaining VTEC values as well. Combining these data with the ground-

based GNSS data, improves the accuracy and reliability of the VTEC maps by closing the

observation gaps that arise when using ground-based data only.

Figure 5.1: IGS global ground stations, figure curtsey of IGS (Dow et al., 2009)

5.2.2 Inter-technique combination

For the combination, a least-squares adjustment is applied on each set of observation tech-

niques and then the normal equations are combined. This procedure is a common technique

for solving combination problems in geodesy such as the International Terrestrial Reference

Frame (ITRF) solution (Altamimi et al., 2007). This procedure is accomplished by stacking
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the relevant normal equation matrices obtained from each type of observations

NCOMB = σ2GNSSNGNSS + σ2ALTNALT + σ2F/CNF/C

= σ2GNSS

(
ATGNSSPGNSSAGNSS

)

+ σ2ALT

(
ATALTPALTAALT

)

+ σ2F/C

(
ATF/CPF/CAF/C

)
,

(5.29)

where N is the normal equation matrix, A is the design matrix, P is the weight matrix,

and σ2 is the variance component of each of the observations. Figure 5.2 depicts the inter-

technique combination scheme.

Figure 5.2: Inter-technique combination scheme (SCs are the spherical harmonic coefficients)
(Alizadeh et al., 2011)

5.2.3 Relative weighting of different techniques

For relative weighting of different techniques several strategies are possible. Due to the

much higher number of GNSS measurements compared to satellite altimetry and F/C, the

satellite altimetry and F/C data should be up-weighted, to increase their impact on the

combined GIM (over weighting). On the other hand, if we take into account the higher noise
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of the altimetry measurements compared to the carrier-phase smoothed code observations

from GNSS (see Sect. 3.1.2.2), a lower weight should be applied on all altimetry derived

observations (down weighting). In fact the relative weighting acts like a scaling factor for the

contribution of the different techniques in the combination. This depends on the different

spatial and temporal distribution of the observations and on their specific systematic errors.

The relative weighting can be accomplished through several procedures, namely:

• Physical aspect

• Mathematical aspect

• Empirical

Physical weighting Due to in-homogenous distribution of IGS GNSS stations in the north-

ern and southern hemisphere, to balance the model, the observations of the GNSS stations

in the southern hemisphere could be up-weighted comparing to ones in the northern hemi-

sphere. Concerning the altimetry data, a dynamical weighting procedure could be applied.

In this procedure, the altimetry data are related to the latitude and time of which they were

observed. Such an epoch-wise weighting applied to both GNSS and altimetry data will en-

hance the spatial agreement between the VTEC derived from both techniques and improves

the result of the combination (Todorova, 2008).

Mathematical weighting In mathematical weighting, first, all the observations tech-

niques are assumed to have the same accuracy levels in the stochastic model. Therefore

the weight matrix is set to identity. Due to the fact that this is an unrealistic assumption,

a variance component estimation technique (VCE) should be implemented which accounts

for different accuracy levels of different observation techniques (Dettmering et al., 2011a). In

this procedure, instead of estimating a single a posteriori variance factor σ20 for the whole

observations, a variance factor for each technique is estimated σ2i , i = {1, ..., p}, where p is

the number of the observation techniques.

Usually no correlations are assumed between the different techniques, therefore the weight

matrix turns into a block diagonal matrix

PL =



1
σ2
1
P1 0 · · · 0

0 1
σ2
2
P2 0

...
. . .

...

0 0 · · · 1
σ2
p
Pp


(5.30)
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Estimating variance factors can be accomplished through stochastic estimation technique,

invented by Girard (1989), Hutchinson (1990), and Koch (1999); or as an effective compu-

tation the fast Monte-Carlo implementation of the iterative maximum likelihood component

estimation (MCVCE) developed by Koch & Kusche (2002) could be used.

Empirical weighting In empirical weighting the altimetry and F/C measurements are

down-weighted and over-weighted with respect to the GNSS observations in different turns.

The results of VTEC maps, and also RMS maps are compared with each other and also

with the IGS VTEC and RMS maps. The criteria for selecting the final weights are the

mean values for the RMS maps in the whole day. This means that the mean RMS of all

two-hourly maps in a whole day are calculated from each of the weighting schemes, and the

weighting which provides the least mean RMS is finally selected as the best adopted weight.

As the correlations between different observation techniques are unknown, no correlations are

considered between the different techniques, therefore, diagonal weight matrices are applied

in this procedure (Alizadeh et al., 2011).

5.3 Three-dimensional modeling of the electron density

To model ionosphere in 3D we have the possibility to model VTEC in three dimensions

i.e. in longitude, latitude, and time; or to model electron density in three dimensions i.e. in

longitude, latitude, and height (see Sect. 5.1.3). In this study we investigate the latter one.

To develop a 3D global model for electron density a spherical harmonics expansion is used for

longitude and latitude variations. For height dependency several procedures can be applied.

One procedure is to apply Empirical Orthogonal Functions (EOF) introduced by Fremouw

et al. (1992) and further improved by Howe et al. (1998). Rawer (1988) as well as Radi-

cella & Leitinger (2001) applied Epstein functions to present the height dependencies. And

finally Chapman profile function can be used to express the hight variations of the electron

density. In the following section, the Chapman profile function approach is briefly described.

5.3.1 Chapman profile function

To describe the vertical structure of the electron density in the ionosphere, Chapman

profile function can be derived. Taking the hydrostatic equilibrium assumption of the upper

atmosphere into account, the barometric equation , which relates the pressure gradient to

the mass density reads (Alizadeh, 2002)

dP

dh
= −ρg , (5.31)

where
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P is the pressure,

h is the height,

ρ is the density, and

g is the gravitational constant.

The density ρ can, in turn, be expressed in terms of the particle masses m and number

density n of the various components as

ρ =
∑
i

mini . (5.32)

Due to the long mean free path of the particles at high altitudes, one can treat the gases as

ideal, therefore

P = nkT , (5.33)

with k being the Boltzman constant, and T the temperature. In such a case the variations

of pressure are related to the variations in height by

dP

P
= −dh

H
. (5.34)

H in Eq. 5.34 is the scale height and is defined as

H =
kT

mg
. (5.35)

The scale height is not constant, but for a short range of altitude, one can approximate it as

a linear function of altitude. More details on scale height will follow in the next sections.

5.3.1.1 Simple Chapman profile function

After defining the scale height, we now introduce the ion production rate under simplifying

assumptions described in Section 2.2. Following Schaer (1999), the ion production rate is

given by the Chapman function

q(h, χ) = q0 e
(1− z − secχe−z) and z =

h− h0
H

, (5.36)
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where:

q(h, χ) ion production rate,

q0 maximum ion production rate at χ = 0, i.e. the Sun at zenith,

h0 reference height of maximum ion production at χ = 0,

H scale height, and

χ Sun zenith angle, and

e base of natural exponential function.

The maximum ion production rate is defined as:

q0 =
φ(∞)η

H e
, (5.37)

where:

φ(∞) solar flux density outside the atmosphere (in photons/area),

η number of ion pairs produced per proton.

To obtain the altitude of maximum ion production rate hmax, the Chapman function Eq. 5.36

is differentiated. This yields

hmax = h0 +H zmax with zmax = ln secχ . (5.38)

The maximum of the ion production is obtained from:

qmax = q0 cosχ . (5.39)

As we know, within the ionosphere, ions and electrons recombine proportional to the electron

density. Neglecting the electron transportation processes, the following equation holds

dNe

dt
= q − aN

1
α
e , (5.40)

where a is the mean recombination coefficient for molecular ions and α is a constant depending

on the ionospheric altitude. Using Eq. 5.36 and Eq. 5.40 in the photochemical equilibrium

condition, where dNe/dt = 0 holds, the electron density is derived by
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Ne(h, χ) = N0 e
α(1− z − secχe−z) with N0 =

(
q0
a

)α
, (5.41)

where N0 is the maximum electron density at χ = 0. This distribution is called the simple

Chapman profile function or just the simple Chapman function (Rishbeth & Garriott, 1969).

According to Ratcliffe (1972) the maximum electron density Nm and its correspond-

ing height hm vary with the Sun zenith angle χ, i.e. with the day time. At noon, (where

χ = 0) Nm reaches its maximum and hm its minimum. During the time of sunset and sunrise

hm has its maximum and Nm its minimum. The relation between the electron density

maximum Nm and its corresponding value at χ = 0, i.e. N0 is simply derived by

Nm = N0 cosχ . (5.42)

Replacing N0 in Eq. 5.41 with the more general quantity Nm from Eq. 5.42 leads to

Ne(h) = Nm eα(1− z − e−z) . (5.43)

Figure 5.3 shows the electron density profile using Eq. 5.41 for different solar zenith

angles. Though at lower latitudes there is a large amount of ionizable molecules, the ion

production rate decreases due to the ionization of the high atmospheric layers and the

reduction of photons. The potential of the increased quantity of photons at higher latitudes

however, is limited by the low molecules density. Therefore, the altitude of maximum ion

production is found at heights of about 200 to 700 km.

5.3.1.2 Multi-layer Chapman profile function

It was briefly discussed in the previous section that recombination of ions and electrons is

proportional to the inverse power of electron density (i.e. 1/α in Eq. 5.40). Several authors

have shown that α depends on the ionospheric height. Chiu (1975) proposed an empirical

model that assumed a linear dependency between the loss rate and the electron density. This

results α equal to unity. So the ion production rate would be
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Figure 5.3: Electron density profile for different solar zenith angles

q = aNe +
dNe

dt
, (5.44)

and in equilibrium conditions

q = aNe . (5.45)

The Base Point Model (BPM), proposed by Ezquer et al. (1996) assumed two different

behaviors for the bottom-side and topside ionosphere. Similar to Chiu (1975) model, the

BPM assumed a linear relation between loss rate and electron density within the bottom-side

ionosphere. But in the topside, the loss rate is presumed proportional to the square of the

electron density

q = aN2
e . (5.46)

Following this proposal, Chapman profile function will also be different for the bottom-side

and topside ionosphere. So for the bottom-side ionosphere, (i.e. for the E, F1, and bottom-

side F2 layer) we have

N bottom
e (h) = Nm e α(1− z − e−z) , (5.47)
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with α = 1. This is known as the α-Chapman function. For the topside ionosphere, using

Eq. 5.46, the Chapman profile function would be

N top
e (h) = Nm eβ(1− z − e−z) , (5.48)

with β = 1/2. This function is known as the β-Chapman function.

5.3.1.3 Electron density representation in topside ionosphere

Topside ionosphere is usually referred to as the part of the ionosphere extended from the

F2 peak density height (i.e. from hmF2), until the plasmasphere, which starts approximately

from ∼1000 km altitude (see Sect. 2.3.1.1). According to Bilitza (2009) a major challenge for

modeling electron density Ne(h) in topside ionosphere is finding an appropriate representation

of the profiles. Several authors have proposed different representations. Bent et al. (1972) and

Llewellyn & Bent (1973) proposed exponential functions. Rawer (1988), Radicella & Leitinger

(2001), and Depuev & Pulinets (2004) proposed using Epstein functions for electron density

representation in the topside ionosphere. Reinisch & Huang (2004) applied a Chapman

function with constant scale height. It was then figured out that this function is suitable for

modeling electron density up to a limit height of ∼700 km. Above this height, the function

should be modified. So Kutiev et al. (2006) proposed a combination of two Chapman functions

with constant scale heights, for O+ and H+ ions. Finally Reinisch et al. (2007) proposed

the Vary-Chap function, which is a modified general Chapman function with a continuously

varying scale height.

In the Vary-Chap function the scale height is represented by a modified hyperbolic tangent

function (Reinisch et al., 2007). Electron density in this representation is given by

Ne(h) = Nm

(
Hm

H(h)

)1/2

e
1
2
(1− Y − e−Y ) , (5.49)

with

Y =

∫ h

hm

dh

H(h)
, (5.50)

Hm = H(hm) is the scale height at hm. As it can be seen in Eq. 5.49 and 5.50, electron

density Ne(h) is depending on H(h). The varying scale height H(h) can now be solved as a

function of Ne(h) (Huang & Reinisch, 2001)
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H(h) = Hm

(
Ne(h)

Nm

)−2
X(h) (1− lnX(h)) , (5.51)

where

X(h) = 1 +
1

Hm

∫ h

hm

(
Ne(h)

Nm

)2

dh . (5.52)

This approach uses the Hm values derived from bottom-side profiles for constructing the

topside normalized scale height function H(h)
Hm

(Bilitza et al., 2011).

Nsumei et al. (2012) further modified the Vary-Chap function by applying a shape function

which has a value of one at h = hm

Ne(h) = NmS(h)−1/2 e
1
2
(1− Y − e−Y ) , (5.53)

with

Y =
1

hm

∫ h

hm

dh

S(h)
. (5.54)

The shape function S(h) can be solved

S(h) =

(
Ne(h)

Nm

)−2
X(h) (1− lnX(h)) , (5.55)

with similar X(h) function as in Eq. 5.52.

According to Nsumei et al. (2012) the new Vary-Chap function describes the electron

density profile at the topside ionosphere as a function of local time, latitude, and season for

any foF2/hmF2 layer peak specification.

5.3.1.4 Electron density representation in plasmasphere

Plasmasphere is the upper part of Earth’s atmosphere starting from ∼1000 km altitude

(see Sect. 2.3.1.1). Due to the very low density of neutral molecules in the plasmasphere,

the main ionized particles within the atmosphere are found in the ionosphere. Nevertheless,

because of the transport of ions and electrons within this region, plasmasphere also contains

some amount of free electrons and ions and therefore should be considered when modeling

the ionospheric parameters.

To represent electron density in plasmasphere, several models have been developed. Based on
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IMAGE/RPI measurements, Huang et al. (2004) developed a preliminary empirical model,

which specified the electron density profile for a given location and time in the altitude range

from ∼ 2, 500 km to 5, 000 km. The model had a smooth transition connection of the topside

ionosphere and plasmasphere

Jakowski et al. (2002a) proposed a model for topside ionosphere and plasmasphere (TIP) to

improve the operational retrieval of vertical electron density profile from CHAMP mission

(see Sect. 3.3.3). The electron density Ne(h) represented by TIP is described by

Ne(h) = NmF2 e0.5(1− z − e
−z) +NP0 e(−h/HP ) . (5.56)

with

z =
h− hmF2

HTS
, (5.57)

where

h height,

NmF2,hmF2 peak electron density and height,

HTS topside scale height,

NP0,HP plasmasphere basis density and scale height.

The five unknown parameters in Eq. 5.56, i.e. NmF2, hmF2, HTS , NP0,and HP are

adjusted through an iterative process. The iteration results a smooth transition from the

electron densities derived from TIP to the first values computed from the CHAMP radio

occultation data. According to Jakowski et al. (2002a) this procedure directly provides the

scale height at the upper boundary of the retrieved electron density profile . Figure 5.4

depicts the TIP model over Sofia vertical sounding station for 9 September 2000 at 08:10

UT. The model is feeded by the ionosonde data and checked by independent GPS derived

vertical TEC estimates over Sofia (Jakowski et al., 2002a).

This composite global scale model, is based on F2 layer peak model coefficients from CCIR

(e.g. Bradely (1990), CCIR (1967)) and URSI (e.g. Fox & McNamara (1988), Rush et al.

(1989)). These estimated parameters are then used to reconstruct the vertical electron density

profile above the height of the CHAMP satellite. The plasmasphere model part includes two

vertical scale heights. One for the O+ ion dominated ionosphere above the CHAMP orbit

height and the second for the H+ ion in the plasmasphere. According to Jakowski et al.

(2002a), the preliminary validation of the developed model with the ionosonde data, reveals

an RMS error of 1.0 MHz and 45.2 km for f0F2 and hmF2, respectively.
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Figure 5.4: Example for an improved TIP model over Sofia vertical sounding station. 9
September 2000 - 08:10 UT (figure curtsey of Jakowski et al. (2002a))

5.3.2 Extending ionosphere model using Chapman profile function

5.3.2.1 TEC observable and Chapman function

Considering the smoothed code measurements (see Sect. 3.1.2.2), Eq. 3.24 relates the

TEC observable P̃4 to the STEC

P̃4 = P̃1 − P̃2 = ξSTEC(β, s) + c(∆bS −∆bR) + ε . (5.58)

It was declared in Sect. 2.4.3, STEC is the integral of electron density along the ray-path

from receiver R to satellite S

STEC =

∫ S

R
Ne(s)ds . (5.59)

Applying Eq. 5.59 into Eq. 5.58, gives the relation between TEC observable P̃4 and the

electron density

P̃4 = ξ

∫ S

R
Ne(h)ds+ c(∆bS −∆bR) + ε . (5.60)
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Note that Ne(s) in Eq. 5.59 is substituted by Ne(h) in Eq. 5.60, as we mainly focus on height

variations within the electron density. The variations in the horizontal component (i.e. in

longitude and latitude) are implicitly indicated in the further formulae.

Now taking into account the simplest form of Chapman profile function (described in

Sect. 5.3.1.1), and substituting Ne(h) from Eq. 5.43 into Eq. 5.60 yields

P̃4 = ξ

∫ S

R
Nm . eα(1− z − e−z)ds+ c(∆bS −∆bR) + ε . (5.61)

Equation 5.61 relates the smoothed GNSS TEC observable P̃4 to the maximum electron

density Nm, and its corresponding height hm, changing along the ray-path. In this equation,

the parameters of the Chapman profile function (Nm and hm) and the receiver and satellite

DCB (∆bR and ∆bS) are the unknown parameters.

5.3.2.2 Solving the unknown parameters

To solve the unknown parameters of Eq. 5.61, Feltens (1998) tried to perform the integra-

tion along the ray-path analytically. In the first step, he assumed the ionosphere as a single

layer model, and mapped the integration increment ds to vertical dh, using the counter part

to the SLM mapping function 1/ cos(z) (see Sect. 2.4.3), where z is the satellite zenith angle

at the receiver point.

Following Cappellari et al. (1976) he then performed the analytical integration over the sim-

ple form of the Chapman profile function (see Sect. 5.43), and obtained the relation between

the TEC observable and the integral over the Chapman profile. In the next step, he took the

real form of ionosphere into account by assuming this medium as a spherical stratified layer.

Therefore he performed his calculations in different integration steps. This led to a very

sophisticated procedure, including several approximations, that in turn, made the solution

inaccurate.

In this study we investigated a new approach for solving the integral in Eq. 5.61. In this

approach, ray-tracing technique (see Sect. 5.3.3) is applied to calculate the parameters of the

integral along the ray-path. Applying this technique, ionosphere is subdivided into several

layers, and therefore the integral along the track, from the receiver R to the satellite S, turns

into a simple summation along the step points of the ray-path

P̃4 = ξ
k∑
i=1

Nmi e
α(1− zi − e−zi)dsi + c(∆bS −∆bR) + ε , (5.62)

with

zi =
hi − hmi
Hi

, (5.63)
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where

Nmi maximum electron density at each step point,

hmi height of maximum electron density at each step point,

Hi scale height at each step point,

hi geocentric height of each step point, and

dsi differential increment of slant range at each step point.

In Eq. 5.62 the summation is performed in k step points along the ray-path, from receiver to

the satellite. Figure 5.5 depicts the concept of applying this technique.

Figure 5.5: Concept of applying ray-tracing technique to the Chapman profile function

5.3.2.3 Global electron density representation using spherical harmonics

According to Eq. 5.62 for each step point along the ray-path, one individual Nmi and

hmi should be calculated. This is also shown schematically in Fig. 5.5. Therefore for each

ray-path i.e. for each observation, we will have two sets of unknown parameters, which obtain

k number of unknowns each. Thus for each observation equation, we will have 2k unknown

parameters. This in fact, turns our model into an under-determined situation, and the prob-

lem becomes unsolvable.

However, these different Nmi (or hmi) are not completely individual unknowns, but in prin-

ciple, they are related to each other. Similar to Sect. 4.3.1, the different Nmi and hmi values

could be represented by series expansions with appropriately defined base-function. In this
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study, as we aim to model electron density globally, we use spherical harmonics base functions

for representing the unknown parameters as

Nmi =

nmax∑
n=0

n∑
m=0

P̃nm(sinβi) (anm cos(msi) + bnm sin(msi)) , (5.64)

hmi =

nmax∑
n=0

n∑
m=0

P̃nm(sinβi)
(
a′nm cos(msi) + b′nm sin(msi)

)
, (5.65)

where

anm, bnm unknown coefficients of first spherical harmonics expansion,

a′nm, b
′
nm unknown coefficients of second spherical harmonics expansion,

βi geomagnetic latitude of each step point,

si sun-fixed longitude of each step point, and

P̃nm normalized Legendre function of degree n and order m.

Applying these representations, the unknown parameters would reduce from 2k to the number

of spherical harmonics coefficients, and the model gets solvable.

5.3.3 Ray-tracing technique

Ray-tracing estimates the propagation of an electromagnetic wave through a medium. In

contrary to the mapping function method, ray-tracing estimates the delays for any arbitrary

slant direction.

Ray-tracing technique was first proposed by Bean & Thayer (1959) for a spherically strat-

ified atmosphere. But due to large number of calculations and lack of powerful computers,

several simplification assumptions were introduced in solving the problem. Nowadays, with

evolving technologies and presence of super fast computers, many fields of science in which

the propagation of an electromagnetic wave through a medium has to be traced, ray-tracing

technique can be used.

In this technique, the propagation path of an electromagnetic wave in a 3D Cartesian coor-

dinate system is derived by the Eikonal equation (Born & Wolf, 1999)

3∑
i=1

(
∂S

∂xi

)2

= n2(x, y, z) , (5.66)

where
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S the signal path through the medium,

xi = {x, y, z} Cartesian coordinate, and

n refractive index of the medium depending on (x,y,z).

According to Born & Wolf (1999) in a general case, the Eikonal equation can be written in

a vector notation

|∇S|2 = n2(~r) , (5.67)

where ∇S is the components of ray direction, S is the optical path length, and ~r is the

position vector.

The Eikonal equation is used to establish a ray-tracing system to determine the ray-

path and the optical path. This equation can generally be written in Hamiltonian canonical

formalism (Cervney (2005), Nafisi et al. (2012))

H(~r,∇S) =
1

α
{(∇S · ∇S)α/2 − n(~r)α} = 0 , (5.68)

d~ri
du

=
∂H

∂∇Si
, (5.69)

d∇Si
du

= −∂H
∂~ri

, (5.70)

dS

du
= ∇Si

∂H

∂∇Si
. (5.71)

The scalar value α defines the parameter of our interest. For instance α = 1 indicates the

path length S along the ray-path. H(~ri,∇Si) is called the Hamiltonian function or simply

the Hamiltonian.

In a 3D space, the Hamiltonian system consists of seven equations. Six are derived from

Eq. 5.69 and Eq. 5.70, and should be solved simultaneously to result the trajectory of a 3D

curve ri = ri(u) . The last equation can be solved independently and yields the optical
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path length. Using a spherical coordinate system with radial distance r, co-latitude θ, and

longitude λ, the Hamiltonian can be rewritten as

H(r, θ, λ, Sr, Sθ, Sλ) =

(
S2
r +

1

r2
S2
θ +

1

r2 sin2 θ
S2
λ

) 1
2

− n(r, θ, λ, t) = 0 , (5.72)

where Sr = ∂S/∂r, Sθ = ∂S/∂θ, and Sλ = ∂S/∂λ are the vector components of the ray

direction. Merging the equations above, the ray-tracing system, consisting of six coupled

partial differential equations are obtained

dr

ds
=

1

B
Sr

dSr
ds

=
∂n(r, θ, λ, t)

∂r
+

1

Br

(
S2
θ

r2
+

S2
λ

r2 sin2 θ

)
dθ

ds
=

1

B

Sθ
r2

dSθ
ds

=
∂n(r, θ, λ, t)

∂θ
+

1

B

S2
λ

r2 sin3 θ
dλ

ds
=

1

B

Sλ

r2 sin2 θ

dSλ
ds

=
∂n(r, θ, λ, t)

∂λ

(5.73)

where

B =

(
S2
r +

1

r2
S2
θ +

1

r2 sin2 θ
S2
λ

) 1
2

= n(r, θ, λ, t) . (5.74)

As already stated, the equation system Eq. 5.73 should be solved simultaneously using a

numerical integration method. For this, the Runge-Kutta method can be used which is

an important implicit and explicit method for the approximation of solution of ordinary

differential equations (Hairer et al., 1993). Eq. 5.74 can be solved independently to provide

the optical length. The final outputs are the positions of the trajectory of the ray and its

path length Nafisi et al. (2012)

S =

∫
n(r, θ, λ, t)ds . (5.75)

Within our study, ray-tracing technique is applied to the GNSS signals, propagating

through the upper atmosphere. Assuming the geocentric Cartesian coordinates of the re-

ceiver and the satellites position as the known parameters, ray-tracing is applied to each of

the observations between IGS ground stations and the observed GNSS satellites at each ob-

servation epoch. The ray-tracing equation systems Eq. 5.73 and Eq. 5.74 are solved for every

single ray-path and the parameters of the trajectory and their corresponding path length are

calculated.

Finally the required parameters of the Chapman profile function Eq. 5.62 are calculated.

These parameters include the geocentric coordinates of the intersection points of signal path

88



5. New ionosphere reconstructing approaches

and the stratified layers of the ionosphere, slope distance between the two closest intersection

points dsi, geocentric height of each intersection point hi, and satellite zenith angle at each

intersection point. Furthermore the solar azimuth and zenith angle at each intersection point

is also calculated and can be used when applying the non-general form of Chapman function

Eq. 5.41.

5.3.4 Linearizing the model

5.3.4.1 General linearized model

Aforesaid in Sect. 5.1.1, to perform least-squares adjustment, the observation equations

have to be linearized. In the following section, the linearization is performed over the simple

chapman profile function Eq. 5.43. Considering Eq. 5.62, which denotes the relation between

the smoothed TEC observable and the simplest form of Chapman profile function after ap-

plying the ray-tracing technique, the primary unknown parameters in this equation are the

maximum electron density for each step point along the ray-path Nmi, its corresponding

height hmi, satellite hardware delay ∆bS , and receiver hardware delay ∆bR. To linearize

the model, the partial derivatives of the observation equation Eq. 5.62 with respect to the

unknown parameters have to be calculated. Except for hmi, Eq. 5.62 is linear with respect

to all the other unknown parameters.

For satellite and receiver hardware biases we have

∂P̃4

∂∆bS
= − ∂P̃4

∂∆bR
= c , (5.76)

Forming the partial derivative of the model Eq. 5.62 with respect to Nmi we get

∂P̃4

∂Nmi
=

k∑
i=1

eα(1− zi − e−zi)dsi . (5.77)

For hmi the procedure is not that straightforward. Taking Eq. 5.62 and Eq. 5.63 into account,

the partial derivative of the model with respect to hmi is calculated in two steps, i.e.

∂P̃4

∂hmi
=
∂P̃4

∂zi
· ∂zi
∂hmi

. (5.78)

In the first step we have

∂P̃4

∂zi
=

k∑
i=1

αNmi e
α(1− zi − e−zi) (e−zi − 1)dsi . (5.79)
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Before performing the second step, we briefly discuss the scale hightHi in Eq. 5.63 here. It was

declared in Sect. 5.3.1.3 and 5.3.1.4 scale height is a complicated parameter and is usually

assumed as one of the unknown parameters of the ionosphere. Therefore it is estimated

separately from Nmi and hmi. But in the simple Chapman function Eq. 5.63, one can either

assume it constant, or a better assumption proposed by Feltens (1998) assumed scale height

as a function of the maximum electron density height hmi

Hi =
hmi − 50

3
, (5.80)

where hmi is in km.

Following this assumption, we now perform the second step for every single step point i

∂zi
∂hmi

= −3
hi − 50

(hmi − 50)2
. (5.81)

Substituting Eq. 5.79 and Eq. 5.81 into Eq. 5.78 we obtain

∂P̃4

∂hmi
=

k∑
i=1

[
αNmi e

α(1− zi − e−zi) (e−zi − 1)dsi (−3
hi − 50

(hmi − 50)2
)

]
. (5.82)

Equations 5.77 and 5.82 form the final linearized observation equation which will be used for

further calculations.

5.3.4.2 Linearized model represented by spherical harmonics coefficients

As already specified in Sect. 5.3.2.3, we aim at representing Nmi and hmi globally, by the

applying spherical harmonics expansions Eq. 5.64 and Eq. 5.65. Therefore the final unknowns

along with the satellite and receiver hardware delays, would be the coefficients of the spherical

harmonics expansion, i.e. anm, bnm, a′nm, and b′nm.

Now to derive the linearized observation equation, we have to form the partial derivatives of

our observable P̃4 with respect to the new unknowns as follow

∂P̃4

∂anm
=

∂P̃4

∂Nmi
· ∂Nmi

∂anm
, (5.83)

∂P̃4

∂bnm
=

∂P̃4

∂Nmi
· ∂Nmi

∂bnm
, (5.84)
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∂P̃4

∂a′nm
=

∂P̃4

∂hmi
· ∂hmi
∂a′nm

, (5.85)

∂P̃4

∂b′nm
=

∂P̃4

∂hmi
· ∂hmi
∂b′nm

. (5.86)

Differentiating Nmi in Eq. 5.64 and hmi in Eq. 5.65 with respect to the unknowns yields

∂Nmi

∂anm
= P̃nm(sinβi) cos(msi) , (5.87)

∂Nmi

∂bnm
= P̃nm(sinβi) sin(msi) , (5.88)

∂Nmi

∂a′nm
= P̃nm(sinβi) cos(msi) , (5.89)

∂Nmi

∂b′nm
= P̃nm(sinβi) sin(msi) . (5.90)

By substituting values computed in Eq. 5.77 and Eq. 5.82, and the partial derivatives in

Equations 5.87 - 5.90 into Equations 5.83 - 5.86 we get the final partial derivatives

∂P̃4

∂anm
=

k∑
i=1

[
eα(1− zi − e−zi)dsi P̃nm(sinβi) cos(msi)

]
, (5.91)

∂P̃4

∂bnm
=

k∑
i=1

[
eα(1− zi − e−zi)dsi P̃nm(sinβi) sin(msi)

]
, (5.92)

∂P̃4

∂a′nm
=

k∑
i=1

[
αNmie

α(1− zi − e−zi)(e−zi − 1)dsi(−3
hi − 50

(hmi − 50)2
) P̃nm(sinβi) cos(msi)

]
,

(5.93)

91



5.4 Fourth dimension in modeling electron density

∂P̃4

∂b′nm
=

k∑
i=1

[
αNmie

α(1− zi − e−zi)(e−zi − 1)dsi(−3
hi − 50

(hmi − 50)2
) P̃nm(sinβi) sin(msi)

]
,

(5.94)

These equations are used to reconstruct the design matrix Eq. 5.2 and to finally form the

linearized observation equation system.

5.3.5 Estimating the unknown parameters

To perform the estimation on the observation equation level, the linearized model Eq. 5.91

- 5.94 is used to form the design matrix A in Eq. 5.2. As we have two sets of unknown

parameters, i.e. one set of spherical harmonics coefficients for Nm and one set for hm, we

accomplish the estimation procedure in two different steps. in the first step hm is assumed

known and consequently constant and Nm is estimated. In the second step the estimated

values of Nm are used for estimating the hm values. To accomplish this procedure, we

preliminary neglect the correlation between the unknown parameters Nm and hm, and later

on investigate this correlation. So in the first step, Eq. 5.91 and 5.92 are used to construct

the design matrix and the least-squares adjustment is performed following Sect. 5.1.1. Since

the observation equation Eq. 5.62 is linear with respect to Nm, there is no need for iteration.

The unknown parameters for Nm, i.e. anm and bnm are obtained after performing the least-

squares adjustment. Using the estimated coefficients, the estimated Nm value is calculated

and will be assumed as the known parameter for the next step of the estimation procedure. In

the next step we concentrate on estimating the spherical harmonics coefficients a′nm and b′nm

related to hm. The estimation of hm related parameters is done in an iterative procedure, as

the observation equation Eq. 5.62 is non-linear with respect to hm. Applying the equations

explained in Sect. 5.1.1, the unknown parameters are estimated using Eq. 5.9. After each

iteration, the estimated spherical harmonics coefficients are used to calculate the hm values

using Eq. 5.65 and together with the estimated Nm value are used to calculate the estimated

residuals r̂ using Eq. 5.10 and l̂ using Eq. 5.11, which will be used for the next iteration.

The variance factor is calculated after each iteration and if it reaches the tolerance range, the

iteration is stopped and the latest estimated coefficients are used for calculating the final hm

values.

5.4 Fourth dimension in modeling electron density

To model ionospheric parameters in four dimensions, electron density should be modeled

in longitude, latitude, height and time. In previous section, electron density parameters

(maximum electron density Nm and its corresponding height hm) were modeled in three

dimensions, i.e. in longitude, latitude, and height. In this section we focus on the fourth
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dimension by taking the temporal variations of the ionospheric parameters into account.

5.4.1 Fourier series

The theory of Fourier series was first developed by Joseph Fourier studying on the heat

conduction in the early 19th century (Fourier, 1955). The principle of the series applied to

the periodic functions occurring in a wave motion. However, the generalization of the Fourier

series is usually applied to the time-frequency analysis. Considering a function f with a

period 2π, the Fourier series of the function is given by (Walker, 1988)

f(x) = a0 +
∞∑
n=1

{an cosnx+ bn sinnx} , (5.95)

with Fourier coefficients a0, an, and bn defined as

a0 =
1

2π

∫ π

−π
f(x)dx ,

an =
1

π

∫ π

−π
f(x) cosnxdx ,

bn =
1

π

∫ π

−π
f(x) sinnxdx .

(5.96)

5.4.2 Extending ionosphere model using Fourier series

To take the temporal dependency of the ionospheric parameters explicitly into account,

the maximum electron density and its corresponding height can be expressed by Fourier series

expansion. As in previous section, these unknown parameters were expressed by means of

spherical harmonics expansion, and our unknown parameters were modified to the coefficients

of spherical harmonics, in this section we represent these coefficients by means of Fourier

series. So for each of the coefficients anm, bnm, a′nm, and b′nm (see Sect. 5.3.2.3) we will apply

a time-dependent Fourier series expansion

anm(t) =
P∑
p=0

[
A1nmp cos(2πp

t

T0
+B1nmp sin(2πp

t

T0
)

]
, (5.97)

bnm(t) =
P∑
p=0

[
A2nmp cos(2πp

t

T0
+B2nmp sin(2πp

t

T0
)

]
, (5.98)
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a′nm(t) =

P∑
p=0

[
A3nmp cos(2πp

t

T0
+B3nmp sin(2πp

t

T0
)

]
, (5.99)

b′nm(t) =
P∑
p=0

[
A4nmp cos(2πp

t

T0
+B4nmp sin(2πp

t

T0
)

]
. (5.100)

where

p degree of Fourier series,

t desired time epoch,

T0 the whole time interval of interest (here 24hours).

The coefficients A1nmp, B1nmp, A2nmp, B2nmp, A3nmp, B3nmp, A4nmp, and B4nmp are

the unknown coefficients of the Fourier series expansion, and have to be estimated.

5.4.3 Linearizing the model

Similar to previous sections, linearizing the observation equation P̃4 requires setting up

the partial derivatives of the model with respect to the unknown parameters. Since now the

unknown parameters are the coefficients of Fourier series expansion, we have to calculate the

partial derivatives with respect to these parameters. We apply the chain rule to simplify the

calculations

∂P̃4

∂A1nmp
=

∂P̃4

∂Nmi
· ∂Nmi

∂anm
· ∂anm
∂A1nmp

, (5.101)

∂P̃4

∂B1nmp
=

∂P̃4

∂Nmi
· ∂Nmi

∂anm
· ∂anm
∂B1nmp

, (5.102)

∂P̃4

∂A2nmp
=

∂P̃4

∂Nmi
· ∂Nmi

∂bnm
· ∂bnm
∂A2nmp

, (5.103)

∂P̃4

∂B2nmp
=

∂P̃4

∂Nmi
· ∂Nmi

∂bnm
· ∂bnm
∂B2nmp

, (5.104)
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∂P̃4

∂A3nmp
=

∂P̃4

∂hmi
· ∂hmi
∂a′nm

· ∂a′nm
∂A3nmp

, (5.105)

∂P̃4

∂B3nmp
=

∂P̃4

∂hmi
· ∂hmi
∂a′nm

· ∂a′nm
∂B3nmp

, (5.106)

∂P̃4

∂A4nmp
=

∂P̃4

∂hmi
· ∂hmi
∂b′nm

· ∂b′nm
∂A4nmp

, (5.107)

∂P̃4

∂B4nmp
=

∂P̃4

∂hmi
· ∂hmi
∂b′nm

· ∂b′nm
∂B4nmp

. (5.108)

Using Equations 5.97 - 5.100 the partial derivatives will be

∂anm
∂A1nmp

=
∂bnm
∂A2nmp

=
∂a′nm
∂A3nmp

=
b′nm

∂A4nmp
= cos(2πp

t

T0
) , (5.109)

and

∂anm
∂B1nmp

=
∂bnm
∂B2nmp

=
∂a′nm
∂B3nmp

=
b′nm

∂B4nmp
= sin(2πp

t

T0
) , (5.110)

By substituting Eq. 5.109 and Eq. 5.110 in Equations 5.101 - 5.108 and then in Equations

5.91 - 5.94 we get the final partial derivatives

∂P̃4

∂A1nmp
=

k∑
i=1

[
eα(1− zi − e−zi)dsiP̃nm(sinβi) cos(msi) cos(2πp

t

T0
)

]
, (5.111)

∂P̃4

∂B1nmp
=

k∑
i=1

[
eα(1− zi − e−zi)dsiP̃nm(sinβi) cos(msi) sin(2πp

t

T0
)

]
, (5.112)

∂P̃4

∂A2nmp
=

k∑
i=1

[
eα(1− zi − e−zi)dsiP̃nm(sinβi) sin(msi) cos(2πp

t

T0
)

]
, (5.113)
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∂P̃4

∂B2nmp
=

k∑
i=1

[
eα(1− zi − e−zi)dsiP̃nm(sinβi) sin(msi) sin(2πp

t

T0
)

]
, (5.114)

∂P̃4

∂A3nmp
=

k∑
i=1

[
αNmie

α(1− zi − e−zi)(e−zi − 1)dsi(−3
hi − 50

(hmi − 50)2
)

P̃nm(sinβi) cos(msi) cos(2πp
t

T0
)

]
,

(5.115)

∂P̃4

∂B3nmp
=

k∑
i=1

[
αNmie

α(1− zi − e−zi)(e−zi − 1)dsi(−3
hi − 50

(hmi − 50)2
)

P̃nm(sinβi) cos(msi) sin(2πp
t

T0
)

]
,

(5.116)

∂P̃4

∂A4nmp
=

k∑
i=1

[
αNmie

α(1− zi − e−zi)(e−zi − 1)dsi(−3
hi − 50

(hmi − 50)2
)

P̃nm(sinβi) sin(msi) cos(2πp
t

T0
)

]
,

(5.117)

∂P̃4

∂A4nmp
=

k∑
i=1

[
αNmie

α(1− zi − e−zi)(e−zi − 1)dsi(−3
hi − 50

(hmi − 50)2
)

P̃nm(sinβi) sin(msi) sin(2πp
t

T0
)

]
.

(5.118)
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Chapter 6

Multi-dimensional maps of the

ionosphere

6.1 Combined 2D Global Ionosphere Maps

An autonomous Matlab-based software was developed for this study and further inte-

grated for computing twelve GIM per day with the same spatial and temporal resolution as

IGS GIM, i.e. spatial resolution of 2.5◦ in latitude and 5◦ in longitude, and temporal reso-

lution of 2h. To achieve this spatial resolution, VTEC is represented by spherical harmonic

expansion of degree and order 15 (see Sect. 4.3.1). This leads to estimation of 256 coeffi-

cients for every single two-hourly map. As already discussed in Sect. 4.3.1.3, IGS produces

thirteen two-hourly maps par day with the reference epoch starting at 0 UT each day and

ending at 0 UT next day. The IGS GIM corresponds to the results of the middle day of

a 3-day combination analysis (Schaer, 1999). This solution requires processing observations

over three consecutive days and solving for 37 times 256, or 9,472 VTEC parameters. Since

our investigation is just experimental, to reduce the computational time, we shifted the ref-

erence epoch from IGS reference epochs, i.e. {0, 2, 4, . . . , 24} to {1, 3, 5, . . . , 23}. Therefore,

we could process the observations of only one day and to solve 12 times 256, or 3,072 VTEC

parameters, to obtain the GIM for that day. In our solution, in addition to spherical harmonic

coefficients, the daily values of the GNSS satellite and receiver DCB are also computed as

a by-product. For this, a zero mean condition is imposed to the estimates of satellite bias,

for defining the DCB datum. For more details please refer to Todorova (2008). Further-

more, the corresponding RMS maps are developed as well. The final outputs are provided in

the IONEX format(Schaer et al., 1998), in which the estimated VTEC values are presented

globally in a grid in the Earth-fixed geomagnetic frame.
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Figure 6.1: IGS GNSS stations used for computing GIM at day 190, 2006

6.1.1 Acquired data

6.1.1.1 GNSS

Ground-based GNSS observations from about 160 IGS stations with the sampling rate

of 30sec and cut-off angle 10◦ were used for computation of GIM for each day. The daily

RINEX observation files for the selected stations were downloaded from the SOPAC public

ftp server (SOPAC, 2011) or the CDDIS ftp site (CDDIS, 2011). The GPS observations

were preprocessed with the GPS ToolKit open source software (Tolman et al., 2004). The

preprocessing included setting-up the geometry-free linear combination from every pair of

double-frequency code and phase observation. The GPS and GLONASS daily broadcast

ephemeris files were downloaded from CDDIS website (CDDIS, 2011). The GNSS-derived

STEC values were extracted, following routines developed by Todorova (2008), from the

geometry-free linear combination applied on the carrier-phase smoothed code observations

Eq. 3.28. The STEC was normalized using MSLM mapping function (see Sect. 2.58). The

ionospheric pierce point is computed adopting a spherical layer with height H = 450 km.

Figure 6.1 depicts GNSS stations used for developing the twelve two-hourly GIM in a sample

day, e.g. 9 July 2006.

6.1.1.2 Satellite altimetry

The VTEC values from satellite altimetry Jason-1 and Jason-2 were obtained from the

ionospheric range delay provided by the Altimeter Database System (ADS) operated by

the ’Deutsches GeoForschungsZentrum’ (GFZ) in Potsdam, Germany (Central, 2012). This

range delay is directly obtained from the altimeter measurements in two frequencies and is

transformed to VTEC using Eq. 3.29.
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Figure 6.2 illustrates the footprints of altimeter satellite, Jason-1 on 9 July 2006, in twelve

two-hourly time intervals.

Figure 6.2: Footprints of satellite altimetry mission, Jason-1 on day 190, 2006

6.1.1.3 Formosat-3/COSMIC

For this study, VTEC values of F/C were provided by the ionospheric sounding lab of the

National Central University, Taiwan (Tsai, 2012). The VTEC values were calculated from

electron density profiles derived from the radio occultation measurements through applying

the improved Abel transform. In this procedure, ionosphere is not assumed locally spherical

asymmetric. Although the effect of large-scale horizontal gradients and of an inhomogeneous

electron density distribution was taken into account. Subsequently, the VTEC below satellites

were directly measured and the VTEC above the height of the satellites were calculated using

extrapolation technique; for more details see Tsai & Tsai (2004) or Schmidt et al. (2008).

Figure 6.3 depicts the footprints of F/C occultation measurements in twelve two-hourly time

intervals for the whole day of 9 July 2006.

6.1.2 Combination of GNSS, satellite altimetry, and F/C observations

The following section is mainly following the procedure in the article published by Alizadeh

et al. (2011) at the Journal of Geodesy special issue ”Geodetic Contribution to Ionospheric

Research” (Schmidt, 2011).

The modeling techniques using GNSS-only, GNSS and satellite altimetry, and finally GNSS,

satellite altimetry, and F/C data developed within this study are referred to as IGG (Institute
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Figure 6.3: Footprints of F/C occultation measurements on day 190, 2006

of Geodesy and Geophysics of Vienna University of Technology) GNSS-only or IGG combined

models.

6.1.2.1 IGG GNSS-only GIM

Considering as an example, the results for 9 July 2006 (day 190) are presented here. As

shown in Fig. 6.1 observations of ∼ 160 stations were included in the calculation of these

maps. Figure 6.4 depicts twelve two-hourly maps of the IGG GNSS-only solution for the

whole day 190 of 2006. Figure 6.5 shows the corresponding RMS map (see Sect. 5.1.4) in 12

two-hourly reference epochs, applying the IGG GNSS-only solution for the same day.

Figure 6.22 shows a snap shot of the GNSS-only VTEC map and its corresponding RMS

map at 1 UT of day 190, 2006. Taking Fig. 6.22 into account, the precision of the maps are

clearly lower in areas less covered by the GNSS observations. This is mainly over the oceans

and in the southern polar region. The global mean bias between the VTEC maps estimated

here and the GIM provided by IGS (see Sect. 4.3.1.3) is 0.5 TECU with a standard deviation

of ±0.7 TECU, proving a good agreement between IGG GIM and the IGS GIM.

6.1.2.2 GNSS and satellite altimetry combined GIM

In the first step, GIM from GNSS data is integrated with observations from satellite al-

timetry mission, Jason-1. As described in Sect. 5.2.2 the combination procedure is performed

at the normal equation level, i.e. the normal equations of GNSS observations, and satellite al-

timetry data are constructed, then stacked together to form the combined normal equation.

In this procedure, a daily constant systematic bias between GNSS and satellite altimetry
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Figure 6.4: GNSS-only VTEC map for the whole day 190, 2006

Figure 6.5: GNSS-only RMS map for the whole day 190, 2006
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Figure 6.6: a VTEC map and b RMS map of GNSS-only solution, day 190, 2006 - 1 UT

mission is inserted as an additional unknown in the observation equation and is estimated

along with the other unknown parameters. Figure 6.7 depicts the VTEC differences between

the GNSS and satellite altimetry combined solution and the GNSS-only solution in twelve

two-hourly maps for the whole day 190, 2006. Figure 6.8 depicts the corresponding RMS

map.

Taking a closer look at a snapshot of the combined maps, we consider e.g. the map

for 1 UT. Figure 6.9a shows the footprints of Jason-1 through the whole day 190, 2006;

and Fig. 6.9b depicts the two-hourly snapshot of the footprints around 1 UT. Figure 6.10

shows the VTEC and RMS differences between GNSS and satellite altimetry combined map

and the GNSS-only map at 1 UT of day 190, 2006. Taking Fig. 6.9b and Fig. 6.10 into

account, it can be inferred that combining altimetry data with GNSS GIM, influences the

maps approximately over the regions where satellite altimetry provides information. As it

can be seen from Fig. 6.10a there is an increase of the VTEC values, up to 0.30 TECU in the

low southern latitudes particularly over the oceans. Concerning the accuracy of the maps, the

difference between the combined and the GNSS solution Fig. 6.10b shows a general decrease

of the RMS in the combined model of up to 0.14 TECU. This coincides with the footprints

of Jason-1 in 1 UT map.
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Figure 6.7: GNSS and satellite altimetry combined minus GNSS-only VTEC map for the
whole day 190, 2006

Figure 6.8: GNSS and satellite altimetry combined minus GNSS-only RMS map for the whole
day 190, 2006
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Figure 6.9: Footprints of satellite altimetry mission, Jason-1 a for the whole day and b for
2h around 1 UT of day 190, 2006

Figure 6.10: a VTEC map and b RMS map of GNSS and satellite altimetry combined minus
GNSS-only solution, day 190, 2006 - 1 UT

106



6. Multi-dimensional maps of the ionosphere

6.1.2.3 GNSS, satellite altimetry, and F/C combined GIM

In the next step of integration, ionosphere information from F/C satellites is included

in the combination. As F/C satellites provide globally well-distributed information of the

ionosphere in a whole day (see Fig. 6.13b), combining this information with the GNSS and

satellite altimetry GIM has the potential to improve the models by some extent. This combi-

nation is again performed at the normal equation level, as illustrated in Sect. 5.2.2. For this

study the empirical weighting scheme was applied, and finally the best adopted weight was a

diagonal matrix with the diagonal element of Palt = 1/4, and PF/C = 4, which corresponds to

an a priori variance σalt0 = 2 TECU , and σ
F/C
0 = 0.5 TECU . Figure 6.11 shows the VTEC

differences between the GNSS, satellite altimetry, and F/C combined solution and the GNSS

and satellite altimetry combined solution in twelve two-hourly intervals for the whole day 190,

2006. Figure 6.12 depicts the corresponding RMS map. Figure 6.13a shows footprints of all

F/C occultation measurements through the whole day 190, of 2006. Figure 6.13b depicts the

snapshot of the footprints at 1 UT of the same day. In the procedure of this combination, it

is essential to assess the TEC bias between GNSS, satellite altimetry, and F/C. Thus, similar

to previous step, a daily constant systematic bias between GNSS and F/C is also inserted

as an additional unknown in the observation equation system and is estimated along with

other unknown parameters. In fact other procedures are also possible, e.g. to include a daily

constant bias or a frequency dependent bias for each of the six satellites of the F/C mission

with respect to GNSS.

Figure 6.14 depicts a snap shot of VTEC and RMS of GNSS, satellite altimetry, and F/C

combined GIM minus GNSS and satellite altimetry combined GIM at 1 UT of day 190, 2006.

This will help understanding the effect of combining F/C data to the two previous observation

techniques.

As it can be seen in Fig. 6.14a, the VTEC values have slightly increased over the ocean in

southern latitudes by the amount of about 1 TECU. This is mainly in regions where no or few

GNSS observations were available. Concerning the RMS of the combined solution, the GNSS,

satellite altimetry and F/C combined maps show a general decrease of 0.1 TECU in the whole

day, comparing to the GNSS and satellite altimetry combined maps (see Fig. 6.12). Taking

a closer look at the RMS map of the snapshot at 1 UT (Fig. 6.14b), the decrease of about

0.08 TECU is obvious in the globe. However in the low southern latitudes, over the southern

ocean, the RMS decrease reaches 0.5 TECU, which coincides with the highest number of F/C

observations at this particular epoch. This proves the fact that including F/C measurements

into our GIM can significantly improve the accuracy of our modeling techniques, especially

when a high number of F/C occultation data are available.

6.1.3 Quantification with raw altimetry and F/C data

To assess the self-consistency of the approach and to evaluate the accuracy of the GIM

created within the study, the IGG models are quantified with the VTEC delivered by raw
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Figure 6.11: GNSS, satellite altimetry, and F/C combined minus GNSS and satellite altimetry
combined VTEC map for the whole day 190, 2006

Figure 6.12: GNSS, satellite altimetry, and F/C combined minus GNSS and satellite altimetry
combined RMS map for the whole day 190, 2006
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Figure 6.13: Footprints of F/C occultation measurements in two hourly intervals for a the
whole day 190, 2006 and b 2h around 1 UT of the same day

Figure 6.14: a VTEC map and b RMS map of GNSS, satellite altimetry, and F/C combined
GIM minus GNSS and satellite altimetry combined solution, day 190, 2006 - 1 UT
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altimetry and F/C data. In this process, 5% of altimetry and F/C observations from each

two-hourly maps are left aside from the combination scheme and not included in the modeling

process. The number of excluded observations is selected in such a way that the accuracy of

the developed model would not reduce by the confidence interval of (1 − α = 95%). After

developing the combined maps, the VTEC values at the footprints of the raw altimetry and

F/C observation which were formerly omitted from the combination, are extracted from the

combined model. The differences between the VTEC values obtained from the combined

model and the raw altimetry and F/C data are used to quantify the combined model. So for

the altimetry satellite measurements the difference is formed by

∆V TEC alt
IGG(ϕalt, λalt, tref ) = V TECIGG(ϕalt, λalt, tref )− V TECalt(ϕalt, λalt, talt) , (6.1)

where

V TECIGG IGG combined VTEC,

V TECalt raw altimetry VTEC (not included in combination),

ϕalt, λalt geographic latitude and longitude of the raw altimetry observations,

tref reference epoch of each map, i.e. {1,3,5, . . . ,23 UT}, and

talt time of altimetry observation.

Now the bias baltV (tref ) for each two-hourly map reference epoch tref is calculated by averaging

the differences at all the raw observation-points

baltV (tref ) =
1

nalt

∑
∆V TEC alt

IGG(ϕalt, λalt, tref ) . (6.2)

nalt in Eq. 6.2 is the number of raw altimetry observations carried out within each 2-hour

interval. Similar biases for the F/C observations can be calculated correspondingly. Fig-

ure 6.15a presents the biases baltV (tref ) of altimetry observations through the whole day of

9 July 2006 (day 190). Figure 6.15b depicts the same results for F/C measurements.

As it can be seen from Fig. 6.15a the biases between the raw VTEC values from altimetry

and VTEC values estimated by the combined GIM are positive for the whole day with a

mean value of 2.84 TECU, i.e.

b̄altV =
1

12

∑
baltV (tref ) = 2.84 TECU , (6.3)

where 12 is the number of maps in a whole day. The standard deviation of the biases

baltV (tref ) is 0.50 TECU. This positive mean bias indicates a systematic over-estimation of
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Figure 6.15: Mean VTEC biases before and after removing the estimated offset from IGG
combined model minus a altimetry and b F/C VTEC for day 190, 2006

VTEC delivered by Jason-1 compared to the values delivered by GNSS. This fact has already

been shown in several studies, e.g. Brunini et al. (2005), Todorova et al. (2007), and Todorova

(2008).

To account for this bias, as stated in in Sect. 6.1.2.2, a daily constant offset for the altimetry

measurements is considered within the combination procedure, and is estimated along with

the unknown parameters in the least-squares adjustment. In this way, the estimated offset

includes both the instrumental bias and the plasmaspheric component (i.e. VTEC above

the height of the altimetry mission). In this study, the offset of the altimetry satellite was

estimated 2.74 TECU. The blue plot in Fig. 6.15a depicts the mean VTEC biases after

removing this offset. As it can be seen, the new biases vary between [−1, 1] TECU , with the

mean value of 0.09 TECU, i.e. b̄altV after removing the estimated offset. This proves the good

agreement of the combined model with the raw altimetry observations. In the case of F/C

observations (Fig. 6.15b) the VTEC biases display a more scattered pattern compared to the

altimetry biases, with a mean of -2.20 TECU and standard deviation of 1.09 TECU

b̄
F/C
V =

1

12

∑
b
F/C
V (tref ) = −2.20 TECU . (6.4)

The F/C daily constant offset with respect to GNSS, which was estimated with the other

unknown parameters in the modeling procedure, is -2.09 TECU. Again this offset includes the

instrumental bias of F/C with respect to GNSS and also the signature of the plasmaspheric

component (i.e. VTEC above the height of the F/C mission).The green plot in Fig. 6.15b

depicts the mean VTEC biases of F/C mission after removing the offset. The mean value

of the biases b̄
F/C
V after removing the estimated offset reduces to -0.08 TECU, which again

proves the good agreement of the combined model with the raw F/C measurements and might

111



6.1 Combined 2D Global Ionosphere Maps

be further improved when estimating individual biases for each F/C spacecraft.

6.1.4 Comparison of the combined GIM with IGS GIM

For further comparisons, the combined GIM from GNSS, satellite altimetry, and F/C are

compared with the GIM from CODE (see Sect. 4.3.1.3), which is one of the IGS Analysis

Centers (CODE, 2012). Aforesaid in Sect. 4.3.1.3, IGS provides thirteen two-hourly maps

for a complete day, with reference epochs of {0, 2, 4, · · · , 24} UT . But the IGG combined

GIM is developed in twelve two-hourly maps with reference epochs of {1, 3, 5, · · · , 23} UT .

To proceed this validation, IGS GIM are interpolated in time to have a common reference

epoch as the IGG GIM. Figures 6.16 and 6.17 depict the VTEC and RMS differences of IGG

combined GIM minus IGS GIM through the whole day 190, 2006. As it can be seen from

Fig. 6.16, the global VTEC differences vary between -6 to 19 TECU in a whole day; although

the mean value of VTEC through the whole globe for the complete day is ∼ −1.3 TECU.

Concerning the accuracy of the maps, the RMS differences between IGG combined GIM and

IGS GIM vary between -4 to 6 TECU in a complete day, with a mean value of -0.7 TEC. The

area in Fig. 6.17 that are dark, indicate negative RMS differences, and the light area show

positive RMS differences. A negative RMS values show that the combined GIM has a lower

RMS than IGS GIM, indicating a better accuracy. In contrary, positive RMS show higher

RMS values of the combined GIM with respect to the IGS GIM. This indicates a worse

accuracy of the combined GIM. As it can be seen in Fig. 6.17 the dark area corresponds

mainly to the ocean area, while the land region appear with a light color. This proves the

fact that the IGG combined GIM has a better accuracy over the ocean than IGS GIM, while

over the land, IGS provides more accurate VTEC values.

To clarify this comparison, we consider a snapshot of 1 UT of the same day. Figure 6.18a

shows the VTEC difference between IGG combined solution minus IGS GIM for day 190,

2006 at 1 UT. Figure 6.18b shows the corresponding RMS difference. As it can be seen from

Fig. 6.18a the main difference of VTEC at 1 UT between IGG combined GIM and IGS GIM

is observed at the equatorial region with a maximum reduction of -4 TECU. At the mid-

southern latitude, an increase of more than 8 TECU is evident. Regarding the formal error

of the differences between IGG combined GIM and IGS GIM at 1 UT, taking Fig. 6.18b into

account, the RMS differences are all in a negative range. This shows that the IGG combined

GIM has a lower RMS and a better accuracy through the whole globe. The global mean value

of the RMS difference is -1.7 TECU. This reduction reaches a maximum value of -4 TECU

over the ocean area at the southern hemisphere. The minimum reduction of -0.5 TECU in

RMS is observed over European region. This obviously coincides with the great number of

IGS ground stations located in Europe.
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Figure 6.16: VTEC differences between IGG combined minus IGS, for the whole day 190,
2006

Figure 6.17: RMS differences between IGG combined minus IGS, for the whole day 190, 2006
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Figure 6.18: a VTEC and b RMS difference map of GNSS, satellite altimetry, and F/C
combined GIM minus IGS GIM for day 190, 2006 - 1 UT

6.1.5 Calibration of GNSS VTEC using satellite altimetry and F/C

For developing combined maps of the ionosphere from different techniques, an essential

step is to calibrate the different data sources. Since in our study, we combined GNSS mea-

surements with satellite altimetry and F/C data, in this section we investigate calibrating

GNSS VTEC values by satellite altimetry and F/C data. Figure 6.19 illustrates the steps for

this procedure schematically.

6.1.5.1 Calculating biases and calibration

To accomplish this task, first the GIM from GNSS-only measurements are developed in

a two-hourly basis for the whole day of interest (see Sect. 6.1.2.1). Taking the footprints of

satellite altimetry and F/C measurements at each two hour intervals into account (Fig. 6.2

and Fig. 6.3), the VTEC values at those points are extracted from the corresponding GNSS-

only GIM.

Now the differences between the extracted VTEC values and the VTEC from satellite al-

timetry is calculated similar to Eq. 6.1

∆V TECaltGIM (ϕalt, λalt, tref ) = V TECGIM (ϕalt, λalt, tref )− V TECalt(ϕalt, λalt, talt) , (6.5)
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Figure 6.19: Procedure for calibrating GNSS VTEC values by satellite altimetry and F/C
data

where

V TECGIM VTEC extracted from GNSS-only GIM,

V TECalt VTEC from satellite altimetry data,

ϕalt, λalt footprint of satellite altimetry,

talt time of altimetry measurement, and

tref reference epoch of GNSS-only GIM.

The differences between VTEC from GNSS-only GIM and from F/C is computed similarly.

These differences are used to calculate the bias between the different observation techniques,

and to perform the calibration.The bias is calculated by applying three different strategies,

namely

• Daily mean bias

• Time-dependent bias

• Latitude-dependent bias
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Daily mean bias In this procedure, the VTEC differences are calculated for all the satellite

altimetry measurements through the whole. The bias between GNSS and satellite altimetry

VTEC is calculated by making the average of all these differences

baltV =

∑
∆V TECaltGIM (ϕalt, λalt, tref )

Nalt
, (6.6)

where Nalt is the total number of satellite altimetry measurements in a whole day. The bias

between GNSS and F/C is calculated in the same way.

Performing the procedure for a sample day of 21 July (doy 202) of 2007, the daily mean bias

for the different techniques is given in Table 6.1.

Mean Bias [TECU ]

ALT 3.95

F/C -2.37

Table 6.1: Daily mean bias between GNSS VTEC and satellite altimetry, and F/C measure-
ments for day 202, 2007

Time-dependent bias In this approach, the VTEC differences are calculated between all

the satellite altimetry (or F/C) and GNSS VTEC values within each two-hourly map, using

Eq. 6.5. The biases are computed by making an average of the differences over each two-

hourly time intervals. Writing the equation for satellite altimetry, the bias for each two-hourly

map is given by

baltV (tref ) =

∑
∆V TECaltGIM (ϕalt, λalt, tref )

nalt(tref )
, (6.7)

where nalt(tref ) is the number of altimetry measurements at each two-hourly epoch. The

biases for F/C measurements are computed similarly.

In this procedure, for each two-hourly map we will have one mean bias between GNSS and

satellite altimetry VTEC, and one mean bias between GNSS and F/C VTEC. Therefore

for the whole day, twelve mean biases for each of the different techniques will be obtained.

Table 6.2 presents the time-dependent mean biases between GNSS and satellite altimetry

and F/C VTEC values for day 202 of 2007. Figure 6.20a depicts the time-dependent biases

between GNSS and satellite altimetry VTEC for day 202, 2007, and Fig. 6.20b shows the

same bias between GNSS and F/C measurements for the same day.

Latitude-dependent bias In this procedure, the altimetry and F/C data for the whole

day are divided into latitude-dependent segments. For each segment, the differences between
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Mean Bias [TECU ]

UT [0,2] [2,4] [4,6] [6,8] [8,10] [10,12] [12,14] [14,16] [16,18] [18,20] [20,22] [22,24]

ALT 3.28 3.73 3.24 3.39 4.12 2.49 2.99 4.76 5.17 4.34 4.45 3.46

F/C -3.12 -1.80 -3.29 -3.42 -3.07 -2.95 -2.43 -2.23 -1.81 -1.13 -0.70 -1.85

Table 6.2: Time-dependent bias between GNSS VTEC and satellite altimetry, and F/C
measurements for day 202, 2007

Figure 6.20: Time-dependent bias between GNSS VTEC and a satellite altimetry, and b
F/C measurements for day 202, 2007

the corresponding VTEC values from GNSS and from satellite altimetry and F/C is calcu-

lated separately, and is used for calculating the latitude-dependent biases. For this study, the

latitude segment was selected between −80◦ and 80◦ with 20◦ intervals, providing eight dif-

ferent segments. Table 6.3 presents the latitude-dependent biases between GNSS VTEC and

satellite altimetry and F/C data for day 202, 2007. Figure 6.21 a and b depict the latitude-

dependent biases between GNSS VTEC and satellite altimetry, and F/C measurements for

day 202, 2007.

Mean Bias [TECU ]

Latitude [-80,-60] [-60,-40] [-40,-20] [-20,0] [0,20] [20,40] [40,60] [60,80]

ALT 10.76 5.76 4.18 2.18 2.75 2.21 3.71 7.36

F/C -0.59 -1.03 -2.23 -3.94 -4.34 -3.58 -2.27 -1.37

Table 6.3: Latitude-dependent bias between GNSS VTEC and satellite altimetry, and F/C
measurements for day 202, 2007

It can be seen in Fig. 6.21a that the latitude-bias between GNSS VTEC and satellite

altimetry VTEC is larger in high-latitudes, and lower in the equatorial region. This is also
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6.1 Combined 2D Global Ionosphere Maps

Figure 6.21: Latitude-dependent bias between GNSS VTEC and a satellite altimetry, and b
F/C measurements for day 202, 2007

Figure 6.22: a VTEC map and b RMS map of calibrated GNSS-only solution, day 202, 2007
- 9 UT

evident in Fig. 6.21b which shows similar trend between GNSS VTEC and F/C VTEC. This

can be inferred as the pattern which is clearly compatible with the plasmaspheric electron

content, since the plasmaspheric contribution is higher in equatorial region than at the poles.

6.1.5.2 Combining calibrated data for developing GIM

The GNSS VTEC values are calibrated with the biases calculated from any of the above

mentioned approaches and are used for developing calibrated GIM. The procedure for devel-

oping the calibrated maps is similar to the procedure mentioned in Sect. 6.1.2.1; we just use

the calibrated data this time. Figure 6.22 illustrates the snapshot of GNSS-only calibrated

VTEC and RMS map for day 202 of 2007 at 9 UT.

Now to combine VTEC from satellite altimetry and F/C with GNSS data, first 5% of

satellite altimetry and F/C measurements at each two-hourly maps are randomly selected and
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6. Multi-dimensional maps of the ionosphere

set aside. These measurements will later be used for evaluating the developed combined maps

(see Sect. 6.1.5.3). The rest of the altimetry and F/C data are included in the combination

procedure and the combined GIM is developed as described in Sect. 5.2.1. Figures 6.23 - 6.25

depict snapshots of the difference between the calibrated and non-calibrated VTEC and RMS

combined maps from GNSS, satellite altimetry, and F/C measurements for day 202 of 2007

at 9 UT. Figure 6.23 shows the difference of calibrated and non-calibrated VTEC and RMS

maps using the mean daily bias calibration approach. Figure 6.24 depicts the VTEC and

RMS difference of calibrated minus non-calibrated combined maps using the time-dependent

bias calibration approach, and finally Fig. 6.25 shows the same VTEC and RMS map using

latitude-dependent bias calibration approach.

To assess the performance of different calibration approaches, the global root mean square

(GRMS) of VTEC and RMS difference maps (Figures 6.23 - 6.25) are calculated. The GRMS

of the VTEC and RMS map of first approach, i.e. mean daily bias calibration approach for the

snapshot 9 UT of day 202 of 2007, is 0.21 TECU, and 0.85 TECU respectively. The GRMS

of VTEC and RMS of time-dependent bias calibration is 0.17 TECU, and 0.85 TECU ; and

finally the GRMS of VTEC and RMS of latitude-dependent bias calibration is 0.68 TECU,

and 0.79 TECU. It can be seen that the latitude-dependent GRMS for VTEC differences is

the largest (0.68 TECU ). This indicates that the latitude-dependent calibration approach

creates the largest differences to the non-calibrated data comparing to the other calibration

approaches. Concerning the GRMS of RMS differences, it can be seen that the latitude-

dependent calibration procedure has the least GRMS (0.79 TECU ). This proves the fact

that the latitude-dependent calibration procedures provides the highest accuracy among the

different calibration procedures.

6.1.5.3 Quantifying the calibrated GIM with raw data

To quantify the self-consistency of the combined calibrated GIM, the developed maps

are quantified with the raw satellite altimetry and F/C data which were not used in the

combination procedure (see Sect. 6.1.3). As described before, from each two-hourly maps,

5% of the altimetry and F/C data were set aside and not included in developing the combined

maps. These data are referred to as raw altimetry and F/C data. After the combination, the

VTEC values are extracted from the combined model at the footprints of the raw data and

used to evaluate the developed maps that are obtained form different calibration procedure.
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6.1 Combined 2D Global Ionosphere Maps

Figure 6.23: Calibrated minus non-calibrated combined a) VTEC and b) RMS map from
GNSS, satellite altimetry and F/C data using mean daily bias for calibration procedure.
Snapshot for day 202, 2007 - 9 UT

Figure 6.24: Calibrated minus non-calibrated combined a) VTEC and b) RMS map from
GNSS, satellite altimetry and F/C data using time-dependent bias for calibration procedure.
Snapshot for day 202, 2007 - 9 UT

Figure 6.25: Calibrated minus non-calibrated combined a) VTEC and b) RMS map from
GNSS, satellite altimetry and F/C data using latitude-dependent bias for calibration proce-
dure. Snapshot for day 202, 2007 - 9 UT120
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6.2 Global maps of electron density

Aforesaid in Sect. 5.3, reconstructing ionospheric parameters in three dimensions requires

applying appropriate base functions which represent electron density variations in longitude,

latitude, and height. For this study, we apply a 2D spherical harmonic expansion for hor-

izontal variabilities. But for the height variability, we use a combination of the multi-layer

Chapman profile function Eq. 5.47 and Eq. 5.48 for the bottom-side and topside ionosphere,

and the plasmaspheric part of the TIP model Eq. 5.56 for the plasmasphere

Ne(h) = Nm e α(1− z − e−z) +Nm e β(1− z − e−z) +NP e
(−h/HP ) . (6.8)

with

z =
h− hm
H

. (6.9)

Applying this model, electron density Ne at any point, is obtained by the F2-layer maximum

electron density Nm, it’s corresponding height hm, the plasmasphere basis density NP , and

the plasmasphere scale height HP . Within Eq. 6.8 the bottom-side and topside ionosphere

scale hight H is assumed to be dependent only on the hm, and is given by (Feltens, 1998)

H =
hm − 50

3
, (6.10)

where hm is in km. As a first step for this study, we concentrate only on the ionospheric

parameters by assuming the plasmaspheric parameters as known values. Following Jakowski

et al. (2002a), the value for plasma scale heightHP is fixed at 10,000 km, and the plasmasphere

basis density NP is set equal to the electron density of the highest topside ionosphere, i.e.

electron density at the hight of 1,000 km. With this assumption, our unknown parameters

will be restricted to Nm and hm.

As stated in Sect. 5.3.2.3, we use two sets of spherical harmonic expansions to represent the

unknown parameters globally. Therefore, the new unknown parameters will be the coefficients

of the two sets of spherical harmonic expansion. To achieve a spatial resolution of 2.5◦

in latitude and 5◦ in longitude, the degree and order of spherical harmonic expansion is

set to 15, and to have a similar temporal resolution as the 2D VTEC maps developed in

Sect. 6.1, we split the observations in time span of 2h. Thus the unknown parameters will

be modeled in twelve two-hourly maps for a whole day. Nevertheless, depending on the

available observations and the computation time, selecting lower time span is also possible.

So applying these conditions we have two time 256 or 512 unknown parameters for each 2h

map, and for the whole day we will have twelve times 512, or 6,144 unknown parameters. To

solve these parameters a Matlab-based software was developed which provides the estimated

parameters in 12 two-hourly maps for a complete day solution. For a better understanding
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Figure 6.26: Algorithm for simulating input data

of the different steps, Fig. 6.26 illustrates the algorithm for simulating the input data, and

Fig. 6.27 shows the algorithm for estimating the unknown parameters.

6.2.1 Simulating GNSS data

Due to the fact that the real observations usually contain uncertainties and random errors,

to avoid inconsistencies in the input data and to focus only on the model and the procedure

for estimating the unknown parameters, we simulate the GNSS input data.

Recalling Eq. 2.56, STEC is related to VTEC using a mapping function

STEC = F (z′)V TEC , (6.11)

where z′ is the satellite zenith angle at IPP. Taking Eq. 5.58 and 5.62 into account and

substituting STEC by VTEC from Eq. 6.11 we get
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Figure 6.27: Algorithm for Estimating unknown parameters
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6.2 Global maps of electron density

P̃4 = ξF (z′)V TEC + c(∆bS −∆bR) + ε

= ξ
k∑
i=1

Nmi . e
α(1− zi − e−zi)dsi + c(∆bS −∆bR) + ε ,

(6.12)

The terms representing DCB in Eq. 6.12 could be neglected when using simulated VTEC

values; so the equation simplifies to

F (z′)V TEC =
k∑
i=1

Nmi . e
α(1− zi − e−zi)dsi . (6.13)

Equation 6.13 is our observation equation for further computations.

6.2.1.1 True position of GNSS satellites

In the first step of simulating input data, GNSS observations from all the selected IGS

stations are downloaded from e.g. CDDIS ftp site (CDDIS, 2011) in RINEX format. Splitting

the observations into two-hourly time intervals defined previously, the GNSS satellite observed

at each IGS stations are determined, and their precise orbital coordinates are extracted from

the IGS precise satellite orbits (SOPAC, 2011).

The ray-path between the receiver and satellite is calculated using the coordinates of the

stations and the observed satellites at each station. Figure 6.28 depicts the GNSS ray-path

observed from approximately 160 IGS stations at day 182, 2010, from 0 to 2 UT.

6.2.1.2 Simulated values from IGS VTEC maps

As the height dependent model selected for this study Eq. 6.8, assumes three different

profile functions for bottom-side ionosphere, topside ionosphere, and for the plasmasphere,

thus, the step-point heights are selected accordingly.

hi+1 = hi + dhi , i = 1, 2, . . . , k , (6.14)

where

dhi =



50 km hi < 250 km

100 km 250 ≤ hi < 1, 000 km

100 km 1, 000 ≤ hi ≤ 2, 000 km

(6.15)
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6. Multi-dimensional maps of the ionosphere

Figure 6.28: Input data with true GNSS ray-path, but simulated values from IGS GIM at
day 182, 2010 - [0,2]UT
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6.2 Global maps of electron density

Figure 6.29: Global step-points for simulating input data for stations at a Northern, and b
Southern hemisphere, doy 182, 2010 - [0,2]UT

The height of first layer is set to h1 = 50 km, and the plasmaspheric contribution is presumed

to be mainly concentrated between 1, 000 km and 2, 000 km, therefore the model height is

limited to 2,000 km.

After calculating the geocentric heights of the step-points, the coordinates of each step-point

is calculated using ray-tracing technique (see Sect. 5.3.3). Therefore, the true positions of

all step-points and satellites at each epoch are consequently computed. In the next step, the

coordinates of all IPP (with h = 450 km) are extracted from the step-points of each ray-path,

and the VTEC values of these points are calculated from the IGS GIM, using the bi-variate

interpolation, explained in Sect. 4.3.1.2. Finally STEC is derived by mapping VTEC to

the slant path using Eq. 6.11. The computed STEC serves as the simulated observation for

Eq. 6.13.

Figure 6.29 depict the step-points at a sample day of 1st July, 2010 (doy 182) - [0,2]UT for

the Northern and Southern hemisphere respectively.

6.2.2 Calculating a priori values

The observation equation Eq. 6.13 contains several parameters which their a priori values

should be known prior to the estimation procedure. As mentioned in Sect. 5.3.3, the slope

distance between the closest step-points dsi, and the geocentric height of the step-points

hi are calculated using ray-tracing technique. Within this study, the software package for

performing ray-tracing calculations were developed by Dr. Dudy D. Wijaya. The package
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6. Multi-dimensional maps of the ionosphere

is declared from the main function, and after carrying out the calculations, its results are

appended to the station-wise information for further computations.

The a priori values for the initial unknown parameters, i.e. Nmi and hmi in Eq. 6.13 are

calculated using the IRI-2012 model (Bilitza et al., 2011). IRI-2012 is included as a software

package, distributed by the National Space Science Data Center (NSSDC), accessible online

via IRI website (VITMO Virtual Ionosphere, 2012), or in Fortran source code, downloadable

via NSSDC’s anonymous ftp site (NSSDC, 2012). In this study, a Matlab function is devel-

oped which writes the necessary input data for the IRI code into a text file and then provokes

the IRI-2012 Fortran code function. After performing the calculations by the IRI package,

the function extracts the calculated Nm and hm values from IRI output file (i.e. fort.7).

Figure 6.30 represents the a priori values of Nm from IRI-2012 model in a global grid-wise

representation for the sample day 182, 2010, between 0 and 2 UT. Figure 6.31 depicts the

corresponding height of maximum electron density at the same day.

6.2.3 Performing outliers test

Although our input data is provided through a simulation procedure, due to the necessity

of using a priori values provided by ray-tracing technique and the IRI model, there might

exist some observations which are considered statistically incompatible with the rest of the

series. This in turn makes the performance of outliers test essential.

As mentioned in e.g. Pope (1967) or Vańıček & Krakiwsky (1982), the assessment of individ-

ual observations is restricted by the assumption of normality. This means that the residuals

of the input data in Eq. 6.13 is assumed to have a normal distribution function with the mean

r̄ and standard deviation s, i.e.

r ∼ N
(
ξ; r̄, s2

)
. (6.16)

Since the aim is to find the cut-off points from which the standardized residuals should be

rejected, the probability statement would correspondingly be

pr
(
ξy,α

2
< y < ξy,1−α

2

)
= 1− α , (6.17)

with y indicating the statistic

y =
r − r̄√
n−1
n s

, (6.18)

where n is the total number of observations, and α denoting the probability level.

Taking the above probability statement into account, the 1 − α confidence interval for the

quantity being tested, reads
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Figure 6.30: Maximum electron density (elec/m3) from IRI-2012 model for doy 182, 2010 -
[0,2]UT, used as a priori value for estimating N̂m
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Figure 6.31: Height of maximum electron density (km) from IRI-2012 model for doy 182,
2010 - [0,2]UT, used as a priori value for estimating ĥm

128



6. Multi-dimensional maps of the ionosphere

r̄ −
√
n− 1

n
s ξτn−1,1−α2 < ri < r̄ +

√
n− 1

n
s ξτn−1,1−α2 . (6.19)

ξτn−1,1−α2 indicates the probability density function τ(ξ;n− 1) with n− 1 degree of freedom

(Pope, 1967). For more details on the outliers test, refer to Vańıček & Krakiwsky (1982).

Within our study, the outliers test was performed with the probability level α = 5%, resulting

a confidence level of 95%. From the total number of 5,183 input data, 258 were rejected after

the outliers test. Figure 6.32 shows the residuals before the test and the confidence intervals.

Figure 6.33 depicts the residuals after performing the outliers test.

6.2.4 Least-squares estimation of the unknown parameters

Following Sect. 5.3.5, the least-squares estimation of the unknown parameters, namely

the coefficients of two sets of spherical harmonic expansion is applied to the simulated input

data Eq. 6.13. As we have two sets of unknown parameters, we accomplish the estimation

procedure in two steps. In the first step, we assume hm as a known parameter by using

its a priori values from IRI-2012 model, and estimate the spherical harmonic coefficients

related to Nm only. As the observation equation Eq. 6.13 is linear with respect to Nm, there

is no need for iteration, and the coefficients are obtained after performing the least-squares

adjustment only once. The estimated coefficients are then used to calculate the estimated

N̂m values, which will be assumed as a known parameter for the next step.

In the next step the coefficients related to hm are estimated. For this, the estimated N̂m

values from previous step are replaced with their a priori values from IRI. The estimation is

accomplished in an iterative procedure, as the observation equation Eq. 6.13 is non-linear

with respect to hm. After each iteration, the estimated coefficients are used for calculating

the estimated ĥm values. The estimated residuals r̂ (in TECU ) are also calculated at each

iteration using Eq. 5.10. If the absolute value of the estimated residuals was larger than the

tolerance range, the estimated observation vector l̂ is calculated and the next iteration is

performed; if not, then the iteration is stopped and the estimated ĥm is taken as the final

result. Within this study, the tolerance range was empirically set to 2 TECU.

6.2.4.1 Global mean constraint

Aforesaid in Sect. 5.1.2, it is often necessary to constrain the unknown parameters by

a certain extent. Within this study, several constraints were applied. As the unknown

parameters Nm and hm are presented by spherical harmonic expansion Eq. 5.64 and 5.65, we

apply a global mean constraint when estimating Nm and hm values. Recalling Eq. 4.14, it

was shown that the global mean value of the parameter expressed by the spherical harmonic

expansion is generally represented by the zero-degree spherical harmonic coefficient. So we
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Figure 6.32: Residuals of input data before performing the outliers test and the confidence
intervals for day 182, 2010 - [0,2]UT
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Figure 6.33: Residuals of input data after performing the outliers test for day 182, 2010 -
[0,2]UT
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can write

N̄m = a00 and h̄m = a′00 , (6.20)

where N̄m and h̄m are the mean value of the global Nm and hm distribution. a00 is the zero-

degree spherical harmonic coefficient for representing Nm and a′00 the zero-degree spherical

harmonic coefficient for representing hm. So in this study, using the a priori values from the

IRI model, the mean values of Nm and hm in global distribution is calculated

N̄ IRI
m =

∑ N IRI
m

n
, (6.21)

h̄IRIm =
∑ hIRIm

n
, (6.22)

where
N̄ IRI
m , h̄IRIm the peak parameters from IRI model at the simulated points, and

n number of global peak parameters.

We now apply the constraints to our model using Eq. 6.21 and 6.22

a00 = N̄ IRI
m , (6.23)

a′00 = h̄IRIm . (6.24)

So the coefficients matrix A2 and the constraint vector W2 in Eq. 5.15 for estimating e.g. Nm

would be

A2 =

[
1 0 0 · · · 0

]
, (6.25)

W2 =

[
N̄ IRI
m

]
. (6.26)

A2 in Eq. 6.25 is a (1 × 256) matrix and W2 in Eq. 6.26 a scalar. Now setting-up the

constrained least-squares system Eq. 5.15, the estimated unknown parameters, which are the

spherical harmonic coefficients anm and bnm are estimated using Eq. 5.18 - 5.20. Similar
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procedure is implemented for constrained estimation of hm parameters.

6.2.4.2 Surface function constraint

To bound the variations of the estimated parameters, a surface function can be applied

as a constraint to the observation equation system. The surface function forces the estimated

parameters to get values in a predefined range. Since the surface function affects non-linear

parameters, we apply this constraint for estimating hm values only. According to Feltens

(1998), h0 can be expressed as

h0 = ξ(x, y) = h0min +
h0max − h0min

2

(
1 + sin(f(x, y))

)
, (6.27)

with

h0 = hm secχ height of maximum electron density at noon (i.e. χ = 0◦),

χ solar zenith angle, and

h0max , h0min predefined range for h0 variations.

Feltens (1998) proposed h0min = 400 km, and h0max = 450 km. Within this study, we assume

a wider range by applying

h0min = 200 km

h0max = 550 km .
(6.28)

The inner sin-function in Eq. 6.27 is expressed by

f(x, y) = c sin(x+y)+νx sin2 x cosx+µx sinx cos2 x+νy sin2 y cos y+µy sin y cos2 y , (6.29)

where

c = 0.001 small numerical constant,

x = ϕm geomagnetic latitude, and

y = τ/2 local time.
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In Eq. 6.29 νx, µx, νy, and µy are four coefficients which should be solved prior to applying

the constraint. The sin-function in Eq. 6.29 restricts the output values to a range of [−1, 1],

and the inner function f(x, y), removes the effect of 2π period of sin-function, which could

make the convergence unstable.

Solving coefficients of sin-function

To solve the four coefficients of the sin-function in Eq. 6.29, we rearrange Eq. 6.27 to express

f(x, y) explicitly

f(x, y) = arcsin

(
2

h0 − h0min
h0max − h0min

− 1

)
, (6.30)

substituting h0 by hm we get

f(x, y) = arcsin

(
2
hm secχ− h0min
h0max − h0min

− 1

)
. (6.31)

We select four sample points in globe and calculate their x, y, χ, and hm values from the IRI

model. Assigning Eq. 6.29 and Eq. 6.31 for each of these points, we obtain a linear equation

system of four equations, and four unknowns.



νx sin2 x1 cosx1 + µx sinx1 cos2 x1 + νy sin2 y1 cos y1 + µy sin y1 cos2 y1 =

arcsin

(
2
hm1 secχ1 − h0min
h0max − h0min

− 1

)
− c sin(x1 + y1)

νx sin2 x2 cosx2 + µx sinx2 cos2 x2 + νy sin2 y2 cos y2 + µy sin y2 cos2 y2 =

arcsin

(
2
hm2 secχ2 − h0min
h0max − h0min

− 1

)
− c sin(x2 + y2)

νx sin2 x3 cosx3 + µx sinx3 cos2 x3 + νy sin2 y3 cos y3 + µy sin y3 cos2 y3 =

arcsin

(
2
hm3 secχ3 − h0min
h0max − h0min

− 1

)
− c sin(x3 + y3)

νx sin2 x4 cosx4 + µx sinx4 cos2 x4 + νy sin2 y4 cos y4 + µy sin y4 cos2 y4 =

arcsin

(
2
hm4 secχ4 − h0min
h0max − h0min

− 1

)
− c sin(x4 + y4)

(6.32)

By solving this linear equation system, the four unknown coefficients of Eq. 6.29, i.e. νx, µx,

133



6.2 Global maps of electron density

νy, and µy are obtained.

Applying the constraint to the observation equation system

After solving the four coefficients of the sin-function, we now apply the sin-surface function

Eq. 6.27 to our observation equation system Eq. 5.65

nmax∑
n=0

n∑
m=0

P̃nm(sinβ)
(
a′nm cos(ms) + b′nm sin(ms)

)
=(

h0min +
h0max − h0min

2

(
1 + sin(f(x, y))

))
cosχ .

(6.33)

When applying this equation, care must be taken concerning the correspondence of the

notations β and s, and x and y. Following Sect. 5.1.2 the coefficient matrix A2 and the vector

matrix w in Eq. 5.15 are formed for the constrained observation equation system Eq. 6.33,

and the unknown parameters, which are the spherical harmonic coefficients a′nm and b′nm for

estimating hm, are calculated using Eq. 5.18 - 5.20.

6.2.5 Assimilating the estimated parameters

After estimating the unknown coefficients of two sets of spherical harmonic expansion,

the final unknown parameters (i.e. N̂m and ĥm) are calculated using Eq. 5.64 and 5.65. N̂m

and ĥm are then assimilated in a global grid-wise distribution with a spatial resolution of 2.5◦

in latitude and 5◦ in longitude, and temporal resolution of 2h. Figure 6.36 depicts the global

grid-wise values of the estimated N̂m for the sample day 182 of 2010 at [0, 2]UT . Figure 6.35

shows the corresponding ĥm values.

To illustrate a better understanding of the estimated electron density parameters, the related

N̂m and ĥm values shown in Fig. 6.36 and 6.35 are depicted in a 3D conjunction plot.

6.2.6 Assessment of the estimated parameters

The estimated N̂m and ĥm are assessed through different procedures. First the accuracy of

the estimated values from least-squares adjustment is evaluated using their standard deviation

values. Then the estimated values are compared with the maximum electron density and

corresponding height of maximum electron density derived from the IRI model. Finally the

estimated values are compared with the N̂m and ĥm derived from the F/C measurements.

6.2.6.1 Evaluating the accuracy of developed maps

Following Sect. 5.1.4, the standard deviation values for N̂m and ĥm are calculated using

Eq. 5.28. The calculated values are illustrated as global grid-wise maps with the same spatial

resolution of 2.5◦ in latitude and 5◦ in longitude, and temporal resolution of 2h. Figure 6.37
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Figure 6.34: Estimated maximum electron density (×1011elec/m3) for day 182, 2010 - [0,2]UT
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Figure 6.35: Estimated maximum electron density height (km) for day 182, 2010 - [0,2]UT135



6.2 Global maps of electron density

Figure 6.36: 3D model of F2-peak electron density for day 182, 2010 - [0,2]UT; color bar
indicates the maximum electron density (×1011elec/m3) and the Z-axis indicates maximum
electron density height in km

depicts the RMS map of N̂m for day 182 of 2010, at [0,2]UT. Figure 6.38 shows the RMS

map of ĥm for the same day.

Taking Fig. 6.37 into account, the RMS of estimated electron density N̂m at day 182,

2010, [0,2]UT, varies between 1.019 × 1010 elec/m3 and 4.093 × 1010 elec/m3 globally, with

a mean of 2.587× 1010 elec/m3, and standard deviation of 7.080× 109 elec/m3. The highest

RMS values, corresponding to the lowest accuracy of estimated N̂m can be seen at southern

mid-latitude region, at the outer skirts of the highest maximum electron density values for

this especial time interval, i.e. between 0 and 2UT (see Fig. 6.36).

Considering the height of maximum electron density (Fig. 6.38), the RMS of estimated ĥm

at the same time interval, varies between 0.021 km and 0.327 km in the whole globe, with a

mean value of 0.104 km and standard deviation of 0.079 km. Taking Fig. 6.38 into account,

the highest RMS values (corresponding to lowest estimation accuracy) are detected at the mid

and high southern latitudes. Further discussions would follow after comparing the estimated

N̂m and ĥm maps with the IRI model.

6.2.6.2 Comparison with the IRI model

In this section, the estimated values N̂m and ĥm are compared with the maximum electron

density and the height of maximum electron density derived from the IRI model. Since
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Figure 6.37: RMS map of estimated maximum electron density (×1010elec/m3) for day 182,
2010 - [0,2]UT
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Figure 6.38: RMS map of estimated maximum electron density height (km) for day 182, 2010
- [0,2]UT
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6.2 Global maps of electron density

the IRI model is used as the a priori values in the estimation procedure, performing this

comparison can provide information about the estimation procedure itself. Figure 6.39 depicts

the difference map between the estimated maximum electron density N̂m and the maximum

electron density derived from the IRI-2012 model for day 182, 2010 - [0,2] UT. Figure 6.40

depicts the difference of maximum electron density height between our estimation procedure,

and the IRI-2012 model.

Figure 6.41a depicts the estimated maximum electron density (in blue curve), and the

maximum electron density derived from IRI (red curve). Figure 6.41b illustrates the resid-

uals of estimated minus IRI, which is the difference between the blue and the red curve in

Fig. 6.41a. Figure 6.42a and b show the same plots for maximum electron density height.

Taking Fig. 6.41a into account, the mean value of estimated maximum electron density

(blue curve) is 3.081 × 1011 elec/m3, with standard deviation of 1.948 × 1011 elec/m3. The

mean value from the IRI model (red curve) is 2.683×1011 elec/m3, with a standard deviation

of 2.137× 1011 elec/m3. Making the difference between the two curves, represents the devia-

tion of the two methods depicted in Fig. 6.41b. As it can be seen from Fig. 6.41b, the mean

value of deviations of the estimated minus IRI is positive and equal to 0.3975×1011 elec/m3.

This indicates that our estimation procedure provides higher values for maximum electron

density through the whole globe, for the sample day of 182, 2010 - [0,2]UT.

Considering the height of maximum electron density (Fig. 6.42a and b), the mean value of

the estimated maximum electron density height (blue curve) in Fig. 6.42a, is 298.5 km, with

standard deviation of 33.67 km. The mean value from the IRI model (red curve) is 276.1 km,

with a standard deviation of 30.58 km. This indicates that our model-approach provides

higher and more scattered results, compared to the values obtained from the IRI model.

Taking Fig. 6.42b into account, the deviations of estimated minus IRI maximum electron

density height, have a mean value of 22.43 km with a standard deviation of 9.768 km.

This behavior is somehow expectable as the IRI model is monthly averaged forecasting model,

therefore it provides smoother results than our modeling approach which uses the now-casting

GNSS input data.

6.2.6.3 Comparison with the F/C peak parameters

In previous section, the estimated N̂m and ĥm were compared to the Nm and hm values

derived from the IRI model. But as the IRI model is used to derive the a priori values of

some of the input parameters, the estimated parameters are further compared to the electron

density peak parameters derived from F/C occultation data.

For this study, the F/C F2-peak parameters were provided by Prof. Lung-Chi Tsai from the

Ionolab of Taiwan National University (Tsai, 2012). The F/C peak parameters are provided

in terms of F2-peak height hmF2 and F2 critical frequency f0F2, obtained from the F/C

RO measurements. According to Tsai et al. (2011), to derive the F2-peak parameters, the

electron density profile is obtained individually for the bottom-side ionosphere, i.e. below the
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Figure 6.39: Difference between the estimated N̂m values and Nm derived from the IRI model
(×1011elec/m3) for day 182, 2010 - [0,2]UT
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Figure 6.40: Difference between the estimated ĥm values and hm derived from the IRI model
(km) for day 182, 2010 - [0,2]UT
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6.2 Global maps of electron density

Figure 6.41: a Estimated maximum electron density (blue curve) and maximum electron
density from the IRI model (red curve), and b residual of estimated minus IRI maximum
electron density at the simulated input points, day 182, 2010, [0,2] UT

Figure 6.42: a Estimated height of maximum electron density (blue curve) and maximum
electron density height from the IRI model (red curve), and b residual of estimated minus
IRI maximum electron density height at the simulated input points, day 182, 2010, [0,2] UT
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6. Multi-dimensional maps of the ionosphere

F/C height, and for the topside ionosphere, i.e. above the F/C height. The profile below the

F/C height is computed directly from the measured occultation data. To obtain the topside

profile, electron density is extrapolated above the height of the F/C, using an exponential

extrapolation.

To compute the maximum electron density from the F/C data, a simple formula is applied

to the measured f0F2

NmF2 =
1

80.6
(f0F2)2 . (6.34)

Figure 6.43 shows the footprints of F2-peak parameters obtained from F/C radio occul-

tation measurements.

Figure 6.43: Footprints of F2-peak parameters obtained from F/C data, for day 182, 2010 -
[0,2]UT

Figure 6.44 and Fig. 6.45 depict the F2-peak electron density and its corresponding height,

obtained from the F/C data, for day 182, 2010, -[0,2]UT.

Performing the comparison at the common points, Fig. 6.46 shows the deviations of estimated

minus F/C data maximum electron density. Figure 6.47 depicts the corresponding deviations

of maximum electron density height.

The mean deviation of estimated maximum electron density minus F/C maximum electron

density for day 182, 2010, [0,2]UT is 0.71 × 1011 elec/m3 with a standard deviation of

1.06 × 1011 elec/m3. The mean residual of estimated minus F/C of the maximum electron

density height for the same day is ∼ 33 km with a standard deviation of 65.8 km.

To evaluate this difference, the test of significance is performed over the deviation

values, i.e. deviations of the estimated peak parameters minus F/C derived peak parameters.
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6.2 Global maps of electron density

Prior to performing this statistical test, an outlier test (see Sect. 6.2.3) is performed over

the F/C raw data and the outliers are omitted. The test of significance is then performed,

over the two deviation values. The statistic z for each of the estimated parameter reads

z =
x̄− µ
s/
√
n
, (6.35)

where

x̄ mean value of the estimated minus F/C eviations,

µ expected value of the estimated minus F/C deviations (i.e. zero),

s standard deviation of the estimated minus F/C deviations, and

n number of common data points.

z has a normal probability density function with µ = 0 and standard deviation s

z ∼ N(0, s) . (6.36)

The statistical test is performed and the null-hypothesis of H0 : µ = 0 is accepted with a

confidence interval of 1 − α = 0.90, for both Nm and hm values. This means that differ-

ence between estimated NmF2 and hmF2 and the corresponding values derived from F/C is

statistically insignificant with a confidence level of %90.
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Figure 6.44: F2-peak electron density obtained from F/C data, for day 182, 2010 - [0,2]UT
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Figure 6.45: F2-peak height obtained from F/C data, for day 182, 2010 - [0,2]UT
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6.2 Global maps of electron density

Figure 6.46: F2-peak electron density deviations of estimated minus F/C, for day 182, 2010
- [0,2]UT

Figure 6.47: F2-peak height deviations of estimated minus F/C, for day 182, 2010 - [0,2]UT
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Chapter 7

Final remarks

With rapid development of new scientific and technological systems which transmit

signals through the upper atmosphere, accurate modeling of the ionosphere has turned

more crucial. Within the IGS, the Ionosphere WG has been providing daily GIM of VTEC

since 1998. The IGS GIM is being widely used for different scientific and civilian purposes,

therefore increase in the accuracy and reliability of their products is essential. From long

term analysis, it is believed that the IGS VTEC maps have an accuracy of few TECU

in areas well covered with GNSS receivers; conversely, in areas with poor coverage, the

accuracy can be degraded by a factor of up to five (Feltens et al., 2010). On the other hand,

dual-frequency satellite missions, such as several altimetry missions or the F/C mission,

provide valuable information about the ionosphere globally. Combining these data with the

ground-based GNSS data, significantly improves the accuracy and reliability of the VTEC

maps by closing the observation gaps that arise when using ground-based data only. The

developed GIM are considered as 2D maps of VTEC, as they model VTEC in longitude

and latitude, and contain the temporal variation implicitly. Due to the fact that 2D models

of VTEC provide information about the integral of the whole electron content along the

vertical or slant ray-path, when information about the ionosphere at different altitudes is

needed, these maps are not useful; e.g. when electron density profile is required, or when

satellite to satellite observation is being performed. In this case a 3D modeling of the

ionospheric parameters is required. To model ionospheric parameters in 3D, the parameters

of electron density, e.g. the F2-peak electron density, and its corresponding F2-peak height

could be modeled - assuming the plasmaspheric contribution to be known for the time being.

For this, the parameters of the electron density are modeled in longitude, latitude, and height.

All in all, an enhanced knowledge of the processes within the ionosphere is of high

importance for all studies of the upper atmosphere and the solar-terrestrial environment,

e.g. for radio science, for upper atmosphere climate and plasma studies, and for the marine

or arial navigation.
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7.1 Summary

This chapter overviews the summary of the accomplished work within this thesis, followed

by a general discussion on the results and findings. The concluding remarks are then briefly

overviewed, and finally the dissertation is concluded with some ideas for further development

and improvement of the results and for future work.

7.1 Summary

2D modeling of VTEC

To develop the combined 2D GIM, GNSS ionospheric observable which are formed using

smoothed-code pseudorange were taken as the primary input data. The GNSS observations

of a complete day from about 160 IGS ground stations were downloaded in RINEX format

and were split into two-hourly time spans, starting from [0,2] UT to [22,24] UT. For each two-

hourly time interval the observation equations were formed by applying spherical harmonic

expansion of degree and order 15 to the ionospheric observable. The normal equations for the

GNSS input data was then formed. A similar procedure was accomplished for all the other

observations techniques, i.e. for observations of satellite altimetry and F/C. The observations

of the different techniques were then combined by stacking the normal equations of each of

the techniques. The least-squares adjustment was performed using the combined normal

equations and the unknown coefficients of the spherical harmonic expansion were estimated

along with the satellite and receiver DCB and the daily bias between each of the combined

input data with respect to GNSS, i.e. one daily constant bias between GNSS and satellite

altimetry and one daily constant bias between GNSS and F/C. The estimated coefficients

of the spherical harmonics were then used to calculate the estimated VTEC values through

the whole globe. The VTEC values were provided in global grid-wise maps with temporal

resolution of 2h and spatial resolution of 2.5◦ in latitude, and 5◦ in longitude.

To assess the validity of the combined maps, the developed maps were first quantified with the

raw altimetry and F/C data, which were not used in the combination procedure. Comparisons

with the IGS GIM and also VTEC profiles from the IRI models was also performed. As a

complementary step, a through investigation was performed for calibrating GNSS data, using

satellite altimetry and F/C VTEC values. To calibrate the GNSS values, in the first step,

GIM from the GNSS-only measurements were computed. Taking the footprints of the satellite

altimetry and F/C measurements at each two-hourly intervals into account, the VTEC values

at these points were extracted from the GNSS-only GIM. The difference between the extracted

VTEC values, and VTEC from satellite altimetry and F/C data was used to calculate the

bias between GNSS and satellite altimetry and F/C. The biases were calculated using three

different strategies, namely daily mean bias, time-dependent bias, and latitude-dependent

bias. Applying each of the calculated biases, the GNSS VTEC values were calibrated with

respect to satellite altimetry and F/C VTEC.
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3D modeling of electron density

In the next step of this thesis we concentrated on 3D modeling of electron density. To model

the electron density, the upper atmosphere was assumed to be a stratified layer with three

major subdivisions, i.e. the bottom-side ionosphere, starting from 50 to 200 km, the topside

ionosphere from 200 to 1,000 km, and the plasmasphere from 1,000 to 2,000 km. The bottom-

side and topside ionosphere were modeled using an appropriate Chapman profile function.

To model the plasmaspheric contribution, the plasmaspheric part of the TIP model was

implemented. As a first step of this research, we assumed the plasmaspheric contribution to

be known by taking the a priori values from the TIP model, so we concentrated only on the

ionospheric part. According to the Chapman profile function, electron density at any point

is given by the F2 maximum electron density NmF2, and its corresponding height hmF2. So

the aim was to model NmF2 and hmF2 in globe. For this two sets of spherical harmonic

expansions were applied to the GNSS ionospheric observable, which relate the GNSS input

data to the F2-peak parameters. One set of spherical harmonic expansion was used for

estimating NmF2, and the other set for estimating hmF2. To perform the estimation, GNSS

input data were simulated in such a way that the true position of the satellites were detected

and used, but the STEC values were obtained through a simulation procedure, using the IGS

VTEC maps. After simulating the input data, the a priori values required for the estimation

procedure were calculated using the IRI-2012 model and also by applying the ray-tracing

technique. In the course of the estimation, appropriate constraints had to be applied, to

avoid unexpected output. For estimating NmF2, a global mean constraint was applied. In

this approach, the global mean value of NmF2 from the a priori model, i.e. IRI-2012 was

calculated and applied as the constraint. For estimating hmF2, as the observation equation

was non-linear with respect to hmF2, a sin-surface function constraint was applied. In this

constraint, the final estimated values are limited to a predefined range. For this study, the

range was set to the minimum and maximum values of hmF2 derived from the a priori

model IRI-2012. After performing the least-squares estimation, the coefficients of two sets of

spherical harmonic expansions were estimated. These coefficients were used to calculate the

NmF2 and hmF2 values in globe. The calculated values were provided in 2D global grid-wise

maps (one map for NmF2, and one map for hmF2), or in a unified 3D global map of NmF2

and hmF2. The final results were compared to the a priori model IRI-2012 to assess the

least-squares estimation procedure. Moreover, to validate the developed maps, the results

were compared with the F2-peak parameters derived from the F/C data.

7.2 Discussion

2D modeling of VTEC

So far the ionospheric information obtained from satellite altimetry and F/C data were used

for cross-validating the GIM developed from the GNSS observations. In the first part of this

thesis, we investigated integrating the satellite altimetry and F/C measurements with the
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GNSS data to develop combined global maps of the ionosphere. Performing the combination

over several days in the solar minimum and maximum conditions, we first concentrated on

combining GNSS measurements with the satellite altimetry data only, following the work

accomplished by Todorova (2008). The obtained results, show an absolute difference of 1 to

2 TECU with respect to the GNSS-only VTEC maps in the whole globe. At the footprints

of the satellite altimetry, this difference is positive, indicating a general increase of the VTEC

values from the GNSS-only VTEC. This increment correponds to the systematic VTEC over-

estimation of satellite altimetry with respect to GNSS, which is proved by several authors,

e.g. Brunini et al. (2005), and Todorova et al. (2007).

In the next step, F/C measurements were integrated into the combination procedure. Inte-

grating F/C data with the GNSS and satellite altimetry combined maps, compensates the

effect of this over-estimation. Taking the GNSS, satellite altimetry, and F/C combined maps

into account, a maximum difference of -1.5 to +1 TECU could be observed with respect to

GNSS and satellite altimetry combined maps. Performing the comparison reveals a general

reduction of VTEC by about 0.5 TECU in the whole globe after integrating the F/C data.

However, in some locations through the globe, the VTEC values are increased after combin-

ing the F/C data with GNSS and satellite altimetry combined maps. Taking a closer look

at the footprints of satellite altimetry and F/C, reveals that there have been no or a few

satellite altimetry observations at the mentioned location, while F/C data were available by

great extent.

Concerning the accuracy of the combined maps, the formal error of the developed maps show

a general reduction through the whole globe. This reduction is more evident after integrating

the F/C data into the combination. This is due to the better global distribution of F/C mea-

surements comparing to the satellite altimetry observations. The reduction of formal errors

at the footprints of satellite altimetry or F/C data can reach up to 0.3 TECU in the case

of GNSS and satellite altimetry combined maps, and up to 0.7 TECU in case of combining

GNSS, satellite altimetry and F/C data.

3D modeling of electron density

Aforesaid, the 2D models of VTEC provide information about the integral of the whole

electron content along the vertical or slant ray-path, when height-dependent information

about the parameters of the ionosphere is required, 3D modeling of the ionospheric parameters

becomes necessary. In the second part of the thesis, we focused on 3D modeling of electron

density. For this, the parameters of electron density, i.e. the F2-peak electron density NmF2,

and the corresponding F2-peak height hmF2 were modeled in longitude, latitude, and height.

The procedure was performed for a sample day, 1st July 2010, and the models were assimilated

as global grid-wise maps of NmF2 and hmF2. To evaluate the developed maps, the results

were first compared with the IRI-2012 model, and then with the F2-peak parameters derived

from F/C data. Comparing the estimated NmF2 with the NmF2 derived from the IRI model

reveals a positive mean bias of 0.398 × 1011 elec/m3 with standard deviation of 0.920 ×
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1011 elec/m3.

7.3 Conclusions

2D modeling of VTEC

Conclusions concerning the first part of this thesis are itemized below:

• This research is considered as a pioneer in the field of 2D modeling of the ionospheric

parameters, since it is the first to combine several space geodetic techniques for global

integrated modeling of the VTEC. Until now, satellite altimetry and F/C data were

only used for comparison and cross/validating the GNSS GIM.

• Combining GNSS VTEC maps with altimetry and F/C data has a great potential to

improve the accuracy and reliability of the VTEC GIM, especially when there is a high

number of occultation measurements available.

• The oscillations due to the lack of data and limitations of modeling the ionosphere,

using spherical harmonic expansion Schmidt et al. (2011), is considerably compensated

after applying the combination procedure.

• Since in our approach we use spherical harmonic base-function (similar to the IGS),

it will not be such a big effort for the IGS to improve their ionospheric products, by

implementing this integration technique.

• By rapid evolvement of space geodetic techniques and development of new ones, which

are capable of transmitting and/or receiving signals in more than two frequencies,

more observations could be integrated into the combination procedure. This will

significantly improve the accuracy and reliability of the developed combined maps.

• The combination procedure effectively contributes to the GGOS aims of integrating

different geodetic observing techniques for assuring a precise monitoring of the geodetic

observables.

3D modeling of electron density

Conclusions concerning the second part of this thesis are itemized below:

• Due to the following facts, this study can be considered a pioneer in multi-dimensional

modeling of the electron density
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– using ground-based GNSS measurements for 3D and 4D modeling of the iono-

spheric parameters,

– implementing a multi-layer ionosphere/plasmasphere model,

– applying ray-tracing technique to the upper atmosphere,

– modifying simulation approach,

– develop and implementing appropriate constraints for estimating the parameters,

– developing a global integrated 3D map of electron density F2-peak parameters,

with a spatial resolution of 2.5◦ in latitude, and 5◦ in longitude, and spatial reso-

lution of 2h.

• The developed 3D model of electron density peak parameters can be used to reconstruct

the electron density profiles through the ionosphere. These profiles provide information

about the ionosphere at different altitudes. This is in particular useful, when e.g.

satellite to satellite observation is being performed.

• Besides the geodetic applications, 3D modeling approach can include geophysical pa-

rameters like maximum electron density, and its corresponding height. High resolution

modeling of these parameters, allow an improved geophysical interpretation, which is es-

sential in all studies of the upper atmosphere, space weather, and for the solar-terrestrial

environment.

7.4 Outlook

In this section, some ideas for further development and improvement of the results and

for future work is outlined.

2D modeling of VTEC

Some steps towards improving the accuracy and reliability of the integrated 2D models of

VTEC are:

• Improving relative weighting scheme

To improve the integration results, an appropriate weighting for the different techniques

included in the combination procedure should be applied. This could be on both, physical

and mathematical aspects. For physical relative weighting, in the case of satellite altimetry

data, a latitude dependent weighting can be applied. As for the F/C measurements, a

weighting scheme depending on the individual spacecrafts can be applied. For mathematical

relative weighting, a fast Monte-Carlo implementation of the iterative maximum likelihood

component estimation (MCVCE) can be applied.
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• Performing GNSS calibration prior to combination

As a first step of combination procedure, calibration of the different data sources should

be performed. This would help removing the systematic bias between the different techniques.

Performing combination after removing a latitude dependent bias, provides the best accuracy

among other de-biasing techniques.

• Integrating with new evolving techniques

As new space geodetic techniques with globally distributed observations evolve, including

their data into the combination procedure can significantly improve the accuracy and relia-

bility of the developed combined maps. Care should be taken for the relative weighting of

these techniques.

• Developing maps with the same reference epoch as the IGS GIM

Within this study, to keep the calculation time optimal, the reference epochs of VTEC

GIM were shifted with respect to the IGS reference epochs, by one hour. This led to processing

observations of only one day, instead of three days, which is performed by IGS, and developing

twelve two-hourly maps per day, instead of thirteen two-hourly maps. Shifting back the

reference epoch, has the advantage of providing similar maps to the IGS official products,

and therefore the comparison to the IGS GIM would become more accurate.

• Increasing temporal resolution of the combined GIM

As IGS Ionosphere WG is planning to increase the temporal resolution of their products

from 2h to 1h and 15min, it is worth preparing a similar change for developing the combined

GIM as well.

• Densifying the global maps using regional models

There are several regional ionosphere models, which implement the same base-functions,

i.e. modified spherical harmonic expansion, or other base-functions, e.g. B-spline base-

functions. Integrating the combined global maps with these regional models could improve

the accuracy and reliability of the developed maps.

3D modeling of electron density

• Applying real GNSS observations

Within this study, to avoid inconsistencies in the input data and to focus only on the

model and the procedure for estimating the unknown parameters, we simulated the GNSS

input data. Although the GNSS white noise has already entered our procedure through IGS

VTEC maps, but using real GNSS data, the real noise is accounted for.

151



7.4 Outlook

• Integrating data from different space geodetic techniques

Information about the parameters of the electron density from other space geodetic tech-

niques, e.g. F2-peak parameters from F/C, were used for cross-validating the developed maps

obtained from GNSS-only data. Integrating information from additional techniques into our

modeling approach could improve the accuracy and reliability of the developed maps, by

closing the gap within GNSS input data.

• Taking curvature effect into account, using ray-tracing technique

As a first step for this study, curvature effect has not been taken into account, i.e. the ray-

path is assumed to be a straight line. Improving the ray-tracing formulations, the curvature

effect along the signal path can also be accounted for.

• Accounting for higher-order ionospheric refraction, using ray-tracing technique

The higher-order ionospheric refraction can also be considered in our model, when apply-

ing the improved ray-tracing technique.

• Estimating plasmaspheric parameters as individual unknowns

For this study, we assumed the plasmaspheric parameters, i.e. the plasma scale height HP

and the plasmasphere basis density NP as known parameters, by taking the values from the

TIP model. With this assumption, our unknown parameters were restricted to the ionospheric

parameters, i.e. Nm and hm values. In the next step, we can estimate the plasmaspheric

parameters, as well as the ionospheric scale height.

• Estimating characteristic parameters of other layers of the ionosphere

Applying appropriate models for other layers of the ionosphere e.g. E-layer, the charac-

teristic of these layers could also be estimated using this modeling approach.

• Applying Vary-Chap function for estimating the transition height

To estimate the ionospheric scale height, the Vary-Chap function proposed by Reinisch

et al. (2007) could be implemented. Within this function, the transition height is not assumed

to be constant, but is varying with height.

• Comparing the developed maps with other models and data

In this study, the developed electron density models were compared with the electron

density parameters derived from the IRI-2012 model, and also from the F/C data. The

developed maps can also be compared to other models such as the NeQuick or other data

such as the electron density profiles derived from the ionosonde.
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7. Final remarks

• Improving the spatial and temporal resolution

For 3D modeling of the electron density parameters, the spatial resolution was assumed

2.5◦ in latitude, and 5◦ in longitude, and temporal resolution of 2h. The reason for selecting

such spatial and temporal resolution was to have a similar resolution as the developed 2D

maps of VTEC, and to reduce the computational time. The spatial resolution can be improved

by selecting higher degree and order spherical harmonics. The temporal resolution can also

be improved to 1h and also 15min.

• Developing near real-time models using Kalman-filtering

Applying appropriate Kalman filtering approach, the developed maps could be provided

in near-real time.

• 4D modeling of electron density applying Fourier series expansion

Furthermore, by applying the Fourier series expansion, the electron density parameters

could be modeled in 4D, i.e. in longitude, latitude, height, and time. Within this thesis, the

theoretical concept was presented and the formulae for this approach were developed (see

Sect. 5.4).
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Appendix A

Single-frequency Single Point Positioning

In this appendix, GNSS single-frequency Single Point Positioning (SPP), which is a sample

application of the developed combined 2D global VTEC model is introduced. The plots and

tables presented in the following part are extracted from Alizadeh et al. (2010), published at

the proceedings of the Geomatics-89 conference in Tehran, Iran.

In the late 90s, JPL pioneered a new technique that did not require calculating differential

equations to obtain GPS precise positions; they labeled this procedure, Precise Point Posi-

tioning (PPP) (Zumberge et al., 1997). The largest difference between relative processing and

PPP was the way of handling the satellite and receiver clock errors. To remove satellite clock

errors, PPP uses highly precise satellite clock estimates, instead of between-receiver differ-

encing. These satellite clock estimates are derived from IGS GNSS network (see Sect. 3.1.1).

In PPP, receiver clock errors are estimated as part of the least-squares solution for the coor-

dinates, instead of being removed by differentiating between satellites. To accomplish PPP,

GNSS dual-frequency group and phase psuedo-ranges are used to compute L3 ionosphere-free

linear combination, Eq. 3.10 or Eq. 3.15. As already mentioned in Sect. 3.1.3.1, in this linear

combination, the first-order ionospheric effect is eliminated, therefore, in the first approxi-

mation, our equation is free of ionosphere. The L3 ionosphere-free linear combination can

only be performed when GNSS observations are carried out in two frequencies. Since most

of the cheaper GNSS receivers are observing only in single frequency, they cannot apply this

technique. Locating these receivers in a non-differential procedure, is known as the SPP. The

difference between PPP and SPP in terms of coordinate accuracy is large. SPP produces

coordinates accurate at the 1 to 10 m level, while PPP can produce coordinates accurate

at the millimeter level with 24h of observations, which is comparable to relative processing

(King et al., 2002).

To improve the accuracy of SPP, the effect of error sources in Eq. 3.1 or 3.2 should be

minimized. As ionosphere refraction is one of the major error sources in these equations,

its effect should be accounted for. To correct the model for the ionosphere refraction, point

positioning was performed by using:

• Single-frequency measurements, applying ionosphere correction from combined GIM,

• Single-frequency measurements, applying ionosphere corrections from CODE GIM, and

• Dual-frequency ionosphere-free linear combination.

In the course of this procedure, Observation of 20 IGS stations world-wide were used in the

duration of doy 182 to 191 of 2006. The above mentioned approaches were processed with the

Bernese GPS Software (ver. 5.0) (Dach et al., 2007), applying final orbits and weekly Earth
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Figure 1: Selected IGS stations for performing PPP and SPP

Rotation Parameter solution of CODE, the IAU2000 model for nutation and the absolute

antenna phase-center model. The criteria for selecting the IGS stations are focused on the

location of the station with respect to the sea-area. Figure 1 shows the world-wide selected

stations.

First, using the dual-frequency ionosphere-free linear combination the precise coordinates

of the selected stations are calculated in a 24h solution. In the second approach, single-

frequency measurements are processed in the same 24h daily solution, and for the ionosphere

correction term, TEC is extracted from the GNSS and satellite altimetry combined GIM,

(from now, in this appendix, called the IGG GIM). Similarly in the third approach, the

coordinates are calculated by applying ionosphere correction derived from CODE’s GIM to

single-frequency measurements. Within this study, the L3 ionosphere-free combination serves

as a basis for comparing the two different models of the ionosphere. To have a better view

for this comparison, the results of position coordinates derived from the different solutions

are subtracted from results of the ionosphere-free solution. Figures 2a and b, and 3a and b

depict samples of the processed stations. In Fig. 2 and 3 difference between dual-frequency

PPP and the single-frequency SPP, applying ionosphere corrections derived from the CODE

and IGG GIM are shown. The thick lines depict ionospheric corrections obtained from

CODE GIM and the dashed lines depict ionospheric corrections derived from IGG GIM.

By subtracting the different SPP solutions from the PPP solution, all other errors will be

eliminated, except the ionosphere errors. The process is carried out on a daily basis solution

for day 182 to 191 of the year 2006. Figures 2a and b show the results for stations ALGO

and CONZ, which are well within the land area. It can be seen that the CODE derived

ionosphere corrections with the mean horizontal bias of 0.058 cm at station ALGO, provide

slightly better results than IGG derived corrections with 0.067 cm mean horizontal bias at

the same station; though position differences of both methods hardly reach 5 mm within 10

days. Figures 3a and b show the results for stations GUAM and KERG which are located in

158



Figure 2: SPP in a daily solution for in-land station a ALGO and b CONZ, from doy 182
to 191, 2006. Thick lines depict SPP using ionospheric corrections derived from CODE
GIM minus dual-frequency PPP of the station, and dashed lines show SPP using ionospheric
corrections derived from IGG GIM minus dual-frequency PPP of the station

Figure 3: SPP in a daily solution for see-side station a GUAM and b KERG, from doy
182 to 191, 2006. Thick lines depict SPP using ionospheric corrections derived from CODE
GIM minus dual-frequency PPP of the station, and dashed lines show SPP using ionospheric
corrections derived from IGG GIM minus dual-frequency PPP of the station
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Figure 4: SPP in an hourly solution for in-land station a HERT and b WTZR, for doy 182,
2006. Thick lines depict SPP using ionospheric corrections derived from CODE GIM minus
dual-frequency PPP of the station, and dashed lines show SPP using ionospheric corrections
derived from IGG GIM minus dual-frequency PPP of the station

the ocean area. Except for the height component at station GUAM, the position differences

of both methods at both stations are around 5 mm. From these plots, it is apparent that the

IGG derived correction method provides better results than the CODE derived correction.

For example the mean horizontal bias at station GUAM with the IGG model is 0.165 cm,

while this amount with ionosphere corrections from CODE is 0.206 cm. Table 1 shows the

mean bias in longitude, latitude, and height over 10 days and also the RMS of height with

respect to the L3 ionosphere-free combination of both methods.

The same solutions are carried out for the selected stations on an hourly basis. Figures 4a and

b illustrate the differences between SPP using both correction models and the dual-frequency

PPP at day 182 of 2006, for in-land stations HERT and WTZR. Figure 5a and b depict the

same plots for the stations BRMU and REUN, which are located in the ocean area. The

mean bias in longitude, latitude, and height over 24h and also the RMS of height with respect

to the L3 ionosphere-free combination of both methods is represented in the Table 2. From the

above figures, it can be seen that applying ionospheric corrections for single frequency SPP

using the IGG model at the seaside stations provides better results than applying corrections

from the CODE model. This is clearly due to the lack of GNSS observations over the ocean

area. But for the stations in the land regions, ionospheric corrections derived from the CODE

GIM, provide better SPP results compared to the SPP applying corrections from the IGG

GIM, although the difference between two correction methods are not significant. From this

study, it can be inferred that combining satellite altimetry data with GNSS measurements

improves the accuracy of the developed GIM over the area with no or less GNSS observations,

i.e. mainly over the oceans.
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IGG CODE

Bias RMS Bias RMS

(cm) (cm) (cm) (cm)

LONG LAT H H LONG LAT H H

ALGO -0.03 -0.06 0.27 0.13 0.02 -0.05 0.15 0.13

ALRT 0.03 0.07 0.43 0.11 0.04 0.08 0.30 0.11

BAHR 0.11 -0.34 0.85 0.20 0.11 -0.27 0.75 0.17

BRMU 0.13 -0.39 0.44 0.13 0.09 -0.30 0.39 0.13

CONZ -0.10 0.20 0.29 0.14 -0.08 0.14 0.21 0.10

DARW -0.04 0.08 0.35 0.36 -0.03 0.15 1.36 0.39

DGAR 0.26 0.33 0.91 0.41 -0.08 0.14 0.21 0.10

GLPS -0.02 -0.01 0.13 0.17 -0.06 -0.14 1.04 0.20

GUAM 0.04 -0.16 1.45 0.20 0.08 -0.19 1.61 0.22

HARB 0.01 0.20 0.04 0.12 0.08 -0.19 1.61 0.22

HERT 0.16 -0.26 0.11 0.08 0.04 0.30 -0.20 0.11

HNLC -0.17 -0.23 0.50 0.20 -0.11 -0.14 0.42 0.29

KERG -0.09 0.23 -0.06 0.28 0.04 0.30 -0.20 0.11

KOKB -0.14 -0.27 -0.06 0.26 -0.08 -0.16 0.36 0.32

MDOI -0.16 -0.47 0.56 0.14 -0.06 -0.34 0.35 0.21

NLIB -0.10 -0.08 0.11 0.07 -0.11 -0.07 0.03 0.09

REUN 0.05 0.37 0.30 0.17 0.03 0.25 0.10 0.10

SEY1 0.06 0.10 0.64 0.29 0.01 0.15 0.70 0.30

THTI -0.10 0.11 0.40 0.34 -0.13 0.12 0.52 0.40

WTZR 0.17 -0.25 0.11 0.08 0.07 -0.09 0.03 0.07

Table 1: Mean bias and RMS of different SPP daily solutions with respect to dual-frequency
PPP solution, for doy 182 to 191, 2006
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Figure 5: SPP in an hourly solution for see-side station a BRMU and b REUN, for doy 182,
2006. Thick lines depict SPP using ionospheric corrections derived from CODE GIM minus
dual-frequency PPP of the station, and dashed lines show SPP using ionospheric corrections
derived from IGG GIM minus dual-frequency PPP of the station

IGG CODE

Bias RMS Bias RMS

(cm) (cm) (cm) (cm)

LONG LAT H H LONG LAT H H

HERT 1.45 -2.34 4.91 2.74 1.36 -2.12 4.40 2.68

WTZR 0.56 -1.54 3.13 3.52 -0.38 -1.63 2.86 3.28

REUN -0.50 -0.47 -2.00 1.81 -0.68 0.72 -2.30 1.70

BRMU 0.71 0.61 -0.75 3.46 -0.99 0.87 -0.96 3.03

Table 2: Mean bias and RMS of different SPP hourly solutions with respect to dual-frequency
PPP solution, for day 182, 2006.
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• Böhm, J., Salstein, D., Wijaya, D. and Alizadeh, M.M. (2013). Geodetic and atmo-
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